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Preface

The 12th IFIP Working Conference on the Practice of Enterprise Modeling
(PoEM 2019), was held during November 27–29, 2019, in Luxembourg, hosted by the
Luxembourg Institute of Science and Technology (LIST).

PoEM is supported by the IFIP WG 8.1 and is a conference to stimulate the
interaction between practitioners in the field of enterprise modeling, and researchers in
this interesting discipline, with the goal to inform and learn from each other. After all,
enterprise modeling methods and approaches should be usable in practice.

Concretely, the conference presented a wide variety of topics in the realm of
enterprise modeling (EM) including requirements engineering, modeling and ontolo-
gies, reference architectures and patterns, methods for developing models and archi-
tectures, and security and privacy. Additionally, two interesting EM related workshops
preceded the conference: the Third International Workshop on Practicing Open
Enterprise Modeling within OMiLAB (PrOse 2019) and the Second Workshop on
Teaching and Learning Conceptual Modelling (TLCM 2019). Finally, interesting new
topics were presented using the format of PoEM Forum papers with their own online
proceedings. These Forum papers were integrated in the main program of the con-
ference using a slightly different format.

This year, PoEM received 35 paper submissions covering a wide variety of EM
topics. Each paper was evaluated by at least three members of our expert Program
Committee, providing constructive feedback. In total 15 high-quality papers were
accepted, which can all be found in this volume. The acceptance rate for full papers
was thus below 43%.

This conference would not have been possible without the hard work of the Program
Committee members and additional reviewers. Additionally, we are thankful to the
authors of the papers who submitted and presented their high-quality papers at the
conference. We thank the session chairs for ensuring a smooth organization of the
sessions and stimulating interesting discussions. We also acknowledge the PoEM
Steering Committee chairs for their continuous assistance and the chairs of the Forum
for creating an exciting event. Finally, we thank LIST/Luxembourg for the organization
of the PoEM conference this year.

September 2019 Jaap Gordijn
Wided Guédria

Erik Proper
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Evaluating the Impact of User Stories
Quality on the Ability to Understand

and Structure Requirements

Yves Wautelet1(B) , Dries Gielis1, Stephan Poelmans1, and Samedi Heng2

1 KU Leuven, Leuven, Belgium
{yves.wautelet,stephan.poelmans}@kuleuven.be
2 HEC Liège, Université de Liège, Liège, Belgium

samedi.heng@uliege.be

Abstract. Scrum is driven by user stories (US). The development team
indeed uses, to fill the project’s and the sprints’ backlog, sentences
describing the user expectations with respect to the software. US are
often written “on the fly” in structured natural language so their qual-
ity and the set’s consistency are not ensured. The Quality User Story
(QUS) framework intends to evaluate and improve the quality of a given
US set. Other independent research has built a unified model for tagging
the elements of the WHO, WHAT and WHY dimensions of a US; each
tag representing a concept with an inherent nature and granularity. Once
tagged, the US elements can be graphically represented through an icon
and the modeler can link them when inter-dependencies are identified to
build one or more Rationale Trees (RT). This paper presents the result
of an experiment conducted with novice modelers aimed to evaluate how
well they are able to build a RT out of (i) a raw real-life US set (group
1) and (ii) a new version of the US set improved in quality using QUS
(group 2).The experiment requires test subjects to identify the nature
of US elements and to graphically represent and link them. The QUS-
compliant US set improved the ability of the test subjects to make this
identification and linking. We cannot conclude that the use of the QUS
framework improved the understanding of the problem/solution domain
but when a QUS-compliant US set is used to build a RT, it increases the
ability of modelers to identify Epic US. Building a RT thus has a positive
impact on identifying the structure of a US set’s functional elements.

Keywords: User Stories · Rationale Tree · Quality User Story ·
Modeling experiment

1 Introduction

Agile methods often describe software requirements with User Stories (US ).
User stories are short, simple descriptions of a feature told from the perspective

c© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
J. Gordijn et al. (Eds.): PoEM 2019, LNBIP 369, pp. 3–19, 2019.
https://doi.org/10.1007/978-3-030-35151-9_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-35151-9_1&domain=pdf
http://orcid.org/0000-0002-6560-9787
http://orcid.org/0000-0002-6037-0914
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of the person who desires the new capability, usually a user or customer of the
system. US are generally presented in a flat list which makes the nature and
structure of the elements constituting them difficult to evaluate [3]. Commonly,
US templates relates a WHO, a WHAT and possibly a WHY dimension and
in practice different keywords are used to describe these dimensions (e.g. Mike
Cohn’s As a <type of user>, I want <some goal> so that <some reason> [2]).
In the literature no semantics have been associated to these keywords. Thus,
Wautelet et al. [9] collected the majority of templates used in practice, sorted
them and associated semantics to each keyword. The key idea is that, using a
unified and consistent set of US templates, the tags associated to each element
of the US set provide information about its nature and granularity. Such infor-
mation could be used for software analysis, e.g., structuring the problem and
solution, identifying missing requirements, etc. Most of the concepts of [9] are
related to the i* framework [12] so that a visual Goal-Oriented Requirements
Engineering (GORE ) model, the Rationale Tree (RT ), has been formalized for
graphical representation of US sets in [8,10].

In parallel, Lucassen et al. [4] have proposed the Quality User Story (QUS)
framework, a linguistic approach to evaluate and improve the quality of indi-
vidual US and US sets. US are often written with poor attention and their
quality can be improved by applying a set of 13 criteria. QUS is supported
by the Automatic Quality User Story Artisan (AQUSA) software tool. Based
on natural language processing techniques, AQUSA detects quality defects and
suggests remedies. Domain experts also need to be involved in the US quality
improvement process to fine tune the US set. Overall, a QUS-compliant US set
is aimed to enhance readability and better support the human understanding
of the software problem and solution than its non-compliant counterpart; this
further helps stakeholders during all of the software development activities.

Even if they are basically independent researches, an experiment has been
conducted to test whether the usage of the QUS framework leads to a US set
allowing a modeler to build a RT of higher quality than one that would have
been built with the original US set. For this purpose, a real-life US set has been
selected and enhanced in quality using the QUS approach with the help of the
AQUSA tool and domain experts (we have then a “raw” and a QUS-compliant
US set). Students from the master in Business Administration (with a major
in IT and familiar with various modeling techniques) at KU Leuven campus
Brussels have served as test subjects. A first group was required to perform
small exercises and build a RT out of the raw US set, the second one out of
the QUS-compliant US set. The difference in quality of the RTs built and their
constituting elements’ relevance are studied in this paper.

2 Related Work

The need to test different decomposition techniques of US with different agile
methods and kinds of stakeholders has been identified in [6]. In this paper we
only consider US as structured in the Cohn’s form, independently of a specific
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agile method and evaluate the perspective of the modeler only. Trkman et al.
[7] propose an approach for mapping US to process models in order to under-
stand US dependencies. Their approach is oriented to building an operational
sequence of activities which is a dynamic approach not targeted to multiple gran-
ularity levels representation. We, however, aim to build a rationale analysis of
US elements which allows to represent and identify at once multiple granularity
levels but does not show explicitly the sequence of activities. As identified by
Caire et al. [1], the representation symbols in a visual notation have an impact
on the modelers’ understanding. We by default used the symbols of i* but this
parameter could be further studied.

Wautelet et al. [11] made an experiment using the unified model of [9] for
tagging the elements of the WHO, WHAT and WHY dimensions of a US; each
tag representing a concept with an inherent nature and defined granularity. Once
tagged, the US elements were graphically represented by building one or more
RTs. The research consisted of a double exercise aimed to evaluate how well
novice and experienced modelers were able to build a RT out of an existing US
set. The experiment explicitly forced the test subjects to attribute a concept to
US elements and to link these together. On the basis of the conducted experi-
ment, difficulties that the modeler faces when building a RT with basic support
were identified but overall the test subjects produced models of satisfying qual-
ity. The experiment of Wautelet et al. [11] can be seen as preliminary to the one
conducted in this paper. We indeed here also guide subjects into the tagging of
US elements and build a RT out of US sets. The main innovation here is that
there is a variation of quality among the US sets submitted to the subjects.

3 Research Approach and Background

3.1 Research Hypothesis and Goals

Research Hypotheses. According to Lucassen et al. [5] the use of the QUS
framework effectively decreases the quality defects within US. One of the main
expectations towards the use of the QUS framework in the experiment is thus
that the quality (evaluated by scores) of the represented RTs will be higher with
the QUS-compliant US set. This specifically means that we expect an improve-
ment in identifying relevant software functions and elements like Epics,
Themes, Non Functional Requirements (NFRs) and possibly missing
requirements. The interference of the RT to identify the concepts is expected
to be positive, especially for Themes and Epics because their identification is
specifically supported by the RT. The goals of the experiment are then:

– To analyze the ability of the subjects to understand and identify different
concepts (NFRs, missing requirements, Epics & Themes) related to US sets;

– To analyze and verify the ability of the subjects to build a RT from a set of
US taken from a real-life case;

– To analyze the impact of the RT on the subjects’ ability to identify and
distinguish the previously mentioned concepts related to US sets;
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– To analyze and measure the impact of the QUS-compliant US set on (i) the
ability of the subjects to identify and distinguish the nature and granularity
of elements present in US (before and after the use of the RT) and (ii) to
build a RT.

3.2 Building the Experiment

A BPMN workflow of the followed research steps can be found in Appendix
C1. We have created two versions of the experiment and randomly divided the
subjects in two groups. One group that receives the experiment with the “raw”
US set (available in Appendix A & B), and the other group that receives the
experiment with the “QUS-compliant” set (also available in Appendix A & B).

The real-life US set has been furnished by an organization that wants to
remain anonymous; it is called “Company X” here. The latter furnished a doc-
ument with US sets concerning the development of a web-application. From the
original document, 2 (raw at this stage) US sets were selected (1 set for each part
of the experiment). Then, several exercises were built together with theoretical
explanations and instructions.

Fabiano Dalpiaz, involved as a promoter in the development of the QUS
framework, ran the raw US sets through the AQUSA tool and delivered the
generated reports. The tool does not include all the criteria so that a manual
tagging was done by Fabiano to evaluate the US sets based on all the criteria (see
Appendix D). Fabiano also added some comments to some of his tags to clarify
his answer (Appendix D). Note that tagging a US means here to answer “yes”
or “no” to the 13 criteria. The research team then met with an IT manager and
a developer of company X to re-discuss and improve the US set. Both employees
were involved in writing the US; they clarified some aspects allowing to build
the final version of the two QUS-compliant US sets. With the raw and QUS-
compliant US sets at disposal, the final version of the experiment was discussed
by the research team. Based on this, some layout was changed and more context
and explanations were added to the experiment document.

The last step was to create a well-founded solution. Each of the research team
members created individually a possible solution for the RT. These solutions
were compared among each other and discussed. After that, a joint solution that
became the “moving golden standard” was set-up, meaning the solution of the
RT could evolve during the corrections of the experiment. Indeed, when a subject
modeled an element or link that was valid but not considered previously, it could
be added to the solution after discussion among the research team members. The
solutions of the exercises of both groups, with the moving golden standard of the
RT included, are shown in appendix G & I. Appendix E contains a timetable that
gives an overview of the iterations that were made to conduct the experiment.
Each time information about when and how the meeting took place, who was
involved and what the outcome was, is given. The conducted experiments of

1 All appendices are available at: http://dx.doi.org/10.17632/st8byw8hkz.1.

http://dx.doi.org/10.17632/st8byw8hkz.1
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both groups are depicted in Appendix F (group 1) & H (group 2), followed by
the solutions of the experiments in Appendix G (group 1) & I (group 2).

3.3 Assignment and Measured Variables

In an introductory part, questions have been asked to gather additional infor-
mation that could be used as variables for the analysis. The following list of
questions were asked: (i) educational background; (ii) primary occupation (stu-
dent, researcher, teacher, ...); (iii) experience with software modeling (Likert-
scale from 1 to 5): if they had experience, we further asked what languages they
worked with; (iv) amount of years of experience with software development; and
(v) 8 Likert-scale questions, from 1–5, about their knowledge of US, User Story
Mapping (USM), NFR, US as requirements in agile methods, Epics, Themes,
missing requirements and Entity Relationship Diagram (ERD).

Exercises Part 1: The exercises for the first part consist in the identification
of the following concepts: (i) non-functional requirements (exercise 1); (ii) Epics
(exercise 2); (iii) Themes (exercise 2 (as well)); and (iv) Missing requirements
(exercise 3). The subjects received some context information about the applica-
tion to develop together with a reference in the document’s appendix where a
list of US-related concepts were explained. The exercises of part 1 were based on
the first US set of Company X. The first US set consists in 13 US in its “raw”
form (thus for group 1, see Appendix A) and in 11 US in its QUS-compliant form
(thus for group 2, see Appendix A). The entire sets were nevertheless split into
small samples for the needs of each exercise containing 3 to 4 US. After having
made the exercises, the subjects were asked to quantify, by using a Likert-scale
from 1 to 5, the clarity of the explanations of the concepts and the difficulty
they perceived in identifying these concepts.

Exercises Part 2: The exercise for the second part consists in one global mod-
eling exercise to build a RT. Theoretical background about the different types
of elements (i.e., role, task, capability, hard-goal and soft-goal) and links (i.e.,
means-end, decomposition and contribution) used in the RT was given together
with a running example of 4 US. The exercise of part 2 is based on the second
US set of Company X. The latter US set consists in 7 US in its “raw” form (thus
for group 1, see Appendix B) and in 7 US in its QUS-compliant form (thus for
group 2, see Appendix B).

The subjects received information about the context of the application devel-
opment in company X together with a second set of US. Based on a study by
Wautelet et al. [11], the test subjects had to execute the following steps to model
a RT (see the experiment document in the Appendix F for group 1 and Appendix
H for group 2):

– Step 1: Identify the WHO element from each US;
– Step 2: Identify the elements from the WHAT- and WHY-dimension in every

US;
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– Step 3: Identify, for each element of the WHAT- and WHY-dimension, the
construct that will be used for their graphical representation, according to
the theory;

– Step 4: Graphically represent all elements identified in steps 2 & 3 and create
a RT by linking them;

– Step 5: Identify the possible missing links to complete the graphical repre-
sentation.

For steps 2 and 3, the first US was given as an example. The subjects were
asked to identify the same concepts as in part 1 but this time using the RT to
support them in the process. Note that the ability of identifying a NFR was not
explicitly asked again because it was implicitly included in the modeling exercise.
The last part consisted in 4 Likert-scale questions about the understandability
and easiness of using the RT.

3.4 Data Collection

To collect the data, the experiment has been executed by 34 Business Admin-
istration students with a specialization in Business Information Management
at the KU Leuven campus Brussels. Before the start of the experiment, Yves
Wautelet gave a 30 min introduction about US to both groups at the same time.
The subjects were then divided in two groups of 17, one that used the raw set
as input and the other that used the QUS-compliant one. The subjects were
randomly divided by “blindly” giving them a piece of paper on which “1” or
“2” was written. Subjects that received “1” stayed in the same room and were
given the experiment with the raw set. Subjects that received “2” had to go to
a second room where they were given the experiment with the QUS-compliant
set.

3.5 Evaluating the Experiment’s Results

The solutions used to evaluate the subject’s representations are depicted in
Appendix G for group 1 and Appendix I for group 2. Due to their small size, the
solutions for the exercises in part 1 did not lead to much discussions and were
rapidly adopted. For the large exercise of part 2, the solution is based on a “mov-
ing golden standard”. Although all of the solutions are highlighted within the
appendices, some more explanation about the RT of part 2 should be given. The
research team chose to distinguish three hard-goals within the solution that were
all separately connected with a task by a means-end link. The following three
hard-goals were chosen because they all express a coarse-grained functionality:
Correct errors in personal information, Sign in with user account, and Register
myself. Besides identifying those elements, the test subjects also had to identify
Epics, Themes and missing requirements using of their RT. As an End User I
want to register myself So that I can sign in with a user account is considered
an Epic US. The US indeed contains clear high-level elements while US 2, US 4
and US 5 are related to US 3.
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4 Analyzing the Results of the Experiment

4.1 Preparing the Data for Analysis

Data was analyzed with SPSS. Variables have been defined and it has been
ensured that their results could be compared by rescaling their total score. The
latter was done because there was a difference in the value of the total score
within some exercises between the experiment in group 1 and 2. Also, the rel-
evant variables have been put in percentages so scores from different exercises
within and between groups could be compared in a consistent way. The next
step has been to evaluate and define useful factors. A short description of the
used variables is given hereafter.

Description of the Variables. As previously mentioned, an introductory part
of the experiment document given to the subjects collected some additional
information about them. The variables that were collected are the following:

– EduBackground: highest education level obtained (high school, bachelor, mas-
ter);

– Experience: the experience in software modeling (Likert-scale2);
– KnownModelingLanguage: what modeling languages they have experience

with;
– MonthsOfExperience: how many months of experience with software devel-

opment, regarding any method or technique;
– KnowledgeUserStories: their knowledge about US (Likert-scale);
– KnowledgeUserStoryMapping: their knowledge about USM (Likert-scale);
– KnowledgeNFR: their knowledge about NFRs (Likert-scale);
– KnowledgeUSInAgile: knowledge about US as requirement artifacts in agile

software development methodologies (Likert-scale);
– KnowledgeEpicUS: their knowledge about Epic US (Likert-scale);
– KnowledgeUSThemes: their knowledge about Themes in US (Likert-scale);
– KnowledgeMissingRequirements: their knowledge about MR (Likert-scale);
– KnowledgeERD: their knowledge about Entity-Relationship (Likert-scale).

The variables that measure the score of the subjects on the different exercises
were named ScoreNFR, ScoreTheme, ScoreEpic and ScoreMR. A distinction was
made between the exercises of parts 1 and 2.

The ability of the subject to identify a NFR in part 2 was a part of the exer-
cise on the RT and was named ScoreSoft Goal. After the exercises, the subjects’
perception on their ability to solve the exercises was asked and transformed into
variables DifficultyNFR, -Themes, -Epics and -MR for part 1 as well as FindMR,
-Epic and -Theme for part 2. The perception of the subjects’ ability to identify
soft-goals3 in part 2 was not asked explicitly because it was captured in the
2 A Likert-scale from 1-5 that goes from “never heard of it” to “expert in topic”, is

used in every variable with a “Likert-scale”.
3 Typically in the RT, a NFR is represented as a softgoal so that, in the rest of this

paper, every time we refer to softgoal we implicitly mean a NFR.
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Table 1. Factor analysis.

Factors Factor loadings
of items

KMO Total
variance

Cronbach’s
alpha

F1: KnowledgeUS KU1: 0,845;
KU2: 0,785;
KU3: 0,676;
KU4: 0,672

0,722 55,987 0,731

F2: KnowledgeMacro-
ConceptsUS

KMC1: 0,900;
KMC2: 0,935;
KMC3: 0,742

0,619 74,470 0,806

F3: Understandabili-
tyMacroConcepts

UMC1: 0,718;
UMC2: 0,731;
UMC3: 0,920;
UMC4: 0,920;
UMC5: 0,607

0,796 62,246 0,797

F4: EasinessMacro-
Concepts Part2

EMC1: 0,709;
EMC2: 0,910;
EMC3: 0,895

0,627 71,051 0,792

F5: HelpOfTreeMacro-
Concepts Part2

HTMC1: 0,890;
HTMC2: 0,870;
HTMC3: 0,891

0,733 78,085 0,857

F6: ClearnessEasines-
sOfUseTree

CET1: 0,826;
CET2: 0,768;
CET3: 0,885;
CET4: 0,844

0,751 69,211 0,848

perception of modeling the overall diagram. After the first part, the subjects
were also asked to give their perception on the understandability of the con-
cepts explained, respectively named UnderstandUS, -NFR, -Epic and -Theme.
While Epics and Themes are related concepts, ClearDifferenceEpic Theme asked
whether the difference between both concepts was clear.

The modeling exercise in part 2, regarding the RT, measured the ability of
the subjects to model each construct separately. ScoreCoarseGrainedFunction-
ality, -Hard Goal, -Soft Goal, -Task, -Capability, -Links, -ConsistentTree and
-MissingLink were used as variables to measure their performance. Subjects
received points on their ability to identify the coarse-grained functionalities from
the US. They also received points when they indicated these functionalities as
hard-goals, could identify the soft-goals, tasks and capabilities and connect the
relevant elements by using the correct links. The RT was also analyzed on its
consistency and could be divided into 3 levels. A consistently modeled RT was
considered a clear hierarchical structure were most of the relevant elements were
linked, subjects received the full points in this case. A partially modeled RT
combines at least 2 different US with no clear hierarchical structure; this was
given half of the points. A graphical model were no US were linked, was given 0.
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Table 2. Comparing the means of the overall scores.

Variables Mean
group 1

Mean
group 2

Mean difference (%
points)

Percentage of
score of the
exercises in
part 1

64,71 51,70 13,01*

Percentage of
the score of
the exercises
in part 2

49,91 57,62 7,71

Percentage of
the score of
modelling the
Rationale Tree

55,54 64,67 9,13

*: p<0,05; **: p<0,01

After the exercise, a few questions about the use of the RT were
asked. HelpTree MR, - Epic, - Themes are the variables that captured
the perception of the subject on how the RT helped in identifying the
concepts. To end the experiment, 4 variables about the subjects’ per-
ception on the RT: (i) IntroTree Clear Understandable and TheoryEle-
mentsLinks Clear Understandable, measured how clear and understandable the
introduction and the theory about the different elements and links was; (ii) Skil-
fulAtUsingTree measured whether the subjects would find it easy to become
skilful at using the RT; and (iii) ApplyTreeDailyWorkLife measured whether the
subjects would find it easy to apply the RT in their daily work life to evaluate
US sets. The perceptions, mentioned above, were measured by a Likert-Scale
from 1 to 5 where 1 means “Not at all” and 5 means “Extremely”.

Factor Analysis. A Principal Component Analysis was executed to reduce the
amount of unstructured information from variables that are associated with a
common latent (i.e., not directly measured) variable. Table 1 shows the relevant
factors that were found and used during the analysis of the results. A total of six
factors was found, Appendix J shows which items are related to which factors
within the component matrix. The table shows all factors were usable because
they all had an acceptable Kaiser-Meyer-Olkin (KMO) test (above 0, 5). Besides
that, the Bartlett’s Test of Sphericity was significant in every factor. Every factor
had a sufficient percentage of total variance explained and a reliability analysis
showed the Cronbach’s alpha was high enough (above 0, 6).
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4.2 A Between-Group Comparison: Analyzing the Impact of the
QUS Framework

The first comparison that is made is the between-group one. The different scores
on the exercises are compared by testing whether there is a significant difference
between the means of group 1 and 2. In that way, there will be checked whether
the use of a QUS-compliant US set improves the ability of the subjects to identify
the different concepts before and after using the RT and improves the ability to
build a graphical representation.

The experience in software modeling of respondents has also been ana-
lyzed. Due to a lack of space and because it is not fundamental for the overall
understanding of the paper, it has been placed in Appendix K.

Analyzing the Scores. In this section some analysis regarding the scores of
the exercises will be compared between both groups to check whether the QUS
framework had a possible effect on the scores. Table 2 shows the overall scores
of the exercises in part 1, part 2 and the modeling exercise of the RT.

The variables that are included in the overall scores are the following:
ScoreNFR (ScoreSoft Goal for part 2), -Theme, -Epic and -MR. The exercises
concerning the latter concepts can be found in Appendix F and H. The overall
score of the modeling exercise is the sum of the scores of all separate elements
that had to be modeled. As mentioned previously, the scores are expressed as
percentages for consistency reasons.

As seen in Table 2, there is only one significant mean difference. The mean
score, expressed as a percentage, of the subjects in group 1 and thus with the raw
US set, score a mean of 13,01% points significantly higher than the subjects in
group 2. In other words, there is a significant decrease in the mean of the score of
20,11% in group 2, compared to group 1. Part 2 and the exercise on the RT show
no significant difference in means. The expectation that the QUS-compliant US
set would improve the overall scores of the exercises that are executed by the
subjects is not confirmed. On the contrary, subjects from group 1 score higher
on the exercises in part 1. Although, the means of the scores from the exercises
for part 2 and the RT are higher in group 2, they are not significant. A plausible
explanation for the mean difference in the exercises of part 1 is rather hard
to find while similar, but improved, US sets are used in group 2. It might be
possible that the effect of the QUS framework, that changed some of the US, and
the selection of a few different US influenced the ability of the novice modelers
to identify the concepts in part 1. To test whether the mean differences are
significant, an independent t-test was conducted for part 1 and 2 (Appendix N).
The means for the modeling exercises are tested according to the Kruskall-Wallis
test, because in group 1 the variable is not normally distributed (Appendix L).

Besides the overall score, the scores of the separate exercises in part 1 and 2
have also been analyzed. Table 3 shows the differences of the separate exercises
between group 1 and group 2 and indicates whether they are significant. Again,
percentages are used to ensure consistent comparisons. The mean differences
are tested by a Kruskall-Wallis test (Appendix M & L). The mean difference
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Table 3. Separate scores of the exercises in part1 and part2.

Variables Mean group 1 Mean group 2 Mean difference
(% points)

Percentage of
score NFR part 1

74,26 70,00 4,26

Percentage of
score Themes
part 1

82,35 55,88 26,47*

Percentage of
score Epic part 1

73,53 20,59 52,94**

Percentage of
score MR part 1

23,53 26,47 2,94

Percentage of
score NFR part 2

73,53 73,53 0,00

Percentage of
score Themes
part 2

47,84 62,75 14,91

Percentage of
score Epic part 2

41,18 64,71 23,53

Percentage of
score MR part 2

35,29 29,41 5,88

*: p<0,05; **: p<0,01

of the scores in identifying Themes and Epics in part 1 between both groups is
significant. There is a decrease of 32,14% in the mean score from group 1 to group
2 in identifying Themes. The mean score of the identification of Epics in group
1, is significantly higher than in group 2. These differences explain the mean
difference of the overall score in part 1. Another explanation could be that the
QUS-compliant set had a negative impact on the subjects’ abilities to identify
Epics and Themes from a short set of US. Although the mean scores’ differences
are not significant, Table 3 shows that the mean scores of identifying Themes and
Epics are higher in group 2 from a between-group point of view, but especially
from a within-group point of view. From these results, a new hypothesis can be
raised: the subjects’ ability to identify Themes and Epics within a high-quality
set of US improves while using a RT to identify them. The hypothesis that a
QUS-compliant set will improve the identification of Epics, Themes, NFRs and
missing requirements is rejected in both the cases before and after the use of the
RT.

Table 4 shows the means of the scores (in points, not as percentages) for
the separate modeled elements of the RT. To clarify the figures, the maximum
amount of points that could be given to a subject for each variable is indicated.
According to the table, the subjects could best identify the coarse-grained func-
tionalities in both group 1 and 2. The average score of the subjects was also
high for modeling a consistent RT. That finding can be linked to the research of
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Wautelet et al. [11] which concluded that most of the subjects could create an
acceptable graphical US model. The subjects scored the least points in identi-
fying the missing links, an error that also frequently occurred in the mentioned
study. When looking at the mean differences, there are three values that show
a significant difference. The mean score for modeling the tasks, the capabili-
ties and the links is significantly higher in group 2. This implies that some of
the expectations are partially confirmed. In both exercises the same US set was
used, the only difference was the interference of the QUS framework to improve
the quality of the US set. A plausible explanation for the significant difference
might be that a US set of better quality (i.e., improved by the QUS framework)
helps the modeler to identify some elements of the RT better, specifically tasks,
capabilities and links. This could be an interesting finding, while Wautelet et al.
[11] mentioned a lot of modeling errors concerning the capability element. The
interference of the QUS framework could be a possible solution to easily identify
atomicity in functional elements.

A non-parametric Kruskall-Wallis test (Appendix M) was used to compare
the means of all the variables in Table 4, except for the score attributed to
identifying the links. For the latter, an independent t-test (Appendix N) was
executed because the normality condition was met (Appendix L).

The perceptions of respondents have also been analyzed. Due to a lack of
space and because it is not fundamental for the overall understanding of the
paper, it has been placed in Appendix M.

Table 4. Comparing scores on the elements of the Rationale Tree.

Variables Mean group 1 Mean group 2 Mean difference

Score modelled 3
coarse-grained functionalities
in Tree (3p)

2,4118 2,5294 0,1176

Score modelled 3 hard-goals
in Tree (3p)

1,2353 1,5882 0,3529

Score modelled 2 soft-goals in
Tree (2p)

1,4706 1,4706 0,00

Score modelled 4 tasks in
Tree (2p)

0,8824 1,2353 0,3529*

Score modelled 2 capabilities
in Tree (1p)

0,6176 0,8824 0,2648*

Score modelled 8 links in
Tree (4p)

1,6471 2,3765 0,7294*

Score modelled a consistent
Tree (1p)

0,8824 0,7941 0,0883

Score identifying missing
links (1p)

0,2941 0,1176 0,1765

*: p<0,05; **: p<0,01
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4.3 A Within-Group Comparison: Analyzing the Impact of the
Rationale Tree

In this section, a within-group analysis is made. Like in the previous section, the
different scores will be compared by testing whether there is a significant differ-
ence, but the means of the exercises from the different parts are here compared
in both groups separately. The main goal is to evaluate whether the use of the
RT improves the ability of the subject to identify different concepts and to test
whether the impact of the RT improves while using a US set of higher quality.
Within this section, the new conducted hypothesis from Sect. 4.2 will be tested.

Analyzing the Scores. First, the overall scores of the exercises in both parts
are compared. Figure 1 depicts the overall mean scores, as percentages, of the
exercises from part 1 and 2 for both groups. The figure depicts the previously
identified significant difference in the exercises of part 1 between both groups.
Within group 1 (0 in the chart) and group 2 (1 in the chart), the paired t-test
is used to test whether there was a significant difference between both parts.
The t-test shows there is a significant (p<0, 01) difference in group 1 between
the exercises of part 1 and 2. The tests show there is no significant difference
in group 2. With respect to the previous tests, analyzed in Sect. 4.2; it is clear
that differences exist in the overall score of the exercises in part 1, both within
and between the groups. An explanation for the within-group difference might be
that the RT does not help the test subjects to identify the concepts when using a
US set of lower quality. Besides that, part 2 introduces something totally new to
the test subjects, the RT, that could also have an influence on the ability of the
modelers to make the exercises. Another possible explanation of the difference
could be the usage of different US sets in both parts. Additionally, the US set
in part 1 of group 1 was slightly different from the US set in part 1 of group 2.

A second within-group comparison is done by analyzing the mean differences
in the scores of the separate exercises. Table 5 explains the significant difference
between the overall scores of the exercises in part 1 and 2. According to a non-
parametric Wilcoxon Signed Ranks test, the mean differences of the scores on
the exercises regarding Themes and Epics are significantly different. The data
shows that group 1 better identified Themes and Epics in part 1. That finding
also aligns with the significant difference in the means of the scores on iden-

Table 5. Comparing separate exercises group 1.

Variable Mean part 1 Mean part 2 Mean difference

Percentage of score on
exercise Theme

82,35 47,84 34,51**

Percentage of score on
exercise Epic

73,53 41,18 32,35*

*: p<0,05; **: p<0,01
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tifying Themes and Epics between both groups. With respect to the possible
other explanations for the significant difference, the explanation in the previous
paragraph could be refined into the following: the RT does not help the test
subjects to identify Themes and Epics when using a US set of lower quality.

In the Table 6, the same comparison is made but now from the point of view
of group 2. As in Table 5, only the relevant variables are depicted. The data shows
that test subjects can better identify Epics after using the RT. The difference is
significant. A plausible explanation might be that the RT helps identifying Epics
when using a high-quality set of US. The new hypothesis can thus be partially
accepted (only concerning Epics).

Table 6. Comparing separate exercises group 2.

Variable Mean part 1 Mean part 2 Mean difference

Percentage of score on
exercise Epics

20,59 64,71 44,12**

*: p<0,05; **: p<0,01

Fig. 1. Comparing the overall scores of the two parts.
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5 Threats to Validity, Future Work and Limitations

The first and main threat to validity comes from the “distance” between the raw
and QUS-compliant US sets. We have selected two sets of US that have been
improved using the QUS framework without having a quantitative evaluation of
the distance between the two sets (it is up to the reader to evaluate this distance
by tracing the revision procedure and/or reading the initial and QUS-compliant
sets). It could be that (raw) US sets of various initial qualities do exist within
real-life US sets and that the QUS application will bring more value to initial
US sets with lower quality. This would have a direct impact on the ability of
the modeler to understand the software problem, to identify functions, their
abstraction and complementarity as well as elements like NFRs, Epics, Themes
and missing requirements. We need to establish a way to measure/quantify the
distance between the raw and QUS-compliant US sets and reproduce the expe-
rience with sets having different distances to better understand this. Another
threat comes from the quoting system itself. The latter has been built through
an analysis of default solutions and a moving golden standard with the aim to
define the criteria making the representations relevant and of high quality. While
we have included all of the possibilities we found and justified the importance
of the criteria we used, other solutions could perhaps have been included.

We also point out two limitations. First, the experiment was only executed
by students that, despite some different educational backgrounds, all studied
Business Administration. In future research, it would be interesting to compare
the ability of different sample groups like agile/requirements specialists, business
analysts or other students with a different background (e.g., computer science
students). A second limitation concerns the limited amount of information that
was given to the subjects. Despite the previously mentioned introduction about
US and the information given about the different concepts related to US sets,
the amount of information was still limited for students without any previous
knowledge about the concepts. Also, the presentation of the RT and its concepts
was kept as limited as possible so subjects could execute the experiment within
the time frame (approximately 2 h). An introduction and explanation about the
unified model for US modeling, for example, was not given to the subjects,
although knowledge about that would have been useful.

6 Conclusion and Future Work

After describing the data and creating factors, two types of comparisons were
made. A between-group comparison and a within-group comparison were indeed
conducted to measure the impact of both the QUS framework and the RT.
Some significant differences were found from which the following main conclu-
sions could be drawn. Applying a high-quality US set compared to a US set of
lower quality did not improve the test subjects’ ability to identify the US related
concepts (themes, epics, NFRs or even missing requirements) that were tested in
the exercises, both with and without the use of the RT. A possible explanation
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for the rejection of the hypothesis was that group 2 received a slightly different
US set than group 1 in the first part. The improved US set could have been expe-
rienced as more difficult for the novice modelers in group 2. The non-significant
differences in part 2 between both groups might be explained by the interference
of a new framework that the novice modelers did not know. Neither did the
interference of the QUS framework improve the overall scores of the exercises
compared to the US set of lower quality. Overall, we thus cannot conclude that
the effect of the QUS framework, compared to a US set of lower quality, had
any benefits to understand the problem/solution domain of the real-life case.
A finding that did confirm an expectation was that the QUS-compliant US set
improved the ability of the test subjects to identify and model some parts of the
RT better, specifically Tasks, Capabilities, and links. This could be due to the
fact that the QUS-compliant US set is more consistent and less overlapping than
the raw one so helping the modeler to better separate and structure the elements
present in US. While analyzing the data, a new hypothesis could be developed.
According to some clear differences in means, there was expected that a QUS-
compliant US set could improve the test subjects’ ability to identify Themes
and Epics with the use of the RT compared to identifying the same concepts
without using the RT. That expectation was only partially confirmed because
there was only a significant difference regarding the identifications of Epics. Even
if building a RT out of a US set of a higher quality level does not impact the
ability of test subjects to identify Themes, Epics or missing requirements, we
can conclude that building the RT from a QUS-compliant US set improves the
ability of the novice modeler to identify Epics. By helping in this identification,
a RT built out of a QUS-compliant US set improves the ability to understand
the problem/solution domain in a real-life case.
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the experiment.
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Abstract. Dynamic business environments create the need for constant change
in modern enterprises. Enterprise transformation is associated to changes in
enterprise capabilities since capabilities are an essential element in business
designs. Capability modeling methods need to evolve accordingly and the
development of such methods needs to be systematic. This study, as part of a
Design Science project, aims to elicit requirements for a capability modeling
method for addressing change. Literature sources and a case study at a health-
care organization that undergoes several changes are used to elicit requirements.
The requirements are presented in the form of a goal model for the method under
development.
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1 Introduction

The degree of dynamism in business environments is on the rise, leading to organi-
zations constantly trying to adapt according to situations existing in their external or
internal environment. Organizations struggling to “catch-up” is a common phe-
nomenon and the distance is only going to be amplified as the organizations’ rate of
change is usually lower than their environment’s [1]. Therefore, in the area of Infor-
mation Systems (IS), a challenging task has emerged in the form of providing support
methods and tools for the organizations facing constant change. As a response to this
situation, various methods have been developed, for example [2, 3] in order to support
the adapting organizations in their constantly changing needs.

Enterprise Modeling (EM) is a discipline that has attempted to tackle the above-
mentioned challenge in various ways. It captures organizational knowledge and pro-
vides the necessary motivation and input for designing IS [4]. In addition, the notion of
capability has emerged in IS engineering as an instrument for context-dependent design
and delivery of business services [5]. Capability modeling is one specific area of EM
that utilizes the concept of capability. Capabilities are an important aspect of enter-
prises, since they encompass the majority of the concepts relevant to change, such as,
goal, decision, context, process, service, and context [5, 6].

In a way similar to any method supporting enterprise transformation, modeling
methods need to evolve as well, in order to improve the organizations’ ISs. Capability
modeling should therefore evolve accordingly, improving not only the way capabilities
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are implemented during design phase of the system, but also adjustments and changes
performed during run-time [5].

This study is part of a research project aiming to provide methodological and tool
support for changing organizations by supporting capability modeling within dynamic
contexts. It follows the framework of Design Science research [7, 8] and this study
concerns the step of the elicitation of requirements for the design artifact, in particular,
the envisioned method for capability modeling and analysis. Goals, being a type of
requirement [9], are elicited from two different sources, literature and a case study in
the public healthcare sector of Sweden, and presented as a goal model for the envi-
sioned method. They can be seen as relevant to any similar approach.

The rest of the paper is structured as follows. Section 2 consists of a brief pre-
sentation of the basic concepts and related literature. Section 3 describes the methods
used for this study. Section 4 presents the requirements elicited from literature. Sec-
tion 5 introduces the case, along with two specific change implementations and the
requirements elicited from the case. Section 6 summarizes the elicited requirements in
a goal model. Section 7 presents a discussion of the elicited requirements and Sect. 8
provides concluding remarks and briefly explains the next steps of this research project.

2 Background

EM is defined as the process of the creation of an enterprise model that captures all the
enterprise’s aspects that are required for a given modeling purpose. A key aspect in EM
is the integrated view on the various aspects of the enterprise. An enterprise model
therefore consists of a set of interlinked sub-models, each of them focusing on a
specific aspect like processes, goals, concepts, business rules [10]. Concerning appli-
cability, EM is applicable for any organization, public or private, or its part.

The focus for capability modeling is enterprises ability and capacity to deliver
value, to achieve goals, or to sustain a long term function. The importance of capa-
bilities lies in the fact that it assists a holistic view of the enterprise since it encom-
passes several aspects due to the association of the concept with several key concepts
such as goals, business services, processes, actors, environment. EM has been used to
depict enterprise capabilities in several ways including stand-alone modeling approa-
ches like VDML (Value Delivery Modeling Language) [11] and CDD (Capability-
Driven Development) [5]. Several Enterprise Architecture (EA) frameworks include
the concept of capability and offer capability viewpoints. Popular EA frameworks that
include capability modeling are (i) Department of Defense Architecture Framework
(DoDAF) [12], (ii) NATO Architecture Framework) (NAF) [13], (iii) Ministry of
Defence Architecture Framework (MODAF), and (iv) Archimate [14]. There have also
been research contributions that provide suggestions on how to model capabilities
based on existing modeling methods like i* [15] or Capability Maps [16] or introducing
new notations like CODEK [2] to include the elements required to capture how a
capability can change or be changed in dynamic environments.
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3 Methods

This study belongs to a project elaborated within the Design Science paradigm, in
particular, following the guidelines of [7], according to which a method is considered a
design artifact. As with any other artifact, a capability modeling method needs to be
scoped and have requirements defined for it. The activity aims to answer the question
“What artifact can be a solution for the explicated problem and which requirements on
this artefact are important for the stakeholders?” [7]. In this study, the defined
requirements concern the method and not the case since the method developer is
considered as the stakeholder and not the case study’s organization’s stakeholders.
Thus, the task performed is defining requirements for the method; not for the included
use case. The requirements for a method for modeling changing capabilities have been
elicited by using a literature review and a case study and visualized as a goal model.

3.1 Literature Review

In an earlier study [17], a literature review concerning capability meta-models was
conducted. The papers identified in that study are useful for this study as well, often
including requirements for modeling capability changes. A part of that study was to
identify papers using a snowballing technique on the initial set of papers that was
identified through systematic literature review. Several of the papers that were excluded
during snowballing for not including a meta-model have been deemed useful to include
in this study as a means to identify capability change requirements. The requirements
were either directly extracted from papers related to capabilities or indirectly from
papers that addressed issues related to change and enterprise information. In the former
case, the requirements for capability change were identified using observation, decision
support and delivery as the main change functionalities [17]. In the latter, the
requirements concerning change were identified in the related papers and were asso-
ciated to enterprise capabilities.

3.2 Case Study

The case study was performed at a regional public healthcare organization, which we
refer to as RH, responsible for healthcare provision in a Swedish county. The orga-
nization desired to remain anonymous, therefore, its real name is not published, along
with the names of any collaborating companies. The studied part was the organization’s
capability to provide its residents with healthcare guidance via phone. To get infor-
mation about what kind of change request the organization needs to handle, a number
of meetings were held. The following activities took place in iterations.

Unstructured group interviews were used to identify change requests that the RH
Guidance service had received recently. For this, four meetings were held, initially
engaging two experts/strategists at RH, and the last three sessions involving one.

Workshops were held to identify the main actors and their relationships, this
resulted in the creation of a value network model; three workshops were held.

Document studies were performed to study the current documentation of the
capability under study.
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For the analysis of how the identified change request would impact the organiza-
tion, an experiential approach [18] was applied. That is, for each identified change
request the interviewers also asked the experts to identify the potential change impact.

3.3 Requirements – Goal Modeling

The activity of defining requirements is associated to Requirements Engineering (RE).
The aim of RE is to change the current reality by defining briefly and precisely the
essence of the desired change [9]. In other words, it defines a goal but not how the goal
should be fulfilled. The core activities of RE are (i) elicitation, which concerns the
identification of requirements from relevant sources which are also identified during
this activity, (ii) documentation of the identified requirements and (iii) negotiation,
which concerns the identification and resolution of any possible conflicts. Two more
cross-sectional activities are validation and management. The result of the process is a
set of goals, scenarios or solution-oriented requirements which are generally known as
requirement artifacts and comprise a requirements specification.

Various research methods can be applied to define requirements for an artifact like
survey, action research, observation, case study, interview and document studies. In
this study, literature review and case study are the two methods employed. The overall
requirements are expressed in the form of a goal model. Goal, as a type of requirement
artifact [9], is defined as a desired state of affairs that needs to be attained [10]. Goals
are often refined into sub-goals forming a goal hierarchy.

The goal model in this study has been developed using the “For Enterprise
Modeling” (4EM) method [10]. The available components in a 4EM Goals Model are
goal, problem, cause, constraint and opportunity, however, the model in this study
consists only of goals. Regarding the design of the model, the 4EM modeling toolkit
used for creating the 4EM Goals Model has been developed in the University of
Rostock using the ADOxx meta-modeling platform.

4 Requirements from Literature Review

This study is a continuation of a capability literature review [17], from which the
majority of the requirements for capability change have been derived. That study
involved the development of a framework that facilitated the classification of change
concepts in the current literature. The main classification found was the division of key
concepts into three functionality parts: (i) observation, (ii) support change decision and
(iii) delivery [17]. These three should be the main concerns for a method.

The observation part directly refers to the context of the organization and its
capabilities. Observing context has been identified as an essential element of change in
several studies concerning capabilities and/or change [19–21]. What has also been
emphasized is that the context that is relevant to an organization and its capabilities
remains unclear, therefore, effort is needed to identify which contextual factors are
relevant to a capability’s performance [22]. Indirectly, these factors are also affecting
whether a capability change is needed and thus should be taken into consideration for
inclusion by a capability change method developer. Another part that concerns the
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context observation is the functional differentiation between a system monitoring itself
and the environment [23, 24], or in other words, the internal and external context. This
fact is another requirement for a capability change. Finally, any identified relevant
contextual factors need to be measured [5], therefore, these factors need to be asso-
ciated to Key Performance Indicators (KPIs). KPIs are the way to monitor capability
performance and fulfillment of the enterprise. If the goal model does not include ways
to measure the goals, KPIs need to be established [10]. Summarizing, the identified
goals that are associated to observing are 2, 9 and 12–15 as shown in Table 1.

Regarding supporting change decisions, the decision needs to be associated to a set
of criteria [17, 24], for example, rules and constraints [21] that need to be identified
prior to not only the decision, but also the processing and analysis of the relevant data
captured through observation. This analysis of captured context data needs to be
addressed by the method as well, for example with algorithms that monitor the need for
adjustments [25]. Regarding the decision itself, it may concern selecting among
existing variants or alternatives [19–21, 24] or deciding on the development of an
existing alternative. A capability change method is required to provide support for the
identification of existing or new capability alternatives that can efficiently produce the
same valuable outcome employing variable delivery behaviors. Finally, since capa-
bilities aim to fulfil intentions, a decision needs to comply with these intentions. Goals,
objectives, needs, business requirements, desires states etc. are different concepts of
intentions [17] that the decision needs to comply with. Table 1 includes goals 3 and 5–
8 that have been identified through these findings and are associated to decision
support.

The last part of capability change that the method is required to address is the
delivery of the capability. Initially, this concerns both the delivery of the capability and
the delivery of any change to the capability, or, in other words, the delivery of the
transition from an as-is state of a capability to a desired to-be state. Also referred to as
transformation or adjustment [5], it may have several forms. A new capability can be
introduced or an existing capability can be modified or retired. This is in line with [26],
with replacing the concept of maintenance with modification in order to reflect the
change to a capability. A significant finding in capability and change delivery literature
is the association between capability and resource. Besides the fact that the concept of
resource is the most commonly encountered concept in existing capability modeling
approaches [17], it has also been associated to capabilities in several studies like [19,
27–29]. Several ways to associate the two concepts have been suggested, for example,
as a constraint, but the most common type is that a capability consists of resources. The
combination of these resources along with the information describing the relationships
and capacities of the resources comprise the capability configuration. In addition,
capabilities are also interrelated [17]. Therefore, the method artifact under development
needs to address the capability configuration and the allocation of resources to capa-
bilities along with the architecture of capabilities within an enterprise. Based on these
findings, goals 4, 10, 11 and 16–20 are associated to capability delivery.

Table 1 summarizes the goals for the capability change modeling method that were
elicited from the literature review.
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Table 1. Goals elicited from the literature review.

No Name Description

1 To manage capability
change

Changing an enterprise capability is the primary goal
of the method as a response to the ever-changing
environment of the enterprise

2 To observe business context Considering the organization as a system, the
environment of the system needs to be monitored to
increase awareness of the factors that significantly
affect changes

3 To support decision on
capability change

Deciding whether a change is needed and how it
should be performed is an essential part of any change
process. The method should support decision making
about change of enterprise capabilities

4 To manage capability
delivery

The method should support capability delivery.
A capability may be delivered by several activities that
need to be analyzed

5 To identify decision criteria Any decision on a capability change needs to be based
on a structured set of relevant criteria. The method
should support its identification

6 To identify capability
alternatives

The method should support identification of alternative
capability configurations during design time, or new
alternatives identified through monitoring the
capability delivery at run-time

7 To analyze observed
context data

The data captured from the environment need to be
analyzed and processed according to the factors
relevant to the change. The method should support
these activities

8 To ensure that decision
complies with intentions

Intentional elements reflect the goals that a capability
fulfills. The method should facilitate the inclusion of
relevant intentional elements in the decision towards a
capability change

9 To elicit internal and
external business context

It is important to identify which contextual factors are
affecting the capability so that they can be monitored
properly

10 To manage transition
delivery

The method should support addressing the change to
an existing capability and to introduce an entirely new
way to deliver

11 To manage capability
architecture

The capabilities associated to a capability, along with
their relationships of various types need to be modeled
in order to facilitate positioning the capability and
identify the change’s impact

12 To observe external
business context

Decomposing goal no2, it is important to support the
enterprise’s awareness of its external dynamic
environment and the factors that affect its capabilities

13 To observe internal
business context

There is great value in monitoring the internal
environment of the enterprise systematically to identify
possible required changes and their possible impact.
The method should facilitate this task

(continued)
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5 Requirements from the Case Study

5.1 Case Overview

RH is a public organization that is responsible for healthcare in a Swedish county. One
of the organization’s capabilities is to provide healthcare advice via phone to any
resident and visitor of the county. The task is performed by specially trained profes-
sional nurses. They are being supported by specialized software that incorporates
various information sources. The abovementioned capability is known by the 4-digit
phone number used by the persons contacting the nurses, namely 1177. The strategic
goal of 1177 is to reduce the workload of other healthcare organizations by filtering the

Table 1. (continued)

No Name Description

14 To measure relevant
properties

Not only measuring but also identifying the external
and internal properties that are relevant to an existing
or incoming capability’s performance is essential to
assess whether a change is needed or not, and this
needs to be addressed by the method artifact

15 To establish KPIs KPIs are an established approach to evaluate
performance. The method should include associating
the capability’s relevant properties to KPIs

16 To manage introduction of a
new capability

A significant characteristic of a changing enterprise is
introducing new capabilities that aim to address
emerging needs derived and affected from dynamic
factors of the enterprise’s environment. This goal refers
to the introduction of using a configuration that
produces a new capability

17 To manage retirement of
existing capability

Outdated or harmful enterprise capabilities need to be
removed [30]. The sustained existence of an outdated
capability may hinder the delivery of other capabilities,
therefore, it should be removed. The method should
support the retirement of an organization’s capabilities

18 To manage modification of
existing capability

Modifying a capability refers to changing the way an
existing outcome is delivered. In other words, a new
configuration that delivers an already existing
outcome. The method aims to facilitate this process

19 To manage capability
configuration

Capabilities consist of various resources of different
types like material resources, human resources, time
etc. The method should support configuring a
capability as a structured set of resources

20 To allocate resources to
capability

Based on the configuration of the capability, the
allocation of resources may support enabling a
potential and turning it into a capability. Thus, it is
important for a capability change method to assist in
the association of resources to a capability
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cases that are not in urgent need of physicians’ attention and support these cases by
providing useful advice.

RH owns 1177, however, several collaborating public and private organizations are
involved by providing resources for it. Being inter-organizational, the configuration of
the capability is complex. The complex configuration results in any proposed change in
the capabilities of RH to require an in depth analysis of which parts will be affected and
how. There are changes proposed that not only affect what is being done but also
influence the collaborations with partner organizations in the form of needed or existing
contractual agreements.

RH and its capabilities associated to 1177 constantly change. The driving forces for
change come both via top-down and bottom-up developments. The top-down per-
spective is associated to politicians pushing for reforms not only to improve overall
quality but also to facilitate the residents using the service and reduce costs. The
bottom-up perspective concerns changes proposed by the employees and partners
involved in the delivery of the capabilities. In addition, the capability needs to be
updated because of new technological developments, for example, the desire to use
video calls.

Any incoming change request involves an analysis to determine its effects. The
method artifact developed needs to address all the relevant aspects. In order to assist the
elicitation of requirements for the method, two recent change requests have been
selected, (i) an improvement in the guidance support that enables the responding nurses
to guide the callers directly to a healthcare provider by assessing their symptoms and
(ii) enabling the nurses performing health guidance to book times directly at local
emergency clinics. These two change requests have been selected because they include
both internal improvements that the callers may be unaware of, as in case 1, and
external improvements that affect external partners that the callers are in contact with,
as in case 2. Both cases, which are explained in detail below, concern changes affecting
external parties and IT systems.

5.2 Change Case 1: Guidance Support Improvement

The nurses are using a Guidance support system while handling a caller’s case. The
system has been developed and is being used nationwide. The caller states existing
symptoms and the system presents possible sub-symptoms to the nurse. Different levels
of emergencies are handled in different manners, from advising on self-treatment,
which is also included in the system, to calling an ambulance or suggesting a healthcare
provider. A part of the system provides the nurses with a catalogue of healthcare
providers. The provider catalogue is developed and maintained by a private provider, in
comparison to the guidance system, which is developed by a national public provider.

An improvement that has been proposed is to associate each provider in the cat-
alogue to a specific set of symptoms that the provider is likely to handle. In this way,
the callers can be directed to a provider without the need to reach a diagnosis of their
situation in advance. On the contrary, the diagnosis part is skipped and a relevant
provider is identified directly through stated symptoms. There are multiple benefits
from this improvement. Initially, the delivered service is improved since the patient is
guided to providers with the best expertise. In addition, the capability becomes more
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efficient in terms of cost and effort, along with the fact that there is better use of human
resources, especially physicians, who can spend time on handling only the cases that
are really relevant to their expertise. While this research project was running, a group of
expert physicians had already been formed and started mapping providers to symp-
toms. The idea was to create a web system that can be used directly, and an XML file
containing symptoms and providers that could be used in other systems.

5.3 Change Case 2: Time Booking at Emergency Clinics

Another proposed change for RH concerns the 1177 capabilities’ direct association to
the actual healthcare providers, and in particular, to the local emergency clinics which
are also governed by RH. These clinics are meant to treat acute, yet, not life-threatening
health problems. For example, they can treat severe allergic reactions, bone fractures or
concussions. A resource that is worth noting is the journal system used in the local
clinics, developed by a private journal system provider, since it is the one that needs to
be accessed by the nurses. More specifically, it has been proposed that 1177’s nurses
should be enabled to book time slots in emergency clinics while handling acute cases.
To date, the nurses can only suggest a clinic to the caller if they estimate that the clinic
can handle the case. This change will benefit not only the callers, providing the con-
venience of having a booked time which also increases the feeling of safety, but also
the main emergency units of major hospitals, whose workload will be reduced by
directing less severe cases to the local clinics. In addition, it improves RH’s ability to
control the flow of the patients, directing them through the booked timeslots to the
clinics with the shortest queue at the moment.

5.4 Analysis of Changes

This section discusses how the changes related to the three areas of capability change:
observation, decision, and delivery relate requirements in the literature.

Concerning the impetus for changing the capabilities is the RH ability to perform
observation, which can be seen as related to detecting changes in political, social,
technological and economic factors. This is an important fact regarding monitoring of
capability context because it provides initial guidelines concerning the selection of
contextual factors that should be monitored to identify needed changes or possibilities
for improvement. In addition, the contracts needed to perform the changes, as discussed
below, also require monitoring the legal context of the organization and the capability.
To measure the capability delivery, RH has a number of KPIs established that measures
for example the number of residents that ask for guidance. Goal 28 was derived from
these findings.

Regarding the decision on capability change in the case, it can be concluded that an
important aspect in the two changes was the ownership of capabilities and associated
resources. An important finding from the first change is that the ownership of the
capability and the resources is significant for the configuration of the capability, along
with any included tasks that have been outsourced. Developing new resources as part
of the changes requires using existing resources owned by different organizations. For
example, developing the symptom-provider system relies on data from the provider
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catalogue, owned by the private provider, and the expert group, owned by RH. The
developed system and XML will in return, feed data to the provider catalogue system.
A potential source of conflict and problems lies in the fact that an organization that
collaborates with external partners to improve the efficiency of its services needs to
have clear organizational boundaries set. This was derived from the case concerning the
interactions and agreements among RH, the private provider and the national public
provider in the first change, and RH, the journal system provider and the local emer-
gency clinics in the second one. Using an external organization’s resources or out-
sourcing tasks requires clearly stated boundaries set in the form of informal agreements
or formal contracts. This will provide certain control over the cross-organizational
configuration of the capability. The method should provide support for this type of
capabilities and should assist the identification of resource ownership and contact
points, either manual or automated, for example in APIs. An additional finding is that
configuring a capability through a resource allocation supports the identification of
alternatives. That is, reallocating resource sets may enable an existing potential and turn
it into a new capability or alternative. The important association between goals 6 and
19 was identified based on these findings, along with the complementary goals 21–28.

Regarding the delivery of changes in the case it could be observed that the first
change is a capability modification. Existing resources will be used in different ways to
create new resources, and improve the delivery process, without changing the final
outcome that is delivered, since it will be still fulfilling the same goal. The second
change is a case of introducing a new capability. Even though the resources allocated to
the capability are already existing, a new goal has been set and the delivered value is
new. Both cases concern the reuse of resources in different manners. Goals 21–28 are
also associated to delivery findings.

Considering the interrelated capabilities, it is important to identify new resources,
like the symptom-provider system, created through the capability delivery and to take
into consideration the needed resources, not only to develop the new resources, but also
to maintain it. That may be a way to identify new capabilities.

5.5 Requirements

A summary of the goals elicited through the RH case are shown in Table 2. They
complement the goals elicited from literature, therefore the numbering continues.

6 Goal Model for Capability Changes

The requirements for business capability change are expressed in the form of a goal
model using the 4EM approach. Figure 1 depicts the Goals model that integrates goals
elicited from both sources used in this study.

The main goal 1 in the model is managing capability change. It is refined in goals
2–4 reflecting the three main functionalities, observation, decision support and deliv-
ery. Observation, in return, is refined into goals 12 and 13, distinguishing between the
internal and external context that needs to be observed and supported by goal 9, the
elicitation of the context to observe. Goal 14, which concerns measurement, supports
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goals 12 and 13 and is supported by goal 15, which concerns establishing KPIs to
facilitate measurement. Goal 9 is supported by goal 28 depicting specific context fields
that can assist the elicitation of contextual factors. Decision support is supported by
goals 5–8, which depict the analysis of context data, the identification of decision

Table 2. Additional goals elicited from the case study.

Goal Name Description

21 To specify capability ownership The ownership of the capability facilitates
positioning a capability within its ecosystem.
The method should support identifying which
actor, organization, unit etc., owns the given
capability

22 To specify resource ownership The ownership of resources may be different
than the ownership of the capability they are
associated with and allocated to. This is
common for inter-organizational capabilities.
The method should address the possible
ownership conflicts and their resolution

23 To manage internal resources In comparison to the external resources that
can only be identified, the internal resources of
the organization can also be managed and
assigned to one or more capabilities

24 To identify external resources External resources associated to a capability
may not be owned by the same organization as
the capability. Identifying them defines
resource ownership and the method should
support it

25 To identify outsourced tasks Capabilities are associated to tasks as
components of processes that deliver the
capabilities. Inter-organizational capabilities
include tasks that have been outsourced to
external collaborators. The method should
support their identification

26 To support defining organizational
boundaries

Task and resource ownership identification is
associated to the limits of the organizations,
also known as organizational boundaries. The
method artifact should include their definition

27 To identify collaborating
organizations

Organizations providing resources allocated to
a capability should be identified as part of the
capability’s and organization’s ecosystem.
The method should facilitate capability
configuration

28 To monitor political, economic,
social, technological and legal
context

Political, economic, social, technological and
legal contextual factors are important for the
elicitation of the context, which is relevant to a
capability’s performance
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criteria and capability alternatives, and ensuring that the decision complies with
intention elements. Finally, delivery is supported by goals 10, 11 and 19, depicting
management of transition delivery, capability architecture and capability configuration
accordingly. Goal 19 also supports goal 6. Goal 10 is refined into goals 16-18 to depict
the different categories of transition, which are the introduction of a new capability and
the modification or retirement of an existing capability. Goal 19 is supported by goal
20, allocating resources to a capability. It is, in return, supported by goals 22–24, that
depict the specification of resource ownership, the identification of external resources
and management of internal resources. Goal 22 is also supporting goal 21 and goal 24

Fig. 1. The 4EM goals model for capability change.
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is supporting goal 22. Goal 22 is supported by goals 25–27 which concern the iden-
tification of outsourced tasks, supporting the definition of organizational boundaries
and the identification of collaborating organizations accordingly.

Visually, the model consists of two parts. The upper part, which includes the goals
elicited through the literature review, and the lower part, which includes the goals that
were elicited from the case study and complement the initial set. The red dashed line
depicts the border between the two sets of goals.

7 Discussion

The two sources of requirements for the method under development have provided
requirements that were not only consistent, but also complementary to each other. The
fact that the initial set of literature requirements are not all included in the case study
requirements does not mean that they do not exist. On the contrary, the majority of
requirements are overlapping. This applies to several goals from the literature. For
example, in the case study, the need to monitor specific contextual fields, i.e. political,
social, economic, technological and legal fields, supports the more generic goal found
in the literature; to observe the business context. Therefore, the initial goal of the need
to perform observations is present in the case. Even though there has been no explicit
mention of the observation part, there were implications of different sources of
observed data that motivated change requests. For example, there was political influ-
ence and pushing from employees to improve the service and reduce costs using new
technologies. Additionally, the attributes of any relevant method supporting observa-
tion like PESTLE analysis [31] which seems highly consistent with this study’s find-
ings, should be taken into consideration.

The two change requests tackled in the case study have provided the opportunity to
elaborate requirements on two types of capability change. Change 1 concerns the
modification of an existing capability and change 2 concerns the introduction of a new
capability. An interesting observation is that both cases are resolved by the reallocation
of existing resources, both internal and external to the organization. This resulted in
emphasizing the need for a clear definition of the boundaries of an organization, a task
which can be assisted by identifying the resources and tasks that belong to collabo-
rating organizations. Contracts may not be needed in every possible occasion, however,
any type of boundary needs to be controlled in order to avoid possible conflicts and
problems, even by informal agreements. Any method that aims to support changes and
include inter-organizational capabilities should take this into consideration. In addition,
as depicted in the goals, there is a significant difference between internal and external
resources and tasks. The former can be managed while the latter can only be identified
and the method should tackle these specific activities. The goal model has also made
possible to emphasize the importance of capability configuration, since it is the only
goal that currently supports both decision support and delivery.

A noteworthy fact concerns the increasing frequency of inter-organizational col-
laborations [32], leading to inter-organizational capabilities, however, the literature
sources have not addressed this issue to date. Capability modeling has not elaborated
on inter-organizational capabilities and this provides a great opportunity for the method
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under development to contribute to this part of changing capabilities as well. The inter-
organizational capabilities studied in this case can prove as a starting point for
researching the behavior of changing inter-organizational capabilities, being private to
private, public to public or public to private as in the RH case.

8 Conclusion

In this paper, we have elicited requirements for developing a modeling method that
uses the concept of capability to manage enterprise transformation in dynamic envi-
ronments. Reusing the systematic literature review findings of our previous work has
provided a set of goals. A case study from a public healthcare organization in Sweden
has confirmed the main goals derived from literature and complemented the final set
with goals concerning inter-organizational capability changes. The result has been
presented in the form of a goal model that integrates all requirements from both
sources.

Concerning future work, the requirements elicited from literature need to be
practically validated. In addition, the requirements elicited from the case study belong
to a single case and should be validated and possibly refined by enterprise transfor-
mation practitioners. The goal model presented in this study is the first step of an
iterative process that is planned to proceed in the near future. When defining
requirements will have been completed, the development of the method will begin.
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Abstract. Nowadays, enterprises must be knowledge-driven to be competitive
and survive in knowledge economy. It means that knowledge must be a key
value-creating resource for such organizations, and knowledge management
system shall be embedded into overall enterprise management system. Today,
knowledge management is not only a possible best practice of industrial leaders
and a topic of academic research, but also a “must have” element of every
company. Accordingly, knowledge management has been recently included into
ISO 9001:2015 and ISO 30401 standards specifying requirements for knowl-
edge management systems. The main research question of the current paper is
how to embed knowledge management requirements of ISO into frameworks for
enterprise architecture modeling and management? This paper analyses and
summarizes knowledge management-related ISO requirements for enterprise
management system and transform them into requirements for domain-specific
modeling language. Knowledge management-oriented enterprise modeling
frameworks are further studied and compared against ISO requirements. This
comparison demonstrates fragmented support of ISO requirements. Thus, the
research highlights the need for ISO compliant knowledge-oriented extension
for existing, proven EM frameworks and provides requirements for it.

Keywords: Knowledge company � Knowledge management system �
Enterprise architecture management � Enterprise modeling � Knowledge
mapping

1 Introduction

1.1 Motivation and Problem Statement

Knowledge has become a key resource in modern economy. Companies need to learn
how to create value and make money out of knowledge. Key capabilities of a 21st-
century company are acquiring new knowledge, applying current knowledge, retaining
current knowledge and handling outdated or invalid knowledge. Knowledge man-
agement (KM), a rather new discipline, helps companies to establish these capabilities.
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“The inclusion of Knowledge Management within the recently released ISO 9001:2015
marks a huge change within the world of KM. For the first time, one of the global
business standards explicitly mentions knowledge as a resource, and specifies expec-
tations for the management of that resource. This provides a long-awaited level of
legitimacy for KM which could be a game-changer.” [1] Even more, ISO 30401 was
published in 2018, and it contained requirements for knowledge management system
(KMS). Thus, today many companies begin to implement knowledge-related ISO
requirements. These implementations require enterprise trans-formation.

On the other hand, enterprise modeling (EM), enterprise engineering (EE) and
architecture management (EAM) are proven approaches for coordinating business
transformations [2–4]. Enterprise Modelling, according to [5] “is concerned with
representing the structure, organisation and behaviour of a business entity, be it a single
or networked organisation, to analyse, (re-)engineer and optimise its operations to
make it more efficient”. Enterprise models include “concepts that are suited to support
the conjoint analysis and design of information system and action system” [6].
Enterprise engineering (EE) and architecture management (EAM) are strongly con-
nected to EM. These disciplines are concerned with designing or redesigning business
entities, typically, using enterprise models. EAM and EE “provide methods and
techniques for an aligned development of all parts of an enterprise” [7].

It seems reasonable that knowledge-driven companies and KMS (as management
systems) complying with ISO requirements should be designed and implemented
involving EM and EAM frameworks. So the final goal of our research is to suggest ISO
compliant knowledge-oriented extension for existing, proven EM and EAM frame-
works. Such an extension will not only help to design, implement and support KMS,
but also seamlessly integrate it into overall enterprise architecture of a company. This
extension will be used by enterprise architects and their teams; it can be also useful for
chief knowledge officers or knowledge managers, if they are familiar with EM and
EAM.

It seems reasonable that knowledge-driven companies and KMS (as management
systems) complying with ISO requirements should be designed and implemented
involving EM and EAM frameworks.

Although there are many papers integrating EM/EA and KM (e.g. [8–11]), they
consider this link from very different perspectives, and it is unclear if there are existing
KM-oriented enterprise modeling frameworks which satisfy requirements on domain-
specific modeling language and EAM method.

1.2 Research Questions and Approach

The current paper addresses the following research question:
How to embed KM-related requirements of ISO into frameworks for enterprise

architecture modeling?
In order to answer this question, the following subquestions are suggested:

• What are KM-related ISO requirements for EM language?
• Do existing KM-oriented enterprise modeling frameworks satisfy the requirements

for this language?
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Answers to these questions will provide the basis for the future design-oriented
research [12] aimed at creating and evaluating of ISO compliant knowledge-oriented
extension for existing, proven EM frameworks.

Although it is also necessary to have ISO compliant EAM method for architecting,
implementing and supporting KMS and knowledge-driven organization, due to the size
limitations the analysis of requirements for EAM method is out of the scope of the
current paper.

Specification of the KM-related ISO requirements for EM language is based on the
[13]. In order to find or design the necessary extension for EM languages/framework,
we follow the method proposed by Frank (2010), which has already been successfully
applied in other projects. The method suggests a macro process model for developing
domain-specific modeling languages. The macro process consists of 7 steps [13]: 1.
Clarification of scope and purpose, 2. Analysis of generic requirements, 3. Analysis of
specific requirements, 4. Language Specification (abstract syntax), 5. Design of
Graphical Notation (concrete syntax) and 6. optional Development of Modelling Tool.
The process ends with the evaluation and iterative refinement of developed artefacts
(7). Within this paper, we focus on the first 3 steps.

The current paper starts with the analysis of KM-oriented requirements for enter-
prise management system within ISO 9001:2015 and ISO 30401:2018 standards
(Sect. 2). Then it synthesizes KM-oriented ISO requirements for EM language
(Sect. 3). Overview and categorization of approaches at the intersection of KM and
EM/EAM helped to identify relevant KM-oriented enterprise modeling approaches
(Sect. 4.1). The selected modeling approaches were compared with the KM-oriented
ISO requirements for EM language (Sect. 4.2).

2 Analysis of KM-Oriented Requirements in ISO Standards

KM-related ISO requirements for enterprise management system are provided in ISO
9001:2015 and in ISO 30401:2018. This section analyzes these two standards and elicit
integrated KM-related ISO requirements for EM language from them. The analysis
starts from informal description of main KM-related elements within the standards,
after that a detailed semantic analysis of the texts of standards is provided. The text
analysis identifies required concepts for ISO compliant knowledge-oriented EM
extension.

ISO 9001 was revised in 2015. The revised standard, ISO 9001:2015, includes the
new clause 7.1.6 Organizational knowledge. The requirements of this clause are:

“Determine the knowledge necessary for the operation of its processes and to
achieve conformity of products and services.

This knowledge shall be maintained and made available to the extent necessary.
When addressing changing needs and trends, the organization shall consider its

current knowledge and determine how to acquire or access any necessary additional
knowledge and required updates.

NOTE 1: Organizational knowledge is knowledge specific to the organization; it is
generally gained by experience. It is information that is used and shared to achieve the
organization’s objectives.
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NOTE 2: Organizational knowledge can be based on: (a) Internal Sources (e.g.,
intellectual property, knowledge gained from experience, lessons learned from failures
and successful projects, capturing and sharing undocumented knowledge and experi-
ence; the results of improvements in processes, products and services); (b) External
Sources (e.g., standards, academia, conferences, gathering knowledge from customers
or external providers).”

As Nick Milton of Knoco Limited notes, “this new clause is not a Knowledge
Management standard, nor does it require an organization to have Knowledge Man-
agement in place as a formal requirement. As a clause in a Quality standard, it simply
requires that sufficient attention is paid to knowledge to ensure good and consistent
quality of goods and services” [1].

The text analysis of the KM-related fragment is presented in Table 1.

ISO 30401:2018 “Knowledge management systems – Requirements” was pub-
lished in November 2018.

“The purpose of this standard for knowledge management is to support organiza-
tions to develop a management system that effectively promotes and enables value-
creation through knowledge” [14].

Table 1. Analysis of clause 7.1.6 Organizational knowledge in ISO 9001:2015

Text of the ISO standard Required objects Required activities

Determine the knowledge necessary
for the operation of its processes
and to achieve conformity of
products and services

Knowledge
Necessary knowledge
Knowledge necessary for
the operation of its
[organization] processes
Processes
Knowledge necessary to
achieve conformity of
products and services
Products and services

Determine necessary
knowledge

This knowledge shall be maintained
and made available to the extent
necessary

Maintain knowledge
Make knowledge
available

When addressing changing needs
and trends, the organization shall
consider its current knowledge and
determine how to acquire or access
any necessary additional knowledge
and required updates

Needs
Trends
Organization
Current knowledge

Consider its
[organization] current
knowledge
Determine how to
acquire any necessary
additional knowledge
Determine how to
access any necessary
additional knowledge
Determine required
knowledge updates
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This standard is led by principles – it starts from KM guiding principles: Nature of
knowledge; Value; Focus; Adaptive; Shared understanding; Environment; Culture;
Iterative. These principles can be transformed into the corresponding principles of
EAM framework.

Main KM definitions in ISO 30401:2018 standard:
“Knowledge – human or organizational asset enabling effective decisions and

action in context” [14].
“Knowledge management – management with regard to knowledge” [14]. Where

management is considered as “management process of planning, organizing, directing
and controlling the outcomes of people, groups or organizations” [15].

“Knowledge management system – part of a Management system with regard to
knowledge. Note 1 to entry: The system elements include the organization’s knowledge
management culture, structure, governance and leadership; roles and responsibilities;
planning, technology, processes and operation, etc.” [14]. Where management system
according to [14] is a set of inter-related or interacting elements of an organization to
establish policies, and objectives and processes to achieve those objectives.

According to [14] “the organization shall establish, implement, maintain and
continually improve a knowledge management system, including the strategy, pro-
cesses needed and their interactions, in accordance with the requirements of this
international standard.”

ISO 30401:2018 includes KM-specific part and universal part, which is applicable
for any management system. The description of a KM system is a specific part, while
management activities, which “establish, implement, maintain and continually
improve” KM system, are standardized and follows the template from the proposals for
management system standards (see ISO/IEC Directives Part 1 and Consolidated ISO
Supplement, Annex SL [16]). These management activities correspond to steps of
PDCA-cycle and are the following: Context of the organization; Leadership; Planning;
Support; Operation; Performance evaluation & Improvement.

Clause 4.4 of the ISO 30401:2018 includes the description of KMS, which shall be
established, implemented, maintained and continually improved by an organization.
This clause was used for eliciting the requirements for KM-oriented EM language (see
Table 2). In several cases, when the standard referred to other clauses, such clauses
were analyzed and necessary concepts were extracted. Some fragments of ISO stan-
dards text were considered as explanatory and were not used for extracting required
concepts (objects and activities).

3 KM-Oriented ISO Requirements for Enterprise Modeling
Language

Based on the analysis of ISO standards, the following requirements for EM language
were synthesized:
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Table 2. Analysis of clause 4.4 Knowledge management system in ISO 30401:2018

Text of the ISO standard Required objects and activities

4.4.1 General
The organization shall establish, implement, maintain
and continually improve a knowledge management
system, including the processes needed and their
interactions, in accordance with the requirements of this
document

Establish a KMS
Implement a KMS
Maintain a KMS
(Continually) Improve a KMS

4.4.2 to 4.4.4 include requirements, each representing a
dimension of the knowledge management system,
which are interdependent. Acknowledging and
incorporating these dimensions within the knowledge
management system and putting them in place through a
managed change process is required for the
implementation of an effective and holistic knowledge
management system within the organization

Dimension of the KMS

4.4.2 Knowledge development
The organization shall demonstrate that the knowledge
management system covers the following activities, for
effectively managing knowledge through its stages of
development through systematic activities and
behaviours, supporting the knowledge management
system objectives and covering the prioritized knowledge
domains defined in 4.3

Knowledge development
Stages of knowledge development
Activities and behaviours
KMS objectives
Prioritized knowledge domains

(a) Acquiring new knowledge: means to provide the
organization with knowledge that was previously
unknown or unavailable within the organization

New knowledge
Acquiring new knowledge
Means

(b) Applying current knowledge: means to make
knowledge effective, integrating the current relevant
knowledge of the organization in order to enable improved
actions and decision making

Current knowledge
Applying current knowledge
Means

(c) Retaining current knowledge: means to safeguard
the organization from the risks of knowledge loss

Current knowledge
Retaining current knowledge
Means

(d) Handling outdated or invalid knowledge: means to
protect the organization from making mistakes or working
inefficiently, as a result of use of knowledge inappropriate
within the current organizational context

Outdated knowledge
Invalid knowledge
Handling outdated or invalid
knowledge
Means

4.4.3 Knowledge conveyance and transformation
The organizational knowledge management system shall
include activities and behaviours, supporting all different
types of knowledge flows, through systematic activities
and behaviours, supporting the knowledge management
system objectives and covering the prioritized knowledge
domains defined in 4.3

Knowledge conveyance and
transformation
Activities and behaviours
Types of knowledge flows
KMS objectives
Prioritized knowledge domains

(continued)
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Table 2. (continued)

Text of the ISO standard Required objects and activities

(a) Human interaction: exchange and co-creation of
knowledge through conversations and interactions;
between individuals, teams and across the organization

Human interaction

(b) Representation: making knowledge available through
demonstrating, recording, documenting and/or codifying

[Knowledge] representation

(c) Combination: synthesis, curating, formalizing,
structuring or classifying of codified knowledge, making
the knowledge accessible and findable

[Knowledge] combination

(d) Internalization and learning: reviewing, assessing
and absorbing knowledge; incorporating it into practice

[Knowledge] internalization and
learning

4.4.4 Knowledge management enablers
The organizational knowledge management system shall
include and integrate elements of all the following enablers
to create an effective knowledge management system. This
shall support the knowledge management system
objectives and cover the prioritized knowledge domains
defined in 4.3

KM enablers
KMS objectives
Prioritized knowledge domains

(a) Human capital: roles and accountabilities, including
all knowledge management system stakeholders;
making sure that knowledge management is encouraged
within the organization (covered in detail in Clause 5)

Human capital
Roles and accountabilities
KM stakeholders

(b) Processes: defined knowledge activities applied and
embedded within organizational processes, including
procedures, instructions, methods and measures (covered
in Clause 8)

Processes
Knowledge activities
Organizational processes

(c) Technology and infrastructure: digital channels,
virtual and physical workspace and other tools

Technology and infrastructure
Digital channels
Virtual workspace
Physical workspace

(d) Governance: Strategy, expectations and means of
ensuring the knowledge management system is working in
alignment (covered in detail in Clauses 5 to 10)

Governance
KM strategy
KM expectations
KM policy (from clause 5.2)

(e) Knowledge management culture: Attitudes and
norms regarding sharing, learning from mistakes
(covered in detail in 4.5)

KM culture
Attitudes [regarding sharing,
learning from mistakes …]
Norms [regarding sharing, learning
from mistakes …]

4.5 Knowledge management culture
Embedding a knowledge management culture across the
organization is critical for sustained application of
knowledge management. A culture where connections and
knowledge activities are encouraged, and knowledge is
valued and actively used, will support the establishment
and application of the knowledge management system
within the organization

KM culture
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R1: An EM language for ISO compliant design of KMS should provide concepts
for modeling organizational context for KM and KMS. Concepts:

1:1. Organizational Processes, which requires knowledge;
1:2. Products and Services, which requires knowledge;
1:3. KMS objectives.
R2: An EM language for ISO complient design of KMS should provide concepts
for modeling Knowledge and its status. Concepts: Knowledge; Knowledge
domain; Status of knowledge (Necessary knowledge; Current knowledge; New
knowledge; Outdated knowledge; Invalid knowledge; Prioritized knowledge
domains).
R3: An EM language for ISO complient design of KMS should provide concepts
for modeling Stages of knowledge development. Concepts: Acquiring new
knowlede; Applying current knowledge; Retaining current knowledge; Handling
outdated or invalid knowledge.
R4: An EM language for ISO complient design of KMS should provide concepts
for modeling Types of knowledge flows within Knowledge conveyance and
transformation. Concepts: Human interaction; [Knowledge] Representation;
[Knowledge] Combination; [Knowledge] Internalisation and learning.
R5: An EM language for ISO complient design of KMS should provide concepts
for modeling Activities, behaviours, means for knowledge development and
knowledge conveyance and transformation.
R6: An EM language for ISO complient design of KMS should provide concepts
for modeling KM enablers. Concepts:

6:1. Human capital (Roles and accountabilities, KM stakeholders);
6:2. Processes (Knowledge activities, Organizational processes);
6:3. Technology and infrastructure (Digital channels, Virtual workspace, Physical

workspace);
6:4. Governance (KM strategy, KM expectations, KM policy);
6:5. KM culture (Attitudes, Norms).

Management activities, which “establish, implement, maintain and continually
improve” KM system are not reflected in these requirements since they mostly cor-
respond to activities in EAM method, rather than enterprise modeling language (see
conclusion for areas of further research).

4 Study of KM-Oriented Enterprise Modeling Approaches

4.1 Overview of Approaches at the Intersection of KM and EM/EAM

There are many research papers studying a link between KM and EM or EA. In order to
select the right approaches for further analysis (see Sect. 4.2), we analyzed and
organized existing into the following categories (Fig. 1):
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A. Enterprise modeling and/or enterprise architecture management are used for
designing and implementing KMS;

B. Enterprise model is a codified organizational knowledge describing the way
enterprise operations are organized;

C. Knowledge management helps to improve enterprise architecture management
practices;

D. Knowledge management provides analytical framework for EM&EAM.

A. Enterprise modeling and/or enterprise architecture management are used for
designing and implementing KMS

Focus: analysis and design of an effective and efficient KMS
“Modeling is one of the key tasks that helps on the one hand to understand, analyze

and improve business processes (business process reengineering), organizational
structures in general and structures and processes of KM initiatives in particular. On the
other hand, modeling supports the design, implementation and management of infor-
mation systems, in this case of knowledge management systems” [17].

Modeling approaches in this category can be subdivided into the next groups:
A.1. Design of a KMS as a management system (Focus of our analysis)
A.1.1. Business process-oriented approaches

• KM extensions to ARIS (KM ARIS) [18],
• PROMOTE – a framework for process-oriented KM, which includes modeling

language and method. The focus of this approach is on “modelling, identification,
accessing, storing, distribution, and evaluation of knowledge in a process-oriented
manner.” [8],

• B-KIDE: A Framework and a Tool for Business Process-Oriented Knowledge
Infrastructure Development (B-KIDE) [19].

Fig. 1. Categories of approaches at the intersection of KM and EM/EAM
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A.1.2. Knowledge work-oriented approaches
This group partially intersects with the previous one, but has many special features.

• KIPO (the knowledge-intensive process ontology) [20] & corresponding KIPN
(Knowledge Intensive Process Notation) [21],

• Knowledge modelling in weakly-structured business processes (KM-WSB) [22],
• Rapid knowledge work visualization for organizations (Know Flow toolset) [23].

A.1.3. Agent-Oriented KM Modeling

• An agent oriented approach to analyzing knowledge transfer [24] (Knowledge
Transfer) [24],

• Modelling knowledge transfer: A knowledge dynamics perspective [25]
(KDP) [25].

A.1.4. Holistic KM modeling approaches

• Modeling Knowledge Work for the Design of Knowledge Infrastructures [26],
where the concept of knowledge stance was discussed to integrate the process
oriented and the activity-oriented perspective (Knowledge stance modeling).

• Knowledge-MEMO [27] – is a multi-perspective modeling method for knowledge
management.

A.2. Design of a KMS as an information system
Some research papers focus on the specification of IT infrastructure of KMS, e.g.

[28].

B. Enterprise model is a codified organizational knowledge, which describes how
enterprise operations are organized

Focus: capturing, externalization, formalization, structuring and distribution of
knowledge about an enterprise.

Enterprise model development is considered as creating and populating knowledge
repository.

Examples of typical publications in this category: [11, 29, 30].
“Process modeling as a tool that allows the capturing, externalization, formalization

and structuring of knowledge about enterprise processes” [11].
“Models of an enterprise capture knowledge” [31].
“Enterprise Modeling has been defined as the art of externalizing enterprise

knowledge, i.e., representing the core knowledge of the enterprise” [5].
“The Active Knowledge Modeling (AKM) technology is about discovering,

externalizing, expressing, representing, sharing, exploring, configuring, activating,
growing and managing enterprise knowledge” [30].

“Building knowledge repositories with enterprise modelling and organizational
patterns” [29].

Limitations: enterprise models cover only a fragment of enterprise knowledge (tacit
knowledge is not covered; knowledge about product, customer, partners external
environment etc. is only partially represented in enterprise models), so methodologies
from this category are not sufficient for designing and implementing KMS.
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C. Knowledge management helps to improve enterprise architecture management
practices

Focus: Knowledge management methods and techniques are used to improve EAM
practices.

Examples of typical publications in this category: [10, 32].
“EA projects generate a series of artifacts that contain knowledge directly or

indirectly which can be reused or transferred from project to project. In this paper, the
interest in providing a KM framework for TOGAF-based EA, to capture, store and
reuse lessons learned in the first phases of the project” [10].

“KM in general has 3 processes, i.e. create, classify, and retrieve. These three
processes can be utilized to support EA Team in formulation of enterprise architecture.
This paper suggests the use of knowledge chain, labels (tagging), and taxonomy to
develop knowledge base that can helps EA Team in formulation process of enterprise
architecture” [32].

In [32] authors present a step-by-step model of knowledge management in an
enterprise architecture is proposed with reference to a business strategy. This model
suggests the use of knowledge chain, labels (tagging), and taxonomy to develop
knowledge base that can helps EA Team in formulation process of enterprise
architecture.

Also, in [10] was covered the similar problem, in this paper, the authors propose a
KM metamodel for the EA based on TOGAF for the collection, storage and reuse of
knowledge. Validation is presented by examining a specific case in a consulting
company.

D. Knowledge management provides analytical framework for EM&EAM
Examples of typical publications in this category:

• Business process modeling through the knowledge management perspective [33].
• Future research topics in enterprise architecture management–a knowledge man-

agement perspective [9].

4.2 Analysis of the KM-Oriented Enterprise Modeling Approaches

Based on the requirements listed in Sect. 3, an analysis of the approaches in Table 3.
The columns describe the main approaches for KM-oriented enterprise modeling (see
category A in previous section). The rows list the requirements. The results of the
analysis are at the intersection.

Most approaches define links between KM and business process management. KM
has links to processes, roles and organizational units (KM ARIS, PROMOTE, KM-
WSB, KIPO, B-KIDE, Knowledge-MEMO, Know Flow toolset). Only a little part of
approaches models technology and infrastructure, but not to the full extent (e.g.
PROMOTE, B-KIDE, Know Flow toolset). Relationships between knowledge and
products/services of an enterprise are lacking. Some modeling approaches partially
fulfill requirements (see “±” sign), which mostly means that a modeling approach
suggests similar concepts and/or uses them in a limited way. KM Culture is not
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modeled, however, it is unclear if it is worth modeling or not. Holistic KM modeling
approaches [26, 27] better fulfil the requirements, but not completely. Thus, we can
conclude that there is no approach meeting requirements outlined in Sect. 3.

Table 3. Analysis of approaches based on required elements in way of modeling

Required
elements in way
of modeling/
approaches

KM
ARIS
[18]

PROMOTE
[8]

B-KIDE
[19]

KIPO&KIPN
[20, 21]

KM-
WSB
[22]

Know
Flow
toolset
[23]

Knowledge
Transfer
[24]

KDP
[25]

Knowledge
stance
modeling
[26]

Knowledge-
MEMO
[27]

R1.
Organizational
context for
knowledge, KM
and KMS

1.1.
Organizational
processes, which
requires
knowledge

+ + + + + + + − + +

1.2.Products and
services, which
requires
knowledge

− − − − − − − − − −

1.3.KM
objectives

− − − ± − − + − ± +

R2. Knowledge
and its status

+ + + − + − − + + ±

R3. Stages of
knowledge
development

− ± + + + + − + − −

R4. Types of
knowledge flows

− ± − − − − ± − ± ±

R5. Activities,
behaviours,
means [for
knowledge
development
and/or for
knowledge
conveyance and
transformation]

− + + + + + + − + −

R6. KM enablers

6.1. Human
capital (Roles
and
accountabilities,
KM
stakeholders)

+ + ± ± ± + + + + +

6.2. Processes
(knowledge
activities applied
and embedded
within
organizational
processes)

+ + + + + + + − + +

6.3. Technology
and
infrastructure

− + ± − − ± − − + +

6.4. Governance − − − − − − − − ± ±

6.5. KM culture − − − − − − − − −

Legend: + fulfilled; ± partly fulfilled; − not fulfilled
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5 Conclusion

ISO has recently included KM-related requirements into its standards, i.e. ISO
9001:2015 Quality Management Systems – Requirements and ISO 30401:2018
Knowledge Management Systems – Requirements. Many organizations started
implementing these ISO requirements. EM and EAM may be used to support orga-
nizations within this process. The final goal of our research is to suggest ISO compliant
KM-oriented extension for existing, proven EM and EAM frameworks. Such extension
will not only help to design, implement and support KMS, but also to seamlessly
integrate it into overall enterprise architecture of a company.

This paper analyses and summarizes KM-oriented ISO requirements for enterprise
management system. This analysis helped to specify KM-oriented ISO requirements
for EM language. Existing research papers integrating KM and EM/EA were subse-
quently studied. Research categorization was suggested. KM-oriented modeling
frameworks were studied and compared against KM-related ISO requirements. This
comparison demonstrated fragmented support of ISO requirements. Thus, the research
highlighted the need for ISO compliant KM-oriented extension for existing, proven EM
frameworks.

Further research is needed to achieve the final goal of the research, which is to
suggest ISO compliant KM-oriented extension for existing proven EM and EAM
frameworks. Thus, the research needs to:

• Analyse management activities required by ISO, which “establish, implement,
maintain and continually improve” KM system, and compare them with existing
EAM methods (both generic and KM-oriented). Since the description of these
activities for KMS mostly follows the ISO template for other management systems
(see ISO/IEC Directives Part 1 and Consolidated ISO Supplement, Annex SL [16]),
it seems reasonable to compare this generic ISO template with existing EAM
methods;

• Compare methods and techniques for knowledge and knowledge assets mapping
[34, 35] with determined requirements. These approaches have a long history and
provide many ways for describing organizational knowledge, its sources, applica-
tion areas (strategic themes, business processes) and development plans, but they
are less formalized than modeling approaches that we have analyzed in the
Sect. 4.2.

• Develop, demonstrate and evaluate ISO compliant knowledge-oriented extension
for existing, proven EM and EAM frameworks.
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Abstract. The OntoREA© accounting and finance model [1] indicates already
in its name a fundamental distinction, i.e. the distinction between the accounting
related backward looking perspective into the past and the finance related for-
ward looking perspective into the future. Accordingly, in accounting current
economic events are recorded and persisted and in finance future related com-
mitments are addressed. Concerning the completeness of accounting and finance
concepts there is an asymmetry in the OntoREA© model. The accounting
concepts are completely covered, whereas in the coverage of the forward
looking finance perspective one main deficiency exists: The uncertainty sur-
rounding the forward looking perspective is not specified.
In this article the problem of the missing uncertainty representation in the

OntoREA© accounting and finance model is explicitly addressed. The novel
approach consists in directly linking uncertainty to commitments. By concep-
tualizing uncertainty according to the stochastic concepts that underlie the
option pricing [2–4] and the intertemporal equilibrium pricing theory [5], the
missing representation is solved. Furthermore, the stochastic concepts have a
precise ontological meaning [6, 7]. Hence, the extension of the current model
with the proposed uncertainty representation gives a well-founded stochastic
model of the accounting and finance domain.

Keywords: REA business ontology � OntoREA© accounting and finance
model � Uncertainty representation � Stochastic process concept � UFO-B

1 Introduction

Conceptual modeling provides concise knowledge representations for the domain
under investigation. In the OntoREA© accounting and finance model [1] the domains
of accounting and finance are conceptually modelled with the Unified Foundational
Ontology (UFO)-based modeling language OntoUML [8]. OntoUML is an UML
extension that incorporates the metaphysical nature of the modelled “things” – like the
principle of essence and rigidity, identity, unity and dependency – and makes them
accessible in ULM class diagrams via UFO metaphysical stereotypes.

The origins of the OntoREA© accounting and finance model trace back to the REA
business ontology [9, 10]. In the accounting and policy infrastructure of this ontology
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the informational and procedural elements, which are needed for accounting and
finance purposes, are specified. Due to the focus on economic transactions with real
(physical) assets the accounting infrastructure of the REA business ontology had a
deficiency with respect to representation of financial assets and liabilities. This defi-
ciency was solved by integrating the requirements from Asset-Liability-Equity
(ALE) accounting [11] and the forward looking perspective from finance [12]. By
using the OntoUML language [8] the integration of the forward looking perspective
also was accompanied by an ontological turn. Instead of using the “specification of a
conceptualization” definition of ontology [13], a metaphysical definition of ontology
from philosophy was applied, i.e. the Unified Foundational Ontology (UFO) with
respect to endurant (static, structural) entity types (UFO-A) [14]. The ontological turn
by switching from UML modeling language to the OntoUML language enhances the
expressiveness of the conceptual model by adding to each concept applied in the model
its UFO-metaphysical (ontological) nature.

The ontological expressiveness provided by the OntoUML language underlying the
OntoREA© accounting and finance model showed especially useful for the modeling
of the temporal modal behavior of derivative financial instruments [15, 16]. Depending
on the market value, derivative instruments can be assets, if the value is positive, or
liabilities, if the value is negative. If the value is zero, then derivative instruments are
off balance positions. In the case of forward contracts, which are unconditional
derivatives compared to conditional derivatives in form of options, the value can
change randomly in either direction, so that they can randomly switch between asset,
liability and off balance positions.

The expressiveness of the OntoUML modeling language with respect to the
characterization of a temporal modal behavior is fine, but it can only trace the behavior
as time goes by, i.e. online. This is sufficient for accounting purposes as it allows the
recognition of the (random) value changes in the ALE accounting systems. With
respect to the forward looking perspective of finance, this restriction is quite severe. It
prohibits the modeling of a temporal model behavior on an ex-ante basis. In order to
overcome this shortcoming the future related uncertainty has to be specified explicitly.
In the probabilistic extension of the REA business ontology, the concept of a filtered
probability space [17, p. 350] was applied to model future events as probabilistic
events. As probabilistic events are elements of probability spaces, they are obviously of
a different type compared to economic events which represent transactions in the REA
business ontology. Recognizing this difference, the probabilistic events are not con-
nected neither to economic events nor to commitments in the extended REA business
ontology. Consequently, the probabilistic events are (only) proposed for carrying
objectives in form of target values for planning and control purposes that are attached
to different future occurrences.

The usage of filtered probability spaces for characterizing future uncertainty is a
solid conceptualization. It stems from the “golden”, i.e. Nobel-laureates age of finance
from the 1970’s. At that time both, the option pricing theory [2–4] as well as the
intertemporal equilibrium pricing theory [5] used filtered probability spaces for mod-
eling the uncertainty that surrounds the corresponding forward looking perspectives.
The main question now is, how the integration of such a stochastic conceptualization of
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the future uncertainty into the OntoREA© accounting and finance model can be
achieved?

This question leads to the primary research objective of this article, i.e. the adequate
extension of the OntoREA© model that allows the modeling of a temporal modal
behavior also on an ex-ante basis like in the option pricing theory and the intertemporal
equilibrium pricing theory. Furthermore, the extension should be that generic so that it
can also be applied to other valuation systems as well as planning and control systems
like real option pricing and decision analysis [18, 19], stochastic control problems [20,
21], approximate control problems [22] and control problems with augmented states in
form of exogenous and endogenous state variables [23].

In order to achieve this objective the “event” mismatch has to be disentangled first.
For this purpose perdurant (dynamic, non-structural) entity types – called Event type in
UFO-B [6] – are used to define the economic events in the OntoREA© model. For
precisely expressing the different concepts in the OntoREA© model the types in the
model will be written with capital letters and the corresponding perdurant UFO-B type
will be specified in Italics, e.g. Event type Economic Event, and the same notation
applies to endurant UFO-A types, e.g. Kind type Economic Resource.

In the next step the future uncertainty related to filtered probability spaces will be
defined in terms of the stochastic process concept. The advantage of using this concept
is the distinction between the sample space that specifies the uncertainty structure and
the state space that specifies the mapped values from the stochastic process. This
distinction allows the coupling of the Kind type Economic Commitment to its corre-
sponding uncertainty information structure without having to specify probabilities for
the commitments’ possible states over time. Finally, this structure, i.e. the Kind type
Uncertainty Sample Space provides the uncertainty representing information structure
upon which in the planning process future economic events (plan events) – that are
specified in the Event type Plan Event Tree – are committed.

The structure of this article is as follows: The next section OntoREA© accounting
and finance model: Stochastic extension gives a compact overview of the OntoREA©
model expressed with the OntoUML modeling language. In the following section the
meaning of the Kind type Uncertainty Sample Space and Event type Plan Event Tree –
that are the central elements in the model’s stochastic extension – is elaborated. The
next chapter deals with the ERP-Control Application in order to show for demon-
stration purposes the stochastic foundation of the production planning module and its
IT implementation. In the final section the main contribution of the paper is concluded
and future research directions are given.

2 OntoREA© Accounting and Finance Model: Stochastic
Extension

The OntoREA© accounting and finance model [1] formalized in the OntoUML lan-
guage can be seen in Fig. 1. The metaphysical, i.e. UFO-ontological meaning of the
entity types and relationship types is specified in the stereotypes, e.g. the perdurant
UFO-A type «Kind». For the exploration of the model it’s advisable to start with the
identity providing backbone in form of the Kind types Economic Resource and
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Economic Agent from the endurant universal types («Kind») of UFA-A as well as the
Economic Event from the perdurant universal types («Event») of UFA-B. The
Balanced Duality type expresses the Formal reification relationship between the
Subkind type Debit Event and the Subkind type Credit Event and their monetary
balancing within each economic transaction in the spot market. The Relator stereotype
indicates that in double-entry bookkeeping accounting systems the Debit Event and the
Credit Event of a spot market contract have the property to balance in monetary terms.
Consequently, there is a legal truthmaker that mediates between individual debit and
credit events.

A similar reasoning holds true for the Formal type Balanced Reciprocity that
relates to the Kind type Economic Commitment. “Commitments are different from
Economic Events since they represent obligations (of various degrees of enforceability)
to trading or production partners instead of actual consumption or acquisition

Fig. 1. OntoREA© accounting and finance model with stochastic extension (Color figure
online)

56 W. S. A. Schwaiger et al.



transactions. An example of a Commitment is a reservation for an airline flight or a
reservation for a hotel stay.” [9, p. 10]. Like Economic Event types the Kind type
Economic Commitment is distinguished between atomic commitments and complex
commitments that consist of more than one atomic commitment. The Balanced
Reciprocity relationship related to Economic Commitment types comes from the
fundamental pricing principle of finance that requires from future market contracts the
balancing in monetary terms of a Debit and a Credit Commitment type. Consequently,
the properties enforced by the truthmaker comes from finance theory. The Relator
stereotype indicates this truthmaker which reifies the Material relationship between the
Subkind type Debit Commitment and the Subkind type Credit Commitment and their
monetary reciprocity (i.e. monetary balancing) within each economic future market
transaction. The balanced reciprocity requires that the present value of the debit
commitments is equal to the present value of credit commitments. Furthermore, there
are hybrid contracts that are a mixture between a spot and a future contract, e.g. loan
contracts settled with a bank.

The Kind type Economic Commitment and the Event type Economic Event are in a
Formal fulfillment relationship type. Its cardinalities indicate that a commitment relates
to at least one economic event, whereas an economic event can have a commitment.
Finally, for completeness it is mentioned that the Collective type Derivative Instrument
connects derivatives via a MemberOf relationship type to the asset and liability
resources of their underlying replication portfolio. As derivative instruments are
recorded by accounting law on a net basis, their constituting asset and liabilities are off
balance sheet positions that are not individually reported in the balance sheet. Con-
sequently, the Phase type Off Balance represents these constituting assets and
liabilities.

There are five changes (marked in blue color in Fig. 1) in comparison to the
original OntoREA© accounting and finance model [1] for enhancing understandability.
The most importance change relates to the resolution of the “mismatch” problem and it
consists of the switch in the Economic Event’s type from the Kind type (UFO-A) to the
Event type (UFO-B). According to this switch it is clear that the Economic Event is not
of a static but of a dynamic nature. “Events (also called perdurants) are individuals
composed of temporal parts. They happen in time in the sense that they extend in time
accumulating temporal parts. Examples of events are a conversation, a football game, a
symphony execution, a birthday party, or a particular business process. Whenever an
event is present, it is not the case that all its temporal parts are present.” [6, pp. 328–
329]. Furthermore, the inclusion of an additional reflective relationship indicates that
not only atomic events, which have no proper parts, but also complex events in form of
aggregations of at least two disjoint (atomic) events. In complex events the temporal
relationship between its constituting events is incorporated via a temporal property in
each event. A reflective relationship type is also added – and this is the 2nd change – to
the Kind type Economic Commitment to allow the building of complex from atomic
commitments.

The remaining three changes are of minor importance compared to the Event type
change. They eliminate narrow cardinality restrictions due to specific examples in the
original OntoREA© accounting and finance model [1] with respect to Economic
Agent’s participation relationships and the Derivative Instruments MemberOf
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relationship. Next, the term Off Balance is chosen instead of the term Claim to
explicitly indicate the off balance nature of claims that are defined as pending busi-
nesses. Finally, the ALE phases are specified only once and this specification is con-
nected via generalization relationships to the Derivative Instrument type as well as to
the Economic Resource type.

The stochastic extension of the OntoREA© accounting and finance model can be
seen by the additional constructs (marked in red color) at the bottom of Fig. 1: the
three entity types, i.e. the Kind type Uncertainty Sample Space, the Event type Plan
Event Tree and the Kind type Planning and Control Policy, as well as the four related
relationship types, i.e. the Formal relation ‘identifying future occurrences’, the Formal
relation ‘assigning plan events’, the Formal relation ‘resource reservation’ and the
Formal relation ‘setting commitments’. The precise meaning of the additional concepts
used in the stochastic extension of the OntoREA© model are given next.

3 Stochastic OntoREA© Model: Meaning of ‘Uncertainty
Sample Space’ and ‘Plan Event Tree’

The Kind type Uncertainty Sample Space is the information structure of the uncertainty
that accompanies the future related Economic Commitment types. This uncertainty
information structure is a mathematical construct. Specifically, it is the sample space of
a stochastic process. “A stochastic process is a mathematical model for the occurrence
at each moment after the initial time, of a random phenomenon. The randomness is
captured by the introduction of a measureable space (X, F ), called the sample space,
on which probability measures can be placed. Thus, a stochastic process is a collection
of random variables X = {Xt, 0 � t < ∞} on (X, F ), which take values in a second
measurable space (S, S), called the state space. … For a fixed sample point x 2 X, the
function t ! Xt(x); t � 0 is a sample path (realization, trajectory) of the process X
associated with x.“ [24, p. 1].

The sample space of a stochastic process consists of two parts: Firstly, the sample
point space X containing all possible sample points, i.e. all worlds that possibly occur
in the future and secondly, the information structure F containing all sample states in
which the possible worlds can occur over the time horizon defined by the stochastic
process. The information structure is mathematically defined as a sequence of sample
point space partitions. If these partitions are successively finer grained, the partition
sequence is a filtration. Such a filtration is the core concept for specifying the concept
of revealing information. “Uncertainties are resolved … at times t = 0, 1, …, T. Let
0 = {c1, c1,…, cS} denote the (finite) set of possible states of the world. The true state
of the world is revealed to the firm at time T. At intermediate times t, the firm possesses
some information about this final state that we represent as the time-t state of infor-
mation xt. Formally, these time-t states of information xt, are defined as subsets of 0
that form a partition of 0 (the possible xt’s are mutually exclusive and their union is 0)
and become successively finer with increasing t (each xt−1, is the union of states xt in
the next time period).” [18, p. 797].

The revealing information concept is not only relevant for the domains of finance
and decision analysis, but also for the domain of (e.g. inventory) control problems. “In
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open-loop minimization we select all orders u0, …, uN-1 at once at time 0, without
waiting to see the subsequent demand levels. In closed-loop minimization we postpone
placing the order uk until the last possible moment (time k) when the current stock xk
will be known. The idea is that since there is no penalty for delaying the order uk up to
time k, we can take advantage of information that becomes available between times 0
and k (the demand and stock level in past periods).” [20, p. 4]

In this article the concept of revealing information is directly connected to the
stochastic process concept by defining possible states of the world (sample points) that
live in the sample point space X = {x1, x2,…, xS} and defining time-t sample states st,i
in which the possible worlds can appear at time t. An example of a binary uncertainty
sample space [3] is given in the left panel of Fig. 2. Furthermore, due to the filtration
concept the binary sample space’s time-t sample states also contain the corresponding
sample points. By specifying the i-th sample point at time-t with xi,t the time-t sample
state occurrence of the sample point can be traced over the different time points (see
right panel of Fig. 2): E.g., the 1st sample point x1 is equal to the first time-3 sample
state s3,1 (that is equal to x1,3) and it is contained in the subsets constituting the sample
states s0 (that includes x1,0), s1,1 (that includes x1,1) and s2,1 (that includes x1,2). The
set {x1,2, x2,2} is an example of a subset that defines a sample state, i.e. the state s2,1 in
the time-2 partition.

By using the stochastic process concept for modeling the information structure
related to the uncertainty of stochastically revealing complex Economic Commitment
types, the uncertainty of these types becomes stochastically conceptualized with the
Kind type Uncertainty Sample Space. This stochastic conceptualization is attached via
the Formal relationship ‘identifying future occurrences’ to the Kind type Economic
Commitment, so that it reifies the type’s associated uncertainty information structure in
form of a Kind type. The assignment of a stochastic information structure to a complex
commitment is exemplified by a loan provided by a bank, which is a hybrid contract in
the OntoREA© model. In the loan contract the loan taker originally gets a cash amount
from the bank and she has the obligation to pay back that amount and the corre-
sponding interest payments in the future. In this contract the balancing requirement
means that the cash amount received initially is equal to the present value of the
committed payments that have to be paid back in the future. The bank’s uncertainty
with respect to the loan taker’s repayments can be represented by a sample space in

Fig. 2. Binary uncertainty sample space – possible occurrences of the worlds over time
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form of a truncated binary tree where in each period there is the possibility that the loan
taker defaults.

In the planning process future actions are anticipated and committed. In this article
the committed future actions are related to the Economic Commitment type that is
fulfilled later on with one or more future Economic Event types. In a stochastic
planning process the committed future actions are assigned to the time-t sample states
defined in the uncertainty information structure that surrounds the Economic Com-
mitment type. E.g., in the stochastic annual production planning context, the quarterly
production volumes are committed and attached to an Economic Commitment type. If
the uncertainty information structure of the quarterly production volumes is defined e.g.
according to the quarterly possible sales volumes resulting from a binary sales process
then a binary uncertainty sample space arises like in Fig. 2.

The committed production volumes only specify the output that is achieved by
performing the anticipated and committed production activities. Consequently, in the
planning process not only volume values but beyond this also future Economic Event
types in form of physical production processes are anticipated and committed. These
anticipated and committed processes are plan events in form of an UFO-B Event type.
In the case of a complex production Economic Commitment type a structured bundle of
plan events is committed, i.e. the Event type Plan Event Tree.

In order to assure compatibility in the planning process, the Plan Event Tree type
has to be established in conformity with the uncertainty structure surrounding the
Economic Commitment type. This conformity is achieved via establishing the Formal
relation ‘assigning plan events’ that aligns the Kind type Uncertainty Sample Space
with the Event type Plan Event Tree.

For interpreting the Event type used in the stochastic extension of the OntoREA©
accounting and finance model an anti-eternalist view [7, p. 479] is taken by consid-
ering the stochastic, tensed events as ongoing events that change over time in line with
the successively revealing information. “According to Galton’s view, the dynamic
behavior of an ongoing event concerns … the process that constitutes it, considered as
an object (depending on the event’s participants) that is fully present in the thin
temporal window where we experience things happening at the present time and moves
forward as time passes by, assuming different properties at different times… In this
paper I will argue in favor of rejecting … the view that events are ‘frozen in time’, by
proposing a tensed ontological account (contrasted with the dominant tenseless tradi-
tion) according to which only past events are frozen in time, while ongoing and future
events may have modal properties concerning their actual occurrence. At the core of
this proposal there is a radical thesis: from the experiential point of view (that is, if we
take tense seriously), ongoing events do change. They change by embodying temporal
parts as time passes by, which accumulate with the previous parts. As a new temporal
part is embodied, the event’s properties and its elapsed duration may change accord-
ingly. … future events are conceived as empty embodiments at the time we refer to
them…” [7, p. 480].

For completing the stochastic extension of the OntoREA© accounting and finance
model in Fig. 2 three more things have to be explained. Firstly, the specification where
the Economic Commitment type from the planning process comes from. For this
purpose the Kind type Planning and Control Policy is introduced that provides the Kind
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type Economic Commitment via the Formal relationship ‘setting commitments’.
Secondly, the Plan Event Tree type has a Formal relationship ‘resource reservation’ to
Economic Resource type. With this relationships materials and capacity resources are
reserved that are needed for the future execution of the committed plan events specified
in the Plan Event Tree type. Thirdly, the way, the commitments are fulfilled over time.
According to the stochastic nature of the Economic Commitment type the fulfilment
over time is itself a stochastic process which is represented by the Formal relationship
‘stochastic fulfilment process’.

4 ERP-CONTROL Application: Stochastic Production Planning
and Control

After having specified the uncertainty representation in the stochastic extension of the
OntoREA© accounting and finance model the demonstration of its applicability is
addressed. For this purpose the ERP-CONTROL application [17] is used. Of special
importance it the application’s stochastic planning infrastructure for the production
domain [25] as it directly incorporates the Plan Event Tree type for capturing the
future’s uncertainty and it allows the assignment of thereupon contingent future plan
events that are planned, committed, reserved and then fulfilled later on.

Figure 3 shows the stochastic production planning infrastructure from the ERP-
CONTROL application which is related to the stochastic Annual Planning Process in the
module Analytical Planning. The planning task is started by activating the Production
Planning entry in the right hand side menu. This initializes a new instance of an annual
planning process that requires from the production planner [26] the specification of
input information required in: Product Selection, Planned Production Volume, Plan
Event Tree and Confirmation.

After selecting the product (e.g. bathed candles) to be planned and after inserting
the planned production volume for the next year, the binary plan event tree – shown in
Fig. 4 – appears and gives the planner the possibility to overwrite the planned

Product Selection 

Planned Production Volume 

Plan Event Tree 

Confirmation 

Fig. 3. ERP-CONTROL: annual production planning process
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production volumes in all quarterly sample states. In the specific examples the binary
tree relates to the uncertainty due to the stochastic demand for the selected product that
can increase or decrease in each quarter according to a binary stochastic process. In the
best case, the demand increases in each subsequent sample state. In this case 10000 kg
are planned to be produced over the year (Yearly Quantity). According to the bill of
material (BOM) and the routing with respect to the capacity resources, i.e. the per-
sonnel and the equipment resources, the resulting production costs (Personnel Costs,
Material Costs, Equipment Cost, Total Costs) are calculated and shown as well. The
production volume dependent production costs are also shown for the other sample
paths that can possibly be realized in the uncertainty sample space.

The last step in the Annual Planning Process is the Confirmation. By confirming the
Plan Event Tree, the therein specified sample state contingent production volumes are
committed and the corresponding material, personnel and equipment resource
requirements are reserved.

The stochastic Annual Planning Process is accompanied by the Quarterly Planning
Process. This process gets activated at the beginning of each quarter by inserting the
production volumes for the three months of the quarter. In the left panel of Fig. 5 the
monthly volumes are inserted for the three months of the first quarter. The right panel
of Fig. 5 shows the insertion of the actual realized production volumes that is collected
each month. After the third month of the quarter the overall actual production volume
of the first quarter is collected. This value can be seen in the left upper part of Fig. 6.
The figure also shows that the upper sample state (s1,1) has realized which was specified
by the controller who selected that state. According to the revealing information
concept it can be seen that the lower sample state (s1,2) and its following paths are
grayed out indicating that they cannot be realized any more in the future. After the
realization of the s1,1-sample state only the first four sample paths can possibly be
realized over the remaining three quarters of the year.

Fig. 4. Plan event tree – quarterly contingent production volumes and related costs
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As already indicated by its name, the ERP-CONTROL application does not provide
the stochastic planning infrastructure only for planning but also for controlling pur-
poses by providing monitoring facilities. In the monitoring feature of ERP-CONTROL the
planned and committed production volumes are compared to the realized volumes and
variances between the two are calculated. In a double loop management system the
variance information can be used either to trigger corrective adjustments at the pro-
duction process level e.g. by correcting the production policy or adaptive adjustments
at the production planning level e.g. by adapting the sample state contingent production
volumes for the forthcoming periods.

After having demonstrated the functioning of the stochastic production planning
infrastructure in ERP-CONTROL, it will be shown now which concepts from the
OntoREA© accounting and finance model’s stochastic extension are implemented in
the application in which way.

Figure 7 shows the excerpt from ERP-CONTROL‘s data model. It contains the data
structure that is placed below the Economic Resource class for delivering the infor-
mational basis for the stochastic production planning infrastructure. In order to
implement the bill of material (BOM) and the routing through the capacity resources
the Economic Resource class is specialized into the three resource classes, i.e. Per-
sonnel, Equipment and Material. The Personnel Specification class and the Equipment

Planned Output 

Produced Output

Fig. 5. Quarterly production planning and monthly production execution process

Fig. 6. Plan event tree – resolving uncertainty over time
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Specification class are the compositional parts of the Process Segment class that defines
the routing of the production process. The Material Specification class provides the
compositional parts of the Product Segment that defines the BOM. For the stochastic
production planning infrastructure the Plan Events class is added.

The attributes of the Plan Events class contain the information with respect to the
time dimension (tensed nature of future events) in the startDate and endDate attributes
and to the uncertainty dimension (stochastic nature of future events) in the state
attribute and the probability attribute. The Boolean pseudo attribute indicates if the
instance of the Plan Event class is committed (TRUE) or not (FALSE).

The recursive relationship of the Plan Events class allows the building of tree
structures. In the ERP-CONTROL application they are used to build the binary Plan Event
Tree structure (Fig. 4). This tree is constructed according to the (binary) Uncertainty
Sample Space type and it contains the planned and committed production (plan) events.
The committed events reserve the corresponding resources and they are executed
according to the realizing sample states over time in a stochastic, i.e. a temporal modal
way.

The Plan Events class is implemented – like the other classes in Fig. 7 as well – in
the Java Enterprise Edition as a database persisted entity bean.

The state attribute of the Plan Events class contains the reference to the sample
states defined in the (binary) Uncertainty Sample Space type. This reference is given by

Fig. 7. ERP-CONTROL: stochastic production planning – inclusion of plan events
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the binary coding of the time-t sample states that can be seen in Fig. 8. The annual
production plan is called the “root” in the Plan Event Tree and it includes the planned
production volumes for the selected product. To an annual production plan belong 15
possible quarterly production plans which are coded by the sample path “0nnn” where
n can be 0, 1 or {}. For example: in the third quarter the four sample states are possible,
i.e. 000, 001, 010 and 011. Furthermore, each quarterly production plan has three
monthly plans with state 0nnn.m where m stands for the months 0, 1 and 2. For
example: 0.0 for January, 0.1 for February and 0.2 for March.

5 Conclusion

The primary research objective of this article was the extension of the OntoREA©
accounting and finance model with an adequate representation of the uncertainty that
surrounds the forward looking perspective of finance. This objective was achieved by
an UFO-ontological conceptualization of the stochastic concepts, i.e. the stochastic
process and the revealing information concepts from the “golden” age of finance and
their integrations into the OntoREA© model. Key for the consistent integration is the
connection of the Economic Commitment type with the Uncertainty Sample Space and
the Plan Event Tree types. Due to the generic nature of the stochastic extension it can
be applied not only for financial planning and control but also for decision analysis and
different kinds of optimal control problems. The applicability of the OntoREA©
model’s stochastic extension was demonstrated via the ERP-CONTROL application where
elements of this extension were used to provide the application’s stochastic production
planning and control infrastructure.

By including perdurant Event types from UFO-B for the ontological specification
of the Economic Event and the Plan Event Tree types a completely new possibility
arises for the conceptual modeling of different processes. Mixing UFO-B with UFO-A
constructs in the stochastic OntoREA© accounting and finance model allows a con-
venient mixture of structural and dynamic concepts. Equipped with this new possibility
the UFO-B event-based dynamic modeling can cover different types of processes at the
operational level and the different management levels, i.e. operational (business)

Plan  
category 

Time-t 
sample 
state

Binary  
coding

Annual plan Root  

Quarterly plan 0nnn n : ( { } | 0 | 1 ) 

Monthly plan 0nnn.m n : ( { } | 0 | 1 ),   
m : ( 0 | 1 | 2 ) 

Fig. 8. Binary sample space representation – binary coding of time-t sample state

The OntoREA© Accounting and Finance Model: Inclusion of Future Uncertainty 65



processes (business domain), managerial processes (management control domain) and
policy setting (governmental) processes (governance domain). For future research it
seems especially interesting to grab this new opportunity for solving the problem of
integrating managerial and governmental processes in form of Balanced Scorecard
management systems [27] or in form of more general strategic and management control
systems [28] into different versions of the REA model and the stochastic OntoREA©
accounting and finance model, respectively.
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Abstract. Most modeling approaches lack in their ability to cover a full-fledged
view of a software system’s business requirements, goals, and capabilities and to
specify aspects of flexibility and variability. The modeling language Capability
Driven Development (CDD) allows modeling capabilities and their relation to the
execution context. However, its context-dependency lacks the possibility to
define dynamic structural information that may be part of the context: persons,
their roles, and the impact of objects that are involved in a particular execution
occurrence. To solve this issue, we extended the CDD method with the BROS
modeling approach, a role-based structural modeling language that allows the
definition of context-dependent and dynamic structure of an information system.
In this paper, we propose the integrated combination of the two modeling
approaches by extending the CDD meta-model with necessary concepts from
BROS. This combination allows for technical development of the information
system (BROS) by starting with capability modeling using CDD. We demon-
strate the combined meta-model in an example based on a real-world use case.
With it, we show the benefits of modeling detailed business requirements
regarding context comprising environment- and object-related information.

Keywords: Capability modeling � Roles � Context � Business requirements

1 Introduction

Organizations need a rapid response to changes in the business environment in terms of
new legislation, changes in customer and supplier behavior, new and often adverse
events. Such change cannot always be foreseen at the time of information system
(IS) development and hence the current approach that is based on implementing change
by redesigning and redeploying applications is no longer sufficient. A strand of
approaches aims at continuous development and tightening the gap between devel-
opment and operations [1]. This is, however, not suitable for developing and cus-
tomizing enterprise applications that need to respond to change both on the business
and IS level. That is, a congruent approach that supports responsiveness to changes in
the application context and facilitates the responses to transcend from the business to
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the information system is needed. Sandkuhl and Stirna [2] contributed to making IS
more flexible with respect to the adaptation to context. The concept of capability was
used for this purpose because it unifies the business aspects traditionally used in areas
such as enterprise modeling like goals and processes with execution context [3].
Furthermore, it connects context with the specification of algorithms for adjusting the
IS once the context changes. The stance of CDD is that any information that influences
the IS is to be modeled as context.

BROS (Business Role-Object Specification) [4] is a structural modeling language for
design time specification of business objects concerning a domain model as well as
specific business logic. Role-fulfilling objects cover the static specification part regarding
the separation of concerns, whereas the dynamic specification part of the business logic is
expressed via events. The final BROS model serves as a blueprint for development and
can be implemented in role-based modeling languages. BROS supports the specification
of system-internal variability that is induced by, e.g., the change of role fulfillment. In
case of human or organizational roles, changes of this kind often require adaptations in
terms of business process variants because the same roles can be fulfilled by several actors
each of which having a different skill profile. This aspect has not been elaborated in the
CDD approach. Therefore, the objective of this paper is to explore the integration of the
CDD and BROS for the purpose of supporting role-based capability modeling and IS
design. Among the motivators for the CDD [5] are the following goals, to which the
proposed integration of the two approaches is set to contribute:

• To allocate resources to process execution tasks and to provision human resources
to process execution. The integrated proposal addresses this goal by explicitly
modeling skill profiles of actors and skill requirements of roles, which allows
specifying the actor-role fulfillment by using the concept of scene in BROS.

• To customize services according to context. The integrated proposal allows
designing and monitoring changes in the context caused by actor-role fulfillment.

• To monitor process execution. The CDD approach supports model-driven generation
of a monitoring application, Capability Navigation Application (CNA) for over-
seeing context elements, KPIs, and triggering capability adjustments. The proposal
allows integration of actor-role fulfillment and skill monitoring in the CNA.

The remainder of the paper is structured as follows. Section 2 covers the related
background of our research. Section 3 provides a conceptual overview of the suggested
role-based capability approach. Further, in Sect. 4, the abstract and theoretical part of
our research is demonstrated via the introduction of the extended meta-model, a core
part of the paper. Section 5 demonstrates our new approach by applying it to a real-
world use case, a lecture management scenario in higher education, followed by the
conclusion in Sect. 6 with summary and outlook.

2 Background

The enterprise modeling discipline endeavors to support businesses by means of IS,
which imposes supporting some low-volatile business processes and concepts, but
lately even more is required – coping with dynamically changing business
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environments requiring adaptations of IS at execution time. In this regard, adaptability
is seen as an architectural property, enabling a system to efficiently adjust to different or
evolving operational or usage circumstances [6, 7].

To achieve adaptability, organizations should be able to, by the support of mod-
eling, master different variations of their businesses, such as user preferences, envi-
ronmental variations, changes on partners’ sides, legislations, and other [8]. This study
also investigates the area of dynamic adaptions of IS and finds that there is a plethora of
capability modeling approaches that depict adaptability elements in different ways.
Many of the existing approaches address capability delivery by means of, for example,
services, business processes, or actions. Nevertheless, the current state in capability
design does not offer a transition to tasks associated with IS development. The CDD
approach (Sect. 2.1) relies on enterprise models for designing IS based business
capabilities with inbuilt support for adaptation to changing contexts at the execution
time [2]. Amongst Enterprise Architecture frameworks and languages, including
TOGAF, Archimate, DODAF, NAF and MODAF, the NAF framework [9] is the
closest to CDD in its ability to define local conditions in design, but it does not have a
method for capability adjustments at runtime. Also, the work of Rodriguez et al. [10] is
related to CDD and includes context-dependency as well. However, this approach
focuses more on reliability modeling and transformation with replicas at design time.
The specifications of the other frameworks provide methods neither for the use of
capability at runtime nor for adjustments [3]. However, its methodology and the
underlying architecture for designing variability for the purpose of adaptation lack the
support for dynamic roles of the entities being involved in the implementation of the
capabilities, such as subjects (persons, organizations) and objects. The BROS language
(Sect. 2.2) uses business scenarios as a fitting complement to support the specification
of system variability induced by the change of role fulfillment.

2.1 Capability-Driven Development (CDD)

The foundation for CDD is provided by the conceptual Capability Meta-Model
(CMM). CMM was developed on the basis of industrial requirements and related
research on capabilities. In brief, it consists of the three main parts of the meta-model:

• Enterprise model for representing organizational designs with Goals, KPIs, Pro-
cesses (with concretizations as Process Variants) and Resources;

• Context model for representing for which context a Capability is designed (repre-
sented by Context Set) and Context Situation at runtime that is monitored and
according to which the deployed solutions are adjusted; and

• Patterns and variability model for delivering Capability by reusable solutions for
reaching Goals under different Context Situations. Each pattern describes how a
certain Capability is to be delivered within a certain Context Situation and what
Process Variants and Resources are needed to support a Context Set.

The meta-model in Fig. 1 is a simplified version of CMM showing the key com-
ponents of CDD, also described in Table 1. The full version with complete element
definitions is available in [11].
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Fig. 1. A conceptual meta-model supporting capability driven development

Table 1. Concepts of the core CDD meta-model

Concept Description

Capability Capability is the ability and capacity that enable an enterprise to achieve a
business Goal in a certain context (represented by Context Set)

KPI Key Performance Indicators (KPIs) are measurable properties that can be seen
as targets for achievement of Goals

Context Set Context Set describes the set of Context Elements that are relevant for design
and delivery of a specific Capability

Context Element
Range

Context Element Range sets boundaries of permitted values for a specific
Context Element and for a specific Context Set

Context Element A Context Element is representing any information that can be used to
characterize the situation of an entity

Measurable
Property

Measurable Property is any information about the organization’s environment
that can be measured

Context Element
Value

Context Element Value is a value of a specific Context Element at a given the
runtime situation. It can be calculated from several Measurable Properties

Goal Goal is a desired state of affairs that needs to be attained. Goals can be refined
into sub-goals. Goals should typically be expressed in measurable terms such as
KPIs

Process Process is a series of actions that are performed in order to achieve particular
results. A Process supports Goals and has input and produces output in terms of
information and/or material. A process is perceived to consume resources

Pattern Patterns are reusable solutions for reaching business Goals under specific
situational contexts. The context defined for the Capability (Context Set) should
match the context in which the Pattern is applicable

Process Variant Process variant is a part of the Process using the same input and delivers the
same outcome as the Process in a different way
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The CDD methodology combines three interconnected cycles of working – design,
delivery, and feedback. Design starts with configuring existing or creating new
enterprise goals and processes combined with captured business contexts and eliciting
required capabilities. This is followed by delivery of the capability requiring compo-
sition and integration of existing technologies and applications, such as ERP systems.
During the execution of the application, the changes of context are monitored, and
runtime adjustment algorithms are used to calculate if the context’s changes require
another capability pattern. Feedback is achieved by monitoring defined KPIs, which
enable capability refinement and pattern updating.

2.2 Business Role-Object Specification (BROS)

Roles and the related concepts were investigated in various research areas during the
last decades (e.g., theories [12], modeling languages [13], programming languages [14,
15], runtime environments [16], or enterprise modeling [17, 18]). Roles extend the
established object-oriented paradigm by the ability to represent an object in different
contexts and by changing its behavior and characteristics accordingly. Roles are
described in terms of (a) behavioral, (b) relational, and (c) context-dependent proper-
ties [12, 13]. This serves a more accurate description of the domain’s entities with their
context-dependent structure and behavior. BROS uses this advantage of roles to model
software based on required business needs.

The BROS modeling language [4] was originally developed for an easy adaptation
of (structural) reference models [19], it can also be used for creating role-based soft-
ware in general. It utilizes the role-paradigm to specify mainly structural models. Via
roles, however, BROS (in contrast to traditional modeling languages such as UML) is
able to include the behavior-aware specifications in structural models non-invasively.

BROS does not focus on process modeling itself; it explicitly includes events
induced in the respective background processes, nevertheless. Via events, temporality,
and role-based context-dependent behavior, BROS allows for behavioral modeling
constructs within a mainly structural modeling language. Thus, BROS benefits from
CDD due to its ability to define the complex business constraints (i.e., when to choose a
scene) as a background source of these events.

The main concepts of BROS are objects, roles, scenes, and events (Fig. 2). Objects
are selected from an underlying structural domain model and are the target of any use
case or enterprise-specific adaptation done by using the remaining concepts. BROS
utilizes roles as specific representations of objects in certain scenes (the role’s context).
The enterprise-specific processes are the main drivers of the adaptation and serve two
kinds of information: (a) the scene as an encapsulation context of a use case or task, and
(b) the events as certain points in time affecting the roles. The details of the language,
as well as an example, are described in [4], based on the research of CROM [13]. For
the purpose of this research, the BROS concepts were introduced in the CDD meta-
model with the knowledge implied by the BROS meta-model.
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3 Conceptual Approach

According to the motivation for this research, we strive for a framework that extends
the CDD approach with the role-based paradigm provided by the BROS approach.
Although both approaches are settled on different levels and phases of the software
development stack (see Fig. 3), the role concepts introduced by BROS are suitable to
be used for fine-grained capability design. CDD and BROS have been developed
independently of each other. Nevertheless, they share a common concept of “dedicated
context”: the process variant in CDD and the scene in BROS. Both are representatives
of a special, single task or execution, dependent on the chosen environment.

This task may change during runtime since one or more requirements from the
given environment is dropped. In CDD, a process variant is derived from a general
process description (e.g., giving a lecture). The concrete process variant is then chosen
by variation points based on the environment’s requirements. Thus, CDD focuses on
the conceptual view of the requirements, capabilities, and goals of the respective IS. In
contrast, BROS utilizes scenes to describe the behavior of roles for certain tasks or

Fig. 2. The basic BROS meta-model [4]

Fig. 3. The connection between both areas
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executable procedures. The scene defines the context-dependent boundary of a role’s
validity (e.g., the role “Teacher” is only valid in the context of the scene “Giving
Lecture”) in combination with a start and an end as specific points in time.

BROS is intended to be an extension to CDD, hence, we integrated its concepts
(see Fig. 4) into the already existing CDD methodology. We state that, with the BROS
concepts, it is possible, to describe the capabilities of an enterprise with regard to
performers that are able to play certain roles (or not). CDD, as presented in [2], is able
to model the capability dependence on static environment information (e.g., resource
utilization, calendar time or the weather condition), while including BROS enables the
modeling of capabilities that depend on the participating performers (that is, actors and
objects with abilities), illustrated in Fig. 5.

Technically, our proposal is realized as a meta-model extension to the CDD meta-
model. Extending the meta-model also allows maintaining the adaptation and decision
mechanisms of CDD. Thus, we strived for a non-invasive adaptation to implement the
BROS features for two reasons: (a) to use CDD as a new source of business knowledge
usable in BROS, and (b) to include the structural modeling concepts (scenes, roles, and
objects) into CDD to provide a more powerful modeling approach.

4 Meta-Model Extension

This section introduces the full (extended) meta-model, describes the respective model
elements as well as their relationships and purposes.

To achieve the envisioned integration of CDD and BROS and keep the existing
CDD method components and method extensions intact, the meta-model has been
extended “non-invasively” (c.f. [2] for more information about CDD methods com-
ponents). The CDD-BROS integration is intended as a method extension. For this
purpose, we extended the complete CDD meta-model with a set of new meta-model
elements that override or extend already defined elements. As a result, the CDD meta-

Fig. 4. The set of common concepts

Fig. 5. Adding BROS to CDD

74 H. Schön et al.



model ensures that the new extension is compatible with the CDD environment and
other CDD extensions. The meta-model depicting CDD with the BROS extension is
shown in Fig. 6. The set of BROS elements contains the newly developed elements.
While ProcessVariant and ProcessVariantVariationPoint are overridden (i.e., marked
as abstract) and not usable together with the BROS extension, the ContextElement and
MeasurableProperty are extended and can be used simultaneously with the related
BROS elements. Apart from the inherited elements, several new elements are used to
model the BROS part of the combined approach.

The newly introduced BROS elements are responsible for dedicated context
decisions based on provided skills by entities. For that reason, we use the semantics of
roles, objects, and scenes established in BROS.

A Performer is an entity (type) of the real world that is allowed to take over a Role
in a Scene via Fulfillment to provide certain Abilities. For example, the performer
“professor” is able to fulfill the role “teacher” in the scene “giving lecture” to achieve
the ability (and responsibility) of “teaching”. This is also possible for non-human
objects like, e.g., the entity “room” that may fulfill the role “lecture hall.” However, the
performer and its roles depend on the use case that has to be modeled. With the meta-
model extension, it is stated that the scene (a BROS concept) replaces the Pro-
cessVariant. Thus, the process defined by CDD now uses scenes to describe different
flows dependent on the chosen context. Scenes contain roles that are determined for a
specific temporal execution (e.g., the “giving lecture” scene requires the role “tea-
cher”). The variation mechanisms in CDD then do not point to process variants but
specific scenes with roles. The roles are fulfilled by performers (real-world entities).
The fulfillment between a performer and a role is annotated with the fulfillment value
that quantifies the ability of the performer to fulfill a specific role. E.g., various
instances of a performer “professor” fulfill the “lecturer” role in the scene “giving
lecture” with their own specific FulfillmentValue in term of a skill profile. This value is

Fig. 6. The small CDD meta-model with the BROS extension
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inherited from MeasurableProperty, i.e., the fulfillment value is given by, e.g., a
database in the ERP system that lists the employees with their skill profiles and may be
time-dependent. There must be at least one role (provided by a scene) that is respon-
sible for providing the necessary abilities. However, at runtime, the concrete Abil-
ityValue for the abilities is derived via ContextCalculation from the fulfillment value,
i.e., dependent on the entity that takes over the specific role. Since the ability is
inherited from ContextElement, the ContextElementRange (from CDD) is assigned to
the abilities to limit the possible value range for the context. At runtime, those are
concrete value boundaries. If the range is violated (due to not fitting ability values) the
adaptation part of CDD uses the SceneVariationPoint to define another scene that is
able to be used for the new context. However, this paper does not focus on the
adaptation part, which is defined in the full CDD meta-model. In the proposed meta-
model, we use Events since the BROS scene definition includes, inter alia, a start and
end via an event. Thus, we use an event as an interface from the scene variation point
towards the scene. This allows the start of multiple scenes with triggering a single start
event.

The new meta-model elements are listed in Table 2. The M1 level is used for
capability design, e.g., specifying that a lecturing capability is based on performers
such as professors and roles such as teachers, students, and course assistants. The M0
level of a capability model materializes once the lecturing capability is executed and
runtime-specific professors, e.g., “John” and “Alice”, perform specific roles for specific
scenes. An M1 instantiation example for the new elements in this meta-model is given
in the next section. Due to the non-invasive changes to the original meta-model, all
mechanisms of CDD, like the capability adjustment algorithms and calculations of
KPIs and context, are still operational.

Table 2. New meta-model elements within the BROS method component

Concept Description M1 example M0 example

Performer A real-world entity on type-level that is
able to do something

Person, Room,
Computer

Alice, INF003

Role A context-specific behavior that may be
adopted by a performer

Attendant, Teacher,
Lecture Hall

Alice’s Teacher role,
INF003’s Lecture Hall role

Scene A contextual boundary that denotes a
temporal execution

Giving Lecture,
Checking Exams

Lecture ID 5

Fulfillment The process of a performer playing a
role

Employee-Teacher-
Fulfillment

Alice playing the Teacher

Fulfillment
value

A runtime value that is related to the
profile of a role

– Profile of room INF003
when fulfilling Lecture Hall

Event A type of point in time when something
may happen

Start, End,
Interruption

9am at 24. Dec 2019,
Incoming Call ID 42

Scene
variation
point

A mechanism that decides the triggering
of events to start a certain scene

– –

Ability An action related to the possibilities of a
performer

Heating up, Having
capacity, Teaching

Teaching ability of Alice

Ability
value

A runtime value that denotes the
quantity of a certain ability

– 42, 1337, yes

76 H. Schön et al.



5 Use Case – Provisioning of Subjects in Higher Education

This section demonstrates the proposed CDD and BROS integration with an example
case of the teaching environment at a large university in Sweden.

5.1 Use Case Description

The provisioning of the subjects in Higher Education requires substantial planning and
effort. That includes organizing the lecturers’ team, scheduling, admission of students,
and publishing course materials. Once a course starts, the major activities are teaching
sessions, exercises, supervision, and examinations.

Requirements Engineering is a standard subject offered at both the undergraduate
and graduate levels to about 250 students in total. The course is given in Swedish at the
undergraduate level, and in English at the graduate level. The team of teachers includes
several roles: lectures and Q&A seminars are given by professors; exercises are
supervised by teaching assistants, PhD students, and professors; tool tutoring and
supervision is done in the computer labs and led by teaching assistants, PhD students,
and research assistants. The course material includes lectures, tutorials, reading
material, and media. It is published on the Moodle online education portal. The plat-
form is managed by the whole teaching team according to the assigned roles and
responsibilities. During the course execution, the portal is also used for managing
communication among the students and the teachers, management of quizzes, grading
of exercises, as well as other activities. Since we investigate a Swedish university, there
is the possibility of a sudden and severe snowfall in colder seasons. Hence, the local
traffic information system and the weather forecast are analyzed for possible general
delays. If severe delays throughout the city are to be expected or are occurring, the
course events might be cancelled, rescheduled, repeated, and/or switched to online
delivery.

Concerning course scheduling, each classroom has a limit for the maximum
number of persons. Because the classrooms are a resource constraint, they need to be
booked well in advance. If the number of students exceeds the size of the classroom, it
is possible to stream a lecture to another classroom in real-time. This, however, poses
additional tasks related to the management of the teaching process. It is not easy to re-
schedule the rooms in cases when more students than estimated register for the course
(the deadline is the day when the course starts), as well as when additional tutoring (and
thereby rooms) becomes needed. The final exam is classroom-based and as such
requires a sufficient number of places and invigilators for each of the examination
rooms, which requires engaging both the teachers as well as additional staff.

5.2 Meta-Model Instance Design

According to the defined schema of model layers by Object Management Group [20,
21], the meta-model is on the M2 layer. An instance of this layer is the M1 layer, which
is a model that uses the M2 defined concepts to specify the targeted “real model.” An
instance of M1 is on the layer M0, which represents “real items” like “Alice” as a
person or “INF003” as a room. However, since the CDD and BROS extensions are on
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M2, we need to define the capability design on the M1 layer before considering runtime
items. However, not all M2 concepts need to be instantiated on the M1 level because
concepts that denote runtime concepts, like values of context elements or ability values,
belong to M0 (i.e., fulfillment, fulfillment value, ability value, and event). For these
values, we model the M1 pendants as a type that needs to be expressed at runtime.
Thus, as elaborating the M0 is not our primary goal, we do not go into detail of their
runtime assignments.

Figure 7 shows the M1 instance of the M2 meta-model, including the CDD part
(white background) and the new BROS concepts (gray background). We derived this
instance example from the use case as only one of many different possibilities. The
respective M0 types from the meta-model are annotated to the M1 model elements.

The use case requirements are encoded in the context set named “Req. Eng. Lec-
ture”, which serves the overall CDD capability of “Teach Req. Eng.” The ranges
(specified on M0 with concrete range boundaries later on) set the parameters of
deciding between different scenes. For this use case, there are several such ranges as
parameters: a specific schedule delay, a required teaching language, a device that is
able to display the slides, and so forth. If something happens, e.g., there is too little

Fig. 7. An example instance of the meta-model for the use case
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capacity available in the room for the lecture, the adaptation part of CDD (not shown in
the meta-model) adapts towards this new situation with triggering changes. By using
BROS, the capacity of a lecture room is modeled in Fig. 7 as an ability of a role that is
fulfilled by a performer, i.e., any room (e.g., “INF003”) that plays the role of the
lecture hall at runtime so that its capacity is used for the lecture’s capacity.

If at runtime this capacity is outside the range set in the capability design, the
adaptation part has two options:

1. It uses a different performer (that is, a new room with higher capacity) that fulfills
the role in the same scene so that the scene does not change; or

2. If there is no other performer available, the scene is switched to another scene (e.g.,
a scene that streams the lecture to various locations) that meets the range require-
ments with possibly other roles (e.g., a stream receiving device).

If neither of the two possibilities can be applied, then an error occurs since there is
no available solution to the new context. The real-world entities, the performers, have
to fulfill the roles in a scene, i.e., the CDD environment is able to perform calculations
deriving the ability value out of their profile since the real room “INF003” at runtime
does not know which abilities one wants to derive (e.g., its capacity or its ability to be
ready for exams). The CDD environment delivers the actual runtime value for the
ability (e.g., “15” for capacity) that gets checked against the range boundaries, which
can be Boolean, lists, formal expressions or simple number ranges (e.g., “1 to 20”). The
context set may also contain ranges that are not dependent on entities but on envi-
ronmental states. In Fig. 7, we modeled the traffic situation and the weather forecast as
measurable properties, so that the calculation results in the value of expected delay.
This is checked against the range in the context set to decide whether it is possible to
hold a lecture or whether one should start streaming (or skip the lecture). This expected
delay is an environment-based state and independent from any concrete performers and
roles (for demonstration purposes on how to model BROS-independent context ele-
ments). Thus, when designing capabilities, one has to decide between environment- or
entity-based context elements and their ranges. Regarding the modeling complexity, we
only designed a simple CDD-BROS model for one capability with limited scene-based
variability. There are plenty of options to extend this design, e.g., multiple abilities or
performers per role, performers that fulfill a set of roles in certain scenes, involving
different IT supporting tools for teaching and other variants.

5.3 Use Case Discussion

With the modeled use case stated in Fig. 7, we argue that the modeling of entity-based
context elements receives more attention in the capability design. Previously, every
context element was handled as external. Thus, the modeling of capabilities is
enhanced due to additional modeling constructs:

• The construct of scene allows the definition of concrete variations of an executable,
providing a set of necessary roles;

• Roles (encapsulated in scenes) enable modeling the necessary entity-based context
elements (i.e., abilities of performers);
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• Performers are the main constructs to define the concrete entities that are respon-
sible for fulfilling a context element range (indirectly via roles).

This trinity of the role-based BROS paradigm (scene, roles, and performers) is the
tool for switching between contexts and related situations at runtime. When encoun-
tering an unmet range condition, the new possibility, to switch between fulfillments
instead of switching to a whole new scene, is an important improvement. As such, the
same context scene may be continued with only changing the performers, who are
fulfilling the needed roles and their abilities for the scene.

The combination of CDD and BROS allows modeling on multiple levels, i.e.,
subsequent stages along the model-driven development lifecycle (as shown in Fig. 5).
With the usage of the BROS concepts in CDD, the transition towards implementation is
simplified. BROS, as intended to be on the technical level, is tightly connected to the
underlying software development. Assuming the fact that the CDD modeling would
define several scenes, roles, and performers for its contexts, these can also be used for a
related BROS model. Figure 8 shows a possible BROS model for software construc-
tion that is derived from the CDD model in Fig. 7 with the same scene, its roles, and
the related performers. This interrelation of the different abstraction levels while
developing IS via CDD and BROS benefits model-driven development.

6 Conclusion

We have shown that two existing approaches, CDD and BROS, which were developed
independently and for different purposes, can be combined to complement each other.
This was done by integrating the needed BROS elements into the CDD meta-model as
an extension. The combined approach was demonstrated with a use case and allowed
for a more realistic and fine-grained modeling of an enterprise’s capabilities.

The introduction of entity-based abilities, related to roles, grasp the nature of
capability responsibility and liability. Thus the CDD-BROS integration contributes to
an enterprise modeling approach that can be used for early business-focused modeling
as well as for later specification of technical details in a seamless manner. The different
facets of adaptation and variation are covered through the combined approach

Fig. 8. An example BROS model with objects, roles, events, and a scene
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encompassing adaptations at runtime due to resource allocation via performers. This, in
general, supports role-based capability modeling and IS design as stated in Sect. 1.

Comparing this overall contribution to Enterprise Architecture approaches, we
conclude that the suggested combination supports modeling on the level of detail that is
needed for seamless IS development even encompassing runtime aspects like
accounting for performers. However, in comparison to MDA-like approaches, which
are (by nature) aligned to seamless integration along the development lifecycle, our
suggestion is stronger when it comes to early capability driven modeling and context-
dependent adaptations. One limitation of our current work is that we cannot ensure that
other methodological enhancements in the enterprise architecture, enterprise modeling,
or MDA domain may have achieved comparable goals. Also, the CDD-BROS-
integration still needs to be fully implemented and supported with tools. This will
require that the BROS extension to the CDD meta-model is implemented as a CDD
method component. In the realm of a full-fledged integration, examples at the level of
complexity of our use case could then be used to demonstrate the full potential of using
CDD with BROS – not only at the modeling level but also within the accordingly
developed IS.
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Abstract. Enterprises operate in markets by building and fulfilling exchange
relationships. However, up to date accounting information systems are orga-
nized in an enterprise-specific way. We introduce the Market Information per-
spective on top of the Exchange (Shared Ledger) and Enterprise-Specific
perspectives. The latter, developed earlier, are enhanced and the interplay with
the Market perspective elaborated. First, we analyze how are Market related
concepts of Offering, Contract, Resource, and Social Interaction represented in
UFO ontologies and other ontologies. Second, we propose a Market perspective,
and included Exchange, and Enterprise perspective conceptual model of a
Shared Information System for Financial Reporting in OntoUML language, and
third, we analyze the International Accounting Standards Board (IASB) Con-
ceptual Framework and Standards for Financial Reporting to uncover construct
deficit and overload in these Standards and Framework for usage in Shared
Information Systems.

Keywords: IFRS � Conceptual model � UFO � COFRIS

1 Introduction

Enterprises operate in markets by building and fulfilling exchange relationships. Tra-
ditionally, information systems support the enterprise by collecting and storing data
that is available within the enterprise. This holds in particular for Accounting Infor-
mation Systems (AIS) supporting internal management and, importantly, Financial
Reporting (FR). The financial reports give an overview of the financial position and
performance of the firm based on the postings in the ledgers of the enterprise. Whereas
nowadays, information systems include more and more external relevant data sources,
for instance, market information, the Accounting and Financial Reporting Standards [1]
hold to an enterprise-specific point of view.

The objective of general-purpose Financial Reporting is to provide financial
information about the Reporting Enterprise, which comprises of:

• Economic Resources controlled by the Enterprise – Assets,
• EconomicObligations –Claims against theEnterprise –Liabilities andEquityClaims,
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• Changes within a period in those Assets and Claims – Income, Expenses, and other
Equity Changes,

• Enterprise management’s stewardship of the Enterprise’s Economic Resources.

This information should be faithful and relevant for existing and potential investors,
lenders and other creditors in making decisions relating to providing resources to the
Enterprise [2, 3]. Assets and liabilities aggregate information about effects of
exchanges in the market and other economic events that create and change exchange
offerings, contract obligations, economic resources, and underlying objects. The
interpreted and aggregated information is audited [9] and disclosed to the authorities
and the market.

From this short description it is immediately clear that the subject of FR exceeds the
borders of the enterprise. Claims are claims to or from other parties; they exist in a
relationship. So, there is all the reason for shared ledger accounting that takes its
starting point not in one or the other party but in the (exchange) relationship. In [7] we
have analyzed the advantages of such an approach and have shown how blockchain
(DLT) and smart contract technology can support it technically. In this paper, we go
one step further and argue that not only the exchanges, but also the market should be
included. Markets are not abstract economic entities anymore, but increasingly mate-
rialize in platforms and business networks, such as Airbnb and SAP Ariba. With the
advent of shared ledger systems and the steady growth of a global information
infrastructure, a pure enterprise-specific perspective is becoming obsolete, in our view.

In this paper, we continue building a Financial Reporting Ontology grounded on
Unified Foundational Ontology (UFO) and its sub-ontologies. Today, the conceptu-
alization of accounting and Financial Reporting requires precise meaning, enlargement
of the scope of concepts and application of new methods for ontological representations
to increase interoperability and reuse. What is new in this paper is that we suggest FR
to be a subsystem of Market, Exchange, and Enterprise Information Systems, having
the FR ontology grounded on upper ontologies and harmonized with Legal, Economic,
Business, and IT ontologies, frameworks and standards.

The need for interoperability increases in network-based Market models, such as
DLT enabled systems and traditional and new exchange platforms, governmental
systems, banks, communities, and corporations of related enterprises, joint ventures,
and principal-agent based relationships, all of which require substantial information
sharing.

While there are several new papers regarding the development of AIS in blockchain
systems e.g., [23, 24], a foundational ontology grounded and fully FR compliant
ontology for IS that share Market, Exchange, Business, and FR compliant information
does not exist.

Thus, the key research questions for this paper are: (1) how can we benefit from
sharing information of Market, Exchange, Business, and Financial Reporting IS;
(2) which foundational ontologies, core ontologies, ontological patterns, enterprise
related frameworks, and standards can help building a shared IS; (3) what are the
deficiencies of current Financial Reporting frameworks and standards when taking the
perspective of a shared environment?
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In this paper, we continue building a Financial Reporting Ontology grounded on
Unified Foundational Ontology (UFO) and its sub-ontologies [12–21]. We introduce
the Market Information perspective on top of the Exchange (Shared Ledger) [6, 7] and
Enterprise-Specific [5] perspectives and extend the COFRIS ontology accordingly.

To demonstrate some of the value of the ontological analysis, we analyze the IASB
Conceptual Framework and show where improvements are possible.

Our research methodology is analytical. We analyzed UFO concepts and models,
the existing accounting theories, standards, information systems and integrated them
into a conceptual model represented in verified OntoUML [13] diagrams and
constraints.

2 Ontological Foundations Background

Enterprise ontologies depict the main objects and relationships of an organization and
the functions and activities of a business. Enterprise ontologies and standards tend to
take an Enterprise-centric perspective. In contrast, UFO social sub-ontologies are based
on UFO Social relator, its disposition and manifestations, which support consensual
and correlative relationships and interactions among social agents. As such, it is a good
basis for market and exchange perspectives that are the objectives of this paper.

In this section, we briefly recapture UFO and discuss some alternative ontologies in
order to answer our second research question.

2.1 UFO Social, Service, Legal Sub-ontologies and Other Relevant
Concepts

OntoUML is a language whose meta-model has been designed to comply with the
ontological distinctions and axiomatization put forth by UFO [12]. The combination of
built-in stereotypes and constraints of the language enforces conformance, making
every valid OntoUML model compliant with UFO.

The UFO-A layer of UFO is the Ontology of Endurants. Endurants are entities that
exist in time and can change in a qualitative way while maintaining their identity.
Objects or Substantials (e.g., Satya Nadella, his car, the Microsoft Corporation),
Relators (e.g., Nadella’s employment contract with Microsoft, his car ownership) and
Qualities (e.g., Nadella’s age, Nadella’s car market price) are examples of Endurants.

Kinds are types that classify their entities necessarily and provide a uniform
principle of identity for their instances. Instances of a kind can (contingently) instan-
tiate different Roles in different relational contexts. This distinction between necessary
and contingent types applies to all Endurants and to Relators in particular. For example,
while an Employment Contract (e.g., the one connecting Nadella and Microsoft) is
necessarily so, it can contingently be classified as an Offered Contract and as an Agreed
Contract. Relators (as well as Qualities/Modes) are existentially dependent entities. The
Relator of Nadella and Microsoft can only exist if both Nadella and Microsoft exist.

According to UFO-C, the Sub-ontology of Intentional and Social Entities [14], the
exchange of Communicative acts creates Social moments such as Commitments and
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Claims that inhere in the Social agents involved in these communicative acts. Social
agents are Parties’ Roles played by Human agents and Institutional agents.

Two or more pairs of mutually dependent Commitments and Claims form a kind of
social relationship between the social individuals involved and is termed a Social
relator [14]. Social relators are important for our consideration because they are
grounding Legal relators that in turn are grounding Economic relators. The latter
underlie relationships required for our ontology.

A Commitment (internal or social) is fulfilled by an agent A if this agent performs
an action x such that the post-state of that action is a situation that satisfies that
Commitment’s goal. Appointments, are Commitments whose propositional content
explicitly refers to a Time interval, and Complex Closed Appointments are composed
of a number of Commitments that should be achieved by executing a number of actions
of a particular type, under certain types of situations (on the occurrence of a certain
triggering event).

Beyond the Ontology of Endurants, UFO also comprises an Ontology of Events as
past occurrences (UFO-B) [17]. UFO-B, especially in its new OntoUML 2.0 realization
[13, 17], facilitates the building of behavioral models of exchange scenarios.

As noted earlier, conventional accounting is based on a functional classification of
transaction effects (recognition) and valuation (measurement) in accounts. In contrast,
besides its more faithful and objective character, event information allows the enter-
prise to benefit from local, cumulative, contextual, and modal properties of events [18]
that happen in a market scene [19] and cannot be reduced to properties of their par-
ticipants’ qualities. In particular, to satisfy the growing needs of FR to determine
whether an event is unique, infrequent, unusual, routine and whether it could have a
continuing effect on routine and frequent business activities of the enterprise [3],
grounding must be established in the history and disposition of events.

UFO-S is the Core Ontology for Services [14], which characterizes service phe-
nomena by considering service commitments and claims established between a service
parties - provider and a customer along with the service lifecycle phases: Offer,
Negotiation/Agreement and Delivery that provides an outline for our Economic
Exchange lifecycle model [5]. The detailed exchange scenarios, resources and obli-
gations, their recognition and measurement are outside the scope of UFO-S.

Some Legal aspects of Service Contracts were further elaborated in [16] within the
UFO-L Legal Ontology, which is based on Hohfeld/Alexy’s theory of fundamental
legal concepts. A central element of UFO-L is the notion of legal relator, which is a
social relator that is composed of externally dependent legal moments, each of which
represents a legal position. The legal positions of UFO-L subsume Claims and Com-
mitments (Rights and Obligations in COFRIS), i.e., Claim-Right and Duty, Permission
and No-Right, Power and Subjection, Immunity and Disability, respectively. The
above-mentioned Right and Obligation pairs form Correlative associations [16], which
are legal foundations and benefits of the shared perspective.

UFO [20] describes Resource as a role that an Object plays [or could play] in an
action needed to make progress towards the goal. More specifically, Resource is
defined as a type-level entity, capturing the role of an (agentive or non-agentive) Object
in the scope of a material relation or in the scope of an event [6]. The Object type is
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restricted to an “allowed type”. In FR Resources are represented as Rights over the
Objects [2].

UFO [20] regards Product as a subtype of a Resource restricted by creation or
change participation. As stated in e.g., ArchiMate [25] a Product represents a coherent
collection of (resources) - services and/or passive structure elements, accompanied by a
contract/set of agreements which is offered as a whole to (internal or external) cus-
tomers. From an Enterprise FR perspective, a Performance Obligation of a Contract
specifies Product Type. A Contract Asset and Revenue can be recognized, when a
Performance Obligation is fulfilled, i.e., Product (collection of services and goods)
transferred.

2.2 Other Relevant Ontologies (Not Grounded in UFO)

REA – ISO/IEC 15944-4:2015 [26] Business transaction scenarios—Accounting and
economic ontology, introduces economic resources, events, and agents, for business
transaction scenarios. Obligations and Claims are described in REA [26] as entities
optional to “ontological completeness”. Transaction scenarios of exchange lifecycle
phases are elaborated in ISO in more detail than in UFO-S.

However, the concepts of assets and liabilities and their economic disposition,
perhaps the core of accounting and FR, are not regarded. Thus, REA is sometimes
viewed as an “operational ontology” [22] and suggested to be augmented by concepts
relevant for accounting and FR by OntoREA [28].

FIBO Standard for Financial Industry [27] covers Assets and Enterprise-Specific
modeling, but neither Economic Resources, nor Contract Fulfillment scenarios.

The PROV Ontology [8] introduces a set of concepts to represent provenance
information in a variety of application domains. The main concepts and their relation to
our ontology is shown in Fig. 1.

The e3value approach supports the modeling of value networks based on the e3-
value ontology [10, 11]. It takes an independent view of the enterprise, interestingly
assumes an aggregation level of “network” on top of individual enterprises and stresses
the importance of reciprocity in value transactions. Although e3value is useful for
exploring business models, it is not sufficiently detailed for accounting and FR
purposes.

Fig. 1. The Main concepts of PROV
ontology.

Fig. 2. Mixin object type pattern.
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3 COFRIS V. 0.3. Economic Phenomena

This section describes the COFRIS v. 0.3 redefinition and extension of our Exchange
ontology [5] in a shared environment, using OntoUML. We first introduce a view on
Market, Exchange, and Enterprise IS. After having clarified some ontological choices,
we present an integrated conceptual model of (business) economic phenomena (Fig. 4)
and describe it in separate subsections for each of the three IS distinguished.

3.1 Market, Exchange, and Enterprise Shared Information Systems

Traditionally, the AIS takes an internal enterprise-specific perspective to produce
financial statements and uses audit to reconcile with exchange and market perspective.
Nowadays exchange and market information becomes more and more available and
reliable for independent gathering of enterprise related information. Economic activi-
ties and relationships should be captured in Market, Exchange and Enterprise Infor-
mation Systems. This vision is schematized in Fig. 3, explained below.

The Market IS includes facilitation and recording of exchanges carried out with
Market IS involvement. Market IS aggregates them and other disclosed Economic
Exchange and Enterprise Experience, including Financial Reporting, Offering, and
Market Participant, Contract Obligation, Resource, and Underlying Object Register
information. The aggregation results in typification and Market Experience that is
communicated back to Market Participants for instantiation as Market Regulations,
Exchange, Contract Obligation, Resource and Underlying Object Types. Typification
occurs because the market information is not about an individual transaction and
involved prices but is on a generic level – such as “the” market price of some resource
type.

Information in the Exchange IS is correlative and consensual – symmetrical and
agreed among the exchange parties and covers the whole lifecycle of Economic
Exchange dispositions, activities, and participants – Offerings, Contract Obligations,
and Resources. The exchange and market information undergo [de] recognition, [re]
classification, and [re] valuation in Enterprise IS, according to FR Standards.

The information in Enterprise Financial Reporting IS is Enterprise-Specific and
interpreted per Financial Reporting Standards, Enterprise’s Restrictions, Business
Model, Policies, Capabilities, Intentions, and generally is neither correlative nor con-
sensual with other Market Participant information. Current FR Standards neither
require the capture of a full lifecycle of an economic exchange, nor object provenance,
in a systematic way. Instead of capturing information about transactions and events,
conventional accounting recognizes, classifies, and valuates prescribed transaction and
other event effects in assets, liabilities and equity [4].

The fair valuation of assets and liabilities is presently required in FR and is
inevitably tied to a customized market valuation of similar resources and obligations.
Until recently market valuation was readily available only in commodity and stock
markets, but networks of Market IS open up a new possibility of provenance and
typifying of economic exchanges, obligations, resources and obtaining valuation.
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The non-sensitive information produced by FR IS can be communicated for mutual
benefit to the Exchange and Market IS on a deeper scale and semantics than existing
FR.

The importance of observing transactions in the Exchange IS and Market IS context
is increasing because their information is becoming more faithful, immutable and more
easily captured in Market, Exchange, and Business IS by other than accounting
departments. Note that the information of such transactions is grounding, but not
substituting, the accounting recognition and measurement.

3.2 Some Ontological Choices of Our Core Ontology

In COFRIS the social relator is assumed to be: CORRELATIVE – meaning that one
PARTY’s Commitment and its FULFILLMENT is a COUNTERPARTY’s Claim and its FUL-
FILLMENT and vice versa, CONSENSUAL – meaning that the Commitment and the Claim
and their FULFILLMENT are AGREED among PARTIEs. Social relator can be OFFERED –

meaning that the Commitment is committed (OFFERED) by one PARTY but not yet agreed
by the COUNTERPARTY.

The Social Relator Life can proceed through several instantiation phases. Thus, the
SOCIAL RELATOR TYPE instantiated and communicated to the community by an agent qua
offeror will become an OFFERED Social Relator, accepted by the claimer – AGREED

Social Relator, and further possibly LAPSED, SUSPENDED, ENFORCED, BREACHED or FUL-
FILLED. For a Complex Closed Appointment, we will distinguish the COMPLEX or
CONTRACT FULFILLMENT of all Products committed, PERFORMANCE FULFILLMENT of a sub-
goal of a particular Product committed and TRANSFER FULFILLMENT of particular
Resource for Performance Fulfillment committed.

Commitment captures the social meaning of FULFILLMENT and assumes providing
benefits (products including services) for a COUNTERPARTY. ECONOMIC COMMITMENT [5]

Market Information System      Enterprise Information System
of Market Participants of Reporting Enterprise
Market Experience:        Enterprise Experience:
Market Regulations        Enterprise Policies

Exchange and Resource Types          Financial and Other Statements
Provenance Registers        Underlying Objects

Exchange Offerings and Valuation      Unit of Account Types
facilitation and

instantiation Exchange Dispositions: Enterprise Control: typification
Exchange Contracts Units of Account

Economic Obligations Liabilities and Equity
Economic Resources Assets

Exchange Activities Over: Enterprise Effects:
Exchange Contracts Changes in Units of Account

Economic Obligations Changes in Liabilities
Economic Resources Changes in Assets

     [Resulting] Equity Changes
[de]recognition, [re]classification, [re]valuation

aggregated and non-sensitive information

Exchange Information System of Exchange Parties

Fig. 3. Market, exchange, and enterprise shared information systems.
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assumes a return for providing a benefit (or sacrifice) – a VALUE RIGHT (OBLIGATION) of
a PARTY. Thus, Economic Commitment is a Conditional Commitment to EXCHANGE a
FULFILLMENT for a VALUE ACCRUAL.

A reciprocal social relator [14], called an ECONOMIC RELATOR [7] is implied to model
economic relationships between Market Participants relating Transfer Dispositions over
an Object, and Value Accrual. Economic Relator captures Offering, Contract Obliga-
tion and Property grounded dispositions to exchange Rights (resp, Obligations) over an
Object for Value Rights (resp, Obligations).

To simplify presentation in OntoUML diagrams we introduce some conventions:

• A COMPOSITION relationship may be used even there is only one part;
• An INSTANCE OF (SUBTYPE OF) relationship is not shown if a type and the corre-

sponding instance (type) is associated with an event that instantiates (subsumes) that
type.

• OntoUML diagrams represent Types. When we add TYPE to the name of a concept,
that means that it is a higher-order or order-less type (and INSTANCE OF relationship
between them) in a sense of Multi-Level Type Theory (MLT) [21].

• A particular MIXIN OBJECT TYPE pattern, in analogy to the one in [15], is used, that
combines object types with higher-order types. Such a combination is used in sit-
uations when either a type or an instance is specified (see Fig. 2). An example is a
contract of buying a (yet to be produced) car of a specified model or an existing car.

• The diagrams contain four types of entities: Economic Relators, depicted in green;
Economic Events – events that create and change Economic Relators - depicted in
blue and having BEGIN and END points as properties, Market Participants (Economic
Agents) depicted in yellow, and other Objects depicted in beige or as properties.

3.3 Market Information System

MARKETs are institutions in which human or institutional agents exchange valued
ECONOMIC RESOURCEs. The concept of MARKETs, however, is wider than the concept of
exchange because it includes the structural macro-effects that result from a large
number of exchanges, for example changes in the overall price level1. Market IS fa-
cilitate exchanges, and large number of exchanges and their dispositions aggregate in
market experience – types and instances of offerings, contracts, economic exchanges,
products, resources, and underlying objects as well as their valuation and risk.

The ultimate location of the Market IS is the net.
For instance, Airbnb®2 provides a platform and rules for hosts to accommodate

guests with short-term lodging and tourism-related activities. It publishes the offerings
of the hosts, controls booking and payments, maintains a shared ledger of transactions,
assists solving cancelation and breach situations, enforces international law, withholds
service fees of Market IS and possibly taxes, and most importantly – aggregates
(typifies resources) and publishes Market Prices assessed by the Aerosolve application,
that optimizes the exchange for all participants.

1 https://plato.stanford.edu/entries/markets/.
2 https://www.airbnb.com/ and http://airbnb.io/aerosolve/.
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The market valuation ascribed to particular (type of) lodging can be used not only
for publishing an offering but also for assessing the fair value or impairment adjustment
of a resource for financial reporting. Such fair value could be more objective than the
one assessed by the holder due to limited information, method or subjective intentions
of a participant. The Market IS has an interest in determining the most objective price
to facilitate exchange.

The product - lodging services, that mainly consist of the provided facility and the
services of the host, is exchanged for the payment and usage habits of the guest.
Exchangeable resources are mutually described ex ante and reviewed ex post. These
descriptions and reviews form the history of exchanges, products and participants,
create and maintain the resource type, risk and valuation. Based on the history or other
circumstances, the offering can be accepted/rejected by either party. Again, the Mar-
ket IS is interested to maintain objective, symmetric information.

This Market IS application aggregates and typifies transaction participant (eco-
nomic agent and resource) properties and local, cumulative, contextual, modal prop-
erties of transaction events that happen in this market scene.

Following [7] we define MARKET PARTICIPANTs (or Economic agents) as social
agents – persons and policy regulated enterprises, contractual groups of people and
enterprises, rule regulated markets, or the society at large, regulated by law.

All institutional Market Participants are identified, and their history maintained in
the Market IS3. Market Participants hold economic resources, against and toward other
Market Participants.

ECONOMIC RESOURCE (TYPE), a sub-kind of Economic Relator, represents (a) a
BUNDLE OF RIGHTs within a spatiotemporal region and in a PRINCIPAL MARKET, over
(b) an OBJECT (TYPE), that have a disposition to be transferred in exchange for (c) a
VALUE ACCRUAL.

Besides valued property rights of usage and transfer over an object, economic
resource can represent consensual rights to receive (resp., correlative transfer obliga-
tions of a converse party):

(1) conditional right to receive a resource, product, or contract fulfillment (resp.,
obligation to transfer, performance, or contract obligation) of a specified type in
exchange for value accrual;

(2) right to accrued value for transferred resources (transfer value, revenue, or con-
tract consideration);

(3) unconditional right to receive a product of a specified type, for exchanged value
(transfer, performance, or contract claim).

An Economic Resource IS HELD by a Market Participant AGAINST another Market
Participant – a Debtor, Society, or Any who has a Correlative Obligation to the Holder.

Underlying OBJECT, denotes a physical or social UFO::OBJECT. Note that an
INTELLECTUAL PROPERTY, EXCHANGE TYPE and CONTRACT itself can also be an underlying
OBJECT. Qualities and Functionality of the OBJECT prescribe the allowed activities and
the allowed Roles that are physically and socially possible.

3 Legal Entity Identification: see https://www.gleif.org.
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BUNDLE OF RIGHTs (and correlative Obligations) prescribe legally empowered and
permissible (resp, obliged) activities and roles, and should be fulfillment able.

VALUATION of Value Accrual TOWARD Principal Market Participant Type should be
financially feasible, realizable, and settlement able.

PRODUCT OR PERFORMANCE RIGHT and correlative PERFORMANCE OBLIGATION com-
prises a coherent collection of several Rights to receive (Transfer obligations) offered
or contracted as a whole aimed at creating a Product useful for the Target Customer.

The reciprocal performance obligations of parties – market participants are com-
bined into EXCHANGE TYPEs. Exchange types are instantiated into EXCHANGE OFFERINGs
by a particular OFFEROR, for specified product types, and addressed toward TARGET

parties in the market. The AGREEMENT of an offering by two parties creates an EXCHANGE

CONTRACT that is to be fulfilled by mutual transfers of bound parties.
The market is a truth-maker of a product and thus involved resources. In the Airbnb

example: (a) the proof of rights of the product is not requested - their absence will be
revealed in process, (b) the functionality of the lodging object is published, (c) the
market valuation is established based on typification of the offering and the context,
and further maintained involving particular experience. Notice that the resource, price
and the target customer type are for the Principal Market, i.e., Airbnb, but not, e.g.,
Booking.com.

TIMING represents the time interval of rights – the begin and end date of availability
and thus depicts TRANSFER due date or triggering condition. LOCATION or address refer to
place where the rights are available to the Holder.

Economic Exchanges and their dispositions, and other Economic Events, i.e. those
that change Economic Resources, produce MARKET EXPERIENCE that is a base for a
Market assessment of VALUATION and UNCERTAINTY, and formation of EXCHANGE and
PRODUCT TYPES. However not all Economic Phenomena are captured in the Information
Systems and not all such Phenomena are disclosed to the Market IS or are disclosed in
the aggregated form only. EXCHANGE TYPEs have a rather extensive MLT [21] hierar-
chy, having a core ontology at a top level, that is specialized by different IFRS Standard
Ontologies, such as Trade, Lease, Insurance, and Financial Instrument Contracts,
further specialized by ENTERPRISE POLICIEs. The latter, together with the Financial
Statements and Notes, must be disclosed in FR and to the Market IS per FR Standards
[1]. Within Market IS an exchange type taxonomy should be maintained and reported
by the holder and the provenanced objects maintained.

Market in a most general sense contains market participant businesses as products.
The financial statements form part of enterprise description and history. Transactions
include business combinations and security trades. In addition, financial statements,
notes, mandatory and voluntary legal disclosures, reveal rather large amount of
information that could be used for accumulating exchange, product and object type and
valuation information, and hence to improve financial reporting.

EXCHANGE TYPE characterizes party and counterparty market participant types of
exchange, obligations taken and fulfilled, economic resource types promised and
transferred, as well as object types underlying those resources. For certain types of
exchanges shared instances of exchanges, obligations, resources and underlying objects
are kept in public registers.
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Individual Market Participants – OFFERORs specialize/instantiate Exchange Types
and offer ECONOMIC RESOURCE TYPEs for exchange in the Market to the OFFEREEs via
EXCHANGE OFFERINGs. Exchange Offerings form a part of Market Experience and in FR
can be regarded as a source of Market based Valuation.

The PARTIES of an EXCHANGE TYPE can be non-related, related, or represent different
roles of the same MARKET PARTICIPANT.

Fig. 4. COFRIS. OntoUML diagram of market, exchange, and enterprise FR IS fragment.
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3.4 Exchange Information System

ECONOMIC EXCHANGE is conceived as a competitive OFFERING of EXCHANGE TYPE made by
an OFFER of a PARTY to other PARTIES, possibly followed by AGREEMENT with the
COUNTERPARTY resulting in a consensual EXCHANGE CONTRACT of mutually beneficial
and correlative EXCHANGE OBLIGATIONs to TRANSFER ECONOMIC PRODUCT (OBLIGATIONs)
of a SPECIFIED TYPE in exchange for agreed VALUATION.

EXCHANGE CONTRACT integrates PARTY’s and COUNTERPARTY’s EXCHANGE OBLIGA-

TIONs and is instantiated by EXCHANGE ACTIVITY that consists of:

• FULFILLMENT of both Parties’ Obligations by Transfer of Economic Resources
(Obligations), that are instances of specified Resource (Obligation) Types, in
exchange for an agreed Value Accrual for the Transfer;

• REALIZATION – CONTRACT VALUE ACCRUAL EXCHANGE among Parties, caused by
complete Fulfillment of Contract Obligations by first Party who becomes CREDITOR,
and resulting in raising ECONOMIC CLAIMs against the Other Party who becomes
DEBTOR for its unfulfilled Obligations,

• SETTLEMENT – enforceable fulfillment of these Claims by Transfers by Debtor.
• or BREACH or SUSPENSION of the Contract by one of the Parties during Fulfillment or

Settlement.

Economic TRANSFER event either conveys the Rights (Obligations) over an Object
or the usage (service) of such Rights from the TRANSFEROR to the TRANSFEREE.

A TRANSFEROR under certain conditions can transfer not only its Resources, but also
its Obligations – the Resources held AGAINST TRANSFEROR. For example, an Enterprise
can settle income tax obligations of an Employee in exchange for the settlement of
Employee’s payroll claims against the Enterprise.

CONTRACT VALUATION is the agreed Transaction Price that is accrued for the
Transfer, it could be (1) Fixed; (2) based on the Market Price that is the Market
Valuation that could be received (paid) in the Market for similar (offered) or specific
Transfer; or (3) based on disclosed Historical Cost of the Transferred Resources
(Obligations).

See [7] for the specific Economic Exchange examples in COFRIS.

3.5 Enterprise Information System and Enterprise-Specific Accounts

An ENTERPRISE-SPECIFIC Exchange effects situation is depicted on the right side of
Fig. 4. Market exchange events together with market other events or conditions (such
as regulation, market participant, market resource and price changes), and enterprise-
specific and underlying object changes, affect ENTERPRISE-SPECIFIC ECONOMIC RELATORs.

UNITs OF ACCOUNT - ASSETs (LIABILITIEs) are present RIGHTs (OBLIGATIONs) for
RESOURCEs controlled (OBLIGATIONs indebted and unavoidable) by the ENTERPRISE, as a
result of past activities which form their HISTORICAL COST [2] and ENTERPRISE EXPERI-

ENCE. CARRYING AMOUNT represents the present VALUATION that is measured based on the
MARKET and ENTERPRISE EXPERIENCE.

Changes of ASSETs (LIABILITIEs) are specializations of Transfers of Resources
(Obligations), extended by CONTROLLED and INTENDED FUNCTIONALITY, such as usage of
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the assets for enterprise activities of administration, sales of goods and rendering
services and production, in specified roles, such as of raw materials, equipment and
labor.

EQUITY CHANGES, including INCOME and EXPENSEs, characterize performance aspects
of Asset (Liability) changes and the Role performed - Nature in a Performed activity -
Function.

CONTROL is a valuable capability of the ENTERPRISE “to direct the use of the Eco-
nomic Resource and obtain the Economic benefits that may flow from it” [2]. Thus,
Assets inhere in the ENTERPRISE. Asset’s disposition, enough (assez) to play a role in
controlling Enterprise’s activities:

• is constrained by the rights, abilities, regulations, intentions of the Enterprise;
• is increased by the Enterprise’s synergies in combination with other, possibly

unrecognized, assets or legal rights and tax benefits;
• accumulates Enterprise’s economic experience of the Asset Type or an item;
• is protected from unauthorized use or transfer by other Market Participants.

While all exchanged Resources are Enterprise Asset (Liability) changes in Finan-
cial Reporting, some are regarded as MOMENTARILY [2, 3], i.e., are transferred or
consumed as received. MOMENTARILY ASSETS, such as services, increase the Carrying
Amount of the affected Assets. Other Asset (Liability) changes are recognized for
future recovery (Transfer) or derecognized.

CLASSIFICATION, VALUATION, and UNCERTAINTY of ASSETs (LIABILITIEs) depend on the
enterprise intended activities and roles, the MARKET and ENTERPRISE EXPERIENCE, and
can change as a result of ASSET (LIABILITY) enhancement/impairment and MARKET and
own prices and risks. The MARKET VALUATION input is either probability weighted
and/or discounted at a rate that reflects risk and UNCERTAINTY for ENTERPRISE VALUATION

but is not purported to be a prediction.

4 Analysis and Suggestions for a Shared Perspective in FR
Conceptual Framework and Standards

In March 2018 International Accounting Standards Board (IASB) released the revised
version of the Conceptual Framework (CF) for Financial Reporting. It describes the
objective of, and the concepts for, general purpose financial reporting. The purpose of
the CF is to [2]:

• assist the IASB to develop IFRS Standards that are based on consistent concepts;
• assist preparers to develop consistent accounting policies when no Standard applies

to a particular transaction or other event, or when a Standard allows a choice of
accounting policy; and

• assist all parties to understand and interpret the Standards.

Our goal is to be reasonably compliant with the framework in engineering COFRIS.
Another goal is to see where the CF could benefit from our ontological analysis. Here
are some preliminary suggestions for a framework in a shared environment.
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1. Types of Economic Phenomena. We argue that a FR system should base on a
shared Market, Exchange, and Enterprise Information System that captures interrelated
Economic phenomena relevant for FR. The automatically provided Market IS and
Exchange IS information is preferred because access to the history of market trans-
actions, participants and objects, that allows for objective and symmetrical typification
and valuation. This doesn’t exclude the Enterprise from augmenting the Market and
Exchange IS information. The Standards should determine which kinds of Market IS
Sources, Exchange Types and Provenance Registers can be used for
specialization/instantiation, recognition, classification and valuation.

2. Lifecycles of Economic Phenomena. The Information System should cover full
Exchange lifecycles and Object provenance histories. The Enterprise FR IS should
capture Offering, Contract and Exchange Activity information in related and systematic
way, including types and phases of OFFERED, LAPSED, CONTRACTED, BREACHED and
SUSPENDED in addition to RECOGNIZED Units of Account.

3. Capturing Economic Event Qualities. Financial Reporting can aggregate
transaction-centric plus Enterprise-Specific, instead of exclusively Enterprise effect-
centric information. Aggregation of consensual transactions for Financial Reporting,
instead of accounts, provides additional opportunities for creating Exchange Types and
Provenance Registers, comparability among market participant and among different
period processes, possibilities of application of process mining methods, disclosure of
event-specific information [18] and insights into the processes of value co-creation.

Object and Economic Resource QUANTITY is a fundamental feature of Economic
Events [4]. However, it is not defined in CF for Assets, Liabilities and Equity Changes.

The event information makes the MOMENTARILY ASSETs concept redundant.

4. Correlative and Consensual Standards and Information. Consensuality –

meaning that among parties there is an agreed shared ledger of Contracts and their
Fulfillment, including Resources (Obligations) and required Asset (Liability) infor-
mation – can be a quality aspect, even within the old context of audit reconciliations.
Consensuality can be added to comparability, verifiability, timeliness, and under-
standability as a qualitative characteristic that enhances the usefulness of information
that both is relevant and provides a faithful representation of what it purports to
represent and reduces reporting uncertainty. When correlativeness and consensus are
not regarded as a standard-setting principle, deficiencies emerge in standards already
discussed by us elsewhere, such as those concerning Leases, Contract Assets and
Revenue [7].

The consensual information about related Market Participants, the information of
whether one Enterprise is a subsidiary of another, or one Enterprise’s CEO is a board
member of another company, must be deducible from the Market IS or declared and
agreed by the involved parties.

5. Avoidance of Enterprise-Sensitive Information Disclosure. Providing informa-
tion to Market IS or Exchange IS may disclose sensitive information (i.e. information
whose disclosure could result in commercial loss to an enterprise). A similar problem
exists now within FR. The IASB does not currently have a general approach to
information sensitivity. Widening the amount of disclosed information requires a
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specialization of FR ontology for sensitive information. The immediate conclusions
from our ontology is that in Exchange IS, a disclosure of one party’s information leads
to automatic disclosure of the counterparty’s information. The disclosure in one phase
of economic exchange leads to possible disclosures in other phases, and the disclosure
in one provenance event leads to possible disclosures in other events. The Market
experience should be based rather on type than instance information, which lowers the
sensitiveness of information.

6. Increase of the FR User Scope. Regarding the Objective of the FR (Sect. 1), we
argue that the users of the FR are not only “the existing and potential investors or
creditors” but any Market Participant who wants to make Offerings, conclude and
execute Contracts with the Enterprise. Moreover, in a Market IS all participants that
want to use Exchange Type and Provenance Register information are users of FR. In
addition, the focus of the FR moves from Shareholders to Stakeholders.

7. Transfer of Economic Resources. The CF defines Liability and other obligations
as “a duty and responsibility to transfer Economic Resources”, while TYPES of Eco-
nomic Resources are implied.

8. “Transfer” of Assets and Liabilities. Assets and Liabilities cannot be transferred
as metaphorically stated in some Standards [1], because they inhere in the Enterprise,
but the rights that an Enterprise is capable to transfer or to use are the Resources of the
Asset.

9. Exchange and Transfer of Obligations. Per CF [2], “An executory contract
establishes a combined right and obligation to exchange economic resources [of the
reporting entity and the other party]. The right and obligation are interdependent and
cannot be separated”. We argue that a contract can establish an exchange of economic
resources and/or economic obligations of an enterprise.

10. Different Rights to Receive: Contracts, Products, Resources. Further, regarding
Contracts, CF States that “If the reporting entity performs first under the contract, that
performance is the event that changes the reporting entity’s right and obligation to
exchange economic resources into a right to receive, an economic resource. That right
is an asset. If the other party performs first, that performance is the event that changes
the reporting entity’s right and obligation to exchange economic resources into an
obligation to transfer an economic resource. That obligation is a liability”.

We argue that different classes of rights to receive and obligations to transfer exist
and are common to all contracts and thus standards, and are first-class candidates for
becoming concepts in CF. Primarily, a transfer of an Economic Resource (or Obli-
gation) leads to a Right to receive Value for the transferred Resource, that Right is a
Contract Asset. Secondarily, it can be a Right to receive Revenue, if a Product is
transferred, so it can be different - a Contract Performance Asset. And thirdly, it is an
Unconditional Right for Consideration, if the Contract is fulfilled, that Right is a
Receivable Asset. These concepts are missing in CF, the Contract Asset and Receivable
are present in other IFRS Standards, but they do not differentiate among Contract and
Performance Assets.
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5 Conclusions

The specific contribution of this paper is the introduction of the concept of Market IS,
in addition to the Exchange IS (shared ledger) and the Enterprise-Specific IS, and a
corresponding partitioning of the accounting ontology. We expect Market IS and
shared ledger IS to become more and more important, but if these are being built as ad-
hoc extensions of Enterprise-Specific IS, or just stand-alone applications, a sound
ontological basis is missing. This would hinder future integration and interoperability.

With regards to our research questions, we have argued that the shared information
system is more objective (neutral), doesn’t need audit (or much less), accumulates
experience, context and history from events, participants, resources and objects, and so
increases the quality of the information system. The UFO-compliant ontology is
worked out in Sect. 3. In Sect. 2, we have given an overview of available ontologies
and frameworks from which we have made use. In Sect. 4, we have indicated some
deficiencies in the current FR framework on the basis of our ontology.

Within the limits of this article, we have not been able to work out an extensive
example to see concretely how the different IS parts materialize and where they con-
nect. This is a topic for future research. Apart from an example, there is also a need to
work out a system architecture to integrate the different IS. Standard bodies may have a
role in implementing system architecture requirements.
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1 Introduction

The Once-Only Principle (OOP) states that “public administrations should
ensure that citizens and businesses supply the same information only once to
a public administration. Public administration offices take action if permitted
to internally re-use this data, in due respect of data protection rules, so that no
additional burden falls on citizens and businesses” [5]. So far, many European
countries have started to implement the OOP at national level, but its cross-
border implementation is still limited. This paper presents the development of
a Reference Architecture for the OOP in Europe, as well as lessons learned in
this process.

Development of reference architectures is currently often focused on some spe-
cific concern, which acts both as a reference source for Business Requirements
and a canvas to compose existing Solution Building Blocks. This is increas-
ingly becoming part of a wider evidence based policy-making cycle1. Pilot socio-
technical systems are used to prove the viability and the feasibility of some policy
objective that requires the usage of Information and Communication Technolo-
gies (ICT) platforms in order to be attained. In this context, the development
of Large Scale Pilot systems along with a Reference Architecture can support
decision-makers with quantitative results about the effectiveness of the devised
regulations. Often the Reference Architecture itself later becomes part of a Reg-
ulation Act, as long as it does not hamper the market restraining the implemen-
tation possibilities to a single solution.

The OOP Reference Architecture (TOOPRA) development cycle within the
EU-funded Once-Only Principle project (TOOP2) is representative of such a
process, as the overarching policy objective is part of a wider European strategy,
aimed at fostering competitiveness reducing duplicated work for the citizens,
businesses, and government officers. This objective can only be attained through
the use of an ICT platform. The architecture development cycle in this case does
not start from scratch, but from a gap-analysis activity based on the assessment
of the existing relevant building blocks (Core Components) aimed at deciding
whether and how they can be composed or evolved to attain the OOP while
complying with other legal and technological constraints. Moreover, architecture
had not to be a bottleneck for the developers of OOP Pilot Solutions. Thus
the development of TOOPRA proceeded with a continuous consultation with
legal and domain experts working on concrete piloting use cases and with the
developers taking care of the governance of the Building Blocks.

1 Cf. “Better Regulation” and Regulatory Impact Analysis (RIA), which is a systemic
approach to critically assessing the positive and negative effects of proposed and
existing regulations and non-regulatory alternatives.

2 http://toop.eu/.

http://toop.eu/
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To complement the experience, during the development of the architecture
(2017–2019), a new EU Single Digital Gateway Regulation3 (SDGR) was issued
by the European Commission that mandates the cross-border application of the
OOP in a number of procedures and foresees a technical system based on OOP.
Furthermore, the European Interoperability Reference Architecture (EIRA), the
Open Group Architecture Framework and the Archimate Modeling Language
underwent significant changes. All of the above mentioned items had an impact
on the TOOPRA and on the project, leading to a continuous shifting of the
objectives backed by the availability of new tools and frameworks to support the
work of the Enterprise Architects.

The rest of this paper presents how the OOP Reference Architecture was
designed to comply with a new regulation and integrate standard building blocks,
explains the usage of various modelling techniques and tools, analyses layers and
concepts in each layer needed to customize enterprise modelling to the needs of
OOP architecture, and discusses benefits, difficulties and lessons learned using
the enterprise modelling approach in OOP.

2 Motivation and Approach

2.1 Why Designing a Reference Architecture?

The general concepts of software, systems and enterprise architecture have been
widely studied, have a long history and diverse content [2,8,15].

In the case of the TOOP, a reference architecture is intended as a multi-
stakeholder frame of reference with the specific goal of supporting OOP in
a cross-domain and cross-border environment. Cross-domain means that it is
intended to facilitate the creation of systems that connect multiple independent
organizations having different field of business, managing heterogeneous ICT
platforms and subject to different policy domains. Cross-border means that the
actors come from different countries and therefore they are subject to different
legal and regulatory framework - translations will be needed not only for the
language, but also at the level of the semantics of the data and documents that
they exchange. The reference architecture [2] must address the main OOP con-
cern by providing a common and standardized definition of the problem domain
and of the solution blueprint, without hampering interoperability between the
different organizations and without compromising security, privacy and flexibil-
ity, which are qualities that come from the architectural solutions adopted by
the constituent Building Blocks [10].

The specific concern of TOOPRA is the Once Only Principle: motivation
elements include relevant material coming from regulations and legislation, but

3 Regulation (EU) 2018/1724 of the European Parliament and of the Council of 2
October 2018 establishing a single digital gateway to provide access to information,
to procedures and to assistance and problem-solving services and amending Regula-
tion (EU) No 1024/2012Text with EEA relevance, https://eur-lex.europa.eu/legal-
content/EN/TXT/?qid=1549716594539&uri=CELEX:32018R1724.

https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1549716594539&uri=CELEX:32018R1724
https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1549716594539&uri=CELEX:32018R1724
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the approach to interoperability shall encompass all of the architecture layers
from Strategy to Technical Implementation, since the TOOPRA is intended as
a multi-domain and cross-border tool to develop OOP compliant systems. At
the very early phase of the project, various practical aspects of OOP, such as
its expected benefits, drivers, barriers, citizen perceptions, support, initiatives,
legislative measures, costs and benefits, and perspectives, have been analysed in
[1,9,16]. There are however no defined architecture of OOP systems. The current
paper aims to provide this, extending and generalizing the TOOP deliverables
[7,13], as well as taking into account the European Interoperability Framework
(EIF) [4], the European Interoperability Reference Architecture [6], the Con-
necting Europe Facility Digital Service Infrastructures, and the ISA2 Study on
functional, technical and semantic interoperability requirements for the Single
Digital Gateway (SDG) implementation4,5.

The attainment of the OOP in an EU-wide and cross-border mode entails a
re-adjustment and the re-engineering of the administrative processes and the
development of an infrastructure that purposely supports the interoperabil-
ity between Administrations at various levels [LOST - Legal, Organizational,
Semantic, Technical] and the exchange of information in the respect of data
protection rules. Part of this infrastructure is an architecture for OOP related
projects presented in the current paper.

TOOPRA improves understanding of how to achieve interoperability between
domains with diverse legislation, organisations, applications, technology. It pro-
vides architecture for large-scale cross-border OOP implementation, uses EU
Building Blocks to implement OOP, and contributes to implementation guide-
lines for SDGR. It provides support for developers of OOP projects and is based
on the Connecting Europe Facility (CEF) Digital Service Infrastructures (DSIs),
on the Building Blocks consolidated by the e-SENS project, and in justified cases,
on new building blocks.

Organisations can benefit from TOOPRA, as it enables to select solutions
without reference to a vendor - the architectural model can be included in the
technical specifications of a call to reduce the risk of vendor lock in. Member
States can benefit from the reference architecture, since it makes the develop-
ment process of OOP-compliant applications more efficient, contributing to the
implementing act of the SDGR.

2.2 Why Applying Enterprise Modelling?

Selecting modelling techniques and tools for TOOPRA is based on the main
drivers and decisions of the project:

– The Once-Only Principle reduces the workload of system users who need to
provide only minimum information to receive a specific public service.

4 https://joinup.ec.europa.eu/community/once-only-principle/home.
5 https://www.scoop4c.eu/.

https://joinup.ec.europa.eu/community/once-only-principle/home
https://www.scoop4c.eu/
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– The legal environment of the OOP, in particular the SDGR and Member
State regulations, represents the legal basis that should be considered in the
implementation.

– The existing frameworks, standards, and building blocks provided by CEF,
e-SENS, and other initiatives, should be re-used to minimize development
effort and improve interoperability. Examples of frameworks that need to be
taken into account are the European Interoperability Framework [4] and the
European Interoperability Reference Architecture [6]. Examples of building
blocks are the CEF DSIs, including the CEF eDelivery, eID, and eSignature.

– TOOPRA is developed in interaction with the three TOOP pilot projects.
These pilot projects develop and implement the TOOP Common Pilot Solu-
tion Architecture which is a specific instantiation of TOOPRA.

– The architecture must take into account and be consistent with the user
requirements from the EU Member States elicited during development of the
TOOP pilots.

This list demonstrates the need for the following modelling techniques and
tools, among others:

– Describing the architecture from the viewpoints of multiple users and their
concerns, as well as showing the conflicts and trade-offs made.

– Managing continuous changes in legislation and technology.
– Providing interoperability with the existing frameworks, standards, and build-

ing blocks, to minimize development effort.
– Enabling cooperation and mutual support between development of the

TOOPRA and the TOOP pilot projects.
– Facilitating consistent user requirements engineering from different EU Mem-

ber States.

These techniques and tools are best covered by enterprise modelling. A com-
parison of enterprise architecture frameworks is given in [15]. From the list of
available frameworks, TOGAF was selected because it satisfies all the needs high-
lighted above and is openly accessible. TOGAF 9.2 considers an “enterprise” to
be any collection of organizations that have common goals. As the architecture
attempts to connect and simplify different governmental services from different
Member States, the enterprise in consideration is a group of weakly linked inde-
pendent governmental entities that cooperate to achieve common goals defined
by OOP principles.

ArchiMate6 was selected as the architecture description language (ADL),
since it supports multiple views’ modelling and, moreover, it is the modelling
language adopted in the development of the EIRA.

3 Enterprise Modelling of the OOP Architecture

Development of the OOP architecture starts from the Once-Only Principle and
the selected enterprise modelling framework (TOGAF), takes into account legal
6 http://pubs.opengroup.org/architecture/archimate3-doc/.

http://pubs.opengroup.org/architecture/archimate3-doc/
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and regulatory requirements, makes use of the existing building blocks, and
interacts with OOP piloting.

Based on these foundations, the business, information system and technology
layers of the architecture were designed. Cross-cutting concerns include security
and trust, as well as semantics. TOOPRA is aligned with EIRA, which has the
primary objective to facilitate interoperability of public services while reusing
existing Building Blocks (BB) at the EU level. The Building Blocks are basic
digital service infrastructures - key enablers to be reused in more complex digital
services. They are described as a set of technical specifications and standards
that the implementation of a BB has to comply with.

3.1 Business Architecture

The business layer of TOOPRA represents a coherent set of business concepts:
capabilities, end-to-end value delivery, information, as well as organizational
structure and the relationships among the business elements, strategies, policies,
initiatives, and stakeholders (the term “business” is here understood in a wide
sense, involving also public sector organisations) [14]. TOOPRA Business Archi-
tecture is concerned with the description of the business operations conducted
by the business actors involved in OOP, and describes core business assets such
as business roles relevant for TOOP, business data exchanged between TOOP
participants, business services provided by each of the roles to meet the business
goals and business processes depicting the interactions amongst roles.

The process model describes the end-to-end scenario of executing OOP in the
context of a public service delivery (see Fig. 1): a Competent Authority delivers
a public service to a legal entity. In its role of Data Consumer, that Compe-
tent Authority executes the OOP, and retrieves required information (Evidence

Fig. 1. TOOPRA business architecture process model
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according to SDGR) from another Competent Authority in its role of Data
Provider.

Architecturally Significant Requirements (ASR) and Architecture Principles
guided the design of the Business Architecture, which realizes the business
requirements expressed in the process model. TOOPRA Business Architecture
addresses two main business concerns: the Business Interactions, which show
the collaboration between the actors involved in OOP, and the Capability Map,
which specifies the responsibilities of each actor participating in a cross-border
Evidence exchange.

The Business Interactions view identifies five main interactions: Evidence
Request Exchange, Evidence exchange, Competent Authority Information
Exchange, Service Offering Exchange and Identity Exchange. The identification
of Business Information exchanges between entities in TOOP business network
enables the stakeholders to recognize the interoperability related aspects and to
address them.

The Capability Map view enables the participants to accurately identify the
business capabilities required for the role they intend to play in TOOP business
network. Four roles were identified: Data Consumer, Data provider, Evidence
Service Broker and Identity provider. The entity in an Identity Provider role
operates a business service to provide identity information of the user to the
data consumer. The entity in an Evidence Service Broker role operates a business
service to provide functionality to competent authorities to update their meta-
data on the service offered by the authorities.

3.2 IS Architecture

The Information Systems Architecture focuses on designing Data and Appli-
cation Architectures and describes how the Business Architecture is realized
through Information Systems. A first step in designing the IS Architecture was a
thorough assessment of the available BBs to understand what potential resources
are available for OOP applications development. CEF eDelivery, eSignature,
eIDAS eID and PePPOL Directory were identified as relevant technical capa-
bilities in the context of TOOPRA. The second step consisted in assessing the
technical requirements from pilots and mapping them to existing BBs. There-
fore, the ASRs were analyzed, the capabilities needed to fulfill these requirements
were identified and the BBs that provide the capabilities were mapped to ASRs.
As a result, the IS Architecture design mixes a top-down approach, starting
from ASRs and Business Architecture, together with a bottom-up approach by
injecting the common pilot’s solution architecture.

The IS Architecture description is composed of 2 layers: the existing generic
BBs and a TOOP specific layer, leveraging the generic BBs to realize the TOOP
functionalities. The Data Consumer components of the IS architecture are pro-
vided on Fig. 2, where a specific colour code is used to separate the TOOP spe-
cific elements (usual Archimate blue of application layer) from the generic BBs
reused from the existing catalogue of solutions (coloured in purple). The archi-
tecture describes the TOOP Connector and the eID Component as the major



110 J. Tepandi et al.

components concerned with the realization of the business operations. The IS
Architecture describes also the technical specifications and standards prescribing
the implementation of the components.

Fig. 2. TOOPRA information system architecture: data consumer

The TOOP Connector is a complex architecture component that enables the
cross-border exchange of Evidences. This core component fulfills some specific
functions such as: Semantic Mediation, which transforms the data input into a
TOOP message and also performs the reverse process, Data Provider Discov-
ery handling dynamic participant lookup, Routing Metadata Discovery which
enables the discovery of the endpoint address used for delivery, and Evidence
Exchange handling cross-border data exchange. TOOP Connector relies on BBs
that were already used in other projects and new components that were devel-
oped to meet TOOP business requirements.

The aim of the eID component (identification/authentication) is to authen-
ticate the user/Data Subject over the eIDAS network and to establish trust
between the Public Authorities that are exchanging Evidence. In agreement
with eIDAS recommendations, a minimum data set for eIDAS natural person
identification attributes must be provided.

3.3 Technology Architecture

The Technology layer of the architecture provides technology components in a
way that support the deployment of the logical components described in the IS
Architecture. The components can be deployed either at central European level
or at Member State level. The latter can be: (i) components deployed at the
national level (i.e. shared between competent authorities) by an authority or a
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private business entity and (ii) components deployed at the competent authority
level. Due to the many different types of deployment, there are several topologies
beneficial in different contexts.

Within TOOP project a topology that enables Member States to share com-
mon services is identified as beneficial. In this topology (Fig. 3) the Semantic
Server, the TOOP Directory Server and the Business Document Exchange Net-
work Location (BDXL) implementations (BDXL Server and DNS Server) are
implemented as central European components; the eIDAS Node, the SMP and
Access Point are deployed at national level. The Data Consumer Competent
Authority operates and maintains its own TOOP Connector. This topology
simplifies business organization for Competent Authorities, since they do not
need to maintain the SMP and Access Point. Additional effort is required at the
Member State level, but if many different Competent Authorities use the same
deployed components, then this variation is beneficial. A similar topology is used
by the Data Provider Member State and Competent Authority.

Fig. 3. Technology architecture variation 1

Although the above variation is beneficial within the context of the TOOP
project, other topologies could also be envisaged under different context, such
as: (i) the Data Consumer Competent Authority deploys locally the SMP,
Access Point and TOOP Connector - for example, in the initial introduction
of the architecture, where the Member State infrastructure is lacking and some
advanced Competent Authorities want to participate, or (ii) a national OOP
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Layer Provider offers the components needed to on-board to the architecture
(TOOP Connector, SMP and Access Point) with an additional cost.

Solutions accepted for TOOPRA were often results of thorough choices made
between several options. The length of the article does not allow for a detailed
presentation of the choices and decisions made, but here are two examples.

As the first example, it would have been in principle possible to present
TOOPRA just as a collection of standards and interfaces specifying the cen-
tral European components of the OOP infrastructure and leave implementation
of the Member State components to the Member States. Although this app-
roach has its advantages, it was not selected for the following reasons: valuable
experience gained from the pilot implementations would have been lost; usage
of common solutions on MS level allows to reduce costs; and certain Building
Blocks for the MS level are already available.

The second example concerns a variation introduced by one of the TOOP
pilots. In this pilot, there is no need for the Data Provider discovery, as the
Data Consumer already knows which Data Provider has the requested data. As
both variations are valid in specific situations, they both have been included in
TOOPRA.

4 Evaluation of the Architecture

This section provides an evaluation of the proposed architecture in terms of
feasibility and applicability at EU level, but also demonstrating compliance
between members states at a cross-border setting. Numerous approaches for
architecture evaluation have been proposed [11]. For the TOOPRA evaluation,
two approaches are adopted: (i) Scenario based evaluation [3] - the architecture
is implemented and evaluated within the TOOP project through five pilot sce-
narios in real conditions proving its feasibility at the EU level and (ii) Provision
of a model to deploy an OOP solution architecture based on TOOPRA. Exis-
tence of such a model indicates feasibility of using TOOPRA on a wide scale
and provides an inexpensive evaluation in the spirit of the ideas of the Tiny
Architectural Review Approach (TARA) technique [17].

The evaluation presented in this section provided valuable feedback for the
improvement of the architecture. Final evaluation will be done with the intended
end users of OOP services and the stakeholders of the reference architecture. This
evaluation will take time and need significant resources.

4.1 Scenario Based Evaluation

Five pilot scenarios have been tested that focus on the exchange of company data
in the context of cross-border services (e.g. a foreign citizen wants to expand his
business in a country abroad, and his application form is automatically pre-filled
with data from his national business register). The scenarios have been tested
in real setting i.e. by EU public services and public authorities serving either as
data consumers or data providers. The tested scenarios are:
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– eProcurement: demonstrates the automatic retrieval of necessary evidences
during an eTendering procedure.

– Licenses & Permissions: demonstrates the registration of cross-border ser-
vices. The required evidences are provided by the competent authority of the
origin country to the registration service of the destination country.

– Company data & mandates: demonstrates the way a service from a foreign
country can derive data and mandate information about a company directly
by the business registry of the home country of the company.

– Business Register Data Provision: demonstrates the exchange of information
between the home business register of a company and a foreign public author-
ity in order to authorize access to a service.

– Business Register Interconnection: demonstrates the exchange of information
between business registers of different countries for the collaborative admin-
istration of a company and its foreign branches.

In order to evaluate the scenarios, TOOPRA has been implemented and used
by the EU members states and public administrations. Specifically, three types of
components have been implemented: (i) central European components, namely
the Semantic Service, the TOOP Directory Service and the BDXL service, (ii)
member state components, namely the Service Metadata Publisher service and
the eIDAS node and (iii) competent authority components, namely TOOP con-
nector and TOOP interface that both facilitate the connection of the competent
authority’s back-end system with TOOP solution.

The implementation has been tested through the “TOOP Playground” - a
virtual environment implemented as a Ganeti VM Cluster that emulates a virtual
Europe (with multiple virtual member states) for a more realistic deployment
environment. In order to facilitate testing, “TOOP commander” has been cre-
ated that is a simple Java command line app which creates data consumer and
data provider endpoints for receiving messages from the TOOP connector. It
also provides means for sending requests from command line between the data
consumer and the data provider.

Two types of testing activities have been performed: (i) testing within the
member states in order to ensure that a certain member state implementation has
been installed and integrated appropriately and (ii) testing across member states
in order to ensure that different member state implementations communicate as
expected. The later included 20 different end-to-end connectivity tests that cover
all the five scenarios presented at the begining of this section (e.g. receive a valid
and complete result according to the eID values entered, or receive an appropriate
error message). The connectivity tests were performed between the systems of
8 different member states (Greece, Romania, Italy, Austria, Slovakia, Poland,
Sweden and Norway). Some of the member states act as data consumers (Greece,
Poland, Norway) other as data providers (Italy, Romania, Slovakia) and other
both (Sweden, Austria). The end-to-end tests were performed at 10 organized
online “Connectathons” that test the connection between a data consumer in
one member state and a data provider in another member state. The success
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rate of the end-to-end test reached 77% (77% of the 20 test succeeded between
all the different combinations of member states).

4.2 From TOOPRA to OOP Solution Architecture

In order to successfully deploy a specific OOP project based on TOOPRA, the
stakeholders need to fulfill certain organisational, semantic, and technical pre-
conditions. In particular, the reference architecture given by TOOPRA must
be used to define the solution architecture for the project under development.
Due to space limitations the summary below focuses on semantic and technical
preconditions.

As for the semantic processing according to TOOPRA, the stakeholders must
have their data described in machine-readable formats together with metadata.
The data must be accessible, standard vocabularies must be available. It should
be also possible to implement necessary semantic mapping services.

A technical precondition is that the infrastructure of all stakeholders must be
sufficient to initiate the project. Especially, the data and public services required
by TOOPRA must exist, and data needs to be available, discoverable, and acces-
sible. The stakeholder security and trust levels, data quality, and other charac-
teristics must be adequate.

During design, it is necessary to decide on a deployment topology as indicated
in TOOPRA - whether it is Member State shared services, local deployment, or a
national OOP layer. The topology determines to a great extent the components
to be deployed on a national and Competent Authority level.

During the component selection, deployment, and operation phases a decision
is needed whether to use open source software, purchase proprietary software,
or develop a custom solution. The stakeholders must provide integration with
data providers and infrastructure components (eg, the Access Points). In gen-
eral, activities on these phases are of a more generic type and less specific to
TOOPRA.

5 Lessons Learnt and Discussion

The enterprise modelling approach has given many benefits, but also entailed
issues and difficulties to be encountered. The subsequent discussion highlights
some of the lessons learnt.

In the first version of the architecture, the component-based software engi-
neering methodology [12] was followed based on the assumption that the existing
Building Blocks were sufficient to develop the solution. In the further versions
of the architecture, the needs for designing more detailed content, demonstrat-
ing compliance, as well as presenting views from various stakeholders became
evident. Therefore enterprise modelling approach was switched to. Association
with the TOGAF standard has given an overall methodology and framework of
views and artefacts to rely upon. Usage of the enterprise modelling approach was
not intended as a TOGAF application exercise, but rather as a methodology to
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improve the overall quality of the result. For this reason, the selected TOGAF
phases have been broadly followed in the architecture development process.

One issue encountered has been related to the notion of Enterprise Archi-
tecture (EA). Initially EA was proposed in the context of organizations. When
the enterprise modelling approach is used for TOOPRA, it may be not clear
where is the “Enterprise” - the OOP landscape includes multiple organizations
and stakeholders. However, the notion of EA has evolved and for TOGAF, an
enterprise will often span multiple organizations.

As an architecture description language (ADL), Archimate 3.0 has been used
starting from the very first version. There have been discussions on whether it
is too stringent for TOOPRA, but these discussions have resulted in conclusion
that the benefits of Archimate outweigh its drawbacks. We however faced specific
issues related to the very nature of designing a reference architecture.

When defining a reference architecture, we put a specific effort in the stan-
dardization and reuse of existing components and technologies. According to
TOGAF and as illustrated, we use the concept of building block to capture
this unit of standardized architecture component. Archimate however does not
directly support the concepts of building block and technological standards:
we therefore needed to develop some kind of Archimate dialect, reusing exist-
ing modelling elements of the language to support the concepts required in the
description of our reference architecture (mainly the application function and
the application component). We also used a colour code to visually distinguish
the generic building blocks from the specific TOOP components and functions.
This solution works locally, but we could think about specializing the language
and create additional modelling elements.

By definition, a reference architecture is a blueprint to a (set of) solution
architecture. Those TOOPRA instances can also be described with Archimate;
however, there is currently no way to relate elements of the solution architecture
to elements of the reference architecture (such as realization or instance-of). This
problem can obviously be solved by specific Archimate editors, however it would
be valuable to define the concept of reference element as part of the language
specifications. This could also solve the previous issue, as reusing a building
block from a catalogue of solutions could also be seen as introducing elements
of another reference architecture.

We used Archimate to describe the usual layers of an enterprise (business,
IS, technology). There is however a specific concern to be addressed in the refer-
ence architecture, namely the interoperability aspect of TOOP. We introduced a
specific modelling pattern in Archimate to actually capture the needs for inter-
operability at the business level: this allows to easily pinpoint the interaction
points amongst the business partners that require interoperability solutions. We
then modelled the realization of those interactions through the use of build-
ing blocks (including technical standards). The approach is compatible with the
EIRA and goes further with the ability to isolate the interoperability concerns
in the overall architecture.
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Besides the usual views of the enterprise, we also developed specific views to
describe cross-cutting concerns, and especially trust and security. The experience
here is that insofar as the reference architecture requires specific building blocks
to enforce trust and security, Archimate is a suitable tool to model these blocks of
the trust and security framework. However, modelling the security architecture
based on the ISO/IEC 27000-series of standards involves policies, procedures,
guidelines, and associated resources and activities. In our opinion, these are
very detailed and representing them in Archimate would give little additional
value.

Experience gained in the development of the architecture, as summarized
in Sect. 3, leads to the conclusion that a continuous architecture development
approach is necessary, especially when new requirements coming from pilots are
frequently incorporated.

One of the lessons learnt was the usefulness of evaluation in providing feed-
back and stimulating improvements for the architecture development as shown
in Sect. 4.

During our reference architecture design, we identified variations in the
way the individual process steps can be executed (e.g., in the discovery of the
Data Provider that can supply the required Evidence and the actual Evidence
exchange), as well as variations in terms of deployment topology. An Archimate
view was designed for each of them. We were however not able to express that
they are linked by a variation relationship. Such a relationship might be a useful
additional concept in Archimate.

6 Conclusion

This paper presents experience and lessons learnt in designing the Reference
Architecture for implementing the Once-Only principle to share data legally,
securely, and efficiently. The architecture is designed to comply with a new EU
Single Digital Gateway Regulation and to integrate standard building blocks.

The need for applying enterprise modelling techniques and tools stems from
the architecture drivers and decisions as well as from the demand for multiple
views, concerns from various stakeholders, compliance, reuse of building blocks
and standards, etc.

Customization of an enterprise modelling framework to the needs of the cur-
rent development is presented, together with illustrations and model excerpts.
The architecture comprises business, information systems, technology, semantics,
security, and trust components.

Evaluation of the architecture is based on tested use cases and on a model
deployment an OOP solution architecture based on TOOPRA.

The benefits and difficulties of using the enterprise modelling approach in
OOP are discussed, allowing the reader to apply lessons learnt in similar projects.

Plans for the future work include elaboration of the content of the architec-
ture on a more detailed level together with further refinement of special issues
such as semantics and security aspects.
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Abstract. This paper deals with the question of how software enabling
participatory enterprise modeling on a multi-touch table should be
designed. We will present a pre-selection of existing HCI patterns
addressing the requirements which come along with collaboratively cre-
ating enterprise models on a shared workspace. Moreover, we examined a
software prototype based on a task model and video analysis. The videos
show participatory modeling sessions and give hint on frequent activi-
ties and deficiencies of the prototype. Based on our results, we will give
recommendations of HCI patterns which should be applied when design-
ing software tools for participatory enterprise modeling on multi-touch
tables.

Keywords: HCI patterns · Participatory enterprise modeling ·
Multi-touch table · Task analysis · Video analysis

1 Introduction

Enterprise models are supposed to capture and represent the situation in an
enterprise, either in terms of the current state of affairs or of the planned future
situation [1]. In this context, a precondition for high quality enterprise models
is to fully and correctly elicit the relevant knowledge from within the enterprise
under consideration for the defined scope and purpose of modeling. Participatory
enterprise modeling (PEM) is an elicitation technique considered as in particular
valuable, when an agreement and a joint view of different stakeholders on the cur-
rent or future situation are important [2]. Various methods, techniques and tools
have been proposed by the scientific community to support PEM (cf. Sect. 2.1).
However, constantly emerging new technologies make more and more new tools
possible. We argue that with an increased use of multi-touch tables (MTT) and
large touch screens, more attention should be paid on adapting or specifically
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designing tools for participatory, facilitated and collaborative EM. More con-
cretely, the paper addresses the design of user interface and human computer
interaction (HCI) for MTT in the context of PEM. This may also contribute to
light-weight modelling tools and the research agenda for extending the reach of
enterprise modeling [3]. Our conjecture is that HCI patterns from software engi-
neering (cf. Sect. 2.2) provide relevant and reusable knowledge for the design of
PEM tools. Based on a general task analysis for goal modeling as selected part of
EM and using the results of a video analysis revealing problems and challenges
in PEM on a multi-touch table, we aim at contributing to an understanding of
specific requirements in PEM tool design. The main contributions of the paper
are (1) a list of HCI patterns supporting participation and enterprise modeling,
(2) a task analysis of typical EM activities and (3) results of evaluating the HCI
patterns for improving a modeling tool on a multi-touch table. The remainder
of the paper is structured as follows: Sect. 2 will present the theoretical back-
ground dealing with the areas of PEM (Sect. 2.1) and HCI patterns (Sect. 2.2).
In Sect. 3 we will present our selection of HCI patterns where we list patterns
we found most fitting for PEM on a MTT. We examined a software prototype
to determine which of the previously selected HCI patterns have already been
applied (Sect. 4). Furthermore, we documented basic user interactions enabled
by the prototype in a task model (Sect. 5) and, based on video recordings of
thirteen PEM sessions, we analyzed the interactions with the aim of identifying
potentials of improvement (Sect. 6). The paper closes with a general discussion
in Sect. 7.

2 Theoretical Background

2.1 Participatory and Collaborative Enterprise Modelling

A General Background. In general terms, EM addresses the systematic anal-
ysis and modelling of processes, organization structures, product structures,
IT-systems or any other perspective relevant for the modelling purpose [4]. A
detailed account of EM approaches is provided in [5]. PEM and involving dif-
ferent stakeholder groups in EM has a long tradition (see, e.g., [5]). Since sev-
eral stakeholder groups are involved in the modelling process and have to work
together on one model, this process calls for participation of everyone involved.
In this PEM process the methodology experts and domain experts work together
on the model [6]. By working together right from the beginning, it is more likely
that the final model will be accepted by the participants and they will commit
to it. Furthermore, the stakeholders will agree with the model, after all, they
worked on it, too. Another advantage of PEM sessions is that they can increase
the quality of the model, by introducing people into the process who hold valu-
able knowledge of the enterprise and its processes. Domain-specific modelling
languages (DSML) [7] are supposed to support these various stakeholders in
model creation and use. The scientific literature on EM offers several views
as its constituents (see, e.g., [8,9]), like the modelling procedure or modelling
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method, the result of modelling (i.e. the model), the tool support, and the orga-
nizational structures establishing modelling within an organization. However,
not all researchers in EM agree on the above EM constituents. Some researchers
emphasize the importance of meta-models and modelling languages for capturing
different perspectives [8]. Tool support is often seen as inseparable manifestation
of modelling approaches and notations [10], but in other research work as aid to
support modelling [11]. Organizational structures and role descriptions are often
neglected in EM approaches.

Participatory Enterprise Modeling Sessions. When an enterprise decides
to start an enterprise modeling project with actively involving stakeholder rep-
resentatives, they will have to invest resources into that project: Most obviously,
they will have to exempt employees from work to let them take part in modeling
sessions. The participants should come from different parts of the company, and
have adequate domain knowledge which is why they are called domain experts.
They should also have the authority to suggest organizational changes contained
in the final models [2]. Stirna and Persson [2] propose a number of 4–8 partic-
ipants per session. In addition to domain experts, a company should recruit
so-called method experts. Their purpose is to support the domain experts in
creating enterprise models based on their knowledge of modeling notation and
method. Usually, a facilitator leads the discussion and modeling process while
being completely neutral about the content. A tool operator assists the domain
experts in creating the actual models. He or she helps handling the modeling
tool and generating syntactically correct models. Optionally, a secretary may
take additional notes to document the rationale of the creation process [1,2].
An enterprise modeling project may comprise multiple modeling sessions lasting
several hours and possibly involving different domain experts who create and
refine models [2].

Modeling Language. Enterprise models are usually represented by diagrams
containing geometric shapes such as rectangles or circles. These shapes reflect
concepts and are usually connected by lines or arrows representing relationships.
All model elements may be labeled, giving further information. In a formal lan-
guage both syntactical and semantic rules have to be followed when drawing the
actual model [2]. A goal model in the 4EM notation, for example, consists of
differently colored rectangles, e.g., a green rectangle represents a goal, an orange
rectangle represents a problem. The rectangles usually contain an expressive
description and a number. To show that a certain problem hinders a goal, a
relationship between these components must be added including the respective
label [1].

2.2 HCI Patterns

HCI patterns, also called HCI design patterns, describe successful best prac-
tice solutions for reoccurring User Interface (UI) design problems, therefore also
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affecting implicitly the usability of software tools [12]. These patterns should
support the designers and keep them from reinventing the same solutions over
and over again. Their advantage is that useful design solutions can be captured
and generalized in the form of a pattern to solve similar problems with them
[13]. The development of UIs is complex, therefore, reusing knowledge, already
gained by previous design processes, helps the designers and developers to work
more efficiently and improve their productivity [14–17]. A pattern is the rela-
tionship between a certain context, problem and solution [18]. It describes the
context within which the patterns can be used, the problem that has to be
solved by the pattern and its solution [17]. Initially, this idea of patterns was
developed by Christopher Alexander for architectural designs [18]. The “Gang
of Four” adopted the pattern concept for the design of object-oriented software
[19]. Eventually, patterns were also adopted by the HCI community. While the
Gang of Four gives instructions about how to implement a pattern, HCI pat-
terns are about the general design of an interface and its purpose for the user.
The pattern concept not only included the patterns themselves, but also a pat-
tern language. A pattern language consists of patterns and their relationships,
i.e. a network of patterns. High-level patterns in this network may be solved
by low-level patterns [16]. Since the patterns of one language are connected to
each other, it is apparent that a pattern language combines patterns for a given
family of design problems in a specific domain [15,20]. Successor and predeces-
sor relationships between patterns are a key concept when working with pattern
languages, since they enable finding closely related patterns [15].

3 Selecting HCI Patterns for Participatory Enterprise
Modeling on MTTs

We have scanned existing lists of patterns [21–25] and further works presenting
HCI patterns [26,27] which covered concepts that could be applied to MTT.
While the lists of Tidwell [22,23] and van Welie [21] are most often cited, Remy
et al. [24] created a pattern list specifically for the MTT. We particularly looked
for HCI patterns that fit the requirements of the special context of PEM with a
multi-touch table. We formulated major concepts which helped us selecting and
categorizing fitting patterns, and also reflected the above-mentioned require-
ments. Figure 1 shows these concepts in bold letters with thick frames at the
top of the diagram. The remaining elements represent existing HCI patterns we
have found in the above-mentioned sources. The arrows represent relationships
among the elements, e.g. space may be saved using collapsible panels. A pattern
may also serve several concepts. Moreover, patterns may be related.

Usually, enterprise models become very big and complex. So, space for inter-
actions will become more and more scarce as a model is growing. To save space,
several patterns may be used, such as collapsible panels or hover tools [23]. Tid-
well introduced the pattern hover tools for mouse-based applications [23], where
elements are displayed only when hovering the mouse icon over an object. For
touch devices, there is not yet an equivalent to hovering, but only touching.
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Tidwell is of the opinion that touching may cause precipitate commitment. Nev-
ertheless, it may ensure that the displayed model is not cluttered by displaying
editing options which are not needed at the moment. Different views [21] may be
used as an alternative, where users may switch between editing view and “final”
view that is showing just the model.

Depending on the size of the table and of the model elements, it may be
difficult to see/read or reach certain objects. As mentioned before, there should
be 4–8 domain experts plus at least one method expert present at a modeling
session. Thus, the software must present the model in a way that is visually and
physically available to several persons at a time. Patterns such as zooming [23,24]
and extending reachability [24] support physical and visual reachability.

As mentioned above, the modeling tool is mainly handled by the tool opera-
tor. However, Stirna and Persson suggest that domain experts should be involved
by e.g. letting them write down their ideas on colored cards, present them to
the group, discuss them and then cluster related cards [2]. Thus, the editing
software for the MTT should not be tailored to only the tool operator. It should
also offer domain experts an easy way of capturing their ideas in their own words
with the MTT. A third party like the tool operator may accidentally change the
meaning of statements. Still, the tool operator may then assist in composing a
syntactically correct model. Furthermore, the software should not be designed in
a way that one person may take over a whole modeling session. Remy et al. [24]
introduced a pattern called balanced participation. This implies that there
must not be any conflict about or restricted access to resources, especially input
devices. An overlay menu [21], possibly with multiple instances, instead of a
single fixed menu could support this. When providing a horizontal work surface,
different perspectives must be provided for users possibly standing at all sides
of the table. This is addressed by the pattern desktop orientation [24] mean-
ing that the orientation of the interface can be changed. Balanced participation
could also be promoted by user identification [24]. In private spaces participants
may take notes of their own ideas, possibly with embedded electronic devices
such as tablets [24], before sharing them with the group analogous to the above
mentioned card writing. However, the content produced in private space should
be meant to be shared, otherwise it might undermine collaboration.

The modeling task itself brings some special requirements with it. As men-
tioned before, models can become very complex. So, the table should be large
enough to both display the model and let all participants have access to the
model (large collaboration table [24]). According to [2], domain experts should
not be burdened with details of the modeling notation. Consequently, at best,
the software should make obvious what can be done (e.g. with input hints [23]),
and it should not allow what should not be done (e.g. with constraint input [21]),
possibly already considering notation rules.

As domain experts should not be expected to be experts on digital touch
devices such as tabletops either, the software must be very intuitive and easy
to handle. An intuitive interface may be implemented based on patterns such
as input hints, good defaults [23] and constraint input [21] such that users know
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what to do. With easy handling, we mean that it should not be difficult or
effortful to see content on the table or to perform an interaction on the MTT.
E.g., the “fat-finger” problem may be prevented by applying a pattern such as
generous borders applied to the components of a model or buttons and keys
[23]. The pattern WYSIWYG (what you see is what you get) [22] should make
interactions quicker, as immediate feedback of one’s action is given.

With the MTT, different input devices are available. While the physical
keyboard is often felt as more convenient, but occupying space on the work
surface, on-screen keyboards may be instantiated for every user at each required
spot and easily dismissed if no longer needed [24]. Input tangibles may be used
as an alternative [24], although there must be some additional space where these
objects can be stored beyond the work surface (physical object storage bin [24]).

In an enterprise modeling session, it is also of interest how ideas evolved. The
rationale may be documented by a secretary [1]. User identification may add
information in a way that the author information of components in the model
can be saved in addition.

4 Identifying HCI Patterns in a Prototype PEM Editor

In order to confirm the suggested HCI patterns, they should actually be applied
in existing software. To our knowledge, there does not yet exist a commercial
enterprise modeling editor especially developed for collaborative working with a
MTT. Therefore, we have examined a prototype developed at the university of
Rostock, as a starting point. In previous studies, we have worked with this pro-
totype [28,29] which allows creating goal models according to the 4EM notation
on a MTT. In particular, it supports collaboration by enabling simultaneous
input by several users. We wanted to know whether some of our selected HCI
patterns from Sect. 3 have already been applied in the software and present their
concrete implementation. Due to space limitations, we can only describe a small
selection. In Fig. 1 we have marked the patterns we have found in the prototype
with a check mark.

In the editor, localized actions [22] in terms of buttons directly accompanying
components and relations, simplify the handling and support balanced participa-
tion, i.e. users can manipulate all the objects they can reach without having to
access a menu possibly situated somewhere else. E.g., each component has a but-
ton to set it to an editing mode and to generate a new relation starting from this
component. Moreover, when the user touches one of the text fields of a compo-
nent which is in editing mode, an on-screen keyboard [24] is attached right below
the component. This keyboard belongs only to this component (localized object
actions), every component may have its own keyboard. Thus, the keyboard is
not a resource to be shared which should also promote balanced participation.
Thus, actions referring to an object are situated in its close proximity as can be
seen in Fig. 2a.

These buttons, however, are hidden by default in order to save space and
keep an uncluttered view. Only when a user touches the component, the buttons
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Fig. 2. Example screenshots of the prototype showing (a) localized object actions,
on-screen keyboard and hover tools, (b) drop-down chooser for selecting a component
type, (c) a relation in editing mode with drop-down chooser, and (d) overlay menus
and a newly created relation with tool tip/input hint.

appear. After a few seconds, the buttons slowly fade out following the pattern
hover tools [23] (see Fig. 2a).

By offering the possibility to rotate components, the pattern desktop orien-
tation [24] is partly implemented. Only single elements, but not the whole model
can be rotated to a participant’s respective orientation.

When a user wants to create a new component, a menu (see Fig. 2d) must
be opened by hand gesture [24], namely tap and hold. The same gesture is also
used to set a relation into editing mode, e.g. for setting a label or deleting it.
There is no fixed menu, but the menu can be opened at any point on the work
surface as described in the pattern overlay menu [21]. The pattern balanced
participation [24] is implemented by allowing several instances of the menu.
That way, participants do not have to share this resource. For the creation of
the actual component from the menu, the pattern constrained input was used.
The menu allows the creation of only those elements that are included in the
modeling language. There is no free drawing.

WYSIWYG [23] is applied when drawing a relation and moving elements.
E.g., components may be moved and rotated, and the effect of these actions
can be seen immediately. Moreover, if a relation is connected to a component in
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Fig. 3. Task model with basic user interactions with the prototype modeling editor.

movement, the relation’s orientation and length is adapted automatically like a
physical rubber band.

Although the physical conditions do not belong to the software, we want to
add some more patterns which may also have an influence on using it. The multi-
touch device is embedded in a wooden table making the hardware invisible [14]
and offering some space on the table’s wooden frame and below the table to store
physical objects such as a physical keyboard or handouts (physical object storage
bin [24]). Due to this setting, we are dealing with a horizontal work surface which
cannot be tilted [24]. It was technically not possible to use tangible objects nor
user identification [24] with the concrete device (cf. Sect. 6.1).

5 Task Analysis

In order to further examine the software prototype and find potentials of
improvement, we wanted to create an overview of user interactions with the soft-
ware necessary to generate a model. We decided to use Hierarchical Task Analysis
(HTA) to attain a graphical representation of theses interactions we could then
examine. HTA may help discovering those parts of a task which may cause a
user to eventually fail or to succeed [30]. The basic idea of HTA is that there
is a general task at the highest level which consists of an operation. Each oper-
ation is connected with a goal whose accomplishment can be measured. Goals
can be decomposed into sub-goals, thus, the connected goals are decomposed
into sub-goals. So-called plans determine the order in which (sub-)operations
should be executed, including the formulation of conditions and circumstances
by which operations are triggered [30,31]. Examining the software prototype,
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we considered creating a goal model as main operation which we decomposed
into sub-operations. We furthermore defined plans indicating when each opera-
tion is triggered. The resulting task model (see Fig. 3) will lead us later in the
observation study presented in Sect. 6.

When creating a goal model with the prototype editor, the user may repeat-
edly check the model before deciding on an action. When the user decides to
add a new component, a menu must be opened offering the possibility to create
as many components as desired. When the user wants to change the description
or type of a component, or wants to delete the component, the editing mode of
the component has to be started. Relations between components may be created
starting from one component, drawing the relation to the target component. If a
relation was created erroneously, it may be deleted right away. Relations may be
labeled with a type by first starting an editing mode. The editing mode is also
necessary if the relation is to be deleted. The general appearance of the model
may be changed by moving and rotating components.

6 Video Analysis

From a previous study, we used secondary data to find out which of the inter-
actions contained in the task model occur most frequently. We examined video
recordings of thirteen modeling sessions performed with the software prototype
without interventions of a tool operator. This might give hint on critical points
that should be improved or supported in a better way by HCI patterns. For the
same purpose, we examined what caused the most difficulties for its users. We
also recommend additional patterns, marked with a plus sign in Fig. 1.

6.1 Method and Sample

Thirteen teams of three persons performed an enterprise modeling task on an
MTT (3M Multi-Touch Display C5567PW, size: 1210× 680 mm) in a study con-
ducted in 2018 at the University of Rostock [32]. The teams had to create a
goal model for a fictitious company within half an hour. 27 of the 39 partici-
pants were students, among them students of psychology, business information
systems, pedagogy, biology, physics, chemistry, economics, engineering and com-
puter science. On a scale from 1 (novice) to 5 (expert) the participants reported
to be quite inexperienced in the modeling notation (μ = 1.3, σ = 0.8) and with
MTT (μ = 1.2, σ = 0.5).

The modeling sessions were video recorded from two perspectives, one show-
ing the table from above, another one capturing the front view on the team.
We analyzed the video recordings looking for specific difficulties the participants
had during the modeling. Sometimes, participants commented on their prob-
lems during the critical incident. At other times, clearly identifying problems
with the use of the software turned out to be difficult and is dependent on the
observer’s interpretation. Moreover, we counted the interactions introduced in
our task model (Fig. 3).
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6.2 Results and Recommendations

The difficulty which occurred most often (μ = 11.2 times over all sessions) was
that menus were opened accidentally. When movements, such as dragging a
component, were performed too slowly, this was misinterpreted by the software
as tap-and-hold gesture, and unwanted menus were opened. The challenge is to
choose hand gestures which are easy enough for the user to perform but clear
enough for the system to be distinguished from other actions. We suggest a
double tap as a substitute since more complex gestures might make the software
less intuitive [24]. Hand gestures have to be thoroughly tested.

Three types of negative incidents were often caused by a lack of space: the
editing mode was opened accidentally (μ = 3), a new relation was created by
accident (μ = 2.6), and the wrong component was moved (μ = 2.3). As the
models grew in complexity, more and more elements were overlapping. To save
space, hidden buttons were used. Although the buttons were no longer visible
they were still active. This caused users to accidentally press hidden buttons of
closely situated components creating new relations etc. To solve this problem, we
could disable buttons when they are not visible. Putting buttons inside the com-
ponents bears the danger of accidentally triggering actions where components
should only be moved. A hand gesture could be used to replace one button, pos-
sibly mitigating the problem. Close proximity of model elements was, however,
only one reason for these negative incidents. Accidental actions were also trig-
gered by participants leaning or putting sheets of paper on the table. Remy et al.
[24] suggested physical object storage bin for storing items such as keyboard or
tangible objects, but no surface to actually lean on or put down sheets of paper
is mentioned. In the future, additional frames around the MTT might turn out
as a pattern. Nevertheless, such a frame can be in conflict with reachability of
all elements on the MTT depending on the size of table and frame.

Considering the interactions to be performed with the goal of creating an
enterprise model, opening a component’s editing mode was performed
most frequently (μ = 31.4 times over all sessions), followed by closing a com-
ponent’s editing mode (μ = 30.1) and editing a component’s description
(μ = 29.8). This frequency might encourage to believe that these interactions
should be additionally supported. E.g., one could think about simplifying the
access to editing functions as we have already described above. Another option
could be to automatically set a component into editing mode after having cre-
ated it. This, however, could be in conflict with creating a pile of items where
participants create a kind of repository similar to a stack of cards.

Creating a new relation is the next most frequently performed interaction
(μ = 25.8). It is performed by tapping on the component resulting in the display
of an arrow button. When the button is pressed a new relation arrow is generated
pointing to a red circle that must be drawn to the target component (see Fig. 2b).
We observed that some users wanted to draw the arrow button to the target
component right away. It seems that this button implies this functionality. Either
the button symbol has to be changed or, better because reducing the number
of steps, the expected behavior should be implemented. The latter would also
make dismissing new relations obsolete and simplify the creation process.
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Drawing a relation occurred 20.8 times on average over all sessions. It
seems to work well for the participants, probably being very intuitive. Opening
the editing mode of the relation was performed equally often (μ = 19.8). The
low occurrence of editing interactions such as changing the relation type
(μ = 11.4) and changing a relation arrow’s direction might be explained by the
way they had to be accessed (see Fig. 2c for illustration of the editing mode).
We observed that some participants did not expect a tap-and-hold gesture but
simply tapped once on the relation. The latter would, however, increase the
danger of triggering unwanted actions. Nevertheless, it should be taken care
that hand gestures are consistent for similar functions. Moreover, good defaults
could be provided for new relations taking into consideration syntactic rules.

Creating components occurred with an average frequency of 18.8 times.
We see the possibility of opening multiple menus for the creation of components
at every spot as a major advantage when supporting this interaction. It also
enables the creation of a pile of components compared to a participant grabbing
a pile of cards he or she can write on.

Closing a menu (μ = 14.8) and closing the relation editing mode
(μ = 14.5) occurred with a similar frequency. They could be made obsolete
by closing them automatically after an interaction was performed. It must be
investigated and compared how useful users find each feature.

Deleting a relation (μ = 4.6), deleting a component (μ = 2.5), dis-
missing a new relation (μ = 2.5) and changing a component’s type
(μ = 2.4) occurred rarely. Participants did not seem to experiment with model
elements after they had created them. Nevertheless, an undo function is funda-
mentally advisable with inexperienced users. Opening a menu was also a rare
interaction (μ = 4.4). Menus remained open although they took a lot of space.
Either users prefer a constantly present menu or the actions necessary to open
(tap-and-hold) and close a menu are considered as too effortful.

We also observed how much participants moved and rotated compo-
nents. For the interactions, we measured the average overall amount of time
over all sessions. As some users tended to perform one big movement in several
small steps, frequencies would have given a distorted impression of the actual
movement behavior. We noted that rotation was rarely used (μ = 4.6 s). One
reason might be that rotating components is too difficult. Secondly, rotating sin-
gle elements might not be seen as beneficial when the remaining model keeps its
original orientation. Remy et al. [24] suggest a generally adaptable desktop ori-
entation. This would be a global function requiring the awareness and approval
of all users such that no one will be disturbed while working. 5.8 s were spent on
average on handing over components to another person, and 13.8 s were spent
on average on moving components to oneself. Due to space problems and lay-
ered objects, users often moved components to a place where they could interact
with them more conveniently (μ = 17.5 s). Movement that we could not assign
to any of the above categories made about 179.1 s on average. We often observed
that participants repeatedly rearranged components to minimal extend, similar
to fidgeting with a pen.
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In one of the modeling sessions, a software bug made the system crash. As
there was no autosave, the model had to be recreated quickly. Although the bug
has been removed, autosave is fundamentally advisable.

The space problem caused several difficulties. It could generally be mitigated
by a zoom function. A global zoom is again a function whose activation must be
agreed on by all active users. A panning navigator should additionally be used
to give users some orientation about what part of the model they are currently
viewing. Another option would be to make all elements smaller by default, but
still recognizable, and offer a zooming function for a single component for further
examination and editing. Furthermore, the menus are very big in relation to the
work surface and the other model elements. To save space, the menu could be
replaced by simply creating default components, set into editing mode from the
beginning. This would, however, make creating a pile of components difficult.
The work surface could be extended using embedded electronic devices which
may also serve as private spaces. Finally, one could also consider buying a bigger
table, however a large collaboration table could undermine reachability.

7 General Discussion

New digital devices such as MTT appear very attractive in the context of PEM.
They can be a useful tool for collaboratively gathering knowledge and ideas. The
intent of this paper was to present experiences and give inspiration on how to
design software for MTT serving PEM. HCI patterns provide proven solutions to
frequent design problems which may be reused by interface designers. We have
searched existing lists of HCI patterns, many of them do not originally refer to
touch applications. We presented a selection of HCI patterns we assume to be
suitable for PEM on MTT. However, a pattern is really a pattern when it is
repeatedly used. To our knowledge, there is no commercial PEM software which
is originally made for MTT. So, as a starting point, we investigated a software
prototype to check whether we would find some of the previously selected pat-
terns and we showed what kind of interactions are required to create an enterprise
model on an MTT with this prototype. Our task and video analysis have shown
that the number of interactions may actually be reduced in the prototype. The
results of the video analysis also revealed shortcomings of the prototype which
might be overcome by using additional HCI patterns from our selection.

One of our major findings is that certain patterns may be in conflict. E.g.,
in the prototype, multiple instances of menus and on-screen keyboards were
used. On the one hand, this supports balanced participation. On the other hand
it takes a lot of space. The lack of space is a severe challenge, yet, a large
collaboration table could make it difficult for users to recognize and reach all
elements. A zoom function could also help solving the space problem, however,
as a global function it might disturb users in their work. Thus, we recommend to
use global functions with care. Hand gestures are a beneficial means for saving
space. Nevertheless, we recommend to test which gestures users find intuitive and
convenient. Furthermore, there must be consistent gestures for similar functions.
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We observed modeling sessions where participants were usually standing. We
found that some persons tended to lean on the table or put down paper on it.
Thus, we would recommend to use a frame around the table, but thoroughly
considering that this will not restrict reachability.

Eventually, our selection of HCI patterns can certainly not be considered as
complete or final. We hope to be able to investigate more applications in this area
in the future to further test, confirm and adapt our selection of HCI patterns.
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Abstract. Agile Product Lines are combinations of agile and product-line
techniques. Introducing agile software development methods into software
product lines makes the development processes evolve from predictive to iter-
ative and incremental and offers flexibility to react on customers’ changing
requirements and market demand and deliver high quality software [1]. How-
ever, this combination is still challenging and the maturity of an agile adoption
is often hard to determine. Assessing the current situation regarding the com-
bination is thus an essential step towards a successful integration of agile
methods into software product lines. Following a specific research approach, we
have built an assessment model called AgiPL-AM allowing self-evaluations
within the team in order to determine the current state of agile software
development in combination with software product lines. AgiPL-AM, our model
for assessing organizational agility of Agile Product Line approaches, is com-
prised of six categories (five are related to agile principles and one to product
line architecture) and five levels of maturity. The assessment results demonstrate
that AgiPL-AM has the ability to reveal and pinpoint agile product-line
approach strengths and weaknesses. It makes recommendations to improve the
status and may give a guideline for this improvement.

Keywords: Agile Product Line Engineering � Agile software development �
Process maturity model � Agile assessment model

1 Introduction

To deal with the growing complexity of information systems and to handle the com-
petitive and changing needs of the IT production industry, practitioners and researchers
have proposed several approaches with the intention to combine agile and product lines
techniques [1]. The goal was to make software product-line methodologies evolve from
predictive to iterative and incremental, and to agile approaches.

Many questions could be asked about the conducted combinations, their results,
and their effectiveness. If “agility” is considered as a “quality attribute” of the devel-
opment process, two crucial research questions arise: “how to combine agile practices
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with product-line techniques?”.and “how to assess the agility attribute of an agile
product line method?”.

This paper focuses on the second one and proposes an assessment model to
determine the current state of agile development in combination with software product
lines. In fact, assessing the status of the development is a crucial step for a successful
combination of agile methods and software product lines. Thus, through this paper we
propose an assessment model called AgiPL-AM that allows self-assessments within the
“domain and application teams” in order to determine the current state of agile soft-
ware development in the context of software product lines.

To develop our targeted assessment model we followed a research process of three
phases. The first phase reviews the literature on maturity models that concern Software
Product Line Engineering, Agile Product Lines, and Agile Software Development. The
desired assessment model is built in the second phase. Finally, the third phase applies
and evaluates the proposed model.

The obtained model (i.e. AgiPL-AM) is an agility assessment model for assessing
agility of Agile Product Line approaches that comprises six categories (i.e. five cate-
gories are related to agile principles and one category is related to product line
architecture) and five levels of maturity. To build the assessment model, we took an
existing agile maturity model (SAMI model [14]) as a basis.

2 Background

This section consists of three parts. The first part introduces the combination of agile
software development and software product lines. The second one presents existing
assessment models that focus on software reuse strategies. The third part presents
existing assessment models that focus on agile practices adoption.

2.1 Agile Software Product Lines

Research works such as [2–5] have demonstrated the difficulty of integrating agile
methods with product line engineering due to the plan-driven and sequential nature of
product line approaches versus the iterative and flexible nature of agile frameworks.
However, they have highlighted that adding agility to product line engineering is not
only possible but can also be highly beneficial [2].

Due to their actual benefits, agile methods could help product line teams to deal
with the highlighted issue and thus being agile. According to [6], combining agile with
Software Product Lines is not trivial, and thus, Agile Software Product Line Engi-
neering has been identified as driven by an assumed improvement of customer col-
laboration and software development. It promises to deliver high-quality software at the
required faster pace.

In practice, companies who intend to adopt an agile software product-line approach,
assume that the development could benefit from both a working reuse strategy and an
increased flexibility with the adopted agile practices. Note that this flexibility is nec-
essary to react on customer needs and changing requirements during the development
process [6, 7].
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Generally, in most cases, Software Product Line approaches are already used and
companies target to transform towards agile [7]. Therefore, companies need approaches
that integrate the agility while preserving the software product lines. Many already
proposed models and approaches ensure the agility integration within software product
lines and consequently help teams and companies to achieve their aim of being agile.

In the literature, several concrete approaches and methods that combine agile with
product line concepts are available. For example, Tian and Cooper [2] mention two
possible approaches: one approach is to take an existing SPL process and introduce
agility; the other approach starts with an agile process and tailors it for SPLs. They
identify the way to end up with a combination of Agility and Software Product Line
Engineering. However, they do not give any recommendations on how to reach this
state. In addition, dos Santos and Lucena [8], introduce the ScrumPL approach, which
supports iterative domain and application engineering based on Scrum.

The review of the relevant agile software product line approaches shows that most
of these approaches present only benefits after a successful agility integration and give
a combination model. However, some of these approaches do not give any recom-
mendations on how to reach the presented state. In addition, some of the reviewed
approaches require suitable tools and appropriate infrastructure as a precondition to the
successful integration of agile. Moreover, some approaches impediment during early
phases of the agile adoption that are related to project management, coordination, and
communication [7].

2.2 Assessment Models for Software Reuse Strategies

Over the past years, different assessment models were proposed to assess software
reuse. Hereafter, we present three of them. The CMMI-DEV model [9] provides a
collection of best practices that support organizations to improve their processes. It
focuses on activities for developing products to meet needs of customers and a well-
known standard that defines methods to evaluate complete process models and
organizations.

Based on CMMI, Jasmine and Vasantha [10] have defined the Reuse Capability
Maturity Model (RCMM). RCMM model focuses on a well-planned and controlled
reuse oriented software development. This model comprises maturity levels that denote
an achieved level in the evolution to a mature reuse process.

The “VDA QMC Working Group” has proposed the Automotive SPICE model
[11]. that is a process assessment model that contains a set of indicators to be con-
sidered when interpreting the intent of the Automotive SPICE process reference model.
These indicators may also be used when implementing a process improvement program
subsequent to an assessment.

2.3 Assessment Models for Agile Development

In practice, organizations are unable to fully adopt agile development practices
immediately or over a short period since it requires a socio-technical
transformation/migration process [12]. Accordingly, maturity models can help and
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guide organizations in providing the directions concerning the practices and the manner
that they can be introduced and established in the organization.

Schweigert et al. [13] have identified several maturity models for agile develop-
ment. They use a set of assessment criteria to assess each identified maturity model in
term of their fitness of purpose, completeness, definition of agile levels, objectivity,
correctness, and consistency. With these assessment criteria, they surveyed the related
issues (e.g. Whether the emphasis of the model is on assessing agile practices or not
(i.e. Fitness of purpose)). Following these criteria, they have concluded that the SAMI
model (Sidky Agile Measurement Index) proposed by Sidky et al. [14] has the highest
scores among the studied models. SAMI consists of two components. The first one is
an agile measurement index and the second one is a four-stage process. Together,
these two components guide and assist the agile adoption efforts of organizations.

SAMI is structured into four main parts: agile levels, agile principles, agile prac-
tices and concepts, and indicators. Driven from the values and principles of the “Agile
Manifesto” [15], the model defines five agile levels:

– Level 1: is dedicated for the Collaboration which is one of the essential values and
qualities of agile;

– Level 2: represents the objective of “Developing software through an evolutionary
approach”;

– Level 3: represents the objective of “Effectiveness and efficiency in developing high
quality software”;

– Level 4: is depicted for the objective of “gaining the capability to respond to
change through multiple levels of feedback”;

– Level 5: represents the objective of “Establishing a vibrant and all-encompassing
environment to sustain agility”.

In addition, the SAMI model has clustered the 12 agile principles into five cate-
gories that group the agile practices. These categories are: (1) Embracing change to
deliver customer value; (2) Plan and deliver software frequently; (3) Human-centricity;
(4) Technical excellence; (5) Customer collaboration. In total, SAMI incorporates 40
agile practices. Organization should start adopting agile practices on lower levels first,
because the agile practices on a higher level are dependent on the practices introduced
at the lower levels [14]. Moreover, Sidky et al. [14] have proposed a range of indicators
that are used to assess certain characteristics of an organization or project, such as
people, culture, and environment, in order to ascertain the readiness of the organization
or project to adopt an agile practice [13]. The SAMI model contains about 300 different
indicators for the 40 agile practices [17].

3 Research Approach

To reach the main target of this paper, we have inspired our research procedure from
the work of Hevner et al. [18]. Since our primary objective is to propose an assessment
artifact that could be used to assess the adoption level of agile development within
Agile Software Product Lines, the followed research method involves mainly the three
phases. The first phase is dedicated for the definition of the problem and the objectives
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of the assessment artifact. The second phase is devoted for the design and the devel-
opment of the targeted assessment artifact. The third phase illustrates the applicability
of the proposed model.

Figure 1 depicts a detailed view on the procedure that we followed in order to
develop, apply, and evaluate the Agility Assessment Model (i.e. AgiPL-AM) proposed
in this paper. The first phase starts by a review of literature on maturity models that
concern Software Product Line Engineering, Agile Product Lines, and Agile Software
Development. The second phase involves the construction of the proposed “agile
assessment model”. After defining the main objectives of the required assessment
model, the AgiPL-AM was designed and developed in an iterative way. In the third
phase, the model was applied and evaluated. At this stage, the model was reviewed and
refined in order to optimize and finalize AgiPL-AM.

4 Assessment Model for Agile Product Lines: AgiPL-AM

In order to attempt our target, we started by performing an extensive review of agile
product line approaches, relevant case studies, and software process oriented-maturity
models with emphasis on the agile software development approaches and on the agile
product line approaches. It was identified that seven important areas need to be con-
sidered in an assessment for the combination of agile development and software pro-
duct lines. According to Hohl et al. [22], these areas are the following:

1. Product Line Architecture: the objective of this area is to provide a suitable soft-
ware architecture to enable the implementation of several software variants for
different products with a high degree of software reuse;

Fig. 1. Research procedure
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2. Domain Requirements Engineering: behind this area, the purpose is to identify the
reuse assets that should be developed in a software product line. This includes the
identification of products and features that should be part of the product line and the
definition of common and variable features;

3. Agile Software Development: the main target of this area is to react faster on
customer needs and legal constraints to reduce the time-to-market for innovative
feature upon a simultaneous increase of the quality of software;

4. Continuous Execution: the objective of this area is to continuously execute tasks
that lead to a more stable, compliant, and better products;

5. Continuous Model Improvement: the purpose of this area is to continuously reflect
on the assessment model and improve the interaction of assessment results and the
suggested improvement for the software development process;

6. Test Strategy: the main purpose of this area is to provide an environment that allow
the verification of the correct behavior and ensure the software quality for various
software variants that are developed in a fast development pace within the software
development;

7. Communication: the objective of the Communication Area is to verify the com-
munication of all participating roles to avoid knowledge silos and to react on
customer requirements faster.

Considering these areas, the review has led us to take the SAMI agile maturity
model [14, 17] as a basis to develop our proposed model. Ozcan-Top and Demirörs
[19] have confirmed that the SAMI model is comprehensive and well-organized
structure, an argument confirmed also in [16]. By reviewing the agile practices offered
by the SAMI model and evaluating their applicability, SAMI can be viewed as pro-
viding agile practices that the Agile Product Lines (APL) require at several levels.
Therefore, we have adopted these agile practices as the basis for the targeted maturity
model to address the “APL team level practices”. In fact, we have adopted the 40
original SAMI agile practices. Then we have adapted and extended the SAMI model in
accordance with the Agile Product Line principles and practices defined in the main
sources of Agile Product Line Engineering such as [1, 20, 21].

4.1 Development of AgiPL-AM

In addition to the 38 original SAMI agile practices, we defined 49 Agile Product Line
practices that are incorporated in the final version of the AgiPL-AM model. Precisely,
both the SAMI agile practices and the APL practices went through a review and
refinement by using the phase two of our research approach. These refinements and
changes were applied with respect to the original agile practices of the SAMI model.

Considering the areas presented above, it was identified that the SAMI model
covers mainly the area 3 (i.e. Agile Software Development) and partially the area 2,
area 4, area 5, and area 6. In our proposed model we have defined a new cate-gory
called “Category 6 – Product line Architecture”. Moreover, in our proposed assessment
model we have conserved the five agile levels of SAMI model. Here-after we presented
the different added practices. Due to lack of space, we have presented the new defined
agile practices for each category separately.
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Category 1 – Embrace Change to Deliver Customer Value. Table 1 presents the
practices of each level that belong “Category 1”. We have held back 5 practices from
SAMI model and defined 5 new practices, namely L2.C1.2, L2.C1.3, L2.C1.4, L3.
C1.1, L3.C1.2, and L4.C1.3.

For example, the description of the practice “L1.C1.1 – Reflect and tune process” is
the following:

Holding retrospectives at regular intervals of the development process. The objective of this
practice is to overcome process challenges that have been faced thus far [1].

In addition, the practice “L2.C1.2 – Domain requirements” is an APL practice and
the description of this practice is the following:

Domain requirements encompass requirements that are common to all applications of the
software product line as well as variable requirements that enable the derivation of customized
requirements for different applications [2].

Category 2 – Plan and Deliver Software Frequently. Table 2 presents the practices
of the “Category 2”. In this category, 7 agile practices were held back from SAMI
model and 10 APL practices were adopted. The adopted practices are L2.C2.2, L2.
C2.3, L2.C2.4, L2.C2.5, L2.C2.6, L3.C2.3, L3.C2.4, L3.C2.5, L4.C2.3, and L5.C2.2.

Category 3 – Human Centricity. Table 3 presents category 3. We have adopted 5
agile practices from SAMI model and we have defined 3 new APL practices, namely,
L2.C3.1, L4.C3.2, and L5.C3.2.

Category 4 – Technical Excellence. This section is dedicated to the different practices
of the “Category 4” introduced in the Table 4. In fact, the Category 4 of the AgiPL-AM
has 24 practices among these practices 14 practices were held back from SAMI model.
Moreover, 10 new APL practices have been defined, namely, L1.C4.1, L1.C4.5, L1.
C4.6, L2.C4.4, L2.C4.5, L3.C4.1, L3.C4.3, L3.C4.4, L4.C4.3, and L4.C4.4.

Table 1. Practices of “Category 1” of AgiPL-AM model

Levels Practices

Level 1 L1.C1.1 – Reflect and tune process [14]
Level 2 L2.C1.1 – Evolutionary requirements [14, 17]

L2.C1.2 – Domain Requirements [24]
L2.C1.3 – Smaller, more frequent release [23]
L2.C1.4 – Requirements discovery [23]

Level 3 L3.C1.1 – Regular reflection and adaptation [13]
L3.C1.2 – Customer feedback is accessed for new features and ideas [6]

Level 4 L4.C1.1 – Client driven iterations [14]
L4.C1.2 – Continuous customer satisfaction feedback [14]
L4.C1.3 – Lean requirements at scale [23]

Level 5 L5.C1.1 – Low process ceremony [14]
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Category 5 – Customer Collaboration. This category has 15 agile practices.
According to the proposed assessment model, 8 APL practices were defined and 7
practices were adopted from SAMI model. Table 5 presents the practices of the
“Category 5” of AgiPL-AM. Precisely, L1.C5.2, L1.C5.3, L1.C5.4, L3.C5.1, L3.C5.2,
L4.C5.3, L4.C5.4, L4.C5.5, and L5.C5.2.

Table 2. Practices of “Category 2” of AgiPL-AM model

Levels Practices

Level 1 L1.C2.1 – Collaborative planning [14]
Level 2 L2.C2.1 – Continuous delivery [14, 17]

L2.C2.2 – Two-tier planning and tracking (i.e. Domain Engineering tier &
Application Engineering tier) [24]
L2.C2.3 – Two-level planning and tracking [23]
L2.C2.4 – Agile Estimating and Velocity [23]
L2.C2.5 – Release planning [23]
L2.C2.6 – Work product list [6]

Level 3 L3.C2.1 – Risk driven Iterations [14]
L3.C2.2 – Plan features not tasks [14]
L3.C2.3 – Mastering the iteration [23]
L3.C2.4 – DoD after each software release [23]
L3.C2.5 – Backlogs and Kanban Systems [23]

Level 4 L4.C2.1 – Smaller and more frequent releases [14]
L4.C2.2 – Adaptive planning [14]
L4.C2.3 – Measuring business performance (Project measure; Quality measure;
Risk measure; Delivery record) [6, 23]

Level 5 L5.C2.1 – Agile project estimation [14]
L5.C2.2 – Audit activities [6]

Table 3. Practices of “Category 3” of AgiPL-AM model

Levels Practices

Level 1 L1.C3.1 – Empowered and motivated teams [14]
L1.C3.2 – Collaborative Teams [14]

Level 2 L2.C3.1 – The Define/Build/Test teams of each tier: Domain Engineering tier &
Application Engineering tier [23]

Level 3 L3.C3.1 – Self-organizing teams [14]
L3.C3.2 – Frequent face-to-face communication [14]

Level 4 L4.C3.1 – Managing highly distributed teams [23]
Level 5 L5.C3.1 – Ideal agile physical setup [14]

L5.C3.2 – Changing the organizations [16]
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Category 6 – Product-Line Architecture. This category is a new category added to
the 5 five categories of SAMI model. In this category, the product line principles
related to Agile Product Lines architecture are gathered. Here, 13 APL practices were
defined. These new practices of the “Category 6” of AgiPL-AM model are presented in
Table 6.

4.2 The AgiPL-AM

Based on the iteration development and the retrospective of followed approach, several
adjustments were done in order to optimize the AgiPL-AM model, which involves both
agile practices adopted from the SAMI model and APL practices that were defined to
address the main objective. The main changes that are performed on the agile practices
adopted from the SAMI model are the following:

• The agile practices “Paired programming” and “Agile documentation” were
removed as their purposes are covered by “L2.C3.1 – Define/Build/Test teams of

Table 4. Practices of “Category 4” of AgiPL-AM model

Levels Practices

Level 1 L1.C4.1 – Product Backlog [16, 23]
L1.C4.2 – Coding standards [16]
L1.C4.3 – Knowledge sharing [14]
L1.C4.4 – Task volunteering [14]
L1.C4.5 – Continuous and automated tasks [6]
L1.C4.6 – Acceptance testing [16]

Level 2 L2.C4.1 – Software configuration management [14]
L2.C4.2 – Tracking iteration progress [14]
L2.C4.3 – No big design up front [14]
L2.C4.4 – Automated testing [6]
L2.C4.5 – Bidirectional traceability record [6]

Level 3 L3.C4.1 – Continuous deployment [6]
L3.C4.2 – Continuous integrating [14]
L3.C4.3 – Scalable and Continuous tests [6]
L3.C4.4 – Continuous compliance [6]
L3.C4.5 – Continuous improvement (refactoring) [14]
L3.C4.6 – 30% of “level 2” and “level 3” people [14]
L3.C4.7 – Unit tests [14]

Level 4 L4.C4.1 – Daily progress tracking meetings [14]
L4.C4.2 – User stories [14, 23]
L4.C4.3 – Adaptive test strategy [6]
L4.C4.4 – Improvement opportunity and plan [6]

Level 5 L5.C4.1 – Test driven development [1]
L5.C4.2 – no or minimal number of Cockburn Level “1B” or “−1” [14]
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each tier: Domain Engineering tier & Application Engineering tier” and “L2.C1.2 –

Domain Requirements”;
• The agile practices “Backlog” was renamed into “Product Backlog” in order to

match more the actual agile terminology and thus provide a better representation;
• The practice “Product Backlog” was moved to the “level 1 – Collaborative” since it

is considered to provide the basis for other practices at higher maturity levels.

Table 5. Practices of “Category 5” of AgiPL-AM model

Levels Practices

Level 1 L1.C5.1 – Customer commitment to work with development team [6, 14]
L1.C5.2 – Destructed “Knowledge silos” [6]
L1.C5.3 – Fast feedback channels [6]
L1.C5.4 – Common understanding for the SPL [6]

Level 2 L2.C5.1 – Customer contract reflective of evolutionary development [14]
Level 3 L3.C5.1 – Direct communication channels [6]

L3.C5.2 – Vertical commitment [6, 24]
Level 4 L4.C5.1 – “CRACK” Customer immediately accessible [14]

L4.C5.2 – Customer contact revolve around commitment of collaboration [14]
L4.C5.3 – DevOps (Integrated Development and Operations) [16]
L4.C5.4 – Vision, features [4]
L4.C5.5 – Impact on customers and operations [16, 23]

Level 5 L5.C5.1 – Frequent Face-to-face interaction between develops and users [14]
L5.C5.2 – Concurrent testing [16]

Table 6. Practices of “Category 6” of AgiPL-AM model

Levels Practices

Level 1 L1.C6.1 – Software Product Line architecture [6]
L1.C6.2 – Reuse strategy [24]
L1.C6.3 – Modular software architecture [6]

Level 2 L2.C6.1 – Distributed development [6, 23]
L2.C6.2 – Modularity of software components [6]
L2.C6.3 – Reusable software units [6]

Level 3 L3.C6.1 – SPL architecture is open to changes and refactoring is possible [6]
L3.C6.2 – Collaboration with supplier is improved [6]

Level 4 L4.C6.1 – Fast changes in requirements [6, 24]
L4.C6.2 – Adequate scoping process [24]
L4.C6.3 – Intentional architecture [23]

Level 5 L5.C6.1 – Standardized interfaces for software units [6]
L5.C6.2 – Continuously evaluation of the architecture [6]
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When the agile/APL practices were defined and refined, a set of governing rules
were applied in order to populate these practices in the appropriate maturity level and
principle. These rules are the followings:

– The first rule states that each practice has to contribute to the achievement of the
maturity level objective in which it is positioned. For example, the practice “L1.
C3.2 – Collaborative Teams” should addresses directly the “collaboration” objec-
tive of maturity Level 1 (i.e. Collaborative);

– The second rule is followed to ensure the relevancy of the practice with respect to
the agile principle that it is associated. The practice L1.C3.2 is related to the
principle for “Human-centricity”;

– The third rule states that the relation between the practices in such a way that
practices positioned at higher levels depend on the achievements of the practices at
lower levels. For example, the APL practice of “L2.C2.2 – Two-tier planning and
tracking (i.e. Domain Engineering tier & Application Engineering tier)” at level 2
depends on achieving some of “Level 1” practices, such as “L1.C3.2 – Collabo-
rative Teams” and “L1.C2.1 – Collaborative planning”.

The final version of the AgiPL-AM model was optimized and its adopted practices
are presented above in Sect. 4.2. AgiPL-AM is considered as a descriptive model (i.e.
as opposed to prescriptive) since it describes only the essential practices that an
organization that adopt an APL approach should possess at a particular level of
maturity.

In our proposed model, on the one hand, the agile practices adopted from SAMI
model are assessed by using the original indicators of SAMI model. On the other hand,
the APL practices are assessed by using AgiPL-AM indicators (i.e. as set of defined
indicators related to the APL practices defined as part of AgiPL-AM). These indicators
are not listed in this paper due to the lack of space. For example, in order to assess the
practice “L3.C2.3 – Mastering the iteration”, the following indicator is used: “L3.C2.3.
ind – the development team has effective iterations consisting of sprint planning,
tracking, execution, and retrospectives”.

Furthermore, based on the practices of AgiPL-AM, all the indicators are rated by
using an achievement scale. From the ISO/IEC 15504 assessment standard [27], the
rating scheme was adopted. This rating scheme is the following:

i. (N) – “Not achieved (0%–35%)” represents little or no evidence of achievement
of the practice;

ii. (P) – “Partially achieved (35%–65%)” denotes some evidence of an approach
to, and some achievement of the practice. Some aspects of achievement may be
unpredictable;

iii. (L) – “Largely achieved (65%–85%)” indicates that there is evidence of a
systematic approach to, and significant achievement of the practice; despite some
weaknesses;

iv. (F) – “Fully achieved (85%–100%)” indicates strong evidence of a complete
and systematic approach to, and full achievement of the practice without any
significant weaknesses.
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The assessment process requires going through all practices and corresponding
indicators to assess the entire set of practices in AgiPL-AM. In order to provide
confirmation regarding the results of the assessment, an assessment report should
compiled to present the results to relevant parties.

5 Application of AgiPL-AM

In this section, we apply the AgiPL-AM model to assess the adoption level of agile
development within an Agile Software Product Line approach, namely, the ScrumPL
approach [8].

According to Santos and Lucena [8], the ScrumPL process is intended to develop
agile software product lines (APLs) by combining engineering activities from Software
Product Line Engineering with the Scrum method. ScrumPL is composed on the one
hand, by the Scrum lifecycle phases, namely, Planning, Staging, Development, and
Release. On the other hand, by the Software Product Line Engineering (SPLE) stages,
that is, Domain Engineering and Application Engineering. The Scrum phases and the
SPLE sub-processes are combined to form ScrumPL.

By repeating the rules applied in developing the proposed model, AgiPL-AM has
been developed in such a way that each practice contributes to the founda-tion required
for the practices that are at higher maturity levels. For example, the agile practice of
level 2 “L2.C2.5 – Release planning” provides necessary basis for the practice of level
4, which is “L4.C2.2 – Adaptive planning”. Thus, focus-ing the attention on ‘Level 3’
practices without satisfying the ‘Level 2’ ones will be ineffective. Therefore, it is
expected during the assessment process to have more practices satisfied at lower levels
than at higher levels.

Figure 2 summarizes the results of assessing the approach ScrumPL by applying
our proposed model AgiPL-AM. It is clear that the level of achievement tends to
decrease towards higher maturity levels. However, the practices that are “Not
Achieved” are spread over all levels. ScrumPL achieves only “6.9%” of the practices.
“28.7%” of the practices are not achieved at all. Moreover, 33.4% (i.e. 29 practices) of
the practices are largely achieved whereas, 31% of the practices are partially achieved.

Level 1 represents the collaborative level and has 17 practices. Among these
practices one practice is ‘not achieved’, six practices are ‘partially achieved’, and three
practices are APL practices. Thus, just seven practices are ‘largely achieved’ and ‘Fully
achieved’.

Accordingly, the collaboration issue is not strongly ensured by ScrumPL approach.
At level 3, which represents the effectiveness level, only five practices (i.e. 5 out of 20)
are ‘largely achieved’ the other practices either ‘partially achieved’ or ‘not achieved’ at
all. This means that the ScrumPL approach lacks practices that ensure its effectiveness.

By using the AgiPL-AM approach, the strengths and the weakness of the ScrumPL
method were identified. In fact, the model has highlighted all the agile and APL
practices that are not covered by ScrumPL. Thus, the results of the assessment could be
used to improve ScrumPL or even to define a new APL approach. For example, at
“Level 3” three practices are not achieved. These are the “L3.C1.2 – Customer feed-
back is accessed for new features and ideas”, “L3.C3.2 – Frequent face-to-face
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communication”, and “L3.C5.1 – Direct communication channels”. At this level, a
special situation is manifested as a communication barrier between the user repre-
sentatives and the development team members, which prevented them to establish a
close integration of development and operations. These subjects of weaknesses in the
lower maturity levels were indicated as the most prominent points on which any
company should direct its attention when adopting ScrumPL.

6 Conclusion

The combination of agile software development and software product lines is a
promising approach. The current status on the agile adoption within agile soft-ware
product line approaches is hard to define [6], thus, it was identified the need for a
specific assessment model for assessing the situation of agile adoption with-in agile
product line approaches.

The research objective of this paper is to design an assessment model that can be
used as a guideline by organizations to adopt agile product line methodologies and
assess the success level of agile practices adoption. Through the review of the literature
it was identified that known of the studied assessment models focus simultaneity on
agile and APL practices in detail within APL approaches. Comparing to these
approaches, AgiPL is considered as a structured approach that increases the chances of
success in agile and APL practices within agile software product lines. In addition,
AgiPL serves as an evolutionary path that increases organization’s agile maturity. Also,
the proposed model prioritizes the improvement actions in adopting agile and APL
practices. The illustrated example in this paper shows the applicability of the assess-
ment model.

The proposed work is an ongoing work. For future work, we plan to further
evaluate the AgiPL-AM model in order to improve AgiPL-AM model. As next step, we
will validate AgiPL-AM empirically and we will involve a number of members of
companies in the evaluation of the applicability of AgiPL-AM, in assessing the level of
agility of their companies, and in evaluating the overall findings of the assessment
model.

References

1. da Silva, I.F., Neto, P., O’Leary, P., de Almeida, E., de Lemos Meira, S.R.: Agile software
product lines: a systematic mapping study. Soft. Prac. Exp. 41(8), 899–920 (2011)

2. Tian, K., Cooper, K.: Agile and software product line methods: are they so different? In: 1st
international Workshop on Agile Software Product Line Engineering, pp. 1–8 (2006)

3. Carbon, R., Lindvall, M., Muthig, D., Costa, P.: Integrating product line engineering and
agile methods: flexible design up-front vs. incremental design. In: 1st International
Workshop on Agile Product Line Engineering (2006)

4. Boehm, B.W.: Get ready for agile methods, with care. Computer 35(1), 64–69 (2002)
5. Navarrete, F., Botella, P., Franch, X.: How agile COTS selection methods are (and can be).

In: Proceedings of the 31st EUROMICRO Conference on Software Engineering and
Advanced Applications, pp. 160–167 (2005)

Assessing the Adoption Level of Agile Development 147



6. Hohl, P., Münch, J., Schneider, K., Stupperich, M.: Real-life challenges on agile software
product lines in automotive. In: Felderer, M., Méndez Fernández, D., Turhan, B.,
Kalinowski, M., Sarro, F., Winkler, D. (eds.) PROFES 2017. LNCS, vol. 10611, pp. 28–
36. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-69926-4_3

7. Klünder, J., Hohl, P., Schneider, K.: Becoming agile while preserving software product
lines: an agile transformation model for large companies. In: ICSSP 2018, pp. 1–10 (2018)

8. dos Santos Jr., A. F., Lucena Jr, V.F.: SCRUMPL - Software Product Line Engineering with
Scrum. In: Proceedings of ENASE 2010, pp. 239-244 (2010)

9. CMMI Product Team: CMMI for development, Version 1.3: improving processes for
developing better products and services. Technical report (2010)

10. Jasmine, K.S., Vasantha, R.: A new capability maturity model for reuse based software
development process. Int. J. Eng. Technol. 2(1), 112–116 (2010)

11. VDA QMC Working Group 13/Automotive SIG. Automotive spice process
assessment/reference model (2017)

12. Qumer, A., Henderson-Sellers, B.: A framework to support the evaluation, adoption and
improvement of agile methods in practice. J. Syst. Soft. 81(11), 1899–1919 (2008)

13. Schweigert, T., Vohwinkel, D., Korsaa, M., Nevalainen, R., Biro, M.: Agile maturity model:
a synopsis as a first step to synthesis. In: McCaffery, F., O’Connor, R.V., Messnarz, R. (eds.)
EuroSPI 2013. CCIS, vol. 364, pp. 214–227. Springer, Heidelberg (2013). https://doi.org/10.
1007/978-3-642-39179-8_19

14. Sidky, A., Arthur, J., Bohner, S.: A disciplined approach to adopting agile practices: the
agile adoption framework. Inno. Syst. Soft. Eng. 3(3), 203–216 (2007)

15. ManifestoAgile: Manifesto for Agile Software Development (2001)
16. Turetken, O., Stojanov, I., Trienekens, J.J.M.: Assessing the adoption level of scaled agile

development: a maturity model for Scaled Agile Framework. JSEP 29(6), e1796 (2017)
17. Sidky, A., Arthur, J.: Agile adoption process framework - indicators document (2006)
18. Hevner, A.R., March, S., Park, J., Ram, S.: Design science in information systems research.

MIS Q. 28(1), 75–105 (2004)
19. Ozcan-Top, O., Demirörs, O.: Assessment of agile maturity models: a multiple case study.

In: Woronowicz, T., Rout, T., O’Connor, R.V., Dorling, A. (eds.) SPICE 2013. CCIS, vol.
349, pp. 130–141. Springer, Heidelberg (2013). https://doi.org/10.1007/978-3-642-38833-0_
12

20. Díaz, J., Pérez, J., Alarcón, P.P., Garbajosa, J.: Agile product line engineering—a systematic
literature review. Soft. Pract. Exp. 41(8), 921–941 (2011)

21. Farahani, F.F., Ramsin, R.: Methodologies for agile product line engineering: a survey and
evaluation. In: SoMeT_14, pp. 545–564. IOS Press BV, Amsterdam (2014)

22. Hohl, P., Stupperich, M., Münch, J., Schneider, K.: An assessment model to foster the
adoption of agile software product lines in the automotive domain. In: ICE/ITMC, pp. 1–9
(2018)

23. Leffingwell, D.: Agile Software Requirements: Lean Requirements Practices for Teams,
Programs, and the Enterprise. Addison-Wesley Professional, Boston (2011)

24. Apel, S., Batory, D., Kästner, C., Saake, G.: Feature-oriented Software Product Lines:
Concepts and Implementation. Springer, Berlin (2013). https://doi.org/10.1007/978-3-642-
37521-7

148 H. Haidar et al.

http://dx.doi.org/10.1007/978-3-319-69926-4_3
http://dx.doi.org/10.1007/978-3-642-39179-8_19
http://dx.doi.org/10.1007/978-3-642-39179-8_19
http://dx.doi.org/10.1007/978-3-642-38833-0_12
http://dx.doi.org/10.1007/978-3-642-38833-0_12
http://dx.doi.org/10.1007/978-3-642-37521-7
http://dx.doi.org/10.1007/978-3-642-37521-7


Methods for Architectures and Models



Developing a Structured Approach
to Converging Business Process

Management and Customer Experience
Management Initiatives

Dino Pavlić(&) and Maja Ćukušić

Faculty of Economics, Business and Tourism, University of Split, Split, Croatia
{dpavlic,mcukusic}@efst.hr

Abstract. Both in theory and practice, a lack of a formulated structure to
facilitate integrated modeling and analysis of internal business processes and
customer experiences external to the organization has been identified by many
authors. Tackling this issue, a convergent approach aligning Business Process
Management (BPM) and Customer eXperience Management (CXM) initiatives,
is proposed in the paper, along with a full set of top-down BPM-CXM models
varying in the level of detail. To validate the proposed models, a focus group
study with experts in BPM and CXM domains was organized, and the findings
are reported and further operationalized using a tool widely used in the EMEA
region.

Keywords: Focus group � BPM � CXM � Customer journey

1 Introduction

In practice, in the context of Business Process Management (BPM) initiatives, cus-
tomer orientation often remains a mantra, while process optimization efforts are
observed through “inside-out” perspective only, disregarding the customers’ perspec-
tive. The innovative “outside-in” approach to BPM (by actively involving the customer
as in [1]) poses a significant challenge for BPM researchers and experts who are usually
focused on process modeling and analysis, as well as for the existing BPM tools and
methodologies [2]. Recent research studies stress out the importance of involving
customers in internal BP analysis and optimization, as well as in business transfor-
mation programs [3–10]. However, there are still a number of problems that lead to
BPM and Customer eXperience Management (CXM) initiatives not being aligned in
practice, for example [11]: BPM is too oriented on cost reduction and efficiency
improvements while ignoring customer interactions; Customer Journey Mapping
(CJM) as a part of CXM initiatives is too oriented on customer interactions while
ignoring the internal processes of the organization; connections between customer
journeys and business processes are not well identified; customer journey maps are not
standardized; functional silos are not cooperating well; and the key performance
indicators (KPIs) between departments are misaligned. One of the reasons for this
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misalignment is a lack of a model or a structure for integrated modeling and analyzing
of internal business processes and customer experiences external to the organization
[12–15], a topic that this paper addresses directly. The concept of BPM-CXM con-
vergence has been presented earlier (in [16]) while this paper develops it further and
presents the results of its evaluation by experts.

The second section of the paper describes the approach to designing BPM-CXM
convergence, taking into account the “outside-in” approach to BPM [1] and building
around a well-established BPM lifecycle [17]. It also outlines the feedback from a focus
group study that was conducted with the view to demonstrate the feasibility of the
concept with experts from the EMEA region. The third section of the paper provides an
operationalized top-down view of the convergent approach following the same struc-
ture, manifested in several models developed using a tool widely popular in the region.
The fourth section of the paper provides plans for further work and concludes the
paper.

2 Designing BPM-CXM Convergence

2.1 State-of-Art in BPM-CXM Convergence

The convergence of BPM-CXM presents a new concept addressed by several authors
and papers that point out the need for research in this field, in particular [8, 11, 13, 15,
18]. The general idea is that the identification, discovery, analysis, redesign, and
control of processes should be performed in convergence with identification, discovery,
analysis, redesign, and control of customer experience, and not independently [19]. On
the one hand, Gloppen et al. [8] promote the strategic use of customer journeys for
innovation and business transformation in particular, while on the other, Kumar et al.
[20] emphasize BPM as a key factor in achieving customer satisfaction. To overcome
this and change the “traditional” end-to-end approach to business transformation,
Richardson (in [1]) proposes using a specific type of targeted modeling of customer
touchpoints with the organization, and their analysis and optimization in the context of
internal organization. This particular standpoint is favored by the authors of the paper,
as demonstrated further in the proposed operationalized, prototyped solution in Sect. 3.
By incorporating elements of CXM in the proposed solution, customer journey map-
ping, in particular, a new “outside-in” modern approach to BPM is implemented.

Apart from identifying the need for a structured approach for BPM-CXM con-
vergence in the available literature, related issues (listed as in, e.g. [11]) were observed
by authors of the paper in several business transformation projects in large companies.
Consequently, the operationalization and evaluation of BPM-CXM convergence model
constitute the main contribution of this research study.

2.2 BPM-CXM Convergence Concept

To formulate and structure the BPM-CXM convergence, design science approach is
used [21] as a research framework. Standard phases were followed (identification of the
problem and motivation, definition of the objectives of a solution, design and
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development, demonstration, evaluation, and communication) during several workshop
events during 2018 when there were multiple iterations of literature analysis, objectives
definition, and model formulation with BPM experts resulting in a high-level concept
(presented in [16]) structured around BPM lifecycle and related descriptions and top-
down models. BPM-CXM convergence concept (Fig. 1) was the main starting point for
discussions as it is structured in a way that would facilitate integrated analysis of
customer experience and internal business processes. In general, customer experience is
designed and analyzed by using customer journey mapping (as suggested by [22]),
which is used as an input for BPM initiatives – from strategic identification of pro-
cesses for initiating BPM initiatives, to analysis and optimization of processes [19, 23–
27]. BPM-CXM convergence approach should reflect the way customer experience can
be perceived and analyzed through the whole BPM lifecycle [28]. That is why the
proposed concept lays precisely on those foundations – it is based on standard BPM
lifecycle [17], and is developed further and operationalized (as in Sect. 3). It reflects the
focus on the analysis of touchpoints between the internal organization and the customer
external to the organization combining best practices from BPM and CXM.

2.3 Evaluation of BPM-CXM Convergence Concept with Experts

A focus group workshop was organized in March 2019 with the purpose to collect
target audience (experts’) opinions and attitudes about the proposed convergence

Fig. 1. BPM-CXM convergence concept (based on [1, 17, 28])
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concept, related issues and model prototypes. As such, it constitutes an integral part of
the design process. Since the required knowledge and experience is very specific, the
criteria for expert selection were: at least 10 years of work experience in BPM or CXM
projects combined, at least two years of experience in each discipline (BPM and CXM
projects), regional experience (conducted BPM or CXM projects in at least three
countries), and experience in at least three different industries.

Within the network, there were six experts that fit the profile. As all the experts
have worked on projects in the EMEA region (primarily in Croatia, Serbia, Bosnia and
Herzegovina, and Montenegro), the results of the study reflect their understanding and
experience that cannot be easily generalized to other regions. However, in terms of the
industries, they have worked in various industries, including finance, gas and oil, local
government, transport, logistics, trade, telecommunications, and IT. Basic sociode-
mographic data about the experts are presented in Table 1.

Although the structure of the session was preset, the format was kept flexible, to
allow the conversation to develop naturally and to elicit views and opinions. Over the
course of three hours, the participants were asked 40 questions split into three parts
(Expert background, Current state of BPM & CXM initiatives, and BPM-CXM con-
vergence approach discussion & design). The participants were first presented with the
focus group purpose and protocol and then were given an overview of the BPM-CXM
convergence approach, which included the high-level introduction to the proposed
method, as well as all of the operational details (e.g. phases, models, objects, attributes
etc.). They were given a short introduction for each question (question examples:
Would you adjust the proposed mathematical formula? Would you adjust, edit, or
remove any of the elements of the proposed customer journey map?) and enough time
to discuss it with other participants and note their individual and consolidated answers.
After the focus group, written transcripts by the moderator as well as the participant’s
notes were analyzed and synthesized in a presentable form.

Within the following paragraphs, consolidated views of the group are presented
following the same structure used during the session. Generally, in terms of the
problem and motivation of the study, there was a strong consensus, and in terms of the
suggestions, all experts contributed considerably and helped to formulate the top-down
model prototypes that are presented in Sect. 3. The choice to present the prototypes in a
separate section was made due to two different reasons: to differentiate between the

Table 1. General characteristics of the six experts that participated in the focus group

Gender Education Role Work experience

Expert 1 Female MBA Head of project management department 20 years
Expert 2 Male MCS BPM consultant 10 years
Expert 3 Male MCS Management consultant 13 years
Expert 4 Female MCS Head of organization department 12 years
Expert 5 Male MCS Management consultant 11 years
Expert 6 Female MBA Management consultant 22 years
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elicited feedback from the experts presented in Sect. 2 and additional (technical)
commentary provided by the authors of the paper that accompanies the prototypes in
Sect. 3; and to provide an operational view on the concept in its entirety. However, the
two sections are strongly interrelated with references where appropriate.

Current State of BPM and CXM Initiatives
BPM Initiatives as Enablers of Amazing CX. All experts agree that at the moment,
BPM initiatives do not put enough focus on CX. They are missing information about
the actual CX and CX KPIs. There is no proper way of getting the real data about the
CX and pairing them with the internal process models. BPM experts are too focused on
internal business processes, while communication with CX departments and customers
is something that is missing within BPM initiatives. Internal processes are only con-
sidered in the context of CXM if a customer is complaining – this is too late since the
negative experience already occurred. Overall, there is a consensus that BPM initiatives
are not set up as enablers of an amazing CX.

Focus of BPM Initiatives on CX. There is agreement that BPM initiatives are only
sometimes focused on achieving customer’s satisfaction. There is a lack of involve-
ment of the CX departments and customers within BPM initiatives. At this point, BPM
initiatives are focused on the internal processes and achieving process excellence
without actually considering the external/customer perspective. From a theoretical
perspective, BPM initiatives are almost always focused on customer satisfaction;
however – in real life, this focus often does not exist.

Customer Focus within Business/IT Transformations. Similarly, experts report that as
a part of business/IT transformations, customer focus often remains just a phrase since
no CX departments or customers are involved. Customer focus often is the main driver
for business/IT transformations however when it comes actually to perform the
transformation, the real link between “classic” BPM, CXM, process execution, and
performance management is missing. Customers are often a trigger to start an internal
process or IT transformation; however, they are not given enough attention during the
transformation process itself.

Alignment of BPM and CXM Initiatives. Experts also agree that BPM and CXM
initiatives are not aligned and well-coordinated, and this should be improved. It is
mainly due to management vision not being defined in a way to support and encourage
the alignment. One of the challenges is in getting the real data from the process
execution as well as real data about the customer experience and performing consol-
idated analysis with internal process data.

Alignment of Goals and KPIs of BPM and CXM Departments. Furthermore, BPM and
CXM departments are considered as not aligned by experts. BPM and CXM depart-
ments usually have a completely different strategy, goals, and KPIs.

Communication Between BPM and CXM Departments. Another issue regularly
observed by the experts is that BPM and CXM departments do not communicate
regularly, and they see this would need large improvement. Quality of communication
between BPM and CXM departments should be improved as well.
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BPM-CXM Convergence Approach Discussion and Design
Structure of BPM and CXM Lifecycle. Experts find that the proposed BPM-CXM
concept (presented Fig. 1) is well structured to support the BPM and CXM conver-
gence considering that CX is introduced as a part of BPM lifecycle.

CX Landscape Positioning Within the Virtual Organization Model. As a part of the
“virtual organization” (a term used to denote entry-level models in BP repositories),
business process landscape and CX landscape provide a clear entry point to the more
detailed models (top-down approach). It was agreed that Customer experience should
be placed within a new, separate quadrant of a virtual organization (as further opera-
tionalized in entry-level model prototype in Sect. 3).

Scoring the Overall Customer Experience of Customer Journey. Experts suggest that
the overall customer experience of a customer journey should be calculated as an
average of overall customer experiences on each touchpoint, which is a part of the
individual journey. They propose to build a script for automatic calculation within a
BPM tool.

Elements, Attributes, and Color Coding of a Customer Journey Landscape. Attribute
naming and color-coding of a customer journey landscape model (presented in Sect. 3)
were evaluated as clear and appropriate. Elements and attributes of customer journey
landscape were also assessed as well structured. It was proposed and agreed that the
overall customer experience of a customer journey landscape should be calculated as an
average of overall customer experiences on each customer journey, which is a part of
the customer journey landscape.

Elements, Attributes, and Color Coding of a Customer Journey Map. Attribute naming
and color-coding of a customer journey map (model presented in Sect. 3) were also
evaluated as clear and appropriate. Elements and attributes of a customer journey map
were assessed as well-structured. As an addition to the proposed elements of the
customer journey maps, input/output data/cluster were suggested to be added. Within
customer journey maps, it was suggested that color indication of the overall experience
should be visible on individual touchpoints, as well as customer journey steps.
Touchpoints are the “real” connection between the internal organization and the cus-
tomer external to the organization, and therefore are more relevant for scoring
representation.

Customer Journey Landscape and Customer Journey Map Ownership. The experts
suggested that customer journey owners and business process owners should be sep-
arated, like front-end and back–end in software development, however, that they
should communicate regularly to make sure their goals are aligned. Also, there could be
separate ownership roles for customer journeys and customer journey landscapes.
Considering that the customer journey owner should enforce the will of the customer
within the internal business processes, customer journey owner and business process
owner should not be the same person and should align and communicate regularly.

Elements, Attributes, and Color Coding of a Customer Touchpoint Allocation Dia-
gram. Elements and attributes of customer touchpoint allocation diagrams were
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assessed as well-structured. Attribute naming and color-coding of a customer touch-
point allocation diagram are also considered clear and appropriate. Out of 2 proposed
options, option 2 of the proposed touchpoint allocation diagram was selected as pre-
ferred one by experts and is presented in Sect. 3. It was agreed that customer expe-
rience of the individual touchpoint should be calculated by considering the customer
feeling and adding a weighting factor/ponder (importance to the customer).

Setting Up an Indication of Customer Experience Related to Certain Internal Business
Processes. Overall customer experience linked to an internal business process was
agreed to be calculated as an average of customer experience of each touchpoint that is
a part of the individual internal business process. Also, the script for automatic cal-
culation would be then necessary to be developed and implemented within a BPM tool
in order to represent the impact that certain internal business processes have on positive
or negative customer experience. The script could be triggered on an hourly basis.

Establishing a Link Between the BPM and CXM Initiatives by Indicating the Customer
Experience Levels on Value Added Chain Diagrams. Proposed value-added chain
diagram which includes customer experience layers and indication (as in Sect. 3),
experts agree, would bring various benefits in terms of BPM-CXM alignment com-
pared to the standard value-added chain diagram. By using the proposed method, they
agree that there would be a clear link established between the BPM & CXM initiatives,
BPM initiatives would be more focused on the customer, and internal resources would
be spent more optimally. Also, by using the proposed method and formula within the
value-added chain diagrams indicating the associated customer experience, focus on
the experience while analyzing the internal business process would be achieved. An
internal business process model, value-added chain, which includes the information
and indication on the status of customer experience, is found to be the most beneficial
part of the proposed BPM-CXM approach.

Benefits of the Proposed BPM-CXM Convergence Approach. Here, experts confirmed
and found multiple benefits of including customer touchpoints within both high level
and detailed internal business process models. They believe that the proposed
methodology ensures better process optimization as it would combine both internal and
external views on the process. Furthermore, it would ensure better alignment between
the classical BPM and CXM approaches. BPM-CXM convergence would ultimately
lead to focusing BPM initiatives on those business processes which would have the
greatest impact on CX improvement. It would point out that everything that a company
or its resources do affect the customer. Internally, the customer would “become alive”
as experts state. The proposed approach would enable customer-experience-driven
internal business process optimizations as well as achieving true customer focus. It
would ensure better alignment between the internal and external view on the processes,
thus helping to optimize the processes that would ultimately serve customers in a better
way.

Indicators to Measure the Effectiveness of BPM-CXM Approach. The effectiveness of
the proposed BPM-CXM approach was suggested to be measured through the
improvement of customer satisfaction. Also, another way to measure would be through
the number of detected pain points related to internal business process, number of
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detected positive experiences related to internal business process, number of eliminated
pain points due to the internal business process optimization.

Pitfalls of the Proposed Convergence Approach. No significant pitfalls of the proposed
approach were detected. However, one potential shortcoming was identified – the
experts emphasized that the ownership roles are not clear enough. It could lead to
inadequate governance of BPM-CXM convergent approach. Another aspect that was
emphasized as important in considering and implementing the proposed structure was
the frequency of the processes that should be considered within the analysis.

3 Proposing the Set of Models for BPM-CXM Convergence

To demonstrate and operationalize the concepts presented above, and to provide a
functioning and structured convergent approach that could be used in practice, a
number of model prototypes were developed and evaluated with experts during the
course of the focus group, and are presented in this section. These model prototypes are
mapped to ARIS Value Engineering (AVE) methodology and ARIS platform [29] due
to the popularity of the methodology and tool in the region.

3.1 Structuring the Models Around the BPM Lifecycle

The models are structured around the lifecycle [17] phases (as already illustrated in
Fig. 1): (1) Internal business processes and customer experience are identified by
defining process and CX landscapes within the “virtual organization”. They are
mapped on a high level; the top-down approach is used. (2) Discovery phase includes
mapping of as-is business process models and customer journey maps. It also includes
setting up customer touchpoints as a part of customer journey maps, as well as internal
business processes. (3) Analysis phase includes analysis of internal business processes
and customer journeys, with a focus on the analysis of customer touchpoints. The
analysis phase is greatly impacted by the new approach since it includes an indication
on the level of overall customer experience being positive or negative concerning the
internal processes. (4) According to these findings and the analysis performed, pro-
cesses and customer journeys redesign is performed. (5) Process implementation and
(6) processes and customer journeys monitoring close the (iterative) model lifecycle.

3.2 Overview of Top-Down BPM-CXM Convergent Models in BP
Repository

Entry-Level Model. Entry-level model (Fig. 2) (also called “start model” or “over-
view model” [30]), in addition to five “standard” virtual organization elements as
proposed by AVE methodology (organizational view, data view and other), now
contains CX landscape included in a separate quadrant.
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This way, a virtual organization or entry-level model includes the same level of
details for both internal business processes and customer experience. On this (top) level
of detail, both internal business processes and customer experience are represented as a
landscape. When clicked on any of the two landscapes, more detailed models are
opened.

Customer Journey Landscape. In a more detailed representation, customer lifecycle
stage, and customer journeys, which are a part of the specific lifecycle are represented
(Fig. 3). Overall customer experience (CX) attribute of a Customer lifecycle stage is
proposed to be calculated as an average of Overall customer experience (CX) of all
customer journeys connected to it. Overall customer experience (CX) attribute of both
Customer lifecycle stage and Customer journey objects are used as a basis for color-
coding of those objects. The proposed method to calculate a value of a customer
experience for a single customer journey is described in the next section. The Overall
customer experience (CX) falls into ranges unanimously agreed by the experts: 6 to 10
(Very good, i.e. 5), 2 to 5.99 (Good, i.e. 4), −2 to 1.99 (Neutral, i.e. 3), −6 to −1.99
(Bad, i.e. 2), −10 to −5.99 (Very bad, i.e. 1) while the respective stage/journey color-
coding is green for very good (5), yellow for good (4), grey for neutral (3), orange for
bad (2) and red for very bad (1). On the customer lifecycle stage level, Customer
lifecycle stage owners can be defined as an object attribute. Descriptions can be added
as a model/object attribute.

Fig. 2. A prototype of the new entry-level model
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Customer Journey Map. The model (Fig. 4) is composed of various elements
describing the journey: customer journey steps, customer touchpoints, channels, inputs,
outputs, risks, KPIs, initiatives, ownership, internal process step. Each touchpoint
contains a description and customer journey owners are defined as a model attribute.

To calculate the Overall customer experience (CX) attribute of Customer journey
object, each touchpoint within the journey (Fig. 4) is taken into consideration. The
overall customer experience (CX) of a Customer journey is calculated as an average of
Overall customer experience (CX) attributes of all touchpoints within the journey.
Attributes which are relevant for calculation within the touchpoints are Importance to
customer (CX) (5 - very high, 4 - high, 3 - neutral, 2 - low, and 1 - very low) and
Customer feeling (CX) (2 - very good, 1 - good, 0 - neutral, -1 - bad, -2 - very bad). The
data is based on existing KPIs, or comes from different systems, and research.

Overall customer experience (CX) of each individual touchpoint is calculated in a
following way: Customer feeling (CX) on Touchpoint X * Importance to customer
(CX) on Touchpoint X. Overall customer experience (CX) and Overall customer
experience (CX) attributes are used for grading and color-coding in the same way as
explained earlier. Each touchpoint can be (optional) a pain point, moment of truth, and
best practice. Those three are represented with icons below touchpoints. Customer
touchpoints which are also pain points are expected to have Customer feeling (CX) of
Very bad (1), while Customer touchpoints which are also moments of truth are
expected to have Importance to customer (CX) of Very high (5).

Fig. 3. A prototype of the new customer lifecycle stage model
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Customer Touchpoint Allocation Diagram. Customer touchpoints are analyzed in
detail by using the Customer touchpoints allocation diagram, containing various
standard elements presented in Fig. 5. Elements which describe a certain touchpoint
include: customer journey steps, channels, inputs, outputs, ownership, risks, KPIs,
initiatives, and internal process step.

Fig. 4. A prototype of the new customer journey map
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Value-added Chain Diagram. From the internal business process perspective, high-
level business processes are represented by using the value-added chain diagrams
(Fig. 6). They include a color indication of the Overall customer experience (CX),
which is related to the individual process. They also include customer experience
(touchpoints) layer. Based on the relation between the individual touchpoints (which
are a part of certain Customer journey) with internal business process steps (which are a
part of a certain Value-added chain diagram), the calculation is performed to determine
which internal business processes (on a value-added chain level) have the best/worst
customer experience. According to this, recommendations are given on which internal
business processes should be modified in order to improve customer experience most
effectively. The Overall customer experience (CX) on internal business process level is
calculated as an average of Overall customer experience (CX) of all Customer
touchpoints which are a part of the underlying internal business process model. The
Overall customer experience (CX) of the end-to-end value-added chain (higher level
internal business process) is calculated as an average of all connected underlying value-
added chains. The same color-coding principle is used as presented earlier within this
paper. Optionally, the number of process instantiations and/or revenue per each sub-
process (value-added chain) can be added in order to add value to the analysis.

Fig. 5. A prototype of the new customer touchpoint allocation diagram
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Event-Driven Process Chain. On a detailed level, internal business processes are
represented by using the event-driven process chain diagrams (EPC), Fig. 7.

Other than the “regular” elements of an internal business process model, they also
contain customer touchpoints to represent the customer interactions with the internal
organization as well as the with the internal process steps. Touchpoints include a color
indication of the overall customer experience following the same color-coding principle
as above.

Fig. 6. A prototype of the new value-added chain diagram (with touchpoint representation)

Fig. 7. A segment of the prototype of the new process model (with touchpoint representation)
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4 Conclusions and Planned Work

This paper presented an effort to structure and design a BPM-CXM convergence
approach. It is focused on the design itself – problem definition and solution proposal
and development, which was presented and evaluated with a group of experts with
substantial experience in BPM and CXM fields in the EMEA region. The main
deliverable of this phase of the research is the verified and operationalized version of
the BPM-CXM structured convergence approach, including the prototype models and
recommendations for their use. Based on the feedback from the field received so far, it
is expected that this research will influence BPM and CXM disciplines by proposing a
convergence approach, but also the BPM systems used in practice to conduct BPM
projects. There are specific plans by several of the experts that participated in the focus
group to follow the proposed approach in delivering their future consulting projects
should some preconditions be fulfilled (such as customer motivation, level of
engagement of teams from both BPM and CXM departments, freedom to use the
methodology of own choosing) but they are also waiting for the implementation evi-
dence. On that note, a new phase of the evaluation of the proposed approach would
include implementation in a real-life setting in order to further test the feasibility and
value of the proposed convergence approach. The implementation and a follow-up
evaluation through in-depth interviews with international experts in BPM and CXM
fields that participate in the project are in progress. The findings would be used to
adjust the proposed work if necessary, detect issues, and measure the effects of the new
approach. In-depth interviews to evaluate the benefits of using the proposed approach
compared to the traditional BPM and CXM approached will specifically evaluate the
effects of BPM-CXM convergence approach on the internal organization, alignment of
business processes of an internal organization with the needs of the customer, and the
customer experience itself.

Multiple benefits from following the proposed approach are expected compared to
traditional BPM approaches. The expected effects would include the following:
reduction of emphasis on internal business process mapping or “modelling because of
modelling” within the BPM initiatives, reduction of functional silos effect and better
alignment between the organizational departments, improved coordination between the
organizational departments in defining the key performance indicators, increase of
innovation level in organizations, design of business processes which take the inter-
actions with the customer into the account and enable customer expectations fulfilment,
development of products and services that are really needed by the customers, rational
usage of organizational resources and more.

After validating the theses in a real-life setting, it is expected that the results will
influence BPM and CXM disciplines by proposing a new version of the structured
convergence approach and instructions for its implementation, but also the BPM
systems used in practice as these will need adjustments in terms of available models,
objects and methods as demonstrated in the paper.
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Abstract. Bioinformaticians execute frequent, complex, manual and
semi-scripted workflows to process data. There are many tools to manage
and conduct these workflows, but there is no domain-specific way to tex-
tually and diagrammatically document them. Consequently, we create
methods for modeling bioinformatics workflows. Specifically, we extend
the Unified Modeling Language (UML) Activity Diagram to the bioin-
formatics domain by including domain-specific concepts and notations.
Additionally, a template was created to document the same concepts in
a text format. A design science methodology was followed, where four
iterations with seven domain experts tailored the artefacts, extending
concepts and improving usability, terminology, and notations. The UML
extension received a positive evaluation from bioinformaticians. How-
ever, the written template was rejected due to the amount of text and
complexity.

Keywords: UML · Activity diagram · Workflow · Bioinformatics

1 Introduction

Bioinformatics is a branch of biology, which is connected to computational meth-
ods for biological data generation. Generating data for biological analysis, such
as DNA sequencing, requires several connected tools in a workflow, defined as a
sequence of tasks that cover the steps of a process from initialisation to produc-
ing final results [10]. Bioinformaticians create workflows that need to be followed
precisely to achieve satisfactory results [13]. To design and manage these work-
flows, bioinformaticians use a mixture of tools and frameworks from various
sources [2,10], often interspersed with manual steps and checks.

Work in [2] reported usability challenges when using available tools, such as
limitations on data visualisation and patterns for workflows. Additionally, [11]
describes the lack of features, notations, or concepts, such as the absence of
loops. Our experience with a local bioinformatics lab reveal that workflows are
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incredibly complex, often implicit, and involve decisions without clear-cut cri-
teria. These limitations hinder bioinformaticians and researchers in visualizing,
sharing, replicating and improving workflows.

The literature reports languages used to describe bioinformatics workflows,
e.g., Domain-Specific Languages (DSLs) can be tailored to bioinformatics [5].
UML has been adapted for bioinformatics processes (e.g., [19]). However, this
work does not focus specifically on capturing manual and scripted bioinformatics
workflows and does not address the issues identified above.

The purpose of this study is to create a usable modeling language for cap-
turing and understanding bioinformatics workflows. The long-term aim is to
establish a shared understanding and consistency between the activities of the
involved parties; create sharable documentation to provide a clear vision of the
process; support training new bioinformaticians; identify problems in the work-
flow design; reduce the bioinformatician’s reliance on individual interpretation;
increase the replication precision of the analysis; and improve traceability. To
develop and evaluate our solutions, we have worked with bioinformaticians at
the University of Gothenburg’s Bioinformatics Core facility1, following a Design
Science Research Methodology (DSRM), to answer the main research question
and its three sub-questions:
RQ1: How can we support modeling of bioinformatics workflows in an effective
and usable way?

– RQ1.1: What are the defining and unique characteristics of bioinformatics
workflows compared to standard workflows?

– RQ1.2: How should workflows, including the concepts discovered in RQ1.1 be
visualised to be understandable by the bioinformaticians?

– RQ 1.3: How can we design a useful and understandable template to document
the concepts from RQ1.1?

The rest of this document is structured as follows: Sect. 2 describes how DSRM
was used to develop the artefacts. Sect. 3 presents the final artefacts and the
results for each iteration, while Sect. 4 discusses the findings and limitations.
Sect. 5 compares with related work, while Sect. 6 concludes the paper.

2 Methodology

This paper uses the DSRM due to its pragmatic nature and strength in solving
real-world problems [9]. The DSRM procedure proposed by Peffers et al. in [17]
was adapted to the needs of this research, as summarized in Fig. 1. Based on
the problems identified in the 0th iteration, three artefacts were created, evalu-
ated, and improved: the UML Activity Diagram (AD) meta-model extension, its
concrete syntax, and the Workflow Description Specification Template (WDST).

1 https://cf.gu.se/english/bioinformatics.

https://cf.gu.se/english/bioinformatics


A Modeling Approach for Bioinformatics Workflows 169

Fig. 1. The DSRM process in this study.

Facilities. The research was con-
ducted with participants from three
different facilities: the Bioinformatics
Core Facility, part of the Sahlgrenska
Academy Core Facilities at the Uni-
versity of Gothenburg; the Genomic
Medicine Sweden (GMS); and the
Translational Genomics Platform2.

Participants. The head of the
Bioinformatics Core Facility (the 5th
author) used a purposive sampling
technique to select the participants for
this research. This technique aims to
diminish the accidental sampling bias
as the participants’ selection is based
on the researchers’ belief that they
fulfil stipulated criteria [25], in this case, workflow knowledge. The seven partici-
pants are identified as P1 to P7. The four DSRM iterations are briefly described
below.

0th Iteration. In the first exploratory iteration, two of the authors (MSc. stu-
dent and a modelling expert) worked iteratively with the head of the Bioin-
formatics Core Facility to map out 2–3 specific workflows, as initial exploratory
examples. Challenges and concepts specific to bioinformatics were noted, feeding
into the next rounds.

First to Third Iterations. Based on the findings from the 0th iteration, as
well as ideas from the literature, we created three artefacts and evaluated them
with the seven bioinformaticians (P1–P7). During the first and second iterations,
we conducted semistructured interviews that lasted a maximum of, respectively,
30 and 60 min with five bioinformaticians each. The interviews were hosted at
the laboratory’s facility, recorded upon interviewees’ agreement, with assured
anonymity of the participants’ answers. All interview questions and other mate-
rials for the study can be found in [6].

During the interviews for the first iteration, the created WDST, two concrete
syntaxes, and two examples were presented, eliciting opinions via the pre-set
questions. In the second iteration, participants were asked to draw for 15 min
a workflow of their choosing using the updated notation by using a stencil in
https://www.draw.io/. They were also asked to fill in a WDST template for
15 min in Google sheets. When the participants were using the artefacts, they

2 https://wcmtm.gu.se/research-groups/genomics-platform.

https://www.draw.io/
https://wcmtm.gu.se/research-groups/genomics-platform
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were asked to follow the think-aloud protocol [7], while the observations were
recorded in a log template by a researcher. In the end, they answered questions
about language and method usability, inspired by the System Usability Scale
(SUS), a widely used ten-item survey to assess usability and learnability [4].

In the final iteration, all participants from previous iterations were invited
to the one-hour workshop, recorded upon their approval. In the workshop, the
artefacts were described through examples and participants were paired to dis-
cuss the usability and understandability of the notations and concepts. After
that, each pair explained their thoughts, and then the participants individu-
ally and anonymously validated the notations and concepts using a survey via
Mentimeter3. All workshop material can be found in [6].

After transcribing the data we conducted thematic analysis to identify sig-
nificant patterns, grouping them into themes [20]. After coding, the suggestions
and problems were addressed during the Solutions Identification and Design and
Development steps in each iteration. In the last iteration, the artefacts were not
further refined; with the changes suggested for future work.

3 Results

In this section we will present the final artefacts and the output from each
iteration. Note that, for space considerations, we present only the final artefacts,
but their intermediate versions for each iteration can be found in [6]. Below, in
each iteration, we describe (Fig. 1): a starting point (i.e., Solution identification);
the work on the extension of the AD meta-model, concrete syntax and the WDST
(Design & Development), and an Evaluation performed. Note that the evaluation
reveals suggestions and solutions taken as the starting point of the upcoming
phases.

3.1 Final Artefacts

We show a small example using the final version of the language, used in the
evaluation workshop (Fig. 2). The final version of the developed artefacts includes
a UML Activity Diagram (AD) meta-model extension for bioinformatics domain
(Fig. 3); an excerpt of the final version of the WDST (Fig. 4); and the final
concrete syntax (Table 1). The following sections describe the iterative results
that lead to these artefacts.

3 https://www.mentimeter.com.

https://www.mentimeter.com
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Fig. 2. A bioinformatics workflow example using the final version of the language.

3.2 0th Iteration

In the first exploratory iteration, we attempted to capture examples of workflows
in several existing modeling languages, including Business Process Model and
Notation (BPMN) and Data-Flow Diagrams (DFDs). We found BPMN to be too
complex for our purposes, for example, we did not make use of most different
types of gateways. Given that the target end users were not native modelers, we
perceived AD to be simpler to build on. We also found it easier to express the flow
of file inputs and outputs in AD, although this is also possible in BPMN. Finally,
we made extensive use of conditional forks and joins, and we found the visual
guard condition ([condition]) in AD quite convenient for this. We found that
DFDs were limited in capturing the usage of tools in the workflow, a key element
for bioinformaticians. In the end, we settled on UML Activity Diagrams as they:
encompass an appropriate level of complexity, support extensibility, come with
familiarity (for IT specialists), and the support of the UML community [16].

Our early examples revealed gaps in AD, which motivated further iterations.
We found that bioinformatics workflows involve: (1) many complex and repetitive
tasks; (2) many ‘quality checks’ of tool outputs using threshold values which
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Fig. 3. The final version of the extended UML AD meta-model (white classes are from
UML AD [16], while grey classes were added in this work).

Workflow Description Specification
Workflow ID: <<the workflow name or identifier>>
Date of creation: <<date in which this document was created>> Number of steps: <<amount of steps>>
Workflow version: <<version of this document>> Modification date: <<date of modification>> Workflow creator: <<name>>

Workflow
Workflow goal: <<what do you want to achieve with this workflow?>>
Workflow source: << Is this workflow created locally? or it follows a reference - in that case, add link to the reference or name the person>>
Workflow responsible: <<person who signs the final output or who uses this workflow>>

First Step (Start point) Final Step (End point)
Step ID: <<The name or identifier of the start step>> Step ID: <<The name or identifier of the start step>>

Fig. 4. An excerpt of the final version of the workflow description specification template
- WDST.

could sometimes be subjective to interpretation; (3) constant splitting of tasks
between people and tools; (4) data emphasis where files were exchanged back
and forth; and (5) unclear motivation behind some tasks.

We also created a draft template aimed to help elicit and capture bioinformat-
ics workflows. The idea was that bioinformaticians are not necessarily experts
in structured modeling languages, such as UML. Therefore, they may be more
comfortable capturing process details in text via a template. These findings and
the first draft of the template were used as input to the next iterations.
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Table 1. The final meta-model concepts and the sources of each concrete syntax with
their notations and explanations.

Concept Name
Concrete Syntax 

Source
Notation Explanation

Loop UML structured 
nodes [23]

Follow the Loop semantics and syntax suggested for UML, where 
using arrows with guards lead to activity repetition. Helps to 
capture complex and repetitive tasks found in bioinformatic 
workflow examples. 

SoftCondition
UML AD [16] & 
different usage of 
line styles from [1]

Follows the standard UML AD semantics and usage, where the 
guard syntax was changed to dashed lines. It is used to captures 
fuzzy thresholds.  

HardCondition Follow notation and concept of the guard in the standard UML 
AD. It captures hard thresholds as found in practice.

Source
Flowchart notations 
& i* visual syntax 
[15]

Concept identical to Resource in i*, using the document notation 
from the flowchart notations. Captures source of task or action, 
often a research paper or external reference.

Tool (Manual)
Flowchart notations 
& i* visual syntax 
[15]

The task concept is from i* visual syntax with an additional icon 
on its corner to allow a faster visualisation of the tools, depending 
on the mode (manual or automated). It captures tasks operated by 
or through tools. 

Tool (Automated)

Database
UML AD 
extensions in [22]

Concept identical to UML Datastore, but with the flowchart 
cylinder shape, Database notation. It captures storage of files.

StandardReference-
Connector

UML AD notes 
connector [16]

Connects between the StandardReference notation and its 
InputPin.

StandardReference

UML AD [16]

To add standard data as input to be compared with the data being 
analysed, differentiating them from the ordinary input. It is used 
to show that this data is not part of the data flow.

DiagramSeparator

The semantic and syntax are inspired by ActivityEdgeConnector
with a graphical modification, a triangle with a number instead of 
circles with letters. Helps to deal with large workflows via 
diagram splitting.

 Sub-processConnector
Identical to the semantic and syntax of UML AD 
ActivityEdgeConnector with a different name. Help to compress 
parts of the workflows.

OutputPin

Follow exactly the standard notations and usage in UML AD. The 
standalone pin is the same file between two consecutive steps. 
Input and output are often file exchanges in bioinformatics 
workflows. Helps to show the data flow.

InputPin

StandalonePin
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3.3 First Iteration

Solutions Identification: The 0th iteration identified thresholds, source, differ-
entiation of files, goals, sub-process, and repeated iterations as needed by bioin-
formaticians while creating their workflows. We started by incorporating each of
those concepts into our three artefacts.

AD Meta-Model Extension: Our starting point was the UML AD meta-
model in [16]. Based on the nature of the UML profile, all the UML default AD
syntax and semantics were kept (e.g., action, decision, join, forks). Additionally,
the concepts activityPartition (swimlanes) and activityEdgeConnector from the
UML AD [16] maintained the same syntax, where the former was based on [21]
and the latter was used to represent sub-processes for the bioinformatics domain
(a connection point instead of drawing a long process).

The implemented extensions included the added stereotypes: tool, diagram-
Separator, source, and goal, which were inherited from the meta-class objectN-
ode classifiers. The tool has a composition relationship with the meta-classes
action, inputPin, and outputPin. Due to some changes on the datastore nota-
tion, the class was added as a stereotype. Additionally, the loopConnector was
inspired by [23], inherited from the super-class activityEdge, containing loop-
Condition and breakCondition guards, and thresholdConnector inherited from
the super-class activityEdge, containing the specified guards softThreshold and
hardThreshold. The decisionNode composites at least one thresholdConnector.

Concrete Syntax: The design decisions for our concrete syntax, considered the
principles for cognitive effectiveness of the visual notations, which are: symbols
deficit, redundancy, overload, and excess. These principles ensure the correspon-
dence between semantics and graphical shapes of notations [14,15], which is part
of the Visual Alphabet theory and Physics of Notations theory. We followed the
UML AD patterns, while avoiding to use different colours or texture to define
the visual syntax of the concepts. This results in an inclusive language that can
be used by any person with visual disabilities or colour blindness.

WDST: We added workflow information to the WDST, such as workflow and
step ID, name, creator, version number, and date of creation.

Evaluation: Five bioinformaticians (P1–P5) from the three facilities were inter-
viewed to evaluate the WDST. The diagram users should be bioinformaticians
and stakeholders. The results for this first iteration included: improving the
understandability use of the swimlanes and loops inclusion and exclusion factors;
the addition of a tool settings and parameters field (by two participants); three
participants outlined the notations usage as system documentation, thoughts
structuralisation, and process overview; the current state of the workflow dia-
grams depends on an individuals’ drawing style. Moreover, all participants said
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that they would draw the workflow first and then fill the WDST. However, P2
stated that “I think like there’s so much here (WDST) that would be redundant
when you’re using this (both artefacts)”.

3.4 Second Iteration

Solutions Identification: The solutions for this iteration come from the partic-
ipants during the interviews in the previous iteration (i.e., the results described
in the previous evaluation).

AD Meta-Model Extension: We included more attributes to the stereotypes
tool, standardReference, and threshold. We renamed the threshold and the meta-
classes activityEdgeConnector and datastore. We added stereotype standardRef-
erenceConnector as an inheriting classifier of activityEdge because the standard-
Reference was mentioned as missing by two participants. However, based on
participant feedback, we modified the naming of thresholdConnector and data-
store to conditionConnector and database respectively, as visible in the final
version of the meta-model (Fig. 4).

Concrete Syntax: We only added a sub-concept for input, the standardRefer-
ence (see Table 1 for its design sources and explanations).

WDST: Based on the participants’ feedback, we added, reworded, and deleted
repetitive and unnecessary fields. The goal was to decrease redundancy and
increase familiarity. We added guidance for the template usage and the required
input and output data for each tool, as well as more information about their ver-
sion and settings. We also added ‘conditions’ to the ‘thresholds’ section. Addi-
tionally, participants requested to change the role of the WDST to become a
standardised way to document workflows for stakeholders and to share knowl-
edge, as opposed to a simple helper during the workflow elicitation process.

Evaluation: Five participants (P1, P3–P6) were interviewed and recorded.
Regarding the concrete syntax, Two participants indicated that the goal nota-
tion was unneeded and two other participants pointed vertical and horizontal
join/fork as unfamiliar. Two participants requested to add : (i) the parallelo-
gram shape of pins, (ii) no database with in/output pins, and (iii) different arrow
shapes. Participants indicated the provided stencil of workflow shapes would be
used, but not frequently since it is time-consuming to draw workflow diagrams,
usually created only for publications. Even though the notations complexity was
considered low by four participants, the other two participants stated that the
number of graphical shapes was high. The participants suggested a descriptive
manual to guide the users, while others stated that training is necessary. Finally,
the participants felt confident using the notation stencil but highlighted chal-
lenges when using draw.io as a modeling tool.

https://www.draw.io/
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Regarding evaluation of the WDST, the participants indicated that its con-
tent flow was good. However, three of the participants stated that they would
not use the template because of its complexity (i.e., the amount of information
to be written) and time consumption. The participants mentioned that training
(e.g., a user manual or usage examples) should help the users. Conversely, two
participants said that the WDST grey-text is sufficient and self-explanatory.

In summary, participants’ general impressions of the artefacts were that the
diagram is good, useful, and provides a clear overview, whereas the WDST
requires time and holds much information. Additionally, P4 stated that both
artefacts “complement each other.”

3.5 Third Iteration

Identify Solutions: Similarly to the second iteration, the solutions for this
iteration come from the previous iteration’s evaluation.

UML AD Meta-Model Extension: We added a composition association
between the database stereotype class and the input and output pins meta-
classes. Additionally, we added an attribute to the tool stereotype-class to iden-
tify if the tool is automatically or manually operated (Fig. 3 shows the updated
meta-model).

Concrete Syntax: Improvements to the concrete syntax include: (i) changing
the location of the inputPin on tool to ensure the vertical gradient of the diagram,
(ii) attaching inputPin and outputPin to the database to represent the data flow
and keep the consistency between shapes in the XML notations stencil, (iii)
improving the action and tool descriptions to decrease confusion, (iv) adding a
separate text field for the performed activity on the tool shape to remove the
issue of deleting the name or performed activity when writing them, (v) adding
a new notation for the manually operated tool to increase transparency of the
automation level, (vi) removing the goal notation upon participants’ request,
and (vii) adding the standalonePin to the stencil to include familiar notations
to the bioinformaticians. See Table 1 for the final version of the concrete syntax.

WDST: The WDST annoyed the participants because of its documentation
traceability fields and its descriptive nature, which was unfamiliar to the partic-
ipants. Some of the changes implemented were: further explanation for several
cells by using a light grey text, format fixing on the cell tool settings and parame-
ters, removal of the workflow name due to its interchangeable use with workflow
ID by the participants, and the word ‘process’ in the sentence process step from
the WDST, addition of a basic excel formula to linking the workflow ID on the
first page to the second page to avoid typing the same information twice, and a
conditional formatting that changes the text colour while filling cells from grey
to black. The grey text fields held the explanation to help new users and were
thus kept since they are vital to the WDST understandability.
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Evaluation: Six participants (P1–P3, P5–P7), including the head of the Bioin-
formatics Core Facility, joined the workshop to evaluate the final version of the
artefacts. Regarding the concrete syntax, participants’ feedback revealed that
the notations and concepts are understandable and simple, but they requested
improvements related to better concepts definition and different software for
drawing the diagrams. One participant wanted the diagrams to be automatically
generated, as in Snakemake (https://snakemake.readthedocs.io). The bioinfor-
maticians outlined fork nodes, join nodes, swimlanes, and standardReference as
unnecessary notations. Additionally, they said that the diagrams would be used
for final and standard documentation, after sketching, and stated that the nota-
tions would increase the time spent to draw the current workflows, which were
described as having overloaded and overused boxes, and notes symbols.

Table 2. Mentimeter validation results in the third iteration.

Question Median Mean

How understandable are the presented
concepts and notations?

3 4.3

How easy is to use the concepts and notations
library?

3 3.7

How likely would you use the concepts and
notations in a diagram?

3 3

How likely do you believe a stakeholder can
understand the concepts and notations?

3 2.8

How understandable is the documentation for
you?

3 2

How easy is to fill the documentation
template?

3 1.7

How likely would you use the documentation
template?

3 1.3

How likely do you believe a stakeholder can
understand the documentation template?

3 1

The participants answered Likert scales and an open-ended question for each
artefact using Mentimeter, see Table 2 for the results with mean and median val-
ues. Here, 1 is very unlikely, incomprehensible, or arduous, while 5 is very likely,
understandable, or easy. The results show that the participants find the concepts
and notations of the stencil understandable with an average of 4.3, where 3.7
reflected ease of use. The participants would likely use the concepts and nota-
tions; with an average of 3, and 2.8 is their average perception of stakeholders’
understandability. Nevertheless, the open-ended question had similar results as
the qualitative workshop results. However, one participant requested a further
improvement to, “make it easier to add several outputs”. Moreover, a participant

https://snakemake.readthedocs.io
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proposed renaming the soft-condition to “manual-inspection or manual evalu-
ation” and changing its concrete syntax to differentiate it even more from the
hard-condition. A participant abstained from answering.

Regarding evaluation of the WDST, the participants disliked the amount of
typing, identified traceability issues, and mentioned that the stakeholders could
have trouble understanding the WDST because of its complexity. They also
outlined that automation would save time when producing the written template
from graphs since the WDST was indicated as time-consuming. Table 2 shows
that the WDST was deemed incomprehensible by most of the participants, with
an average of 2 and 1.7 regarding the ease of filling it. The participants would
be very unlikely to use the WDST (µ = 1.3) and they do not believe that the
stakeholders would understand it (µ = 1). Regarding the open-ended question,
five participants agreed that it is complicated. Thus, they suggested simplifying
it by removing most of its content, keeping only the tool section, and adding a
place to input the command line commands. One participant left the question
unanswered.

4 Discussion

Here, we return to answer our research questions by summarizing the main
results found throughout all iterations, followed by the limitations of our study.

RQ1.1: The defining and unique characteristics of bioinformatics workflows
were found mainly on the 0th iteration (e.g., complex and repetitive tasks, quality
checks, thresholds splitting of tasks, many files). Additional feedback lead to tool
and diagramSeparators in the first iteration; while in the second iteration we
added standardReference concept and the attributes tool settings and parameters
for the meta-model extension, as well as the possibility to document concurrent
steps in the WDST. Although these concepts arose specifically for bioinformatics
workflows, of course they may be useful in other contexts. Three of these concepts
(namely, diagramSeparators, standardReference, and tool) with its attributes,
were not found in any related work, but were requested by the domain experts,
leading us to believe they may be more specific to bioinformatics. Generally,
any individual-driven workflow with many tools, scripts and file exchanges may
require similar concepts.

RQ1.2: We employed the theories, Visual Alphabet and Physics of Notations
[14] to visualize the concepts from RQ1.1. In the first and second iterations,
the feedback received was compatible with these theories and did not result in
any deletion, while in the last iteration, four concepts and notations were seen as
unnecessary. We believe that the change of heart was due to the group discussion,
resulting in the participants’ confidence to reject concepts.

Moreover, the UML AD extension in this paper has a high graphical complex-
ity, measured by the size of its visual vocabulary, containing 14 standards and
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nine extended notations, totalising 23 shapes (Table 1). Even though the com-
plexity is high, the participants mentioned an average understandability of 4.3.
Finally, some participants mentioned that the shapes were not intuitive when
validating the concrete syntax. Therefore, we recommend that future use of our
concrete syntax comes with textual labels for each shape and link.

Participants’ feedback reveal a preference for their current unstructured (i.e.,
without a meta-model or set syntax) graphical representations rather than the
developed notations, because using the former requires less knowledge about the
modeling language and more about the context. Overall, we see a general reluc-
tance to use a structured modeling language with a meta-model. However, we
believe the drive towards open science will make such models increasingly neces-
sary when boxes and arrows are too inexpressive and subject to interpretation.

RQ1.3: The WDST was envisioned for elicitation when it was created; however,
during the first evaluation, the participants said that they would draw a diagram
first and then fill the documentation. Therefore, we changed the WDST purpose
from workflow elicitation to documentation. Even after this change, the partici-
pants preferred the diagrams over the WDST. Initially, we introduced a textual
version of the workflow language with the idea that non-modelers may be more
comfortable with the text. However, although bioinformaticians typically do not
have training in modeling, they seem to prefer diagrams over text.

Overall, the WDST was a unanimously disliked template, with only negative
average scales ranging from 1 to 2. Nonetheless, three important findings were
made: (i) the participants want an automatically generated documentation; (ii)
it must contain the tools settings and parameters; and (iii) the amount of text
and technicality should be as low as possible. We believe that an automatically
generated documentation after drawing the workflow is the best solution.

4.1 Threats to Validity

Internal Validity: The lack of bioinformaticians resulted in the availability of
only seven participants, considered representative and having a mixed experi-
ence level. Some of the bioinformaticians participated in more than one round;
thus, there is a gradual learning effect. However, we anticipate that the result-
ing language would be used more than once on a long-term basis; thus learning
is a reasonable evaluation context. One of the drawbacks of group activities is
the possibility for individuals to avoid taking part in the discussions and fol-
low the crowd. To mitigate that, the seven participants were paired during the
discussions to stimulate participation and prevent inhibition.

The researchers observed that the participants were avoiding answering the
questions related to the WDST usage, addition, and removal of fields, by pro-
viding evasive and polite answers. As a mitigation, the validation question in
the final iteration was performed entirely anonymously using Mentimeter. This
approach revealed the participants’ real thoughts about WDST.

The participants and interviewees were not native English speakers and did
not share the same domain expertise. Additionally, the three involved facilities
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had a divergence of concepts. However, we adopted a simple language while
interacting with the participants, created discussion sections, asked follow-up
questions, and provided clarifications to mitigate any misunderstandings.

Reliability: To increase the reliability of our qualitative coding, one researcher
created the code frame with its description and matching statements, while the
other researcher independently checked reliability looking at the correspondence
between the codes and the data [8]. We believe that other authors would create
nearly the same concepts of this study but give them different names depending
on their origin field and other factors. These additions were justified by the
findings on 0th iteration and the participants’ validation.

External Validity: We have used purposive sampling in this work. To address
generalizability, three facilities took part during this study, and the participants
worked with different workflows or different ways of designing workflows.

5 Related Work

Requirements Elicitation and Templates. In the requirements elicitation
process, information is collected from stakeholders and end-users to understand
system needs. In this case, we want to understand workflows and associated
issues. General, requirements templates exist in the literature, e.g., the Volere
template from Robertson and Robertson [18].

There are few approaches specifically for elicitation for bioinformatics. Work
in [10] aimed to document workflow specifications for genomics data analysis.
The workflow specifications consisted of the prescribed steps, until reaching
a particular conclusion, including information about the specific tool versions
with their parameter settings. However, the authors focused on using pre-built
pipelines and standardized workflow definitions, where we focused on creating a
language to facilitate standardized workflow documentation to provide an under-
standable and shareable view among collaborating bioinformaticians in projects.

Further work used semantic web standards to improve data workflow sys-
tems allowing bioinformaticians to publish and share their workflows via the
cloud, providing an open collaboration between experts for workflow repro-
ducibility, reusability, and data provenance [11]. Although the aims are similar,
our approaches are different but potentially complementary.

UML Extensibility Mechanisms and Extensions. The creation of UML
stereotype profiles allows UML meta-model extension and adaptation while keep-
ing the existing UML syntax and semantics of the elements [16]. These stereo-
types can have a different abstract syntax and extend either a meta-model class
or another profile in a light-weight way, e.g., [12]. However, there is still no
specific profile found for bioinformatics domain.
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The literature covers several attempts to extend the UML AD meta-model for
fields such as context-aware systems [1], production systems [3], project man-
agement [24], and business processes [22]. Although these extensions are not
aimed for bioinformatics, some of these concepts and notations are useful and
align with the needs found in this work. Therefore, we have used this work as
inspiration (see Table 1 for more detail).

UML has been used previously for bioinformatics workflows. For example,
the authors in [19] evaluated UML use for specifying biological systems and pro-
cesses, aimed for analysis, simulation, and prediction. However, this work does
not focus specifically on the human-oriented workflow issues that we address.

6 Conclusion

The current state of bioinformatics workflow documentation is subjective and
unstandardised. This paper presents a UML AD extension with its concrete syn-
tax and a WDST as one of the first attempts to provide a language for a standard
representation, where bioinformaticians validated the proposed concrete syntax
as understandable and straightforward. According to the bioinformaticians, this
extension would be used to document standard workflows, usually requested
by stakeholders. The created WDST requires refinement and automation to be
used for knowledge sharing and documentation by the bioinformaticians, as it
was evaluated negatively. Much of the negative feedback we received was directed
towards the tool (draw.io) and not the specifics of the language. We suggest fur-
ther investigation, including the exploration of other modeling tools and frame-
works (e.g. ADOxx or Eclipse Sirius).

We hope to validate the concepts with a broader bioinformatics commu-
nity. Finally, future work should use our new language to assess and improve
workflows, including making decision criteria clearer and adding more workflow
automation when possible.
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Abstract. Process algebra is one of the best suitable formal methods to model
enterprise Smart IoT Systems with some uncertainty of risks. However, because
of choice operations in process algebra, it is necessary to control nondeter-
ministic behaviors of the systems. The process algebra, i.e., PAROMA, PACSR,
tried to control the degree of selection in the choice operations with probability,
but they didn’t have any notion of controlling nondeterminism in the systems,
since they were based on static probability models only. In order to overcome
the limitation, the paper presents a new formal method, called dTP-Calculus,
extended from the existing dT-Calculus with dynamic properties on probability.
Consequently, it will provide all the necessary probable features to determine
the safe and secure range of the system behaviors. For implementation, the
SAVE tool suite has been developed on the ADOxx Meta-Modeling Platform,
including Specifier, Analyzer and Verifier.

Keywords: dTP-Calculus � Formal method � Probability � Fault-tolerance �
Smart IoT systems � SAVE � ADOxx Meta-Modeling Platform

1 Introduction

Enterprise Smart IoT Systems, like Smart City, are mostly based on IoT, and are run by
Big Data and AI [1–3]. Because of the complexity and intelligence of the systems, the
systems must be provided with some means of controlling the uncertainty caused by
the complexity and against the intelligence to handle some probable risks.

In general, it is well known that process algebra is most suitable to model enterprise
IoT systems, since each IoT can be considered as a process, and its activities and
properties can be represented by those of the process in the algebra [4]. For example,
distributedness, mobility, interactivity, control, periodicity, real-time, etc. Further, the
unpredictable behavior of the systems from uncertainty can be represented by the
unconditional nondeterministic choice operations in the algebra [5], which needs to be
controlled by some means. The first method to control nondeterminism was the
probability in PAROMA [6] and PACSR [7], based on the static probability models.
However the method did not provide some feature to control uncertainty to satisfy
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threshold to manage risks, caused by nondeterminism, since PACSR was only based on
discrete model and PAROMA only on exponential distribution model.

In order to overcome limitations, this paper presents dTP-Calculus [8, 9], a prob-
abilistic process algebra extended from dT-Calculus [10] with dynamic probability
properties. The model can control nondeterministic behavior of the system with the
dynamic properties determined by the various functional entities. Further the model can
be used to manage risks and capability. In order to prove the feasibility of the approach,
the paper presents the SAVE tool suite [11] to specify, analyze and verify such systems
with dTP-Calculus, developed on ADOxx Meta-Modeling Platform [12].

The paper consists of the following sections. In Sect. 2, dTP-Calculus is described.
In Sect. 3, the controlling methods for nondeterminism are presented with usage. In
Sect. 4, a Smart City example is specified and analyzed using dTP-Calculus. In Sect. 5,
the SAVE tool is described. In Sect. 6, conclusions and future research are made.

2 dTP-Calculus

2.1 Syntax and Semantics

dTP-Calculus is a process algebra extended from existing dT-Calculus in order to
define probabilistic behavior of processes on the choice operation. Note that dT-
Calculus is the process algebra originally designed by the authors of the paper in order
to specify and analyze various timed movements of processes on the virtual geo-
graphical space. The syntax of dTP-calculus is shown in Fig. 1.

Fig. 1. Syntax of dTP-Calculus
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Each part of the syntax is defined as follows:

(1) Action: Actions performed by a process.
(2) Timed action: The execution of an action with temporal restrictions. The tem-

poral properties of [r, to, e, d] represent ready time, timeout, execution time, and
deadline, respectively. p and n are properties for periodic action or processes:
p for period and n for the number of repetition.

(3) Timed process: Process with temporal properties.
(4) Priority: The priority of the process P represented by a natural number. The

higher number represents the higher priority. Exceptionally, 0 represents the
highest priority.

(5) Nesting: P contains Q. The internal process is controlled by its external process.
If the internal process has a higher priority than that of its external, it can move
out of its external without the permission of the external.

(6) Channel: A channel r of P to communicate with other processes.
(7) Choice: Only one of P and Q will be selected nondeterministically for execution.
(8) Probabilistic choice: Only one of P and Q will be selected probabilistically.

Selection will be made based on a probabilistic model specified with F, and the
condition for each selection will be defined with c.

(9) Parallel: Both P and Q are running concurrently.
(10) Exception: P will be executed. But E will be executed in case that P is out of

timeout or deadline.
(11) Sequence: P follows after action A.
(12) Empty: No action.
(13) Send/Receive: Communication between processes, exchanging a message by a

channel r.
(14) Movement request: Requests for movement. p and k represent priority and key,

respectively.
(15) Movement permission: Permissions for movement.
(16) Create process: Creation of a new internal process. The new process cannot

have a higher priority than its creator.
(17) Kill process: Termination of other processes. The terminator should have the

higher priority than that of the terminatee.
(18) Exit process: Termination of its own process. All internal processes will be

terminated at the same time.

Semantics of all the operations are defined as transition rules as shown in the
Table 1.
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2.2 Probability

There are 4 types of probabilistic models to specify probabilistic choice as follows.
Each model may require variables to be used to define probability properties:

(1) Discrete distribution: It is a probabilistic model without variable. It simply defines
specific value of probability for each branch of the choice operation. There are
some restrictions. For example, the summation of the probability branches cannot
be over 100%.

Table 1. Semantics of dTP-Calculus
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(2) Normal distribution: It is a probabilistic model based on the normal distribution
with the mean value of l and the standard deviation of r, whose density function

is defined by f ðxjl; r2Þ ¼ 1
r
ffiffiffiffi
2p

p exp � x�lð Þ2
2r2

� �
.

(3) Exponential distribution: This is a probabilistic model based on the exponential
distribution with frequency of k, whose density function is defined by
f x; kð Þ ¼ ke�kx x� 0ð Þ.

(4) Uniform distribution: This is a probabilistic model based on the uniform distri-
bution with the lower bound l and the upper bound u, whose density function is

defined by f xð Þ ¼ 0 x\ a _ x [ bð Þ
1

u�l l� x� uð Þ
�

2.3 Example

As an example, the PBC example is defined in dTP-Calculus as shown Fig. 2. It
consists of 3 processes: P (for Producer), B (for Buffer), and C (for Consumer). Note
that there are two processes, R1 and R2 (for Resource), in P. The operational
requirements with probability are as follows:

(1) Producer produces two resources, R1 and R2.
(2) Producer stores the resources in Buffer in order.
(3) Producer informs Buffer of the order of R1 and R2, or R2 and R1.

① The probability of choosing the order of R1 and R2 for Producer is 0.6
; that of R2 and R1 is 0.4.

② The probability of choosing the order of R1 and R2 for Consumer is
0.7; That of R2 and R1 is 0.3.

(4) Consumer consumes the resources from Buffer in order.
(5) Consumer informs Buffer of the order of R1 and R2, or R2 and R1.

① The probability of choosing the order of R1 and R2 for Consumer is
0.5; That of R2 and R1 is 0.5.

② The probability of choosing the order of R1 and R2 for Buffer is 0.8;
That of R2 and R1 is 0.2.

Fig. 2. Code for PBC example
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The pictorial system view of the example is shown in Fig. 3, where P and B are
connected with a channel PB, and P and B with a channel PB. Note that the syn-
chronous communications between P and B on PB are uncertain due to the uncondi-
tional nondeterministic choice operation, but these are controlled by probability on the
choice operation, which causes 4 possible combination of the communication with the
probability of 0.42, 0.28, 0.18, and 0.12 from the 0.6 vs. 0.4 of P by the 0.7 vs. 0.3 of
B. Both operations are ruled by the definitions of ParCom and ProbabilityChoice in
Table 1. Similarly, those between B and C on BC are 0.40, 0.40, 0.10, and 0.10 from
the 0.5 vs. 0.5 of B by the 0.8 vs. 0.2 of C.

3 Control Methods and Usage

3.1 Probability Function Management

The left side of Fig. 4 shows the reachability graph of the PBC Example. The top node
indicates the 4 possible compositions of the synchronous communication between
P and B on PB, with the probabilities of 0.42, 0.28, 0.18, and 0.12 from the 0.6 vs. 0.4
of P by the 0.7 vs. 0.3 of B, ruled by the definitions of ParCom and ProbabilityChoice
in Table 1. Notice that the middle 2 cases are of deadlock. From the left-most and the
right-most compositions show the normal compositions without deadlock, from which
another following synchronous communication between B and C on BC, with the
probabilities of 0.40, 0.40, 0.10, and 0.10 from the 0.6 vs. 0.4 of P by the 0.7 vs. 0.3 of
B, ruled by the same definitions in Table 1, resulting the compositions of two proba-
bilities to be 0.168, 0.168, 0042, and 0.042 for the right-most, and 0.048, 0.048, 0.012,
and 0.012 for the left-most. Notice that the middle 2 cases are of deadlock for both
compositions. Finally we can see that the total probability of the safe execution paths
without deadlock is 0.27, as shown at the bottom node of the graph.

Sometimes the results are not acceptable, and it is necessary to increase the total
system probability by changing the probabilities of the nondeterministic choice oper-
ations for P and B, as well as B and C. For example, as the left side of Fig. 4 shows:

(3) Producer informs Buffer of the order of R1 and R2, or R2 and R1.
① The probability of choosing the order of R1 and R2 for Producer is 0.9;

That of R2 and R1 is 0.1.

Fig. 3. System view for PBC example with probabilities
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② The probability of choosing the order of R1 and R2 for Consumer is
0.79; That of R2 and R1 is 0.1.

(5) Consumer informs Buffer of the order of R1 and R2, or R2 and R1.
① The probability of choosing the order of R1 and R2 for Consumer is

0.9; That of R2 and R1 is 0.1.
② The probability of choosing the order of R1 and R2 for Buffer is 0.9;

That of R2 and R1 is 0.1.

As a result, the final probability is increased to .6724 from 0.27. Further it is
possible to define some function with the probability variables in order to control
dynamically the acceptable probability for the systems.

3.2 Risk Management

In the business applications, there are a number of transactions or decisions to be made
in the systems, while managing some risks. Similarly, in the industrial applications,
there are a number of interactions to be made by synchronization or nondeterministic
selections in the IoT systems, while managing some faults. In either case, it is nec-
essary to evaluate the critical value to tolerate the risks or faults, while performing the
specified operations.

The left graph in Fig. 5 shows the case from the PBC example, where a specific
execution path is to be selected while performing the operations in order to satisfy the
risk or fault tolerance rate less than 0.2, which is the right-most path among all 4
possible paths. More specifically, from the top node, the right-most execution path, that
is, the synchronous communication between P and B on PB for transferring resource
R2 and R1 in order, is selected since the risk or fault-tolerance rate is 0.01, which is less
than 0.2 in the requirement. Similarly, from that right-most node, the right-most exe-
cution path, that is, the synchronous communication between B and C on BC for
transferring resource R2 and R1 in order, is selected since the risk or fault-tolerance rate
is 0.01, which is less than 0.2 in the requirement. In case that there is no path that
satisfies the rate, it will be necessary to change the probabilities dynamically in order to
decrease the rate under the acceptable level.

Fig. 4. Reachability execution trees for PBC example with probability
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3.3 Capability Management

Sometimes, it is necessary to substitute one IoT with another IoT while managing same
capability in the IoT Systems. In order to satisfy the capability requirements for the
substitution, there should be some way of evaluating the capability with respect to
probability in order to control uncertain for substitution. In the dTP-Calculus, the
probability determines the degree of nondeterminism during the choice operations and
effects the final system probabilities. For example in the PBC example, the top system
view from the right graph in Fig. 5 shows 0.27 of safe system executions without
deadlock, where Process Pi has a successful choice operation with the 0.6 probability.
Somehow there is a problem that Pi does not work properly and needs to be replaced.
Then it is necessary to evaluate which process is suitable for replacement. As the
bottom system of the figure shows that, if Pj has a successful choice operation with the
0.7 probability and satisfies the probability based system similarity with the tolerance
of less than 0.05, that is, 0.29, it can be replaced for Pi. The process can represent any
person, agent, thing, or device in a system.

4 A Smart City Example: SEES on SAVE

This section demonstrates the applicability of dTP-Calculus to a Smart City Example
based on the IoT systems, known as Smart Emergency Evacuation System (SEES), on
the SAVE tool, which is developed on the ADOxx Meta-Modeling Platform.

4.1 Specification

Figures 6 and 7 show both the dTP-Calculus specification and the system view for the
SEES example. The processes in the example as defined as follows:

(1) Control System: The main process to control other processes in case of fire.
(2) Sensor: The process to detect fires on Stair A and Stair B.
(3) Building: The process to represent the building where the fire occurs. It contains

all the related processes in the building, except 911.
(4) Floor: The process to represent the floors in the building. There are two floors: 1st

and 2nd Floors. And two persons, P1 and P2, on 2nd Floor.

Fig. 5. Path selection for risk management and process substitution for capability management
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(5) Stair: The process to represent stairs. There are two stairs: Stair A and Stair B. A
fire occurs at one of the stairs.

(6) Person: The processes to represent the persons in the building, P1 and P2.
(7) 911: The process to perform fire extinction and people rescue.

SEES performs its operations in order as follows. Note that each action is denoted
with the number, representing action or interactions from Figs. 6 and 7:

(1) A fire occurs on 1st Floor or 2nd Floor: ①.
(2) Sensor detects the fire and sends a signal to Control System: ②.

Fig. 6. dTP-Calculus code for SEES example

Fig. 7. In-The-Large View for SEES example
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(3) Control System informs Person of the fire and shows the escape route. And it
sends the signal to 911: ④.

(4) Each Person may get out of Building safely, or be confined on 2nd Floor: ⑤, ⑥,
⑦, ⑧.

(5) Building detects the escape of Person, and sends the information of the escaped to
Control System: ⑨.

(6) Control System sends the information of the confined to 911: ⑩.
(7) 911 enters Building, extinguishes the fire on 2nd Floor, and rescues Person if any:

⑪.

A fire occurs at Stair A or Stair B in Building, and each Person may or may not
escape from Building. In SEES, three kinds of probabilistic choices are specified as
follows:

(1) Building: SA Fire
� �

0:5f g þ D SB Fire
� �

0:5f g
(2) P1 : ;. . . 0:2f g þ D out 2nd. . . 0:8f g
(3) P2 : ;. . . 0:4f g þ D out 2nd. . . 0:6f g.

For simplicity, all the probabilities are defined to be of discrete distribution. For the
first probability, it is assumed that the probabilities of detecting a fire from Sensor
A and B are same: 0.50 vs 0.50. For the second probability, it is assumed that the
probabilities for Person 1 to escape from Building by himself to be 0.80, and that of not
escaping 0.20, in which case he is to be rescued by 911. Similarly, for the last prob-
ability, that of escaping for Person 2 to be 0.60, and that of not escaping to be 0.40.

4.2 Probability Analysis

The left side graph in Fig. 8 is the execution model for SEES, generated by SAVE.
Note that there are total 8 paths in the figure, where each path represents the status how
Person P1 and P2 are escaped or rescued safely. The right side of the figure shows the
probability of each path, where P1 or P2 indicates the status of being escaped from
Building and P1’ or P2’ indicates the status of being rescued by 911.

Fig. 8. Execution model for SEES and its probabilistic execution tree
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The top node of the tree shows the probability of detecting a fire from Sensor A and
B are same: 0.50 vs 0.50. The second nodes from the first nods show two probabilities:
(1) the probability for Person 1 to escape from Building by himself to be 0.80, and that
of not escaping 0.20, as shown in the left box from the nodes, and (2) the probability of
Person 2 to be 0.60, and that of not escaping to be 0.40, as shown in the right box from
the nodes. The third nodes from the second nodes show two types of all the combi-
nations of the probabilities: (1) the combinations of probabilities for P1 and P2 are
0.48, 0.32, 0.12, and 0.08 from the 0.8 vs. 0.2 of P1 by the 0.6 vs. 0.4 of P2, as shown
in the top box from the nodes, and (2) the combinations of its probabilities with the
sensor probability are 0.24, 0.16, 0.06, and 0.04 by 0.5 of Sensor A or B, as shown in
the bottom box from the nodes. From the tree, it can be analyzed that the probability for
both P1 and P2 to escape from the building is 0.48 in total, the probability for either P1
or P2 to do is 0.44 in total, and the probability for both P1 and P2 not to do is 0.08 in
total. If the final probabilities are not acceptable, it is possible to change dynamically
the probabilities for detecting fires and guiding people to safe evacuation routes by
increasing the number of sensors for better visibility and temperature in air.

5 SAVE

SAVE is a suite of tools to specify and analyze the IoT systems with dTP-Calculus. It is
developed on the ADOxx Meta-Modeling Platform. SAVE consists of the following
basic three components:

(1) Specifier, as shown in Fig. 9, is a tool to specify the IoT systems with dTP-
Calculus, visually in the diagrammatic representations [2]. The left side of Fig. 9
is the In-the-Large (ITL) model, or system view, representing both inclusion
relations among components of the system and communication channels among
them. The right side of the Fig. 9 is In-the-Small (ITS) models, or process view,
representing a sequence of the detailed actions, interactions and movements
performed by a process.

(2) Analyzer is a tool to generate the execution model from the specification in order
to explore all the possible execution paths, as the left side of Fig. 10 shows, and to
perform the simulation of each execution from the execution model in order to
analyze probabilistic behaviors of the specified system.

(3) Verifier is a tool to verify a set of system requirements on the geo-temporal space
output generated from each, as the right side of Fig. 10 shows. It checks the
behaviors of the system for safety and security requirements and shows their
results on the output.

194 J. Song and M. Lee



6 Conclusions and Future Research

This paper presented dTP-Calculus in order to model enterprise Smart IoT Systems,
like Smart City, with uncertainty to safety and security of the systems. It showed that
the algebra can be used to control the uncertainty with dynamic probability features on
the unconditional nondeterministic choice operations, and that the algebra can provide
good facilities to manage risks and capabilities with the systems. Further the paper
presented the SAVE tool to demonstrate the feasibility of the approach with the cal-
culus. It can be considered to be one of the innovative methods to handle the uncer-
tainty for enterprise Smart IoT Systems.

The future research will include application of dTP-Calculus and SAVE to real
enterprise industry examples to demonstrate their efficiency and effectiveness as
method and tool.
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Abstract. Nowadays, all enterprises must take into account the legal
frameworks at all levels of their organization. Over the past two years,
the focus has been on the GDPR. This regulation on data and their
processing activities impacts on the vision of the enterprise information
system. In order to identify these impacts, it is necessary to define an
approach to conciliate regulatory and business points of view. Our pro-
posal is to use an enterprise architecture modeling approach to integrate
regulatory concerns. This article describes a high-level Archimate model
for implementing a GDPR compliance approach.

Keywords: GDPR · Architecture enterprise · Regulation and
compliance · Privacy · Model

1 Introduction

The legal framework is a major constraint for all enterprises, notably when deal-
ing with an increasing number of legal regulations or when their complexity
raises, e.g., in the financial sector [1]. Our work partially addresses this issue by
dealing with the understanding of the new regulations and their consequences
on the enterprise architecture. It promotes the use of models, notably Enterprise
Architecture Models (EAM) to support enterprises with their obligation to reg-
ulatory compliance. In regard to this purpose, we have chosen to work on the
new European regulations on the processing of personal data: the General Data
Protection Regulation (GDPR) [2].

The effective date of the GDPR in May 2018 has fundamentally changed the
way companies must collect and process personal data. They are now subject
to an ongoing, proactive and continuous obligation to comply with the rules set
out in the GDPR. Being and remaining compliant with the GDPR is currently
a major issue for organizations worldwide. The problem relies on understand-
ing legal requirements which is generally time-consuming and cumbersome [3].
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Without the assistance of data protection law experts, the operationalization of
the GDPR can be jeopardized, especially for small- and medium-sized organi-
zations. To address this issue, we suggest that a legal expert helps at defining
a common model conciliating the legal and business approaches. As the GDPR
constrains activities in terms of data and their processing, it can impact the
information system at all levels: from the strategic level (to avoid sanctions) to
the application and technological levels (to guarantee data security and privacy).

We aim at developing an reference architecture that depicts the principles of
the GDPR so that it can be reused by enterprises with little legal knowledge. Our
model highlights the links between the principles and the obligations supported
by the regulation. It is implemented in an ArchiMate model, constituting a
fragment that can be reused, by any organization for GDPR compliance.

The paper is organized as follow: first we describe related work about mod-
elling the GDPR. Second, we introduce our approach: proposing an EAM for
describing and explaining the GDPR. Third, we detail the GDPR model.

2 Related Work

With the goal of achieving compliance to the GDPR, [3] suggests that researchers
and practitioners have investigated three main approaches: compliance checklists
and assessment toolkits, operationalizing the GDPR with some specific data
protection techniques and modeling of the regulation and its requirements.

The first approach has been developed by public agencies and private compa-
nies to support organizations in checking their compliance to the GDPR. Pub-
lic agencies propose some guides for understanding the GDPR and its impact
for organizations and citizen. Some of them [4] also make some self-assessment
checklists. Private companies, like Microsoft [5], have provided their own toolk-
its to assess measures for protecting personal data. These assessment checklists
and toolkits are good diagnostic tools as they can be useful to identify large
gaps in compliance. However, they are not steering tools that provide concrete
suggestions, particularly by taking the organizational aspects into account.

The second approach proposes some concrete data protection techniques,
focusing then on a limited number of the GDPR concerns. For instance, Ayala-
Rivera and Pasquale [3] define privacy controls inside system requirements, to
ensure compliance to GDPR. Nevertheless they do not provide crucial legal
requirements like the need for establishing a consent or a record of processing
activities. Agostinelli et al. [6] propose a set of patterns for ensuring compli-
ance of BPMN processes and fragmenting the GDPR principles for a better
comprehension. However, the article focuses only on the obligations of the data
controller and thus not necessarily provides rational and assistance to the overall
GDPR management. Colesky et al. [7] also proposes a set of strategies and tac-
tics to operate privacy protection. Although these works illustrate the usefulness
of providing concrete suggestions for GDPR compliance, they do not provide a
view of the GDPR impact on the enterprise architecture.

The last approach suggests to model the regulation concepts to achieve
GDPR compliance. Some of these works rely on ontologies, using a well-known
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method for law modeling like [8]. This work consists of a domain ontology
describing the basic elements that are required by the GDPR. A second step
is to provide a set of rules [9] to ensure compliance and to identify the gap to be
compliant, e.g., [10]. Following the ontological approach, [11] proposes a frame-
work for a generic compliance tool (i.e. compliance to any legal model) that
they apply to the GDPR. However the framework relies on questions that can
be ambiguous, leading to an inappropriate assessment. Moreover, if an ontology-
based approach is interesting to reason on a regulation, it does not provide an
organizational view of the GDPR.

Another approach, similar to ontologies, is based on a semi-formal domain
model. [12] proposes a preliminary model describing the concepts of the GDPR.
It scopes the domain of discourse, by depicting the kind of data (i.e. the different
personal data kinds) and processes to be considered. However it needs to be
completed with other models to provide some concrete help. With such goal,
the work described in [13] proposes a generic conceptual model for GDPR and
a global approach based on it to check compliance. By focusing on softwares, it
does not provide a global view of the impact of the GDPR on the organization.

Related work presents interesting approaches to provide guidance in checking
compliance and in understanding the impact of the GDPR. Nevertheless, none
of them proposes a global vision of the GDPR effects at all the levels of an
organization. With such goal, we propose to model the GDPR regulation at the
different levels of an enterprise architecture.

3 Towards a GDPR Architecture

3.1 Introduction to GDPR

In an attempt to clarify the area of work, it is important to review some elements
of the GDPR. Following the European directive 95/46/EC on the protection
of individuals with regard to the processing of personal data and on the free
movement of such data, the GDPR reaffirms the obligation of enterprises to
respect a set of obligations aimed at protecting personal data: prior consent
collection, data minimisation, security, etc. These obligations, described in 7 key
principles (see Fig. 1) have marginally changed between the two regulations.

The GDPR removes the obligation of prior notification to the authorities
(Article 18 Directive 95/46/EC) and replaces it with the obligation for com-
panies to prove at any time at the request of the supervisory authority that
their processes comply with the regulations. This is the principle of account-
ability. This paradigm shift implies a reinforced obligation for enterprises to
document and monitor all their processing operations relating to personal data.
To ensure compliance with all the principles and ensure regulatory compliance
within accountability, the processes corresponding to each of the 7 key princi-
ples must be defined. If the obligations within the GDPR are not scheduled, the
nature of the data and processes to be put in place for compliance and mainte-
nance leads to the definition of a logical order of implementation (see Fig. 6).
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Moreover we introduce some definitions to facilitate the understanding of the
rest of the paper: data controller, according to article 4(7) is: “the natural or
legal person,[...], alone or jointly with others, determines the purposes and means
of the processing of personal data”. A data subject is natural person whom
the data collection will identify directly or indirectly. The Consent means any
informed agreement to the processing of personal data (article 11 GDPR).

3.2 Global Approach

Our approach aims at providing a global viewpoint of the GDPR in terms of
the rights and requirements it conveys. It has been realized by a legal expert
for interpreting and explaining the GDPR and a collaborative modeling work
between the legal expert and computer scientists.

To provide a global viewpoint, EAM constitutes an interesting solution. It
offers different perspectives, including in particular a regulative perspective [14]
which is naturally of interest to our work. By nature, EAM embeds principles
that can be related to regulation aspects, e.g, recommendations, requirements,
impositions, etc. As a result, we depict the GDPR regulation as a part of an
enterprise architecture. This idea is also conveyed in a reference model for reg-
ulation [15] and in reference organization/enterprise models [16]. The GDPR
regulation and its objectives for compliance cover only a part of enterprise archi-
tecture concerns: so we will define some architecture fragments [17]. But the lay-
ers beyond the business one are specific to an implementation of the regulatory
compliance solution; we did not study them.

We selected the ArchiMate language as it fits with our modelling goals: hav-
ing a support for modelling regulation as architecture; being compatible and
potential partially incorporated within an actual enterprise architecture model.

3.3 Domain and Goal Models

First of all, understanding a regulation implies understating its underlying
vocabulary and semantics [8,12], i.e. establishing a domain model or an ontology.
The legal text defines more or less explicitly, the relevant concepts and their rela-
tionship. To complete this initial model, we also looked at cases, jurisprudence
which may refine the concepts of the law. The domain model notably defines,
what are the type of personal data (e.g., marital status, genetic data, etc.) and
the kind of processing activities (e.g., profiling, data transfer, etc.).

In a second time, we analyze the underlying principles of the regulation. They
can be modeled as goals [18]. Those goals, also provide a rationale (i.e. belong-
ing to the motivation layer) and the fundamental organization for the regulation
architecture we provide. This approach requires a complete study of the reg-
ulation: each regulation contains explicit rights, principles which can then be
translated into (regulatory) goals. Each goal is then refined into outcomes and
requirements. Each requirement helps in defining the necessary measures to be
put in place for compliance. It can be either a rule or a process or an organiza-
tional structure. To generalize this, we use the concept of business service.
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3.4 Services and Processes

Business services define the entry points of actions, sub-systems, processes to be
performed by an enterprise to be compliant with the regulation. They represent
answers to the previously defined regulatory requirements. They can be grouped
by important core regulatory functions, such as processing activities and personal
data maintenance. Contrary to [18] which expresses GDPR links between goals,
we define the dependency relationship between services: the legal principles,
and so goals, are to be considered as self-contained elements. But, the business
implementation may require information from another service. As a result, we
have to define an orchestration between the services that express the regulation.

Then we study each regulatory service and we define their behavior using a
high business processes description. Each service and their process implementa-
tion manipulate the related domain elements.

3.5 Implementation in Organizations

By having the regulation formalized as an architectural fragment, we aim at
simplifying its integration into an existing architecture or one in the process
of being defined (following the principle of compliance by design). We want
to ensure that a process (application and infrastructures) is in place in order
to support the corresponding business service. An Enterprise Architect has to
bridge this fragment to its specific implementation in the enterprise. We try
to be as much generic as possible regarding enterprises. As a consequence, we
cannot go deeper into the applications and technical layers. For instance, the data
retention period defined in the GDPR implies many different implementations
of deletion when the retention period expires as it depends on the data support
(paper, usb-key, internal information system, etc.).

4 Modeling GDPR in ArchiMate

4.1 GDPR Principles: Motivation View

As proposed in Sect. 3, we first need to understand the GDPR domain model
and goals. As domain models have already been proposed [12,13], we focus here
on regulatory goals.

We define an ArchiMate motivation view for the regulation (Fig. 1) which
helps to clarify the regulatory obligations with regard to the key principles of
the GDPR, set out in article 5 of the regulation.

First, the GDPR analysis highlights two important identifiable areas in terms
of regulatory obligations, compliance and accountability associated with their
control elements, Privacy Impact Assessment (PIA) and the record of processing
activities (see Sect. 4.4). These two obligations are represented as drivers in the
ArchiMate model. Then drivers give rise to goals that correspond to the 7 key
principles for the protection of personal data as they constrain the activities of
enterprises in terms of data and processing:
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1. Provide transparency on information about personal data usage
corresponding to the principle of transparency.

2. Obtain consent corresponding to the principle of free and informed data
collect and usage.

3. Ensure personal data accuracy corresponding to the principle of data
accuracy, requiring enterprises to provide procedures for updating data.

4. Restrict personal data collect corresponding to the principle of minimiza-
tion of data collection, according to which all personal data collected must
strictly comply with a purpose legitimately pursued by the enterprise.

5. Restrict personal data processing activities scope according to which
the processing on data must be directly linked to the enterprise activity.

6. Ensure right to oblivion corresponding to the principle of respect for the
right to be forgotten.

7. Ensure personal data security for the data security principle.

Fig. 1. GDPR motivation view

Article 5 of the GDPR sets out the obligation to obtain the data subject’s
consent (goal 2, Fig. 1). It must be free and informed, which implies that col-
lecting consent must be accompanied by sufficient information arising from the
obligation of transparency.

This obligation (goal 1 in Fig. 1), described in article 13 of the GDPR, is
based on the ability for the enterprise to provide data subjects with sufficiently
complete information at the time of personal data collection about the enterprise,
the data collected, their storage period, the processing operations to ensure
the right to oblivion (goal 6). In addition, it should describe all the processing
operations using personal data, the purpose of these operations, as well as the
data security measures (goal 7). These data security measures are set up within
the enterprise to prevent any use not in line with the stated objectives, and to
ensure their confidentiality and integrity. Depending on the enterprise activity,
these elements will have to be supplemented by general information on how to
exercise the rights to ensure data accuracy (goal 4) or forgetting, and the possible
means of recourse available for the persons concerned. The GDPR also limits
the collect and processing operations (goals 5 and 3) of personal data to data
and operations strictly necessary for the enterprise activities.
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4.2 Requirements and Business Service View

The GDPR obligations (i.e. regulatory goals) must now be refined into outcomes
and requirements as explained in Sect. 3. The global compliance to the GDPR
(i.e. goal “be GDPR compliant” in Fig. 1) involves implicitly a prerequisite of
knowledge of enterprise’s processes and data as well as an identification of the
GDPR concerns related to these processes and data. So as outcome, a knowl-
edge cartography (i.e, an annotated model of the enterprise information system)
about the personal data and processing operation needs to be established. This
cartography will then be used to reach most of the goals.

From requirements, four functional groups are defined. They represent the
core GDPR functions: processing operations and personal data maintenance,
consent management, data retention management, data security management.

Processing Operations and Personal Data Maintenance
One implicit claim of the GDPR is to be able to identify which data and pro-
cessing operations are affected by the GDPR. Data can be of different kinds of
personal (e.g. civil status, location data) and particular data (e.g. racial back-
grounds, political opinions). As shown in Fig. 2, the requirement Analyse per-
sonal data and processing operations regarding GDPR comes directly from the
overall goal Be GDPR compliant. To perform this analysis, a review of the enter-
prise processing operations (collection, profiling, archiving...) on personal data
(depicted by the two requirements Realize processing operations review and Real-
ize personal data review is necessary. From this review, we obtain a cartography
of enterprise data and processing activities related to GDPR. This cartography
must be kept up-to-date, giving rise to the update processing operations and
update data collection operations requirements. As a result two business services

Fig. 2. Requirements for processing operations and data maintenance
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Fig. 3. Requirements and services for consent management

are needed to realize these operations: one for defining the enterprise cartogra-
phy (of data and processes) and finding out what part of the enterprise system
is impacted by the GDPR; and a second one for keeping the cartography related
to GDPR up-to-date.

Consent Management
Is a central element of the GDPR regulation1. It determines the lawfulness of
the processing operations envisaged by the data controller. As shown in Fig. 3,
it contains the following requirements:

• define a consent form that will inform the data subject about his/her collected
personal data, the processing operations that the enterprise will realize, the
security means put in place. It contains all the legal information.

• provide accessible information: the form should be clear, understandable by
the enterprise data subjects.

• update the consent form: the form should evolve as the enterprise evolve
(information system, activities, providers, etc.) and as the regulation evolves.

• provide a service for collecting the consent : it corresponds to the collect of
consents from data subjects.

These 4 requirements are implemented in 3 business services that will be
detailed in Sect. 4.3. Two are related to the establishment and the update of the
consent form. One is the service responsible of getting the consent information
from the data subject.

Data Retention Management
Right to oblivion is a crucial right, that is historically present in national laws.
Article 5.1.e of the GDPR states that “Personal data shall be kept in a form
which permits the identification of data subjects for no longer than necessary for
the purposes for which the personal data are processed”. This article gives rise
to 2 requirements (Fig. 4):
1 The consent itself is also seen as a deliverable, see Sect. 4.4.
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• Define personal data retention: data retention may be limited in time regard-
ing by legislation or by enterprise activities. A process should be put in place
to ensure that the retention time is set according to the enterprise activity or
to some existing legal limitation periods.

• Delete data impacted by the right to oblivion: personal data must be deleted
after a user request or after the expiration of the retention period. Then it
should be removed from the active system but it can be stored as archive.

The related services implementation (services in Fig. 4) should ensure that
the retention period is set and updated according to the evolution of the regu-
lation or of the information system. It should also defined all the processes of
deletion, pseudonymization, anonymization of personal data according to arti-
cles 5.1.e and 89.1 of GDPR.

Fig. 4. Requirements and services for data retention management

Personal Data Security Management
The principle of data security laid down in the 2015 European Directive has
been considerably strengthened with the GDPR. Article 32.2 of the GDPR
refers in particular to “risk of accidental or unlawful destruction, loss, alter-
ation, unauthorized disclosure of, or access to personal data transmitted, stored
or otherwise processed”. So the GDPR introduces two new obligations for the
controller: the impact analysis and the obligation to notify if security breaches
occur. These obligations correspond to 4 requirements to ensure personal data
security (Fig. 5): Formalize a security policy, Identify personal data security risk,
Define personal data security risk mitigation and, in a lesser extend, Secure
data transmission. Indeed they are also needed to produce a Privacy Impact
Assessment (see Sect. 4.4) and most of them touch on the risk analysis (threats
identification, impacts and mitigation).
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4.3 Details of Business Services and Their Orchestration

Currently, we have identified 10 business services related to the GDPR. As rec-
ommended in Sect. 3, these services are studied in more detail by specifying their
links through an orchestration and their implementation through processes.

Business Services Orchestration
The business services orchestration is shown in the Fig. 6. Two symmetrical paths
can be followed: one when the system is put in place and another one for the
system evolution. In the first case, everything starts with the identification of
processing operations and data types related to the GDPR. It makes it possible
the definition of both the data security and the data retention processes. It also
impacts the definition of the consent form. Indeed the latter should reflect the
enterprise policy (including security, retention, communication to third parties,
etc) related to the previously mapped personal data and processing operations.

Fig. 5. Requirements and Services for Data Security Management

Fig. 6. Business service orchestration
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For the remainder of this section, we will focus on some representative busi-
ness services (one per group of Fig. 6.): Define processing operations and personal
data mapping to GDPR types, Define data retention, Define personal data secu-
rity, Define consent form.

As explained previously, we assume that a cartography of all the enterprise
data and processing operations has been performed beforehand. For sake of clar-
ity, the cartography is separated into two distinct business objects Cartography
of System Data and of System operations, which are interleaved in practice.
Define Processing Operations and Personal Data Mapping to GDPR
Types
This service is fundamental for all other services related to GDPR. Figure 7
presents the process of tagging the system data with GDPR types like gender or
genetic data. These GDPR types are provided typically by the GDPR domain
analysis (e.g. like in [12] or [8]).

The first sub-process consists in checking the system regarding privacy. It
answers the question: is there any personal data managed in my enterprise?
Then it tags the data with the correct GDPR type (e.g. biometrics, religion,
etc.). A similar activity must be realized for operations that manipulates these
tagged data. Only data (to be collected) and the processes which are actually
related to the enterprise activity (defined potentially in a business plan model)
are retained. Finally, we restrict the collect of the personal data which are related
to the previously kept processing operations. This helps in building the actual
cartography as well as providing the records of processing operations.

Fig. 7. Business service: mapping GDPR types on personal data and related processing
operations

Define Data Retention
This service is essential when a legal retention period exists (e.g., video moni-
toring should not exceed one month) or when the exploitation period finishes,
or following some recommendations (e.g., the personal data about a prospect
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who does not answer is ideally not kept above 3 months). Such a service is
thus relying on the cartography of personal data and processing operations. It
starts by Getting personal data (Fig. 8). Then, a retention period is assigned,
either according to a legal regime or according to the enterprise activity, and the
cartography is updated.

Fig. 8. Business service: data retention

Define Personal Data Security
It is aligned with the traditional risk analysis and mitigation processes: it con-
tains part of the privacy risk assessment (i.e. the IT security aspect). As shown
in Fig. 9, the process consists in identifying the impacted data and processing
operations, then in defining the risk - threats, impact (having three main security
concerns: unauthorized deletion, modification and transmission of data). Finally,
it consists in defining the security control and policy: the expected security result

Fig. 9. Business service: define data security
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Fig. 10. Business service: define consent form

will be involved in the PIA, the records of processing operations deliverable and
described in the consent form.

Define Consent Form
Establishing a clear consent that informs correctly the data subject is a difficult
task. The consent can only be established after all other main services were
executed as it depicts the personal data, their related processing operations and
their finality (in relation with the enterprise business), the retention times, the
GDPR legal information and the policy necessary to ensure the data security
(Fig. 10).

4.4 Deliverable Viewpoint

We finally propose a viewpoint concerning deliverables. The GDPR is based on
a documentation obligation that includes two essential elements that must be
produced at the request of the supervisory authorities: the record of processing
operations provided for in Article 30 and the PIA provided for in Article 35
GDPR. These mandatory deliverables are linked with the previously identified
requirements (Fig. 11).

Article 30 of GDPR lists the mandatory elements to be mentioned in the
records of processing operations: information identification of the controller and
recipients of the data, information relating to the categories of data (types), their
retention, processing activities and purpose, and a description of the technical
and organizational measures put in place to guarantee the security of personal
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Fig. 11. Deliverable view

data. The records of processing operations carried out as part of accountability
must be regularly updated. With such goal, four intermediate deliverables are
defined to ensure continuous compliance (Fig. 11): processing operation review,
data review, data retention policy and data security policy.

The PIA, 2nd mandatory element, must contain the elements of description
and justification of the relevance of the envisaged processing operations. Article
35.7 of GPDR also requires the documentation of a risk analysis and manage-
ment. For such requirement, standards such as ISO 27001 [19] can be useful.
Finally, the consent form is a central document for GDPR compliance (Fig. 11).
Even if it is not explicitly cited as an obligation, it is essential for compliance to
the GDPR.

5 Conclusion

This paper addresses the modelling of a given regulation (GDPR) as an EAM
fragment that needs to be integrated into a more global EAM. We defined an
approach for specifying a reference EAM for a given regulation: providing a moti-
vation, services and process that an enterprise has to deal with. Moreover, an
EAM fragment, depicting a regulation, helps enterprise stakeholders to under-
stand the regulation itself, its rationale and its impacts. Notably it provides some
guidance to implement the GDPR by identifying services and processes to be
realized and integrated by an enterprise to be compliant. This contribution is
concretized in an ArchiMate model of the GDPR.

In a future work, we will test our model on privacy by design real case
studies. Then, we will try to set up a tool to help with conformance checking
against existing enterprise architecture and conformance maintenance. We will
address in more details some services and processes like the data transfer to
third parties (notably outside the GDPR zone), the data migration right and
notification of security breaches. Finally we also want to generalize the approach
to many regulations and define its generic foundations.
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Abstract. From our experience cooperating with the Norwegian Armed
Forces, we outline two interconnected challenges for modelling risk and
security in an enterprise architecture: (1) modelling what is protected and
why it is protected with sufficient detail whilst being simple enough to
facilitate analysis; and (2) establishing automated support for analysing
and reasoning about the security models, something we deem crucial to
exploit the full potential of an enterprise security architecture. In addi-
tion, we sketch out our approach to tackle these challenges and outline
our future direction of work.
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1 Introduction

One the aims of an enterprise architecture (EA) is to create a consistent model,
or blueprint, of an enterprise’s structure and organisation, from its goals and pro-
cesses to its information systems. The model links different aspects, or domains,
that can be considered as architectures in their own right, and which can be
visualised through different views tailored for the specific domain and actors
concerned. Security is one such domain, which we will henceforth refer to as
enterprise security architecture (ESA), but which is often considered as one of
the least developed EA domains [21]. A very important element of ESA is risk1,
and the challenges presented here are a result of ongoing work with the Norwe-
gian Armed Forces to integrate risk and security aspects with their EA (see [8]).

There are several relevant concepts related to risk and security, which
are often defined differently according to context. For this paper we use the
following2:

1 For the Norwegian defence sector security is increasingly risk-driven, and a require-
ment in the law of national security for classified systems.

2 The definitions of threat and risk are adapted from NIST SP800-30 Rev. 1, while
security has its origin in NIST SP800-160.
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Definition 1 (Threat). Any circumstance or event with the potential to
adversely impact organisational operations, organisational assets, individuals,
other organisations, or the nation.

Definition 2 (Risk). A measure of the extent to which a threat can cause
adverse impact if realised (impact) and the likelihood of its occurrence.

Definition 3 (Security). The state of being free from unacceptable risks.

An ESA should therefore model how unacceptable risks are dealt with at
all levels of the organisation. There has been considerable work in developing
theoretical frameworks for realising an ESA, such as SABSA [16], or integrating
security aspects into EA frameworks [2,3,13,21]. We are, however, not familiar
with work focusing on more practical challenges in using and developing an
ESA. During the course of our work with the Norwegian Armed Forces, two
such challenges have become apparent:

1. Modelling, at a suitable level of detail, both what is protected and why it is
protected, and at the same time keeping the complexity of the models at an
appropriate level for analysis.

2. The lack of support for automated tools to perform analysis and reasoning
about the models as their scale and complexity increases.

The main motivation for developing an ESA should be to help ensure that the
modelled security measures are indeed the correct ones to handle the identified
risks, and do so effectively and efficiently. This requires adequate solutions to
both of our identified challenges; if not solved, the ESA may become nothing
more than yet another system to statically document security. Over the next
two sections we address these two challenges independently. For each, we intro-
duce the problem with related work, and outline how we chose to approach
them. Section 4 concludes the paper by addressing these challenges as a uniform
problem and briefly discusses the road ahead.

2 Challenge 1: Risk and Security Modelling in EA

Security is unique in the sense it does not provide any enterprise functionality in
itself – it enables secure use of other functionalities. Without an asset to secure,
or a threat to the asset, there is no point in adding security. The other peculiarity
is that determining whether something is indeed secure is very hard, and depends
on the context one considers. It is therefore crucial that the ESA includes both
the security measures chosen for the enterprise, and the motivational aspect of
security, in the form of the underlying risk, in order to provide the right context
for the security. This will ease the assessment of security measures, and make
their adjustment more effective in case of changes in the enterprise’s risk profile.
How to model this in practice is the real challenge, especially with regard to risk.

Risk and security are usually decomposed into several constituent. These are
then related to one another in order to ease the systematic analysis of relevant
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threats and possible mitigations. Although one can find minor variations in the
definitions of these factors, the underlying concept is typically that we have a
threat (event), where an actor exploits one or more vulnerabilities to gain access
to a valuable asset and cause a negative impact to an enterprise. Mitigations are
then put in place according to how severe the risk associated with the threat
is. Many of these factors can already be modelled in an EA. Security, in par-
ticular, is relatively straightforward to model, as mitigations usually take the
form of requirements, capabilities, services and processes that are already rou-
tinely modelled in an EA. Many risk factors can be modelled in EA languages
such as ArchiMate [3,21] and Unified Architecture Framework (UAF), however
the support in NATO Architecture Framework (NAF) [8], which is used by the
Norwegian Armed Forces, is more limited. Proposals even exists for integrating
Information System Security Risk Management (ISSRM) with ArchiMate [2,13].

The challenge is to find the right level of granularity of ESA models. On the
one hand, the list of possible threats, and the level of detail in which they can
be described, can quickly become unmanageable. On the other hand, a generic
threat can cover multiple cases, but be almost useless in designing appropriate
mitigations. Furthermore, it is not clear how risks in different domains of the EA
can be placed in relation to one another to achieve traceability and consistency.
A high-level business threat may correspond to several technical threats, while
attacks on actual systems may have consequences on business processes that rely
on them. These downwards, upwards and sideways dependencies in the EA show
the need for a holistic approach to enterprise security: we must be able to trace
the identified risks and threats across the EA. This contrasting need for a level of
detail which conveys enough information to properly assess the enterprise-level
security, but at the same time keeps complexity low enough to make analysis
feasible, is a major challenge for our work.

Some assistance can come from modelling approaches to risk and security
not specifically designed for ESA. CORAS [11] is a language developed specifi-
cally to model and analyse risk. It includes assets, vulnerabilities, threat actors,
threats, unwanted incidents, risks and security controls, and supports a very
granular level of detail. Misuse cases [17] exhibit security extensions of UML
use cases to model and relate threats in the form of scenarios that could, but
should not happen, together with mitigating scenarios. Attack trees [15] give a
hierarchical depiction of attacks using AND-OR trees, where each level of the
tree increases the granularity of the attack description. Attack-defence trees [9]
augment attack trees with security controls to protect or mitigate the attacks
or sub-attacks. Bowtie diagrams [14] enable diagrammatic separation of preven-
tative and reactive security mechanisms in relation to the underlying threat,
and have also been combined with attack trees [1]. Assurance cases can provide
structural argumentation for the security [19], and have been studied in an EA
context [22].

Figure 1 summarises the support for risk and security modelling in the
approaches discussed in this section. Here, we have separated support into: ded-
icated ( ), some ( ) and no support ( ). Some support implies that it is either
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Event Threat Risk Asset Actor Vuln. Impact Mitigation

ArchiMate (AM)
AM + ISSRM [2, 13]

AM extended [3]
UAF
NAF

CORAS [11]
Misuse cases [17]
Attack trees [15]

Attack defence trees [9]
Assurance cases [19]

Bowtie diagrams [14, 1]

Fig. 1. Risk and security support. Over line: EA frameworks; under: non-EA.

partially supported or that it can be indirectly modelled through other means
without dedicated support. There will naturally be some borderline cases where
our classification is open for debate.

2.1 Outline of Our Approach

In Fig. 1 we saw that threat is the risk factor that nearly all non-EA risk mod-
elling approaches support. Therefore, we decided to investigate how to best
model and achieve traceability of this risk component in an ESA, and leave the
modelling of the other ISSRM concepts for future iterations, if at all necessary.
We use NAF (version 3) as a reference EA framework, as it is what is currently
used by Norwegian Armed Forces, albeit we consider both the challenges and
the approach easily transferable to other frameworks, given their generic nature.

Fig. 2. Left/boxed: explanation of threat extension. Right: illustrative example.
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As a first step, we propose extending NAF with a threat component. Figure 2
(right) shows an illustrative example using this component, while the left-hand
side of the figure explains relevant components and relations. The example is
based on a fragment of a mine-sweeping operation employing unmanned and
autonomous vehicles [12]. Three of the activities are shown: first the unmanned
boat is configured and set-up for the mission; then it is deployed at sea where
it will autonomously reach the area to sweep for mines; and finally, it will
autonomously sweep for mines, based on some configuration parameters.

The threat component implicitly defines the assets to be protected and the
impact of the threat, by using the threaten and impact relations, respectively.
Note that both are needed as the impact may be on different parts of the model
from where the assets are, and that we only show where the impact is, not its
severity. In our case, the set-up activity is what needs to be protected to prevent
incorrect sweeping parameters being input, and impacting the mission by causing
the wrong area to be swept. We stress that the extension shown in Fig. 2 (left)
is simplified for the example and any EA assets that need protection can be the
subject of a threat. In this case it is an activity, but it can for example also be
information objects, services or software.

A management service supports the configuration of the system in the set-up
activity, so the threat to the activity has to be mapped to this service. In order
to map threats across layers of the EA, they may need to be decomposed and
refined to reflect different concerns and levels of abstraction. This may also be
required as there may be sub-threats that are mitigated in different ways. To
achieve this we have introduced a decomposes relation for threats, illustrated in
the example by decomposing the overall threat into three sub-threats.

As a bridge between a threat and its mitigation we can use requirement
components, which specify the mitigations needed to reduce the risk associated
to the threat. In our example, this translates into the properties the management
service should have in order to protect the set-up process from some of the
identified sub-threats. This “requirement bridge” has been inspired by “safety
constraints” found in the system-oriented STPA approach for safety [10] (and
security [23]). Requirements are not always necessary to express the motivational
aspect and achieve traceability, as in the case of the “policy validation” service,
where the threat is related directly to a concrete mitigation. What one may lose
in this case though, is the part of the motivational aspect used to show why a
mitigation is indeed correct and sufficient for the threat. This could be useful
to manage changes more efficiently at a later time. The example further shows
that by decomposing the threat, we can relate specific mitigations to different
aspects of the threat. This can also enable reasoning about completeness of the
threat mitigation.3

Summary and Next Steps. To summarise, we have started the first iteration of
our work by extending NAF with threat components which can be decomposed

3 For our illustrative example the decomposition is incomplete with other sub-threats
omitted for simplicity.
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and traced across the EA, and used requirements as a bridge between threats
and their mitigation. This bridge provides a logical abstraction of the mitiga-
tions needed to handle the threat. One interesting extension would be to use
assurance cases as a formal basis for arguing that a given threat has been han-
dled sufficiently. There are also several other ways to further extend the work.
While we use a single threat element, [2] separates it into ‘loss event’, ‘threat
event’ and ‘vulnerability’ (among others), and associates each part with different
layers of the ESA. These can then be related and traced. For instance, a loss
event can, via a threat event, be related to a technical vulnerability. Although
such classification of different types of threats may be desirable, and will not
necessary lead to larger models, we still believe a decomposition as illustrated
by our example is the right way ahead as there will not always be a one-to-one
mapping between threats at different parts of the ESA. Integrating other risk
components beyond threats and possibly vulnerabilities, would mean integrating
a complete risk analysis framework in the ESA. The question then remains as to
whether this is really desirable or it should be handled by a dedicated risk frame-
work. Our example has shown that just by incorporating threats, the size and
complexity of the model is substantially increased. Further extensions may make
it harder to achieve holistic reasoning about the ESA, thus reducing the effect
the ESA has on improving the enterprise security. The use of a dedicated risk
analysis framework, closely aligned with the ESA may be a good compromise
between the conflicting need for both detail and abstraction.4

3 Challenge 2: Automated Reasoning for ESA5

From the previous section we may conclude that complexity is unavoidable, and
accept that (purely) manual reasoning and analysis is unfeasible and automation
is required. Such automation is the topic of our second challenge. As an anecdote,
configurations for Amazon Web Services have become too complex to analyse
manually, and automated reasoning techniques are now being used to ensure
security properties of these configurations [4].

The types of question one would like to reason about in an ESA, partially
mentioned in the previous section, include: Are the security controls sufficient to
handle the identified risks? What are the consequences for security when chang-
ing existing processes or systems? What are the consequences for the security of
the enterprise when cancelling or delaying a project? Which business processes
will be impacted by given attacks or vulnerabilities?

Automated reasoning techniques require unambiguous semantics of the mod-
elling languages, which currently do not exist for NAF, ArchiMate or UAF.
Sunkle et al. [18] developed a translator for ArchiMate models that produces a
representation which enables analysis of how changes made to one part of the

4 As a result the ESA will also act as a document management system, such as the
ASCE tool by Adalard for assurance cases [https://www.adelard.com/asce].

5 More detail about this section is available in a (Norwegian) report [7].

https://www.adelard.com/asce
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enterprise effect other parts. It also generates a more holistic view of the tech-
nical details, which can be used for communication of the EA to a less technical
audience. This illustrates two potential applications of automated reasoning.
There are though reservations about such formal underpinnings to the mod-
elling, in particular with respect to mapping the EA to other representations
with conflicting semantics.6 Such mappings are not relevant for our particular
application domain, but even if they were, our belief is that multiple ways of
interpreting the same model are undesirable beyond analysis. Interoperability is
obviously important, but if each model has to come with an explanation of how
to interpret it, then one can question why we need the model in the first place.
For security, this is particularly problematic as it cuts across many aspects of
an enterprise, which typically are developed by different architects (with their
own semantics), and this amalgamate of different interpretations needs to be
combined into a uniform and holistic judgment of the security of the enterprise.
We therefore believe that a common understanding and semantics of the ESA
are crucial, possibly with the parts of the models that are not required for our
security analysis to be left undefined.

Fig. 3. Examples of security attributes and automated reasoning support.

3.1 Outline of Our Approach

To show feasibility for automated reasoning in an ESA context, we have devel-
oped a proof-of-concept prototype for a subset of NAF and implemented it for
Sparx Enterprise Architect (EA). Several examples have been developed to illus-
trate a range of different usages:

Vertical coherence across architecture layers. There needs to be coherence
between the architecture layers, e.g. to ensure that the enterprise operations
are secured in a technical layer, and that technical security mechanisms serve
a business purpose. Figure 3 (top) illustrates an example where reasoning

6 See the Open Group’s ArchiMate 3 documentation [http://tiny.cc/amch5].

http://tiny.cc/amch5
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is used to ensure that a security capability is realised at the service layer.
This is augmented by additional security properties specified by the security
architect, which we return to below.

Visualisation of capability strength across diagrams. NATO CIS Security
Capability Breakdown (SCB) [6] provides a hierarchical structure for secu-
rity capabilities, where each capability can be given a strength level, which
indicates the maturity of the capability. This strength level can be defined
recursively in terms of the strength of its sub-components, and be visualised
by colouring the capability box by using a scale typically ranging from dark
red (non existing) to dark green (perfect). We can use our reasoning engine
to automate the colouring of capabilities, either by providing the numerical
level directly or computing it from other components. Changes to one compo-
nent will then automatically cause dependent capabilities to be re-coloured.
Figure 3 (bottom) illustrates such colouring for a subset of SCB. Here, we can
see that ‘Defend’ depends on other sub-capabilities and a change of colour
in one of them (‘Detect’), causes the recolouring of ‘Defend’ (rightmost dia-
gram).

Change management. In the bottom example of Fig. 3 the ‘Estimate’ service is
being delivered by a project (l.h.s. of arrow) and when this project is removed
(r.h.s. of arrow) then the consequence in terms of reduced capabilities is
automatically derived and visualised. In Fig. 3 (bottom), this is visualised
by recolouring ‘Detect’ as a result of cancelling the project delivering the
‘Estimate’ service, and recolouring ‘Defend’ as a result of recolouring ‘Detect’.
This is an example of automated reasoning for change management. Changes
to plans or solutions may have impacts elsewhere, e.g. cancelling, or changing
the deliverables of a project may have considerable impacts on other services
or capabilities of the enterprise. Our techniques can reason about direct, and
indirect consequences to give an instant response to the architect, e.g. in the
form of alarms or colouring as we have illustrated.

Law, regulation and policy compliance. By encoding laws, regulations and
policies directly (in a formal way), compliance can automatically be verified.
One simple example is the requirement for certain Evaluation Assurance Level
(EAL) certification for software systems applied at given classification levels.
An alarm can then be raised if the requirement is not met.

To achieve support for automated reasoning, the models are translated into
a formal representation, which is analysed with the help of an external state-
of-the-art automated reasoning engine [5]. Both the nodes and edges of NAF
diagrams (in Sparx EA) are typed via a mechanism called UML stereotypes.7

In addition, the nodes can be augmented with additional security properties
via a mechanism we call security attributes8 (SA). A SA is a piece of formal
text, which the reasoning engine can interpret and use in the analysis. SAs are
intertwined with informal natural language description of the component, and
7 For simplicity, stereotypes have been omitted in Fig. 3, however we have given the

types of the nodes in the top corner, and some commentary for the edges.
8 This should not be confused with the business attributes found in SABSA [16].
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the formal and informal texts are separated by a dedicated markup.9 We have
illustrated SAs in Fig. 3 (top), but note that it is also the mechanism used to
achieve the colouring and change management (Fig. 3 (bottom)). The example
shows an additional security attribute, which states that the capability has to
be realised by services labelled by both ‘prevent’ and ‘defend’. Here this is the
case, but an alarm would have been raised if not.

Summary and Next Steps. This proof-of-concept has shown the feasibility of
automated reasoning in an ESA setting, however we have only applied it to toy
examples and for a limited set of problems. We have not yet attempted to reason
about mitigations with regards to given threats or risks, which is an important
element of our future work.

4 Towards a Combined Challenge

We have identified modelling and automated reasoning challenges for ESA
based on our experience in the Norwegian Defence sector, and sketched out
our approaches for tackling them. Whilst described as separate challenges, they
are indeed interconnected: what and how is modelled will impact what we can
reason about; but what we want to reason about, may change what we need
to model. Both challenges are also complicated by the nature of risk and secu-
rity: they are a permeating aspect of the EA and are context-dependent, so that
they cannot be addressed in isolation. Finding a suitable level of abstraction and
modelling it consistently to enable meaningful holistic automated reasoning is
therefore crucial, since it will be impossible to analyse the ESA manually.

Security is inherently risk dependent – if there is no risk then there is no
need for security. We must therefore address the reasoning challenge in a risk
setting, e.g. to analyse if modelled threats and risks are sufficiently mitigated
in the enterprise. This may require additional modelling elements, such as use
of structured argumentation of why the threat is mitigated via assurance cases
[19,22], and possible use of bowtie diagrams to separate preventive and reactive
security. The automated reasoning engine could then utilise “local arguments”
about a given threat to reason holistically about the security of the entire enter-
prise. By solving this combined challenge, we believe the potential of ESA can
be fully exploited and play a major role in securing future enterprises.
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Abstract. Technology management through enterprise architectures has
already become a widespread practice across large enterprises. Modeling and
evaluating the cybersecurity aspect of it, however, has just begun to get the
needed attention. This paper presents a cybersecurity evaluation methodology
developed for the reference architecture of the e-SENS project and derives a
generic framework for cybersecurity evaluation of an enterprise architecture.
The evaluation addresses both the high-level design artefacts (the reference
architecture) and operational solutions. Therefore, both a conceptual and an
empirical framework are developed as part of the methodology. The former
extends a goal-based security model with a threat-view incorporating stan-
dardized guidelines on security measures, whereas the latter captures and sys-
tematizes implemented project-specific security practices. The resulting
methodology effectively supports the evaluation and is easy to grasp by non-
technical people. Moreover, it is lendable to formalization, supporting a semi-
automatic process of solution architecture design.

Keywords: Cybersecurity � Enterprise architecture � e-SENS � Evaluation
methodology � Framework

1 Introduction

Supporting the management of technology by enterprise architectures, while essential
and useful, poses additional requirements for effectiveness and efficiency, such as:
accounting for the life cycle of the different aspects and attributes of the architecture
(interoperability, (cyber)security, change management, variability, etc.). Various
models to address these requirements have been proposed [1–3]. However, they mainly
address small-scale solutions, lack an account of a standardized process of technology
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management or require fully manual work on the issue under consideration. In this
paper, we present a cybersecurity evaluation methodology developed for the reference
architecture of the e-SENS project.1 The aim is to derive a generic framework for
cybersecurity evaluation of enterprise architectures that would be interoperable,
applicable to both small and large-scale scenarios, understandable by non-technical
people, but also technically sound to the extent that it is fully automatable and reusable.

The Electronic Simple European Networked Services (e-SENS) project aimed at
delivering reusable architecture Building Blocks (BBs throughout this paper) for the
implementation of cross-border and cross-sector digital services. In addition to
developing BBs as elementary parts of the e-SENS Reference Architecture (e-SENS
RA), corresponding implementations in several domains were piloted (eHealth/
ePrescription, eProcurement, eJustice, Business LifeCycle and eAgriculture), providing
a proof of the architecture feasibility and effectiveness. The e-SENS approach adopts
the TOGAF9 concept of a building block [1]. The BBs are combined and consolidated
into Solution Architecture Templates (SATs), as used by the European Interoperability
Reference Architecture2, and address specific real-world use-case. The BBs are
described along common dimensions, captured by the e-SENS Metamodel [4]. The
availability of solution templates not only facilitates the use of the BBs, but guides
developers in the realization of custom solution architectures. In doing so, significant
challenges appear due to the requirements for architecture solutions and the standards
and security solutions. Thus, an evaluation methodology is needed that is applicable at
architectural level, but which also presents the various features in a uniform way for all
of the BBs.

The evaluation presented in this paper includes model-based assessments at SAT-
level from the aspect of (cyber)security. Although designed for e-SENS, the method-
ology has been generalized and proven applicable for other contexts as well [5]. It
combines two complementary evaluation frameworks: conceptual and empirical. The
former builds on a standard goal-based security model known as the Reference Model
for Information Assurance & Security (RMIAS) [6]. This model was augmented by a
threat-view incorporating the ENISA guidelines on security measures [7] to provide a
holistic account of the security properties of the reference architecture. The empirical
framework, on the other hand, is an evaluation tool for the pilots, designed according to
the conceptual framework. It captures and systematizes the security practices deployed
in the solutions based on the reference architecture and provides recommendations on
how the BBs’ specifications can be fine-tuned to meet the security goals.3

This paper is structured as follows: the next section introduces the two parts of the
evaluation methodology – the conceptual and empirical evaluation frameworks. Each is
supported by a relevant discussion or recommendations related to the obtained results.

1 https://www.esens.eu/.
2 https://ec.europa.eu/isa2/solutions/eira_en.
3 Note that the terms “security” and “cybersecurity” are used interchangeably throughout the paper:
while the RMIAS addresses information security (& assurance) in general, the evaluation described
here focuses on cybersecurity, as information in e-SENS is mainly in electronic form.
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Then, our work is placed among the state of the art approaches. Finally, we conclude
and point to some future work plans.

2 Methodology: The Conceptual Framework

The conceptual framework aims at assessing how the technical specifications contribute
to meet the security goals. Two approaches are usually followed in the practice of
information assurance and security: a goal-based and a threat-based approach [8]. The
former defines the security goals, and then selects the countermeasures to reach these
goals [9]. The latter analyzes the threats and vulnerabilities of the system to be secured,
and then selects countermeasures mitigating the threats and vulnerabilities [10]. In a
cybersecurity evaluation at architecture level, a goal-based approach is usually taken, as
a threat-based requires detailed analysis of all system vulnerabilities, and a detailed
knowledge of the system behavior history. Such data is not available at system design.

The objective of the proposed methodology is twofold: (1) the core security goals
must be general enough to address all of the domain needs; and (2) they should be
applicable to any architecture derived from the BBs. Therefore, both a goal-based and a
threat-based approach are combined in this work in a coherent manner.

Figure 1 depicts the application of the conceptual framework to the e-SENS Sys-
tem, which is represented in the core diagram with all its assets: Network, Hardware,
People, Information, etc.

The security aspects (i.e. dimensions) composing the RMIAS goal-based view are:
Security Development Life Cycle SDLC (represented in green), Information Classifi-
cation (which corresponds to the RMIAS taxonomy), Security Goals (in orange) and
Countermeasures (in blue).

Fig. 1. The conceptual framework of the cybersecurity evaluation (Color figure online)
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• SDLC illustrates how security is built up along the system development life cycle;
• Information Taxonomy characterizes the nature of information being protected;
• Security Goals contain a broadly applicable list of eight security goals: Confiden-

tiality; Integrity; Availability; Accountability; Authentication (and Trustworthi-
ness); Non-repudiation; Privacy and Auditability.

• Countermeasures categorize the countermeasures available for information
protection.

To address the threats and vulnerabilities of the system, the goal-based model is
complemented by a threat-view, which is represented by the purple blocks in Fig. 1.

2.1 RMIAS and the Goal-Based View

The evaluation is preceded by goal-based modeling, performed along each of the
RMIAS dimensions. Information classification helps to understand the relevant security
goals associated with the system under evaluation. Information is classified by:

• Form: in e-SENS information is exclusively manipulated in electronic form;
• State: in e-SENS it can be in one of the following states: Creation, Transmission,

Storage, Processing, Destruction;
• Sensitivity: in e-SENS it can be either confidential, or non-confidential;
• Location: in e-SENS it is always at controlled locations.

The e-SENS System can be described through different views; in this evaluation,
we concentrate on the architecture description relevant to the various eServices. The
evaluation includes the cross-border SATs that were most employed by the pilots while
carrying the bulk of the security mechanisms: eID, eDelivery, Non-repudiation, Trust
Establishment, eDocuments, and Semantics [11–13].

The goal-based assessment is performed as follows:

1. The architecture of the system to be protected is described, and the various stages of
information manipulation are identified;

2. For each stage, the information is categorized according to the information view of
the security model. The associated security goals are deduced by the security expert
performing the evaluation (See Table 1 for example);

Table 1. Information classification template for the SATs; an example.

Information Sensitivity Location State Security goal

Authentication
request

Non-
confidential

Controlled Transit Integrity

Secure message
transfer

Confidential Controlled Transmission,
storage

Authentication, Non-
repudiation

… … … … …
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3. The security goals devised are then analyzed and classified in relation to the rele-
vant architecture (as shown in Table 2). The most generic description for each
column is Node_X - Node_Y; this refers to information exchange in three general
cases: (a) National infrastructure (b) Cross border infrastructure and (c) Direct end-
to-end.

2.2 ENISA Guidelines on Security Measures and Threat-Based View

The ENISA guidelines on security measures sublime an extensive list of national and
international EU electronic communications standards into a set of security objectives
divided by domain [7]. They outline 25 security objectives, each analyzed through
various security measures and supported by evidence testifying that an objective was
met. The security measures are grouped in 3 sophistication levels, whereas the security
objectives are divided in 7 domains of application. This provided a suitable framework
of complementary views to the goal-based security evaluation.

As information is the main security asset in e-SENS, many of the ENISA security
measures and objectives were not addressed by the evaluation. To determine those that
are relevant for e-SENS, a mapping of the contextual and security traits between the e-
SENS security needs and the ENISA provisions is performed, as presented in Fig. 2
showing the whole set of ENISA security objectives divided by domains. To represent
the relevance for the e-SENS context the boxes are colored and assigned the following
semantics: red denotes the relevance of that particular security objective (SO) for the
evaluation in the concrete domain (Dx); green represents the SOs for which e-SENS
can provide recommendations to future adopters of e-SENS building blocks; and
transparent (white) boxes denote that the SO is not relevant for the evaluation purposes.
Mapping the contextual and the security traits of RMIAS to the ENISA framework

Table 2. Template for goal-based end-to-end analysis of each SAT

Name of the SAT being evaluated
Point of assessment

End-point 1 Node_A … Node_X End-point Y

Access Control Yes Yes ... Yes
Authentication Yes Yes … Yes

Confidentiality No Yes … No

Integrity Yes Yes … Yes

Non-repudiation No No … …
Accountability … … … …

Auditability … … … …

Privacy … … … …

S
E
C
U
R
I
T
Y

G
O
A
L
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provides sufficient practical and scientific rigor in accomplishing the task of a holistic
cybersecurity evaluation. Moreover, it enables the extraction of specific guidelines and
recommendations for the security measures that must be adopted to meet the objectives.

2.3 Integrating RMIAS Dimensions and ENISA Objectives

Mapping RMIAS to the ENISA technical guidelines establishes correspondence
between each of the RMIAS dimensions and the ENISA Security objectives by
domain. It is represented as a matrix: each entry that lays at the intersection of an
RMIAS row-entry and an ENISA column-entry contains the information about the
reciprocal relevance of the two. The same matrix can also contain the results of the
assessing of relevance in the specific context. Such results are denoted by red-green-
white coloring the particular entry, with the same meaning as presented in the previous
section.

As Information is the main asset to be protected by the security mechanisms
specified by the e-SENS RA and implemented by the pilots, the mapping of Infor-
mation Taxonomy is granulated into: Creation, Processing, Storage, Transmission, and
Destruction. The result is a 25 � 25 matrix (see Table 3) with one additional dimen-
sion for Relevance represented by a particular color, as explained previously. This
additional dimension can be further fine-grained, for example by giving it numerical
weights. It enables a threat-view by domain for each goal-based dimension and its sub-
dimensions. Providing a threat-view starts as a subjective assessment, as the decision to
denote a particular table entry as relevant or not depends on the analyst’s expertise and
experience. This is also one of the inherent drawbacks of a threat-based method. To
ensure the least bias possible, the evaluation has been reviewed by more experts who
were involved in both the design of specifications and in pilot implementations. The
most important result from this cybersecurity evaluation, however, is the methodology

Fig. 2. Relevance of the ENISA guidelines in the context of e-SENS
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itself, which not only is it not subjective, but is based on rigorous standards and
scientific approaches.

To give an example, we can refer to the goal-based analysis of the pilots (presented
in Sect. 3.2). There, we show that the security goal Availability requires proper
account. In Table 3, there are 19 security objectives that provide a threat-view of
Availability relevant for e-SENS across all 7 domains. Eight are mandatory (in red) for
specification and implementation, whereas for 11 (in green) e-SENS provides recom-
mendations to future adopters. Depending on the domain, a catalogue of security
objectives can be designed to guide the specification and implementation of relevant
security measures. Governance and risk management can be similarly addressed.

Finally, it is worth noting that this table can further be checked for compliance with
international standards by comparing it against the mapping of ENISA’s domains and
security objectives to international standards in Sect. 6 of the ENISA report [7].

2.4 Discussion

The evaluation of the e-SENS SATs demonstrated that the specifications are grounded
on well-established security standards and solutions. Furthermore, all security goals can
be addressed by adopting one or a composition of BBs. Information in all its states and
locations can be adequately accounted for, depending on its sensitivity, in order to
devise a certain security goal. One of the most important traits of the e-SENS RA is that
its BBs are fully interoperable. This implies that by interconnecting the relevant BBs, a
certain security property can be leveraged to meet a desired security goal.

Table 3. Mapping RMIAS to ENISA guidelines by relevance for e-SENS security mechanisms
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By presenting a high-level overview of the architecture to which a security
mechanism applies, and by providing a catalogue of the security goals addressed by
each of the SATs, a non-technical person is able to grasp the potential of a certain
solution to satisfy given security requirements. Moreover, by providing a detailed
elaboration of the technical processes behind a solution and reference to the standards
on which it is based, a technical person gets the support to build a conceptual evalu-
ation model to satisfy the desired security goals. Hence, the analysis performed here
provides a common ground for understanding between various levels of experts in a
given organization. It also helps to organize the security policies spread over multiple
domains. Furthermore, it not only permits tracing contradictory security policy state-
ments, but also facilitates the identification of weak or omitted security policies.
Complemented with the more domain-specific security measures offered by the threat-
based analysis, it may contribute to more cost-effective and efficient solutions for both
public administrations and private organizations. Finally, the modularity of the analysis
by security domain, objective, goal and countermeasures allows to detect opportunities
for further improvement of both the system/architecture and the implemented security
mechanisms.

3 Methodology: The Empirical Framework

To provide a holistic view of the cybersecurity evaluation of the architecture and
validate the conceptual framework as a generic methodological tool, an empirical
framework was devised. This framework aims to close the gap between concept and
realization. A questionnaire4 was deemed as the most effective method to gather
information, given the time-frame available. It was designed to extract expert knowl-
edge and experience from the implementation of security mechanisms in the pilots. In
addition to the security aspects, some general system properties were also investigated.
The results obtained with the empirical evaluation framework directly answer to the
objectives of this work, while providing insights into the interdependencies between
the BBs’ specifications and their implementations.

3.1 Questionnaire Design

The questionnaire design follows the RMIAS premises. It contains five sections: four
focus on the RMIAS dimensions (Security goals, Countermeasures, Information
Taxonomy and System Security Lifecycle), and one obtains information about Trust
models implemented by the pilots. The results from the questionnaire in turn fed the
threat-view analysis of the architecture, providing the needed knowledge about the
system behavior and establishing a feedback loop between the design specifications
and the architecture implementation. Moreover, they provided valuable insights into
how the SATs address the same security objectives as the architecture building blocks
they are composed of.

4 http://tiny.cc/yjwfaz.
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3.2 Results and Analysis

The questionnaire was filled in by the relevant experts of all piloting domains. Fol-
lowing are the comparative and qualitative analysis of their feedback, divided by
sections.

Security Goals. The first section investigated the employment of security mechanisms
to address the desired security goals. As shown in Fig. 3, all security goals set to be
addressed by the specifications have been a requirement that was also addressed by one
or more of the pilots. One of the pilots, (eTendering) employed mechanisms for
addressing almost all security goals, which was to some extent expected, considering
that it was structurally the most complex and had to cope with all information states
during its lifecycle.

Confidentiality and Integrity were addressed by almost all of pilots, whereas the
results for Availability reveal that further considerations are needed in this direction.
On the one hand, assuring Availability of all resources and hardware, fault-tolerance
and redundancy is country-dependent. However, considering the fact that Hardware,
Software and Networks are among the security assets stated by the pilots, Availability
is expected to be among the top security goals to be addressed. The fact that no pilot
has reported consideration of Redundancy and Fault-tolerance, is thus of no surprise.
At the same time, it reveals a need for better consideration and proper accounting for
Availability as one of the major security goals.

Information Taxonomy. Information in e-SENS is tackled in all states in its lifecycle:
Creation, Transmission, Storage, Processing and Destruction. Some pilots did not
employ mechanisms to handle information securely in every state (see Fig. 4a), but all
pilots ensure secure transmission of information. However, dealing with information in
a particular state is highly context-dependent. Thus, no claim can be made on whether
some security mechanisms are lacking or if information is not handled securely. Secure
processing and creation of information were addressed to a greater or lesser extent.

Fig. 3. Security goals addressed by the pilots
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Variety of entities for which Information is the main asset are concerned in the
implementation of security mechanisms (as shown in Fig. 4b). Software, Networks,
Processes and People are also major security assets, whereas Hardware is only rarely
addressed. However, the number of security assets and the frequency of implementa-
tion of certain security mechanism are of less importance; the impact of the particular
asset for the overall system and the impact of the failure of a certain security mech-
anism are crucial. The choice of entities to be addressed by the security goals is both
context- and mechanism-dependent. However, as humans are at the core of all systems,
it can be observed that the human-factor is poorly addressed by the security mecha-
nisms. This is especially important if one considers that countermeasures can be legal,
organizational and purely human-oriented. Next, broader analysis of this issue are
presented.

Countermeasures. Regardless of whether a certain pilot implemented security
mechanisms with a concrete threat-model in mind, countermeasures could still be in
place due to mere operational system requirements. The countermeasures’ types
investigated here are: (i) Technical; (ii) Legal; (iii) Organizational; and (iv) Human-
oriented. Technical countermeasures that are widely employed by the pilots are
encryption and authentication. They are complemented with legal countermeasures in
the form of agreements/contracts, whose type depends on the pilot’s needs. Policies are
the organizational countermeasures implemented, whereas audit was reported by only
one of the pilots (eConfirmation). Human-oriented countermeasures are largely lacking,
with ‘Motivation’ and ‘Operational guidelines’ being the only ones considered.

The implementation of countermeasures is highly context-dependent. Not every
pilot has the same assets to secure or deals with the same risks. For e.g., whereas most
pilots employ only encryption and authentication as technical countermeasures, the
eHealth pilot also implements policy-based access control for authorization, and
patient-informed consent to address Privacy. However, starting from the lowest level
possible, training of both public administration, citizens and workers must be enforced,
since user knowledge and behavior are the first line of defense against cyber-threats.5

a) b)

Fig. 4. (a) The state in which Information is being dealt with; (b) Entities concerned by the
security mechanisms implemented in the pilots

5 ENISA guidelines (SO6) in D2: Human resources security.
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Trust. Trust mechanisms facilitate the accomplishment of Integrity and Account-
ability. Confidentiality, although mainly addressed through encryption, is also
strengthened by trust in the underlying infrastructure. All pilots employ one or more
types of trust mechanisms, depending on the needs of the intra-domain or the cross-
domain trust establishment. Although the Trust Network PKI6 is the most widely
employed BB, all of the Trust Establishment BBs are used by some of the pilots. One
trust issue reported by the pilots is that self-signed certificates are still widely used.
Although they may decrease the overall security risk of a transaction in some situa-
tions, self-signed certificates cannot be revoked, allowing an attacker with authorized
access to monitor and inject data into a connection, or spoof an identity if a private key
was compromised. This points to the need for adequate risk analysis, which was not
done by any of the pilots.

Trust analysis does not only help in the consolidation of security policies across a
system architecture, but it points to the fact that trust in the overall architecture is as
important as securing the information that flows through that architecture. The pre-
sented methodology enables this kind of trust reasoning and can be used to assure the
adopters of any of the architectural solutions of their desired trust properties.

Security System Lifecycle. This section explored the general lines of development of
the security mechanisms. In a way, it extracts the bigger picture of the security design
and management of the system.

Most e-SENS pilots base the choice for employing trust and security mechanisms on
an inherited infrastructure (from previous Large Scale Pilots7). The results are to a
certain extent a testimony of the ability to adapt novel security mechanisms to earlier
security infrastructures. This adaptability of security solutions is also an argument for
the architecture sustainability with respect to the BBs’ security capabilities. Therefore,
the fact that all pilots claim low expectations for frequent mechanism updates comes as
no surprise. In terms of stability of the security mechanisms, all security experts
responded that small changes in the security mechanisms would not have a big impact
on the remainder of the system. However, most of the pilots reported no redundancy
considerations in the security mechanism design. This again points to the need for risk-
modelling and analysis, and introduction to proper countermeasures during system
design.

Overall Evaluation of the e-SENS Security Measures. After performing the
cybersecurity evaluation of all SATs, the overall e-SENS security measures have been
evaluated and assigned a sophistication level according to ENISA guidelines. The
security measures are grouped in three sophistication levels as shown in Table 4.

Each level corresponds to some criteria judging of its attainment. The results are
backed by evidence gathered in support of the judgement. The levels are cumulative, so
the evidence for attaining level 2 applies to level 1 as well.

6 PKI stands for Public Key Infrastructure.
7 EPSOS (eHealth), PEPPOL (eProcurement), E-CODEX (eJustice), to name a few.
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The possibility of e-SENS RA to be adapted to the domain needs and to evolve with
the system speaks of its flexibility to retain the reached sophistication level. This wraps
up the complementary view on the goal-based approach and provides the cybersecurity
evaluation with operational recommendations for securing the e-SENS RA solutions.

3.3 Discussion

While not all pilots address all security goals or employ countermeasures, the fact that
all security goals were addressed, information has been accounted for in all of its states,
all entities were tackled by some of the security mechanisms and technical, legal,
human and organizational countermeasures are in place, testifies that the e-SENS RA
satisfies the cybersecurity requirements by the pilots. However, not all recommenda-
tions for a secure system operation and maintenance can and should be addressed by a
single project; imposing technical, legal, and organizational requirements is dealt with
on national or domain level. While desirable good practices may be part of its rec-
ommendations, mandatory security measures are not.

Table 4. Evaluation of sophistication level of e-SENS security measures according to ENISA
descriptions

ENISA description of sophistication
levels

Assessment of the e-SENS security measures
Level
attained

Evidence

Level 1 (basic)
- Basic security measures that could be
implemented to reach the security
objective
- Evidence for that

Yes Basic security measures are in place -
the arguments were detailed in the
BB’s security evaluation and the pilots
security evaluation

Level 2 (industry standard)
- Industry standard security measures to
reach the objective and an ad-hoc
review of the implementation,
following changes or incidents
- Evidence for that

Yes Industry security measures are in place
- demonstrated in the pilots security
evaluation and in the assessment of
technical maturity of the e-SENS RA’s
building blocks

Level 3 (state of the art)
- State of the art (advanced) security
measures, and continuous monitoring of
implementation, structural review of
implementation, taking into account
changes, incidents, tests and exercises,
to proactively improve their
implementation
- Evidence for that

Not
Yet

Not all e-SENS BBs have reached full
technical maturity and scalability
readiness; no comprehensive
documentation is provided to claim
accounting for changes, incidents and
tests to improve the implementation of
the security measures
However, solid basis for reaching level
3 can be provided: the current analysis
is a form of a structural review and a
proactive step towards
recommendations to improve the
security measures implementation
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Complementing a reference architecture with a methodology to encompass the
security goals from design time with tools to support the cybersecurity assessment is of
paramount importance for meeting the regulatory requirements as well. Clearly, the
mechanisms employed depend on the particular context and use case and cannot be
joined by a universal security mechanism. The results from the questionnaire
demonstrate that the generic security properties provided by the e-SENS RA are also
reflected in the pilot implementations.

To validate the adoption of e-SENS building blocks, special events named connect-
a-thons were organized within the eHealth pilot, where conformance and interoper-
ability tests were performed assisted by tools8 and skilled personnel [12]. The secure
and successful cross-border exchange of patient summaries and ePrescriptions was
simulated among at least 4 countries. It is the first attempt to reuse this testing
methodology for architectural assets created outside the eHealth domain.

This cybersecurity analysis joins the benefits of a goal-based approach with the
systemic nature of a threat-view on security management. It also helps to organize the
security policies spread over multiple domains. Furthermore, it not only permits tracing
possible contradictory security policy statements, but facilitates the identification of
weak or omitted security policies as well.

4 Related Work

The EU is making significant steps toward cross-border eServices interoperability and
implementation. The 2018 edition of eGovernment summarizes related policies and
activities in 34 countries and enlists cybersecurity as an emerging topic [14]. The NIS
Directive aims at ensuring a high level of network and information security across
Europe [15]. As a response to the directive requirements, ENISA, national governments
and National Regulatory Authorities engaged in joint work in order to achieve har-
monized implementation. Three non-binding technical documents were provided as
guidance to the NRAs across EU member states [7, 16, 17]. The presented analysis is a
contribution in similar direction and an effort to bridge technical solutions with regu-
latory policies and standardization.

There are approaches that cover one or more aspects addressed by our work [18,
19]. In addition, [20] describes a thorough process to include and evaluate security
aspects in all stages of the Information System lifecycle: requirement elicitation,
acquisition, design and implementation, operation and maintenance, and disposal.
Although security evaluation is included in the process, it follows a threat-based
approach and offers no evaluation framework or any reference or enterprise architecture
the systems might conform to. Evaluating certain cybersecurity attributes of enterprise
architectures was approached in [2, 3], which mainly rely on human effort. The same
stands for addressing interoperability in enterprise architectures [21]. Zuccato et al. [22]
provide a holistic account of “security requirements profiles” in an organization by

8 The Gazelle test suite, http://gazelle.ihe.net.
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assembling a set of “modular security safeguards”. However, they are concerned only
with the technical aspects and mainly serve the solution developers.

There is criticism about security design frameworks deemed to be too focused on
the technical aspects and falling short in detecting and addressing potential design
conflicts [23]. An example of this is a system that should implement both anonymity
and auditability. By joining the goal-based approach with a threat-view, the issue of
contradictory requirements in technology management through enterprise architectures
is addressed from design time. Finally, the generic framework presented here is easy to
understand by a non-technical person, while offering sufficient technical guidance for
the (cyber)security experts.

5 Conclusion and Future Work

Secure information exchange platforms are crucial to the correct functioning of the
services they support. The methodology presented here can be successfully applied for
a model-based evaluation in a practical setting. It bridges technical and business
solutions with the latest regulatory policies and frameworks. The employment of
RMIAS in practice has led to a goal-based security analysis of each architecture
construct, identifying how the technical specifications associated with them contribute
to meeting the security goals. The empirical security evaluation showed that although
the implementations were able to address the security goals, additional availability
measures, proper risk analysis, and provision of human-oriented countermeasures
require refinement of the architecture to provide further tools to reach the security
objectives.

Designing a methodology to analyze security measures provided by the imple-
mented security mechanisms and integrating the outcomes of such analysis into the
specifications allows for a technical person to cope more easily with the dynamics of
security changes that a system may require. Furthermore, by enabling a non-technical
person to understand the needs for implementing a certain security measures and the
implications of not addressing it adds value in terms of usability of the system itself and
for aligning the managerial requirements with the technical possibilities that an
architecture offers.

Although each e-SENS pilot performed the evaluation of the architecture via
domain-specific methodologies (e.g., connect-a-thons in eHealth), we pursue two
independent approaches for the security assessment of the building blocks. Firstly, we
plan to evaluate the eHealth pilot architecture with a tool such as securiCAD9. Sec-
ondly, we will formalize the conceptual framework of the methodology in order to
enable a semi-automatic solution architecture design and help the architect deal with
the variability and optionality of the design choices. An immediate step towards the
automation of solution architecture design is thus the automation of the quality-
attributes check. One way to do that is by employing denotational semantics as the
formal apparatus, but other possibilities will also be tested. Therefore, an open-access

9 https://www.foreseeti.com/community/.
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implementation tool will be created to allow reusability and testing of the methodology,
and moreover, implementation into real-world setting.
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