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Abstract. In this paper, we propose learning based pipeline with image
clustering and image selection methods for 3D reconstruction of her-
itage site using cleaned internet sourced images. Cleaned internet sourced
images means the images that do not contain an image with text, blur,
occlusion, and shadow. 3D reconstruction of heritage sites is one of the
emerging topics and is gaining importance as efforts are made to digi-
tally preserve the heritage sites. 3D reconstruction using internet-sourced
images is challenging as they often contain thousands of images taken
from the same viewpoint. We propose to use autoencoders to extract
robust features from images to cluster similar parts of heritage sites. We
propose to use the image selection algorithm to select images from each
cluster with the removal of redundant images. We demonstrate the pro-
posed pipeline using available 3D reconstruction pipeline for a variety
of heritage sites which contain one cluster to eight clusters and obtain
better visual 3D reconstruction.
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1 Introduction

In this paper, we propose learning based image clustering and selection methods
for 3D reconstruction of heritage sites. We use cleaned images which do not have
an image with watermark, blur, and occlusion as input to the proposed pipeline.
When a particular search for a heritage site is given on the internet we get a few
millions of images. For Example Hampi - a UNESCO world heritage site is spread
over 16 sq mi and has about 1600 monuments. There are more than three million
images on Google Image Search under the search label “Hampi”. The search
result contains various temples, fountains, stupas, paintings, sculptures etc. Most
of these images are captured from hundreds or thousands of viewpoints and
illumination conditions and may contain images with blur, occlusion, watermark
etc. We use the method proposed in [11] to clean the images before giving into
our proposed pipeline. This method proposed in [11] removes the images which
contain blur, watermark, and occlusion. But even after the removal, the acquired
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subset has redundant images which are not useful for 3D reconstruction and may
affect the quality of 3D reconstruction as shown in Fig. 1. Typically heritage sites
contain different parts like stupas (A hemispherical structure containing relics
that is used as place of meditation), pillars, mandapas (It is a pillared outdoor
hall), when 3D reconstruction of the whole space is carried without selecting
images the reconstruction is not good due to a large number of outliers coming
images with very near viewpoints which led to the selection of representative
images for 3D reconstruction. For the selection process, we categorize the image
into different parts of the heritage site and select a set of images from each part.

Most of the image clustering methods in literature talk about clustering as
a tool to parallelize the sparse bundle adjustment step as including this step
reduces the computational time. For large scale, 3D reconstruction efforts [1,8]
are made to cluster the input image set with respect to viewpoints, but we pro-
pose to cluster the similar parts of the heritage site and a select subset of images
for reconstruction. In [12] Thorsten Thormhlen et al., proposed an algorithm that
selects the images having a large number of feature points by estimating the error
of initial camera motion and object structure. In [3] Yasutaka Furukawa et al.,
proposed an approach for enabling existing multi-view stereo methods to operate
on extremely large unstructured images and to remove an image if the condi-
tions hold good even after the removal. By using these proposed approaches we
propose to select images by removing redundant images that do not contribute
to 3D reconstruction.

In this paper, we propose a pipeline with image clustering and selection
modules to select images for 3D reconstruction. We summarize our contribution
as follows:

– We propose learning based unsupervised image clustering to cluster similar-
parts of the heritage site. An autoencoder is trained on the cleaned internet
sourced images to extract robust features which are fed to a clustering algo-
rithm to obtain image clusters containing similar parts of the heritage site.

– We propose an image selection module to get a subset of images from each
cluster by removing redundant images. We use camera parameters and repro-
jection error factor in images to calculate the contributed value of the image
for 3D reconstruction and by using a preset threshold we decide whether to
retain or reject the image.

– We demonstrate the proposed pipeline using different heritage containing one
to eight clusters and also compare with 3D models obtained using cleaned
images.

In Sect. 2 we discuss the methodology of the proposed pipeline. In Sect. 3 we
demonstrate the results of the proposed pipeline. In Sect. 4 we provide concluding
remarks.

2 Learning Based Image Selection

We propose a pipeline as shown in Fig. 2, which consists of image clustering
and selection modules. We assume our input images to be free from the text,
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Fig. 1. Essence of image selection for 3D reconstruction

blur, occlusion etc. As it is evident from Fig. 1 even after the removal of these
images the obtained point cloud from cleaned images is noisy and contain a large
number of outliers. In the clustering module, images are clustered into respective
similar-parts of the heritage site. Images from all clusters are given to the image
selection algorithm, which removes redundant images. The selected set of images
are then used to 3D reconstruct the heritage site. In what follows we explain in
detail the image clustering and selection modules.

Fig. 2. Learning based image selection for 3D reconstruction

2.1 Image Clustering

Internet-sourced images contain all parts of the heritage site stored under a single
label. Hence it makes clustering an important step before images are given to
the image selection algorithm. In many clustering problems use handcrafted
features like SIFT [5], SURF (Speeded-Up Robust Features) etc. But not all
of the selected features are useful and relevant. In such a case choosing robust
features leads to better performance. In unsupervised learning, class labels are
not defined and choosing the right set of features becomes challenging because
all features are not important. Redundant and irrelevant features may misguide
clustering results. Hence we use autoencoders to extract robust features from
input images.

Autoencoders [4,10,13] work by compressing the input into a latent-space
representation and then reconstructing the output from this representation. It
consists of an Encoder and a decoder as shown in Fig. 3. By pre-training an
autoencoder network we except it to learn salient features of the input data.
This feature vector is given as input to the clustering algorithm to obtain desired
clusters.
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We propose a network that consists of convolution layers stacked at the begin-
ning to extract hierarchical features from the input images then flatten all units
in the last convolution layer to form a vector followed by an up-sampled fully
connected layer. Finally, it is down-sampled using subsequent fully connected
layers with only 25 units which are called an embedded layer. The input image
is thus transformed into a 25-dimensional feature vector as shown in Fig. 4 This
obtained feature vector is given to the Mean-shift clustering algorithm [2] to
obtain the clusters as shown in Fig. 5. In what follows we explain in detail the
Image selection module.

Fig. 3. Encoder-decoder network to learn robust features

Fig. 4. Convolutional Autoencoder architecture trained for feature extraction in our
proposed pipeline

2.2 Image Selection

Most of the image-based reconstruction for the generation of a detailed and
informative 3D model relies on the images chosen. So image selection plays an
important role in 3D reconstruction. Internet-sourced images are unstructured
and redundant in nature. Many Multi-view Stereo algorithms aim to reconstruct
a 3D model using all the images available [7]. Such an approach is not feasible
as the number of images grows. Hence, it becomes an important step to select
the right subset of images. After clustering, the clusters may contain redundant
images that may not contribute to 3D reconstruction. So we use image selection
to remove redundant images. The state of art Structure from Motion(SfM) [9]
provides precise camera poses and 3D coordinates of the scene. A measure func-
tion proposed in [15] is used to estimate. The contributed value of two matching
images to 3D reconstruction.

fjk = fac anglejk ∗ fac errorjk (1)
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Fig. 5. Clustering using the features extracted from encoder

where fjk represents the contributed value to 3D reconstruction of the combi-
nation of image j and image k. Let b be threshold and in our pipeline b is set
to 7 heuristically. By using Algorithm1 we remove the redundant images from
acquired image subsets. The retained images are used for 3D reconstruction as
shown in Fig. 6.

Algorithm 1. Image Selection
Input: Images i1 . . . in
for i ← 1 to n do

for j ← 1 to n do
fij+ = fac angleij ∗ fac errorij

for k ← 1 to n do

calculate contributed value without kth image;
for p ← 1 to n do

for q ← 1 to n do
fpq+ = fac anglepq ∗ fac errorpq

if fpq/fij less than 0.97 then

Retain kth image;
else

Remove kth image;

3 Results and Discussions

In this section, we present the results of our proposed pipeline. The proposed
pipeline is implemented on NVIDIA DGX-1 server with 500 GB RAM, 32 GB
NVIDIA Tesla V100 graphics processor. We used internet sourced and passive
crowd-sourced images to evaluate our proposed pipeline. We use OpenSfM to
compute depth maps and generate the 3D point cloud.

Note that a heritage site containing more number of clusters or no viewpoint
in common then the clusters are reconstructed separately. For the demonstration
of results, we use three heritage site datasets. Shanta Durga Temple, Bankapura
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Fig. 6. Image selection pipeline

Table 1. Statistics

Dataset Shantadurga temple Bankapur Nageshwar Pattadkal

No. of images Input 611 703 236

Cleaned 579 647 220

After image selection 305 139 92

No. of clusters 2 1 2

No. of SFM points Input 7,038,446 16,869,227 6,559,431

Cleaned 5,879,238 10,788,004 4,401,547

After image selection 3,007,136 3,033,418 1,544,580

Fig. 7. 3D point cloud of (a) Shanta Durga Deepa Stambha from input images (579
Images). (b) Shanta Durga Deepa Stambha with our pipeline (305 Images).

Nageshwar Temple, Pattadkal are chosen for the demonstration. Figure 7 is 3D
point cloud of Shanta Durga temple situated in Ponda (Tq), Goa, India. Figure 8
is the 3D point cloud of Bankapura Nageshwara temple situated in Haveri (Dist.),
Karnataka, India. Figure 9 is the 3D point cloud of Pattadkal temple situated
in Bagalkot (Dist.), Karnataka, India. Figure 7a illustrates 3D point cloud gen-
erated using 579 images. After image selection, 274 images were rejected. Note
that the image selection discarded nearly 47.32% of images. We can observe that
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Fig. 8. 3D point cloud of (a) Bankapur Nageshwar Temple from original images (647
Images) (b) Bankapur Nageshwar Temple with our pipeline (139 Images).

Fig. 9. 3D point cloud of (a) Pattadkal Temple from original images (220 Images) (b)
Pattadkal Temple with our pipeline (92 Images).

the 3D point cloud is noisy. Figure 7b illustrates 3D point cloud using 305 images
after Image Selection. The obtained point cloud is free from noise and clear. This
result indicates that Image selection is useful.

Similarly Figs. 8a and 9a illustrates 3D point cloud generated using 647 and
220 images respectively. And Figure. 8b and 9b illustrates the 3D point cloud
generated using 139 and 92 images respectively after Image selection. Table 1
provides more information about number of clusters obtained and SFM points
in generated 3D point clouds.

4 Conclusions

In this paper, we have proposed learning based image clustering and selection
methods for 3D reconstruction of heritage site using cleaned internet sourced
images. Cleaned internet sourced images means the images that do not contain
an image with text, blur, occlusion, and shadow. 3D reconstruction of heritage
sites is one of the emerging topics and is gaining importance as efforts are made
to digitally preserve the heritage sites. 3D reconstruction using internet-sourced
images is challenging as they often contain thousands of images taken from
the same viewpoint. We have proposed to use autoencoders to extract robust
features from images to cluster similar parts of heritage sites. We have proposed
to use the image selection algorithm to select images from each cluster with
the removal of redundant images. We have demonstrated the proposed pipeline
using available 3D reconstruction pipeline for a variety of heritage sites which
contain one cluster to eight clusters and obtain better visual 3D reconstruction.
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