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Preface

The third edition of InterSol was held during February 14–15, 2019, in Cairo, Egypt.
Cairo’s Ain Shams University hosted this annual international meeting under the
leadership of Prof. Ghada Bassioni. Just like the previous edition, InterSol 2019 was a
forum for scientific exchange and experience shared by people from all over the world.
Faithful to its main objectives, the conference served as a framework for the
participants to present their work addressing issues and problems in underserved and
unserved areas. In fact, populations living in underserved areas face problems in almost
all sectors: energy, water, communication, climate, food, health, education,
transportation, social development, economic growth, etc.

Through InterSol, researchers contribute to the remediation of these problems by
proposing innovative solutions. However, given the nature of the problems, it is
obvious that the proposed solutions can be sustainable, relevant, and effective only if
they integrate the interdisciplinary dimension. In other words, they must combine
different disciplines while taking into account geographical, social, economic, and
environmental specificities, among others. These are characteristics that make InterSol
unique in the African and even international scientific landscape. Its major strength
resides in the number, diversity, and quality of participants.

InterSol 2019 gathered researchers, scientists, educators, students, NGOs and
industry from Africa, Europe, Asia, and the Americas.

This volume includes, on the one hand, results of research efforts that were
submitted and selected to be presented at the InterSol 2019 conference. On the other
hand, the volume also includes selected articles that were presented at the Conference
on Research in Computer Science and its Applications (CNRIA 2019). The CNRIA
conference was held during April 25–28, 2019, on the campus of the Université Gaston
Berger (UGB) of Saint-Louis, Senegal. In this volume, there is a total of 18 papers (9
from InterSol and 9 from CNRIA) that treat different themes including: energy,
agriculture, electronics, networks and telecoms, health, social sciences, just to name
a few.

We believe that this volume will serve as a good distributor to widely spread the
great work presented at InterSol 2019 and CNRIA 2019. It shall also serve as a medium
to share the solutions presented by the scientists, who have participated in this
international gathering and are dedicated to tackling issues in underserved areas.
Indeed, the primary goal of InterSol is to contribute to alleviate living standards for
people in these areas, and InterSol 2019 has been another giant step towards this goal.

August 2019 Ghada Bassioni
Cheikh M. F. Kebe

Assane Gueye
Ababacar Ndiaye
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A Survey of Game Theoretic Solutions
for Cloud Computing Security Issues

Bernard Ousmane Sane1(B), Cheikh Saliou Mbacke Babou1, Doudou Fall2,
and Ibrahima Niang1

1 University Cheikh Anta Diop of Dakar, Fann Bp 5005, Dakar, Senegal
{bernardousmane.sane,cheikhsalioumbacke.babou,

ibrahima1.niang}@ucad.edu.sn
2 Nara Institute of Science and Technology, Ikoma, Nara 630-0192, Japan

doudou-f@is.naist.jp

Abstract. Cloud computing has become quintessential to information
technology as it represents the foundation of all the emerging paradigms.
Cloud computing uses virtualization to maximize resources utilization.
Despite its benefits, organizations are still reluctant to adopt cloud com-
puting due to its numerous security issues. Among the solutions that
have been provided to solve cloud security issues, game theoretic pro-
posals showed great potentials. In this paper, we survey the most repre-
sentative game theoretic approaches to solve cloud computing security
issues. We classify these approaches or methods based on their security
scenarios and their respective solutions. We overview different solutions
to control cloud vulnerabilities and threats using game theory. We also
investigate and identify the limitations of these solutions and provide
insights of the future of cloud security particularly on virtual machines,
hypervisors and data security.

Keywords: Cloud computing · Game theory · Security ·
Countermeasures · Virtualization

1 Introduction

Cloud computing has become quintessential to information technology (IT) as
it represents the foundation of all the emerging technologies: big data, Inter-
net of Things (IoT), artificial intelligence (AI), etc. The security issues of cloud
computing are numerous and complex, and greatly participate on preventing
its widespread adoption [13,23]. The existing security solutions are not suitable
for the dynamic aspect of cloud computing because they depend on traditional
security models (BellLaPadula (BLP) model, Biba model, etc.), that are more
adequate for static attack scenarios [33]. Additionally, the traditional cybersecu-
rity solutions are lagging behind in terms of quantitative analysis and decision-
making frameworks. Several solutions have been proposed to tackle the security
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2 B. O. Sane et al.

Table 1. A summary of useful survey papers in cloud computing and (or) the domain
of game theory.

Cloud computing

Reference Year Data VMs Hypervisor Method countermeasure

using game theory

Mathematical

perspective on game

theory

[33] 2016 No No No Yes Yes

[23] 2016 No Yes Yes Yes No

[13] 2014 Yes Yes Yes No No

[14] 2019 Yes Yes No Yes No

This paper 2019 Yes Yes Yes Yes Yes

issues of cloud computing. Among them, game theory methods have particularly
been effective [21,28]. As mentioned in paper [33], game theory and cybersecurity
have similar features. Indeed, in game theory, a player’s payoff depends on his
strategy and the strategies of the other players. In cybersecurity, the security of
an information system depends both on the administrator’s security policy and
on the attacker’s strategies. This commonality makes game theory an essential
mathematical tool for cloud computing security.

This manuscript is a survey of game theoretic methods for cloud computing
security issues. We first classify game theoretic methods based on their security
scenarios and respective solutions. Furthermore, from the threats and vulnera-
bilities on cloud computing, we study related security solutions that are based
on game theory. We also provide research perspectives on cloud security, par-
ticularly on virtual machine, hypervisor and data security. In Table 1, we show
how our paper differs from the existing survey papers – [13,14,23,33] – in this
field.

This paper is organised as follows: in Sect. 2, we present cloud computing.
In Sect. 3, we give some background and the application of game theoretical
concepts to cybersecurity. In Sect. 4, we present a variety of threats associated
with cloud computing systems and also their countermeasures by using game
theory approaches. This paper ends with the main conclusions and discussion
for future research in Sect. 5.

2 Cloud Computing Security

2.1 Cloud Computing:

IT resources have become easy to access with cloud computing where almost
everything related to IT can be serviced through the Internet [22]. The major
characteristics of cloud computing, such as elasticity (the ability to dynamically
adapt to the users resource needs), pay-per-use (which means, you just pay the
time services that you use), transfer of risk (a specific risk is passed from the
developers to the providers), etc., have revolutionized the way that we make use
of computing [29].
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We acknowledge that there are many definitions of cloud computing [13,29,31].
However, the National Institute of Standards and Technology (NIST) defini-
tion seems to cover all essential aspects [30]: “Cloud computing is a model for
enabling convenient, on-demand network access to a shared pool of configurable
computing resources (e.g., networks, servers, storage, applications, and services)
that can be rapidly provisioned and released with minimal management effort or
service provider interaction”. In summary, there are five essential characteristics:
on-demand self service, broad network access, resource pooling, rapid elasticity,
and measured service. Cloud computing has three service models:

– Software as a Service (SaaS), in which ready-to-use applications are serviced
to the customers,

– Platform as a Service (PaaS), in which the cloud service providers (CSPs)
provide design and development environments to the users

– Infrastructure as a Service (IaaS), in which the CSPs provision manageable
virtual machines to the users.

The NIST definition contends that there are four main deployment models
in cloud computing:

– Public clouds, which are open to anyone,
– Community clouds, restricted to groups with similar goals,
– Private clouds, restricted to a single organization and,
– Hybrid clouds, a combination of the aforementioned.

Despite all its benefits, security is the most important factor that is hindering
the wide use of cloud computing. In Subsect. 2.2, we present the classification
of cloud vulnerabilities.

2.2 Cloud Computing Security Issues

We present a variety of threats associated with cloud computing systems and
classify them into four categories according the services:

Infrastructure as a Service (IaaS)

– Network threats: in cloud computing, the virtual machines (VMs) are con-
nected through a network. Adversaries can launch various kinds of attacks
(XML Signature Wrapping Attack, Flooding Attack (DDoS), Metadata
Spoofing Attack, etc.) in a cloud system through its network which may
deteriorate the quality of cloud services.

– Host threats: are related to virtual machines, hypervisors and data. In fact,
on an existing cloud system, the support for security isolation is limited. Since
different VMs are sharing the same resources, the VM-based attacks exploit
vulnerabilities in the virtual machines or the underlying hypervisor in the
LAN (Local Area Network) to violate data protection and affect the cloud
services. Host attacks can be split into subcategories:
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• VM to VM attacks: in which we have cross-VM side-channel attacks,
scheduler-based attacks, VM migration and rollback attacks, etc.

• VM to Hypervisor attacks: in which we have VM Hopping and VM Escape
attacks, etc.

• Data attacks: in which we have Data Confidentiality, Data Integrity, Data
Availability, Data Isolation, etc.

Platform as a Service (SaaS)

• Application threats: Risks associated with the Applications-based attacks
include: Malware injection, steganography attacks, Web services- & protocol-
based attacks, Security Misconfiguration, SQL Injection Attack.

Software as a Service (PaaS)

• Information security policy issues: the provider is the manager and he
defines the security policy and the security mechanisms of the deployed ser-
vices. Improper Data Sensitization, Information leakage, Vendor Lock-in are
the problems that can arise from poor management.

3 Overview of Game Theory

In this section, we elaborate fundamental notions of game theory.

Definition 1. Game [28].
A description of the strategic interaction between cooperative and non-
cooperative players where the payoff of a player’s choice of action depends on
the action of other players.
In game theory, we use the following terms to describe a game:

– Player: a participant of the game who is called to make a decision for actions.
– Action: an action by a player refers a move in the given game.
– Payoff: the recompense or penalty inflicted to a player as a result of his

action in the game.
– Strategy: the Oxford Dictionary defines strategy as “a plan of action or
policy designed to achieve a major or overall aim” in a game.

Definition 2. Game theory is a branch of mathematics used to model all situ-
ations where we need to make decisions.

Definition 3. Nash equilibrium: or strategic equilibrium, is a stable state of the
game in which no player can unilaterally change his strategy and get a better
payoff. It is represented by a list of strategies, one for each player.

Definition 4. Non-cooperative game [33]: is a game in which each player is
interested by his own gain. The players are said to be selfish.
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Table 2. Game models and security issues

Game model Suitable scenario Solution Reference

Non-cooperative

games

Static

games

Incomplete

imperfect

DDoS attacks vs

admin network

Bayesian nash

equilibrium

Liu et al. [18]

Intrusion

detection

Bayesian nash

equilibrium

Liu et al. [19]

Complete

imperfect

Information

warfare

Bayesian Nash

equilibrium

Carin et al. [6],

Jormakka et al.

[11]

Dynamic

games

Complete

imperfect

Intrusion

detection

Optimal

solution

Alpcan et al. [2]

Network security Nash

equilibrium

Nguyen et al. [24]

Incomplete

imperfect

Network security Nash

equilibrium

Alpcan et al. [1]

Network security Nash and

Bayesian

You et al. [4]

Complete

perfect

Computer network Nash

equilibrium

Lye et al. [20]

Risk assessment optimal solution Xiaolin et al. [34]

Security and

intrusion

detection

Nash

equilibrium

Nguyen et al. [25]

Incomplete

perfect

Intrusion

detection in

mobile ad-hoc

network

Nash and

Bayesian

Patcha et al. [26]

Information

network

Nash

equilibrium

Alpcan et al. [3]

Intrusion response Optimal

solution

Bloem et al. [5]

Definition 5. Cooperative game [33]: is a competition between groups of play-
ers, rather than between individual players. Players who are in the same group
cooperate.

Remark 1. In reality, many cybersecurity issues are non-cooperative games [33].
Hence, in the remaining of the paper, we will focus on Non-cooperative games.

3.1 Classification

Based on a number of stages (one or multiple), we have Static and Dynamic
games [33].

– In a static game (or strategic game), each player makes a single decision at the
beginning of the game at the same time and each of them has no information
about the actions of the other players before making their own action.

– A dynamic game (or extensive game) is a game that is comprised of multiples
steps, and players may have some information about the outcomes of the
previous games.

We have the following sub-classes in Static and Dynamic Games:

– perfect information or not;
– complete information or not.
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Table 3. Analysis of game theoretic methods for VM to VM attacks and VM to
hypervisor attacks in cloud environments.

Cloud Resource Allocation Games, (Jalaparti et al. [10], 2010)

Characteristics Parameters and assumptions

a. Define a CRAG (cloud resource allocation

game)

Game CRAG: Static

SCRAG: Dynamic

b. Prove that with a function named linear

cost functions, the cost to the system at

Nash equilibrium is at most a constant

factor over the optimal

Game players Cloud users

Provider

c. Define an SCRAG (Stackelberg CRAG)

and two types of strategies: Aloof Strategy

[10] and Least cost first strategy [10]

d. Using strategy named Least cost first at

the SCRAG, they show the cost to the

system at Nash equilibrium is at most 1/α

times worse compared to the optimal

assignment for the CRAG where α is the

fraction of jobs to the optimal assignment

for the CRAG

Assumptions - As resource, only CPU is considered for all

clients

- Selfish clients

- The provider’s goal is to optimize the total

utility of the clients

- The cloud has sufficient amount of

resources

Game Theoretic Modeling Of Security And Interdependency In A Public Cloud, (Kamhoua et al. [12],

2014)

Characteristics Parameters and assumptions

a. Study the interdependence problem in a

public cloud

Game Static

b. Game theory is used to model the

scenario in which an indirect attack is

considered for independent users

Game players Cloud users

c. The model is defined so that the

hypervisor is not directly compromised

Assumptions - Players are rational

- Each player has two strategies: Invest in

security or not

Security Aware Virtual Machine Allocation In Cloud: A Game Theoretic Approach, (Kwiat et al. [17],

2015)

Characteristics Parameters and assumptions

Game Static

a. Propose a solution that minimize

interdependence in [12]

Game players Cloud users

b. Nash Equilibrium doesn’t dependent of

the hypervisor’s behavior with independent

users (malicious or not)

c. Resolve issues of Interdependency among

several users

Assumptions - Players are rational

- Each user runs only one virtual machine

Establishing evolutionary game models for CYBer security information EXchange (Cybex), (Deepak

et al. [32], 2016)

Characteristics Parameters and Assumptions

Game Non-cooperative dynamic game

a. Cybex (CYBer security information

EXchange) game formulation and analysis

Game players Firm

b. To find the optimal Equilibrium solution

for the stability of a chosen strategy

Assumptions - The players are rational

- Firms are dynamically evolving and

interacting in a non-cooperative manner

Remark 2. All static games are of the sub-class imperfect information because
they only have one stage.

Table 2 shows the connection between cybersecurity and game theory. Flag-
ship papers contributed to this relationship [15,16].
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4 Discussions on Different Game Theory Methods
Applied to Host Threats

We present the state-of-the-art practices to control virtual machines, hypervisors
and data vulnerabilities using game theory.

4.1 Game Theoretic Methods Against VM to VM Attacks and VM
to Hypervisor Attacks

Based on the independent nature of cloud users, the literature review suggests
that using game theory can help solve many issues such as virtual machine
allocation [27,35]. Hence, some papers like [10,12,17] focus on game theoretic
approaches and their applications to efficient and secure virtual machine resource
allocations.

In Table 3, we compare different papers that use game theoretic methods for
virtual machine and hypervisor security on cloud computing system [10,12,17,
32].

4.2 Game Theoretic Methods Against Data Attacks

On cloud computing, many users share the same storage platform. This allows
malicious (but legitimate) cloud users to get access and alter other users’ data.
In table 4, we analyse papers [7–9] that talk about data security on cloud com-
puting.

4.3 Discussions and Challenges

In cloud computing, multiple clients share the same resources like CPU that
could cause interference between users’ tasks. For instance, if we consider the
rates per CPU/hours, a client will be paid more when the server is loaded than
when it is not. This means that the interaction between customer tasks has an
impact on prices. However existing pricing and scheduling schemes do not focus
on these interconnectedness between the clients who are hosted in the cloud. As
solution, in 2010 Jalaparti et al. proposed a game theory method for modeling
the complex client-client (CRAG) and client-provider (SCRAG) interactions in
a cloud [10]. Unlike traditional solutions, they ensured that the pricing will be
optimal and proportional to the resources used by the clients. On the provider
side the resources will be used optimally.

On the other hand, a the major factor that makes difficult the adoption of
the cloud comes from the danger of sharing the hypervisor. In fact, an attacker
can launch an indirect attack on user x by first compromising the VM of user y
and then passes on the hypervisor. If the latter is compromised, all the machines
which are connected to it will be compromised including that of user x. This is
an interdependency problem, where the security of one user may impact the
security of another user. It is another interaction between cloud users that
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Table 4. Analysis of game theoretic methods for data security in the cloud.

Smart Cloud Storage Service Selection Based on Fuzzy Logic,

Theory of Evidence and Game Theory, (Esposito et al. [8],

2015)

Characteristics Parameters and Assumptions

Game Non-cooperative game with

complete information

a. They used fuzzy inference for choosing

the best service against the problem of

storage service selection

b. Diverse formulations of the strategies

to efficiently find the best solution

Game players Customers

Assumptions -Egoistical players

-Each player is interested by

how to optimise its own cost

without any consideration of

the situation of the other

players

Data Integrity and Availability Verification Game in

Untrusted Cloud Storage, (Djebaili et al. [7], 2014)

Characteristics Parameters and Assumptions

Game Non-cooperative game

a. Resolve the cloud data check for that

they define cloud storage verification

game and find the Nash equilibrium for

solving the game

Game players Third party auditor

Cloud provider

b. Consider more realistic assumptions in

their model

Assumptions - The provider stores the

clients data

- The third party auditor

checks data by using a

deterministic schema

- Strategy type: Mixed

strategy

- Third party auditor actions

are ‘check’ or ‘not check’

- Cloud provider actions are

‘delete’ or ‘modify’

Auditing a Cloud Providers Compliance with Data Backup

Requirements: A Game Theoretical Analysis, (Ziad Ismail et

al. [9], 2016)

Characteristics Parameters and Assumptions

a. Focus on verifying data availability

when data is outsourced to the cloud

provider

Game Non-cooperative static game

b. Third party auditor’s optimal

verification

Game players The provider and the Third

party auditor(TPA)

c. With a case study, they experiment the

analytical results

Assumptions - Players are rational

- Auditor has as strategy to

‘check’ or ‘not check’ and the

provider, ‘replicate’ or ‘not’

traditional security methods cannot resolve. We contend that game theory is
exactly right for this situation. This is because it is described as a mathematical
model between opposing, or cooperating decision-makers. Hence, Kamhoua et
al. viewed attacks on the hypervisor and how to mitigate them from a game
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theoretical perspective [12]. Kwiat et al. [17] proposed a solution against the
negative externality issue that was elicited in [12]. However, in [12] and [17] a
game player knows other players estimated loss.

A collaboration of security agencies is necessary to cope with future cyber
crimes. However, a framework is needed to facilitate the exchanges between the
agencies or firms: Cybex (Cybersecurity Information Exchange). The authors in
paper [32] studied Cybex using game theory, because Cybex involves firms, i.e.,
decision-makers. In addition, the connection between game theory and cyberse-
curty is already established [12,33]. However, the authors considered just two
crucial problems related to cybersecurity.

Integrity and availability are the main issues we encounter while storing data
in cloud computing systems. Despite the proposal of several verification schemes
in the literature, questions are still asked about the frequency of verification
schemes and their optimal/efficient usage. The best approach will be to use game
theory to achieve the minimum cost, maintain accuracy and consistency. That
is why in [7], the authors tried to find the best approach by treating the data
integrity check issue as a non-cooperative game, and by deriving the minimum
verification resource requirements and the optimal strategy of the verification.
Similarly, Ismail et al. analyzed the issue of checking availability of the data
when it is outsourced to a cloud service provider [9]. They formulated the issue
between the cloud provider and the third party auditor as a non-cooperative
game for finding an optimal data verification strategy.

As future works, [10] opens exciting challenges such as: the proposition of
other game models that take into account different types of resources, including
many cloud service providers, and various privacy and security constraints that
a user might require, e.g., Client X may not want to be collocated with Client Y.
It will be also interesting to redesign the proposal of Kwiat et al. [17] as a game
with incomplete information and to extend the proposal of Tosh et al. [32] with
different investment scenarios. The authors of [7] focus on data verification and
integrity in cloud computing systems where the provider is dishonest. However,
their work requires improvements by considering other assumptions such as the
externalization of several types of a data to a provider, replication of data, etc. In
[9], the authors experimented with the aforementioned situation by replicating
each type of the same data numerous times in the cloud. They featured in limited
parameters: size and sensitivity.

5 Conclusion

This survey summarizes the advantages and limitations of several cloud proposals
on virtual machine security, hypervisor security and data security, that use game
theory. In each category of the proposals, we reviewed the parameters, assump-
tions and characteristics of the proposed solutions. We notice that game theory
solves many security issues that traditional methods cannot solve. Among these
problems, we have: interactions between users tasks, interdependency problem
between users on the same hypervisor, data verification for achieving minimum
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cost, maintaining accuracy and consistency data, etc. We observed fundamental
limitations in some proposed game model solutions that should be taken into
account in future research.
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Abstract. Many techniques for the assessment of Carbone sequestration are
developed for classic forests. But less researchers are interested in the evaluation
of the Carbone sequestration capacity of marginal forests. In this paper, we
propose an innovative technique of evaluating the capacity of Carbon seques-
tration of marginal forests, based on a new allometric equation and a new
technique of colored and multiband image classification.
Based on a series of 151 plots identified and characterized in 15 training

representative sites, we identify the various species present on the site of study
and we customize the Brown allometric equation. The obtained equation is
successfully used to assess the capacity of Carbone sequestration of marginal
forests in Adamawa Cameroon. Finally, we obtain that the gallery forests of
Mayo Paro sequestered 194.22 t/ha while closed plant formations of Vina
sequestered 108.85 t/ha. These results are validated through a verification
mission on the site of study.

Keywords: Colored image classification � Vina closed plant formations �
Gallery forest � Allometric equation � Carbone sequestration � Marginal forest

1 Introduction

The increase in greenhouse gases (GHGs) concentration in the atmosphere, mainly
carbon dioxide (CO2) and methane (CH4), is recognized as one of the causes of current
climate change. This increase in GHGs in the atmosphere is, nowadays, one of the most
studied issues. Thus, a great scientific interest has developed around forests with their
ability to sequester carbon in their biomass via photosynthesis. This stored carbon is
lost and abandoned in the nature when the forest is destroyed and combusted, inducing
the increase of the proportion of this chemical element in the atmosphere. According to
[1] and [2], CO2 emissions from land-use change is the second leading cause of
increased atmospheric CO2 concentration, after emissions from fossil fuel combustion.
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In Cameroon, forests cover 41.3% of the national territory and represent 10% of Congo
watershed forests [3]. According to [4], greenhouse gas emissions in Cameroon in 1994
were estimated at 43 988 Gg of CO2, equivalent with 50.44%, 37.83% and 7.36%
caused respectively by land use change, agriculture and energy.

In order to limit the increase of CO2 in the atmosphere, strategies such as the Clean
Development Mechanism (CDM) and REDD have been developed to reduce GHG
emissions such as methane and CO2. The REDD mechanism, introduced at the Bali
Conference in 2007, is to compensate developing countries that reduce deforestation
and forest degradation over a period of time. In order to benefit from the financial or
technological revenues linked to these mechanisms, it is essential, if not imperative, to
know the amount of carbon stored in forests. However, few data on biomass or carbon
stock in sub-Saharan Africa, notably in Cameroon, are available to date and most of the
studies that have been conducted there have been conducted in the dense forests of
greater South-Cameroon, part of the Congo watershed [5–7]. The state of the literature
on the issue in the Sudano-Guinean savannahs of Adamawa reveals a need for
knowledge on the quantification of the carbon stock in this ecosystem and mainly on
closed plant formations. The studies carried out by [8] and [9] constitute reference
frames in the Sudano-Guinean savannahs of Adamawa. To evaluate the carbon stock in
the ecosystem, the authors used the classical allometric equation [10] as if the site of
study were in the dense forest of Congo watershed.

In this study, based on the spatialization and quantification of Gallery forests and
closed plant formations, we propose a new methodology of sequestered hypogeous
carbon stock evaluation. The proposed approach, thank to an inventory of various
species present in the site of study, customizes the classical allometric equation for
sequestered carbon estimation and describes an accurate methodology of carbon stock
evaluation, based on a new technique of colored image classification, adapted for
marginal forests.

The remaining paper is organized as follows: we first present, in the next section, the
site of study, then in the 3rd section, we present the materials, data and methods. In the 4
section before the conclusion, we present and discuss some relevant results obtained.

2 Site of Study

The site of study is located in the Cameroonian Adamawa region (Fig. 1), between 12°
and 15° East Longitude and between 6° and 8° North Latitude. The Mayo Paro
watershed is located in the district of Tignère, the capital of the Division of Faro-et-
Déo, Adamawa Region. It is located between latitudes 6°60′ and 7°24′ North and
longitudes 12°30′ and 12°42′ East. Limited in the West by the Galim-Tignère sub-
division, it shares its northern borders with the Mayo Lolti watershed, in the South with
the Mayo Poutghou watershed and in the East with the Mayo Tignère watershed. The
catchment area covers an area of approximately 56 118.7134 ha, occupied by 12
villages: Loungtoung, Walkossam, Mayo-Toloré, Laura, Sadeck, Mayo rounkongo 1
and 2, Paro lewel 1 and 2, Gassanguel, Carrefour Galim, and Paro Ndjidda. The climate
is equilibrated by a rainy season and a dry season. The temperature varies from 12o to
34o. The main activity in the study site is breeding.
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3 Materials, Data and Methods

3.1 Materials and Data

To carry out the inventory, we used: a GPS (Global Positioning System) terminal for
the acquisition of geographic coordinates of eligible trees in selected plots; a tape
measure to measure the circumference of individuals (eligible trees); a digital camera
for taking pictures of trees to determine their height; inventory sheets to copy auxiliary
data; machetes to facilitate progression in the forest and to bark trees and a meter board
to calibrate the height of individuals for the height evaluation process.

As data, we used Landsat images taken on May 2014, with 30 m spatial resolution,
for the extraction of information related to the areas of the closed plant formations of
the site of study. We also used Google EarthView images to locate the site of study.

3.2 Methods

Following is the flowchart of the proposed approach (Fig. 2).

Fig. 1. Localization of the site of study.
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3.2.1 Preliminary Work
The preliminary work consists of the first five actions of the flowchart.

From the laboratory, on the one hand, the conceptual model of data is built and the
relational model is derived for the inventory sheets building. On the other hand, from
the Landsat image acquired, the site of study is identified and extracted. From the site
of study, the various training sites are localized and their geographical coordinates
extracted.

3.2.2 Field Missions
Once the preliminary work is done in the laboratory, the first mission is organized on
the field. Within this first mission; in the first site of study (closed plant formations), 90
plots of 400 m2 each are carried out in 09 representative sampling sites. In the second
site of study, 61 plots of 400 m2 each are carried out in 6 sampling sites. The sampling
sites were chosen accordingly to the accessibility and representativeness of the plant
formation.

The floristic inventory consisted of identifying and characterising, for each plot, all
trees of at least 31.5 cm circumference and at least 5 m height within the plot. Indi-
viduals that did not meet these criteria were simply identified and registered in the
database, without being menstruated. On each of the individuals fulfilling the above
conditions, the determination of scientific names was done in situ, thanks to the
“Ligneux du sahel” [11] book. For unidentified species, specimens were collected for
identification at the Cameroon National Herbarium. The circumference was measured

Fig. 2. The flowchart of the proposed approach.
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in order to deduce the Diameter at Breast Height (DBH). In the forest, some trees had
foothills at 1.30 m (DBH). For this category, we measured the circumference beyond
the buttress as suggested in [12]. To determine the height of the trees, we used the
photograph of the tree calibrated with a meter board, and we determined the height
thanks to the software “Mesurim” [13].

3.2.3 Determination of Biomass and Carbon
In order to determine the amount of carbon stored at the individual level and consid-
ering the diversity of species, the use of allometric equations for each species would be
ideal because of the diversity of forms [14]. But considering this diversity, lack of
resources forced many researchers to use the same methodology for all species.

Many authors use regression equations for the most commonly encountered species
in sites [15] and [16]. Among the existing equations for estimating biomass, that of
Brown et al. [10] was retained because it has been developed under climatic conditions
similar to our site of study, with an average annual rainfall varying from 1500 to
4000 mm, including that of Adamawa (1200–2000 mm) and the coefficient of deter-
mination between the biomass of the trees and their two parameters (DBH and height)
is highly significant (R2 = 0.987). In addition, this formula takes into account the
dendrometric factors from our inventory. For a given specie i, this biomass equation is
given by:

Bi ¼ e�ai þbi�lnðDBH2
i �hiÞ ð1Þ

hi being the total height of the tree of specie i.
For the Berlinia grandiflora specie for example, the coefficients are given by:

ai ¼ �3:1441; bi ¼ þ 0:9719 ð2Þ

It is known that the estimation of the carbon contained in a tree is the half of the
value of its dry biomass [10]. This relationship has been modeled by the following
equation:

Stored carbon Cið Þ ¼ 1
2
Bi ð3Þ

The amount of carbon sequestered in a plot j is then obtained by the following
equation,

SCj ¼ 1
2

X
i

e�ai þbi�lnðDBH2
i �hiÞ

� �
j

ð4Þ

Since the size of a plot is P = 20 m � 20m = 400 m2, the quantity of sequestered
carbon per unit of 1 m2 in the whole site of study, made of Ns plots, is given by the
following equation:
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SCu ¼ 1
2P

XNs

j¼1

X
i

e�ai þ bi�lnðDBH2
i �hiÞ

� �
j

ð5Þ

Once the quantity of Carbone sequestered per 1 m2 is known, we classify the
image, using a supervised image classification approach and we calculate the total area
of the marginal forest. Then the Total quantity of sequestered Carbone is given by the
following equation:

SCt ¼ A
2P

XNs

j¼1

X
i

e�ai þbi�lnðDBH2
i �hiÞ

� �
j

ð6Þ

A being the total area of the marginal forest in the area of study, expressed in m2.
It is then compulsory to estimate the total area of the closed plant formations and

gallery forests present in the site of study. For this purpose, we proceed by image
classification.

3.2.4 Colored Image Classification
The classification process begins with the development of the predefined classes of land
occupation. Eleven (11) thematic classes have been defined: River, Tree savannah,
Burns, Grassy savannah, Built, Wooded savannah, Closed plant formations, Clear
forest, Cultivated field and Gallery forest.

We opted for the “maximum likelihood” in a supervised classification method
because of its fairly widespread use in remote sensing. It is a method based on
probabilistic approaches. It consists in calculating the probability of one pixel to belong
to one class rather than another. At the end of this operation, each pixel of the image is
attached to one of the previously listed land occupation classes.

For this purpose, the first action was the separation of various bands (R, G, B) of
the image. Indeed, the remote sensing colored image is a combination of at least three
image bands, each being a grey scale image that can be treated separately. On each
band, a series of 20 textural parameters is tested and the correlated ones eliminated. At
the end of this process, the following textural parameters [Haralick, 1973] were
adopted:

(1) The Energy parameter. This textural parameter measures the uniformity of the
texture. Its expression, for a given band R, is given by the following equation.

ENER ¼
XMaxGS

i¼0

XMaxGS

j¼0
PtR i; jð Þð Þ2: ð7aÞ

Where MaxGS is the maximum grey scale in the R image band, tR is the translation
vector t, linking the pixel of grey scale j to the pixel of grey scale i in band R and
PtR i; jð Þ is the probability of occurrence of a couple (i, j) linked by this vector tR in the
image. Similarly, the energy parameter for the two other bands is given by respectively
by the following equations.
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ENEG ¼
XMaxGS

i¼0

XMaxGS

j¼0
PtG i; jð Þð Þ2; BENE ¼

XMaxGS

i¼0

XMaxGS

j¼0
PtB i; jð Þð Þ2: ð7bÞ

From Eqs. 7a and 7b, Considering that B1 = Red image band; B2 = Green image
band and B3 = Blue image band, we define the equation of the energy textural
parameter for the coloured image as follows:

ENE ¼ 1
3

ENEB1 þENEB2 þENEB3ð Þ ¼ 1
3

X3

k¼1

XMaxGS

i¼0

XMaxGS

j¼0
PtBk i; jð Þð Þ2: ð8Þ

(2) The entropy parameter. In contrary to the Energy, this textural parameter
measures the untidiness observed in the image. For a given image band Bk (k = 1, 2,
3), its expression is given by the following equation:

ENTBk ¼
XMaxGS

i¼0

XMaxGS

j¼0
Log PtBk i; jð Þð Þ � PtBk i; jð Þ½ �: ð9Þ

According to Eq. 9 and similarly to Eq. 8, the value of the parameter Entropy for
the image is given by:

ENT ¼ 1
3

X3

k¼1

XMaxGS

i¼0

XMaxGS

j¼0
Log PtBk i; jð Þð Þ � PtBk i; jð Þ½ �: ð10Þ

(3) The correlation parameter. This textural parameter measures the linear depen-
dence (related to the translation vector t) of grey levels in the image. It is neither in
correlation with the energy nor the entropy parameters. For a given image band Bk
(k = 1, 2, 3), its expression is given by the following equation:

CORBk ¼
XMaxGS

i¼0

XMaxGS

j¼0

i� lð Þ j� lð Þ
r2

PtBk i; jð Þ
� �

: ð11Þ

According to Eq. 11 and similarly to Eq. 8, the value of the parameter Entropy for
the image is given by:

COR ¼ 1
3

X3

k¼1

XMaxGS

i¼0

XMaxGS

j¼0

i� lð Þ j� lð Þ
r2

PtBk i; jð Þ
� �

: ð12Þ

Where l and r represent respectively the mean and the standard deviation related to
the structural operator.

(4) The contrast parameter. This textural parameter, the last among the selected
parameters, deals with the passage of higher to lower grey levels consecutively in the
image. Its expression, for a given image band Bk, is given by the following equation:

CSTBk ¼
XMaxGS

i¼0

XMaxGS

j¼0
i� jð Þ2PtBk i; jð Þ

h i
: ð13Þ
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According to Eq. 13 and similarly to Eq. 8, the value of the parameter Contrast for
the image is given by:

COR ¼ 1
3

X3

k¼1

XMaxGS

i¼0

XMaxGS

j¼0

i� lð Þ j� lð Þ
r2

PtBk i; jð Þ
� �

: ð14Þ

The value of PtBk i; jð Þ is given by the following equation

PtBk i; jð Þ ¼ r; sð Þ; r; sð Þþ t 2 Bk=Bk r; sð Þ ¼ i and Bk r; sð Þþ tð Þ ¼ jf gj j
r; sð Þ= r; sð Þ 2 Bk and r; sð Þþ t 2 Bkj j : ð15Þ

Where |X| is the cardinal number of the set X.
Centred on each identified plot in the various sites of study, an image window of

size 9 � 9 is extracted. This size was adopted after a series of empirical tests of image
window sizes, from 3 � 3 to 15 � 15. For each image window Wi, the four adopted
textural parameters are calculated to form a textural vector

VWi ¼ ENEWi ;ENTWi ;CORWi ;CSTWið Þ: ð16Þ

For the Np plots identified on the training site as dominated by a certain infor-
mation class C, the characteristic textural vector CVC of the information class C is
given by the following equation.

CVC ¼ 1
Np

XNp

i¼1
ENEWi ;

XNp

i¼1
ENTWi ;

XNp

i¼1
CORWi ;

XNp

i¼1
CSTWi

� �
: ð17Þ

Nine information classes have been identified on the training site: Built, Cultivated
field, Clear forest, Closed plant formations, Burns, Tree savannah, Wooded savannah,
Grassy savannah and Gallery forest.

For each pixel of the image, a 9 � 9 size image window is extracted and the
characteristic vector calculated. The pixel is assigned to the information class that
minimises the distance between the characteristic vector of the pixel and its proper
characteristic vector. The symmetric border filling method is adopted for the man-
agement of border pixels.

4 Results

4.1 Land Cover Analysis

Figure 3 shows the mapping of land cover types in the Vina Division. It shows that
natural plant formations are distributed over the entire area. The linear form of con-
struction is located mainly along the roads, which reflects the fact that the roads are
development factors. The strong concentration of the Mount in the center of the map, is
justified by the fact that, it is the place of junction of the various road axes,

20 N. Talla Tankam et al.



materializing the principal city (Ngaoundéré) of the region. Fields and burns are more
concentrated around the city. This situation reflects the fact that the populations do not
have enough space around their compounds for the practice of agro-pastoral activities.

Figure 3 shows the spatial distribution of closed plant formations in the Vina
Division. It appears that these formations are distributed over the whole area but are
more concentrated at the northern end of the study area.

The classification quality can be evaluated by the Overall accuracy (OA) statistic
parameter, which designates the percentage of correctly classified pixels. In addition to
OA, the classification can be evaluated by the use of confusion matrix in term of the
designated target C (information class). In this case, the probability detection for a
given thematic class C (tree savannah for example) is assimilated to the precision of C
signatures detection which corresponds to the pixels correctly classified. Therefore, the
probability of false alarms reported in normal site of study becomes equivalent to the
commission error to detect the absence of selected thematic class in the studied area
[17]. For the present study, the Kappa index was used to evaluate our classification
accuracy. It measures accuracy and expresses the proportional reduction of the error
obtained by a classification method, compared to the error obtained by a completely
random classification technique. The average value of the Kappa Index obtained as part
of our classification is 97.25%.

The post-classification treatments made it possible to highlight the areas (in hec-
tares) of the different types of land use (Table 1). Thus, the closed plant formations of
the Division of Vina cover an area of 145 678 ha and represent eighth of the total area
of this Division.

Fig. 3. Land cover types
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4.2 Floristic Composition and Carbone Stock Per Specie

In the closed plant formations sampled, 1 199 individuals were identified. They are
divided into 27 families, 55 genera, 92 species with 11 indeterminate species (Table 2).
Syzygium guineense, Vitex doniana, Breonadia salicina, have the highest frequencies
respectively 276, 94 and 80 individuals out of the 1 199 individuals identified. The
estimated amount of biomass is 783.69 tones for all the plant formations sampled with
an average of 217.7 t/ha. The approximate value of the total amount of carbon stored by
these sampled formations is 391.845 tones of Carbon with an average of 108.85 t/ha.

Species with less than 2 tones of Carbone sequestered are ignored in the table.

4.3 Biomass and Stocked Carbone Quantity Estimation

The estimate of the biomass contained in all the closed plant formations of the site of
study was based on the previous data summarized in the following Table 3.

Table 1. Area of different types of land use

Land cover type Area
(ha)

Percentage
(%)

Land cover
type

Area
(ha)

Percentage
(%)

Built 4775 0.28 Tree savannah 848
626

49.45

Culture field 335
815

19.57 Wooded
savannah

247
165

14.40

Clear forest 42 555 2.48 Grassy
savannah

25 943 1.51

Closed plant
formations

145
678

8.49 Gallery forest 10 000 0.6

Burns 47 354 2.76 Unclassified 7 856 0,46

Table 2. Distribution of biomass and stored Carbone by family

Species Quantities Biomass (Kg) Stocked Carbone (t)

Myrtaceae 284 156749.39 78.37
Euphorbiaceae 172 73056.79 36.53
Rubiaceae 98 56577.83 28.29
Verbenaceae 187 323918.17 24.06
Ebenaceae 67 35864.33 17.93
Moraceae 57 29903.63 14.95
Mimosaceae 51 27188.97 13.59
Total 916 703259,11 213,72
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The estimate of the biomass contained in all the closed plant formations of the site
of study was based on an extrapolation, from an expansion factor (40 466).

Thus, the value of the total biomass contained in the closed plant formations of the
zone of study is approximately 20 552 681.4 t. The amount of carbon stored by these
closed vegetation formations is estimated at 10 276 340.7 t C.

Knowing that one tone of CO2 reduction is equivalent to one tone of carbon credit
[18], one can estimate the amount of total credit of Carbone generated by marginal
forests of Adamaoua Cameroon.

4.4 Carbon Credit

There are several carbon estimation programs and methodologies, and carbon credit
nomenclature may vary depending on the programs under which the credits in question
were recorded:

• Verified Emissions Reduction (VER) are the carbon units generated according to
ISO 14 064-2

• The Climate Reserve Tonne (CRT) is the carbon unit recorded by the Climate
Action Reserve (CAR), a California registry.

The Verified Carbon Standard (VCS) program names the Verified Carbon Unit
(VCU) carbon credits using various methodologies other than the VCS methodology;
for example, the Clean Development Mechanism (CDM) methodology and the Climate
Action Reserve (CAR) methodology (except for the Forest and Urban Forest
methodology). Our approach falls within this program. The vintage of the carbon credit
and the methodology used for quantification are some of the factors that influence the
price of carbon credit. The vintage is a term for the year of production of the carbon
credit, which is the year the GHG reduction occurred [18].

To obtain carbon credits that can be sold on the market, three stages are required:

• The first step is to quantify its emissions, that is, the quantification of the reduction
according to a protocol or methodology.

• The second step is to validate and/or to verify, by a third party. It is a question of
validating the initial hypotheses and the calculation methodology. Verification is
always mandatory. An auditor certifies that the protocol and the data used for
calculation and mathematical reasoning are accurate.

Table 3. Summaries of data used to estimate the global Carbon stock.

Data Values

Closed plan formations 145 678 ha
Sampled area 3.6 ha
Expansion factor 40 466
Total quantity of stocked Carbone par sample 783 694.16 kg
Total quantity of stocked Carbone par sample 253.95 kg C
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• Finally, the third step is the registration of carbon credits on a recognized register.
This registration creates a unique and traceable serial number. It is this serial
number that is sold on the carbon market.

The present project contributes at the first stage.

4.5 Discussion

The plant formations involved in this study are still not continuous in space and
hermetically closed. Despite this constraint, a maximum of effort has been made to
obtain a representation as close to reality. The good knowledge of the field, coupled
with information extracted from Google Earth tool were decisive. The illustration is
also given by the statistically acceptable classification rate (Kappa index = 97%).

However, this value of carbon obtained per hectare (108.85 t/ha) in the Division of
Vina, combined with the area covered by the closed plant formations of this Division
(145 678 ha) show how marginal the forests of the Congo watershed, and particularly
that of our site of study, are an integral part of the response to climate change, through
its role in reducing the amount of carbon present in the atmosphere.

5 Conclusion

The purpose of this work was to provide an accurate method of estimating the biomass
and quantity of Carbon sequestered in the closed plant formations. The Vina Division,
located in cameroonian Adamaoua region has been selected as site of study. Taking
into account the collection period of the phytogeographic data, these plant formations
sequestered about 10 276 340,7 tones of Carbone (tC) in May 2014 (year of image
acquisition and month of field mission). The species ensuring the largest carbon stocks
are Syzygium guineense (77 tC), Breonadia salicina (27tC), Vitex doniana (20 tC).
This study can serve as a reference for future research. This research can be extended
by integrating stocks of hypogeous carbon.

Climate change, representing the environmental challenge of the century, including
sustainable forest management as a component of REDD+ is an effective way to
address this threat. This management requires basic, reliable information on the state of
the forest, their evolution and carbon storage potential. This is a major contribution for
this issue.
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Abstract. The use of renewable off grid systems are being more common in the
African rural communities. Especially hybrid systems have an important role to
play on sustainable energy access for all. Different combinations are possible to
ensure intermittent energy production far from the national grids. However, it is
important to find the best hybrid combinations for each climate region.
This work focuses on the technical, economic and environmental analysis of a

hybrid energy system (SEH), based on solar-wind-diesel and batteries applied
in the three existing climatic regions of Chad, for the needs of a decentralized
rural electrification. The sizing and optimization approach consisted in choosing
for each climate region a representative site where the solar and wind potentials
data are available. Using HOMER software (Hybrid Optimization Model for
Electric Renewable), technical-economic analysis of energy solutions is made
for four types of load profiles in each climate region. The system is applied to
provide energy separately for domestic use, income generating activities and a
telecommunication station all in rural areas. The main performance parameters
in which focused the work are the net present cost (NPC), the cost of electricity
(COE), the Green House Gases (GHG) emissions and the renewable fraction.
The results show that in the Saharan region the best combinations are PV-wind-
diesel-battery for domestic use, and PV-diesel-battery for both water pumping
and telecom application. For income generating activities, a PV-battery system
is the most interesting hybrid system in the Sahelian region. Finally, a sensitivity
analysis shows that by increasing the renewable energies fraction in the system,
the COE will decrease.
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1 Introduction

The global energy demand ceaseless increasing is one of the major constraint on the
preservation of the environment. The satisfaction of this demand is largely based on the
use of fossil fuels that have a huge negative impact on the world global warming and
the degradation of the ozone layer. In addition, fossil energy resources are in limited
quantities, thereby, the need to consider new ways of producing energy for the satis-
faction of global demand is necessary [1]. In Africa, The electricity demand in some
areas is conventionally supplied by small isolated diesel generators [2]. The operating
costs associated with these diesel generators may be unacceptably high due to dis-
counted fossil fuel costs and difficulties in fuel delivery and maintenance of generators
[2]. Indeed, the CO2 emission due to the use of these fossil fuels is one of the principal
cause of greenhouse effect on the environment [3].

Renewable energies start playing an important role in the production of electricity
in the world. Africa, particularly has a significant renewable energy resources that can
help to emphasis energy access without compromising our environment. At the same,
most of the African rural population are living far from the countries’ national elec-
tricity grid.

In this situation, off-grid renewable energy sources, such as solar photovoltaic
(PV) and wind turbine generator provide a realistic alternative to supplement diesel
generators for electricity supply in rural areas. Indeed, the problem associated to the
natural fluctuation of these resources can be partially overcome by combining them to
make a hybrid energy system [4]. This is one of the most important systems for
developing renewable energies at the moment. That is why we need strategies that are
technically, economically and socially viable. Hybrid systems have greater reliability
and lower cost than a stand-alone PV or a wind system. In order to have a cost-effective
hybrid system, optimal sizing is necessary [5].

Several works have been done to size hybrid systems PV/wind associated with
batteries and or diesel generator using different methods [6, 7]. Ramli et al. estimated
the energy demand for domestic, industrial, agricultural in a remote village, identified
the optimal option for RE based electrification and compared it to conventional grid
extension using HOMER software [8]. The results show that a hybrid combination of
solar-wind-hydro-battery is cost effective, sustainable, techno-economically and envi-
ronmentally more viable compared to grid extension.

This paper studies the optimal combination of different energy sources for different
load profiles in the three climate region of the republic of Chad. It is conducted for
energy supply to the following applications in rural areas: domestic use, income
generating actives like shops, telecommunication relay antenna and water pumping.
The main elements of the system are solar PV, Wind energy, diesel generator and
Batteries. For all the three sites and all the load profiles, the combination of all the
components will be the basic system, and homer energy according to the techno-
economical parameters gives the best hybrid solution for the different applications in
each site. The objective of this paper is to produce a decision support tool for the
Government of Chad in the energy sector.
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2 Materials and Methods

2.1 Description of the Hybrid System

The photovoltaic array and the wind generator supplies DC phase connected to a
bidirectional inverter. The power will be then distributed either directly to the con-
sumers or to the battery bank, depending on the state of charge and state of demand.

The PV modules and the wind turbines work together to satisfy the energy demand.
During the day, the renewable energy sources production is first directed to the grid to
meet the daily energy needs. If the production from the wind generator and PV array is
sufficient, then the other part of the generated power is provided to the battery bank up to
its full charge. The batteries can then provide electricity for nocturne energy needs and
during cloudy time. In case the batteries have low charge and the PV and wind gen-
erators cannot provide enough energy to the system, the diesel generator will be laun-
ched automatically to produce the necessary energy to satisfy the demand and charge
also the batteries Fig. 1. Depending on the type of load profile and the energy potential
in each site, the optimal hybrid system can be with fewer elements. The components not
necessary to meet perfectly the demand will be removed from the system.

2.2 Description of the Sites and Used Data

General Description
The territory of Chad is between 12° and 24° north latitude and 13° and 24° west
longitude. Located in north-central Africa, Chad stretches for about 1,800 km from its
northernmost point to its southern boundary. It is divided into three (3) major biocli-
matic regions, namely the Saharan, Sahelian and Soudanian regions.

Fig. 1. Block diagram of the hybrid solar-wind-diesel system
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The Saharan region covers an area of 600,350 km2 or 48% of the land area. Dry for
nine months of the year, it receives 350 mm (13.8 in) or more of rain, mostly during
July and August. The Sahelian region represents about 490,570 km2. The climate in
this transition region between the desert and the southern soudanian region is divided
into a rainy season (from June to early September) and a dry period (from October to
May). The Soudanian region, is the wettest part of the country. Between April and
October, the rainy season brings between 750 and 1,250 mm of precipitation. Tem-
peratures are high throughout the year. For this study we selected one village in each
climatic region. The villages are located in the three cities described in Fig. 2.

Renewable Energy Potential

Wind: Due to the lack of data from meteorological stations during a long period with a
good time resolution, we used the MERRA (Modern-Era Retrospective Analysis for
Research and Applications) satellite data from NASA. The wind data are sampled
hourly and include wind speed, relative humidity, pressure, temperature and wind
directions. It is for a period of ten years between 2005 to 2014 equal to 87648 records
for each site. All the data are given for highs from 10 m and more.

Using Matlab for data treatment, the average wind speed variation for the three sites
is represented in Fig. 3. It can be seen that for the three climatic regions, Saharan,
Sahelian and Soudanian, the mean monthly wind speeds are between 2 and 7.3 m/s at a
height of 10 m. Faya located in the north and in the Saharan climate region has more
important wind speeds during all the year. The lowest wind speed is about 3.7 m/s, and
it can increase up to 7 m/s during a long period of the year. For the two other sites,
Abéché and Pala, the wind velocity is not very important. It sometime can attend

Fig. 2. Sites location
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4.5 m/s but the yearly average wind speed is just about 3 m/s. Meaning that it is more
useful to install wind turbines in Faya compared to the other sites.

Solar: For solar potential assessment, the monthly average data used were down-
loaded from National Aeronautics and Space Administration (NASA) database [11].
The data obtained show that the chosen sites are characterized by a significant solar
radiation. The average monthly radiation on a horizontal surface varies from 4.7 to
7.4 KWh/m2/d. For the two sites Faya and Abéché, the lowest solar radiation months
are January and December; while for Pala the lowest radiations are registered in June
and August Fig. 4.
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2.3 Method of Analysis

HOMER Simulation Tool
Hybrid optimization Model for electric renewable (Homer) is one of the most used
software for sizing and analyzing hybrid systems. HOMER simulation tool is used for
the design of micro-power system and comparisons of various powers generating
system. HOMER can design grid-connected and off-grid hybrid systems serving
electric and thermal loads using different renewable and non-renewable sources along
with power conditioning equipment [9]. Optimal system configurations suitable for the
different application can be evaluated through this simulation tool. In pre-HOMER
phase, physical modeling of hybrid renewable system or the various input parameters
to model the system are the load profiles, selected energy components to generate
electricity, different energy resources associated with the selected components and
optimization constraints. HOMER simulates all possible system configurations that
meet the required load demand for a given area under its available energy resources.
HOMER simulates thousands of system configurations, optimizes for lifecycle cost,
and generates results of sensitivity analyses on most inputs. In the optimization process,
HOMER simulates many different system configurations, discards the infeasible ones,
ranks the feasible ones according to net present cost and presents and the cost of
electricity. Figure 5 shows the block diagram of the operating principle of the Homer
software.

Fig. 5. Principle of operation of the Homer software
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2.4 Energy Demand Analysis

For the analysis four of the most used application that needs energy in rural areas are
selected. The load profiles represented in Fig. 6 describes the energy demand for
domestic use, income generating actives, water pumping and telecommunication relay
antenna.

For domestic load estimation, we assumed that all households in a village of 400
inhabitants use electricity. They use appliances like led light bulbs, radios, TVs,
sometimes refrigerators and computers. In addition, this load profile takes into account
other community infrastructure energy needs. The chosen village type has one health
center, a primary school and a church. The total daily energy consumption is then
90 kWh/day for a peak of 7 kW.

The income generating activities consists of three shops, a mill and a sewing
workshop. The different types of devices used are: lamps, fan, radio, refrigerator and a
sewing machine. All the activities energy needs combined correspond 24.13 kWh/day.

The pump used specially for households’ water needs and farming consumes about
5.62 kWh/day with a total power of 5.62 kW. And lastly the total telecom antenna has
peak power demand of about 2 kW and the daily energy required is 4.6 kWh. The four
energy demand profiles are represented in Fig. 6.

Fig. 6. Daily load profiles
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3 Results and Discussions

After computing all the input data needed like load profiles, solar and wind potential,
components sizes and costs, HOMER starts running the simulation. All possible sys-
tems configurations that can allow to satisfy the energy demand are then given and
classified according to the cost of electricity obtained and the net present cost. The
feasible solution with the lowest COE is in the top then come the other possible
solutions ranked according to their COE. The results obtained for the three sites with
the four load profile applications are presented in the following tables. The project life
time is assumed to be 25 years.

3.1 Domestics Use

In all the climate regions, the best solution to supply the domestic energy needs is to
combine all the basic component of the system. The optimal hybrid system with the
lowest price of electricity between 0.264 USD in the Saharan region to 0.362 in the
Soudanian region is PV-wind-diesel-batteries. The Sahalian region also has a COE of
about 0.304 USD/kWh which is quite high but less compared to the COE in the
Soudanian region. The CO2 emissions in the Saharan, sahalian and soudanian region
for the hybrid system are respectively 1078 kg/year, 5946 kg/year and 8437 kg/year.
In this case, using PV-wind-diesel-batteries hybrid system is more viable economically
than using a standalone solar or wind system in all the three climate region. But it can
clearly be noticed that the implementation of this hybrid system is economically more
interesting in the Saharan climate region. At the same time, it has less impact on the
environment. This is imperatively due to the fact that the solar and wind potential are
more available in this region, thus, the diesel generator is not used so much. The results
for the domestic application in the three climate region are summarized in Table 1.

Table 1. Optimal solutions for domestic use

Application Energy
Demand

System architecture Saharian
region

Sahalian
region

Soudanian
region

Domestic
use

P = 13,56 kW
E = 90 kWh/j

PV generator (KWc) 20 20 20
Wind generator (kW) 10 10 10
Diesel generator 4 8 6
Battery bank (Ah) 25 920 25 920 2880
CO2 emissions
(Kg/year)

1078 5946 8437

Renewable energy
fraction (%)

98.6 90.2 81.5

Net present cost (USD) 115,151 132,380 157,574
Cost of electricity
(USD)

0.264 0.304 0.362

Optimal hybrid
system

PV/Wind/
DG/battery

PV/Wind/
DG/battery

PV/Wind/
DG/battery
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3.2 Income Generating Activities

The results for the income generating activities energy demand supply differ from a site
to another. The optimal solution found for the Saharan region is just the use of a diesel
generator. Compared to the other feasible solutions in this site it has the lowest COE,
but in practical it does not fit to the objectives of this work. The aim of this study is to
find feasible solutions with renewable resources that can replace diesel generator.
A PV/battery and a PV/battery/DG are the two optimal systems for the Sahalian and
Soudanian. It is normal that a wind generator is not needed in these two sites, the
potential is very low. We can clearly notice that the COE obtained 0.830 USD/kWh for
the Saharan region, 0.39 USD/kWh for the Sahalian region and 0.451 USD/kWh for
the soudanian climate are quite high (Table 2).

3.3 Water Pumping

A PV/Diesel/Battery hybrid system is the most viable solution technical-economically
in all the three climate regions. Two things can justify this result. In this case, energy is
needed only during day time. Secondly the three regions have also an important solar
radiation. Therefor the PV array can provide almost all the needed energy. The battery
bank and the diesel generator have to supply the system during cloudy time and during
a small part of the day. The COE are practically the same and there is also a very small
difference in quantity of CO2 emitted per year. However, it should be noted that the
costs and amount of CO2 emission are lower in the Saharan region. This is clearly
because of its solar potential a little more important compared to the other two regions
(Table 3).

Table 2. Optimal solutions for income generating activities

Application Energy
demand

System
architecture

Saharian
region

Sahalian
region

Soudanian
region

Income
generating
activities

P = 4.49 kW
E = 24.1 kWh/j

PV generator
(KWc)

0 2 1

Wind generator
(kW)

0 0 0

Diesel generator 2 0 0.57
Battery bank (Ah) 1440 1440 1440
CO2 emissions
(kg/year)

2144 0 415

Renewable energy
fraction (%)

0 100 79

Net present cost
(USD)

17,846 8,376 9,701

Cost of electricity
(USD)

0.830 0.390 0.451

Optimal hybrid
system

Diesel PV/battery PV/DG/
battery
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3.4 Telecom Relay Antenna

The optimal hybrid system in all the climate regions is a PV-wind-battery combination.
For the telecom relay antenna, the needed power is always quite low, so even with quite
low wind speeds a small wind turbine can participate to the energy generation to satisfy
the demand. During the day, the wind and solar generators produce the energy needed
by the antenna and charge also the batteries. When Sun sets, the wind turbine can still
continue producing energy depending on the resources, but the most of the needed
energy will come from batteries. Despite the fact that the optimal hybrid system is the
same, the COE is lower in the Saharan region. As presented in Table 4 the COE are
0.293 USD/kWh, 0.303 USD/kWh and 0.321 USD/kWh respective for the Saharan,
sahalian and soudanian region. This is because of the variation of the wind potential
which is more important in the North. The impact of the system in the environment is
negligible everywhere.

Table 3. Optimal solutions for water pumping application

Application Energy
demand

System architecture Saharian
region

Sahalian
region

Soudanian
region

Water
pumping

E = 5.62
kWh/j

PV generator (KWc) 1 1 1
Diesel generator 0.3 0.3 0.3
Inverter (kW) 0.5 0.5 1
Battery bank (Ah) 1440 1440 1440
CO2 emissions (kg/year) 452 480 525
Renewable energy
fraction (%)

81.6 79.7 76.6

Net present cost (USD) 8,010 8,153 8,398
Cost of electricity (USD) 0.372 0.379 0.390
Optimal hybrid system PV/Diesel/

battery
PV/Diesel/
battery

PV/Diesel/
battery

Table 4. Optimal solutions for the Telecom application

Application Energy
demand

System architecture Saharian
region

Sahalian
region

Soudanian
region

Antenna
Telecom

P = 0.57 kW
E = 4.6 kWh/j

PV generator (KWc) 10 10 10
Diesel generator 1 1 2
Battery bank (Ah) 8640 8640 8640
CO2 emissions (kg/year) 241 494 241
Renewable energy fraction
(%)

98.9 97.5 98.9

Net present cost (USD) 39,462 40,848 43,289
Cost of electricity (USD) 0.293 0.303 0.321
Optimal hybrid system PV/Wind/

battery
PV/Wind/
battery

PV/Wind/
battery
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4 Conclusion

The primary objective of this study was to find the optimal hybrid solution adapted to
satisfy different energy demand profiles in the rural areas of the three climatic regions
in the Republic Chad. The optimal systems also must have trifling impact on the
environment. For the country’s three climate regions, mainly the same hybrid system is
found as optimal to meet perfectly the energy needs of different application. To bring
energy for the rural households and some public infrastructure, it is more interesting to
install a PV/Wind/Diesel/battery hybrid system in all the three climate regions.
However, this hybrid combination is more useful in the Saharan region. The COE is
low and the CO2 emission is negligible.

A PV/Diesel/battery and a PV/Wind/battery hybrid system fits respectively more to
a pump and Telecom Relay antenna in all the three selected regions. Unlike the other
applications, meeting the energy demand for the identified income-generating activities
requires different systems depending on the region. In the Saharan region, it has been
found that economically it is more useful to use a Diesel generator for this type of load
profile, but this will have important negative consequences in the environment.
Using PV associated with batteries is the perfect solution in the two other sites,
however a diesel generator need to be added in the Soudanian region.

The results of this study can be used as a decision making tool for deployment of
stand-alone hybrid systems to supply cost effective electricity in rural areas in the
Republic of Chad while protecting the environment. It might be conducted in other
areas to support efficient use of hybrid off systems in remote areas.
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Abstract. This paper reports on the design and implementation of a low-cost off-
grid solar installation system that maximizes the energy production for any given
day. Our proposed solution consists of (1) a double axis solar tracker with electric
actuators controlled by an Arduino board, (2) an MPPT (Maximum Power Point
Tracking) power controller, with a capacity of 20 A, remotely accessible from a
smartphone with a dedicated Android application that uses a Bluetooth connec-
tion and (3) a remote data logging system that periodically stores the installation
data to an online database server using a Wifi connection. The overall cost of the
system is about $215 ($72 for the regular and $143 for the solar tracker).

Keywords: MPPT regulator � Solar tracker � Connected regulator

1 Introduction

Energy has always been vital to the development of nations. It underpins all other
sectors such as education, health, agriculture, and information systems. Consequently,
when the energy sector is dysfunctional, the whole nation is impacted. This has been
the case for Senegal where the population have witnessed a long period of frequent
power outages between 2011 and 2016. According a study by the “Direction de la
Prevision et des Etudes Economiques”, these outages have had an economic impact of
$16,500 per day [11].

As an alternative to unreliable grid power, the populations have turned to renewable
energies, specifically solar, which presents many potentials in Senegal (it is free and
available throughout the year). However, despite the opportunities it offers, there are
several challenges that need to be overcome for an effective use of solar energy in
Senegal (and in Africa in general). Two of the main challenges are efficiency and cost.
In this paper, we report on a project that addresses these two issues by the design and
implementation of a low-cost off-grid solar installation system that optimizes the
production of energy for any given day.

1.1 The Current State of Electrification in Senegal (Africa)

In Africa, the overall electrification rate is quite low. According to the “Global Energy
Architecture Performance Index” report (2017) [1], only five African countries
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(Morocco, Egypt, Tunisia, Algeria and Libya) have achieved a 100% electrification
rate. The same report ranks Senegal at the eighth position among the 24 African
countries in the study, with an electrification rate of 56.5%.

Access to electricity has always been an issue in Senegal. In addition, the existing
and limited grid energy is unevenly distributed between rural and urban areas. While
people in big cities are living with frequent power outages, the rural population is living
in complete darkness; this, despite the many efforts deployed by the successive gov-
ernments to significantly boost the energy sector. For instance, the PERACOD
(“Programme de Promotion de l’Electrification Rurale et l’Approvisionnement durable
en Combustibles Domestique”) [2] program aims at expanding the electrical grid and
increase the electrification rate to 60% by 2022. In the meantime, the majority of the
Senegalese population is using oil lanterns and candles at night.

In the last decade, the populations have been increasingly turning towards
renewable energies (in particular solar) because of the many potentials they offer. In
fact, the amount of yearly solar radiation received in Senegal, could fill the energy
deficit experienced by the SENELEC (“Société Nationale d’Electricité”) and help
remove the disparities in the energy distribution between urban and rural areas.

1.2 Solar Energy Potential in Senegal

Senegal has one of the highest solar potential in the world, with an average of
5.5 kWh/m2/day raw energy (with some variations between the north and the south
parts of the country: the average raw energy is equal to 5.8 kWh/m2/day in the north,
while it is equal to 4.03 kWh/m2/day in the south) [3, 4]. This average raw solar energy
is equivalent to 395 thousand billion of kWh per year, or 33.83 million PET (Petroleum
Equivalent Tons). This is equivalent to 15 million times the total current energy
consumption of the country [4]. If exploited with some minimal efficiency, the entire
country can be powered solely by solar energy throughout the year.

In addition, sunshine is pretty stable throughout the year in Senegal. It is slightly
less sunny during the rainy season, with August having the smallest sunshine rate.
However, compared to March (which is the sunniest month of the year), the drop of the
sunshine rate is less than 25%. As a contrast, in Europe, the drop between December
and June can be as high as 250%.

Encouraged by this high solar potential, the government of Senegal has recently
launched a campaign to motivate the population to adopt off-grid solar installations.

1.3 Architecture of an Off-grid (Autonomous) Photovoltaic System

One of the main characteristics of off-grid solar systems is that energy can be produced
only during the day time. Therefore, there is a need to store (part of) the produced
energy for night time consumption.

Figure 1 shows the architecture of an off-grid solar installation system. The energy
production is done by the solar panels that use the photoelectric effect to produce a
direct current. A solar charge controller is then used to control the associated voltage.
Energy storage is performed by using this voltage to charge batteries. The controller
also protects the batteries against overcharging which is known to dramatically reduce
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battery lifetime. At sunset, the panels stop producing current and the stored energy
starts getting consumed for household needs. For that, an inverter is used to convert the
direct current (DC) of the batteries to the alternative current (AC) needed to power most
household apparels (TV, PC, Refrigerators, etc.).

Given that only the quantity of energy stored during the day is available for
consumption at night, it is crucial for any solar installation to be able to charge the
batteries at their maximal capacity before the sun goes down. That is one of the two
objectives we have set in this project.

2 Our Proposed Solution

In this section, we present our proposed solution. For recall, our goal is to design and
implement a low-cost photovoltaic system with optimized efficiency. We start by
relating some facts gathered from a survey conducted with solar installations profes-
sionals in Senegal and visits made to household installation units.

2.1 Observations from Field Visits

Because of the government’s ongoing campaign to encourage populations to adopt off-
grid solar energy, an increasing number of Senegalese households are acquiring solar
installations. In December 2017, we surveyed installation and maintenance profes-
sionals and visited several households installations to study the performance of the
installed units. At the end of our filed visits, our main observation was that most
installations have a deficit of production. For instance, at the end of each day, the

Fig. 1. Architecture of an autonomous photovoltaic system
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batteries are usually not fully charged. The main reasons found for this deficit in
production are the following:

1. The panels are usually not well dimensioned, which leads to insufficient power
production,

2. The charge controller is often of very low quality,
3. The batteries used are often inappropriate (most of the time car batteries are used).

Among these causes of inefficiency, the low-quality charge controller is the most
widespread. This is principally due to the very high cost of the controller (in the
Senegalese market), which makes people to turn toward cheaper but very low-quality
controllers. Unfortunately, the quality of the controller is very crucial for the efficiency
of the overall system.

The optimal charge controller has been known to be the MPPT, which sets the
panels to produce at their optimal power, as shown in Fig. 2. Unfortunately, the MPPT
controllers that are available in today’s Senegalese market are very expensive. For
instance, for a 30 A capacity, the Victron 100/30 controller that is the most available
costs around $180. This is more than ten times the lower-quality PWM controller that is
found in most installations in Senegal (costs around $15). With these low-quality
charge controllers, the batteries are rarely fully charged before the sun goes down. This,
combined with the inappropriate batteries, leads to unreliable systems with batteries
that usually get discharged before the sun rises again. Not only this causes a deficit in
energy, but it also can damage household apparels.

As a solution, we propose a low-cost implementation of the MPPT by using an
Arduino board (which is quite cheap). To further enhance the production of the system,
we build a solar tracker that maintains the panels oriented in the direction of the sun, at
all times. With this, the maximum (possible) power production is guaranteed, whether
it is very sunny or not.

Fig. 2. Characteristics of an MPPT charge controller
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2.2 The Automatic Solar Tracker

The solar tracker is built with two rotations axes, each equipped with a servomotor. The
two axes guide the movement of the tracker in order to maintain a 90 degrees incidence
angle at all times. The overall system is controlled by an Arduino microcontroller board
on which we have implemented the “Perturb and Observe” (P&O) tracking algorithm.
The algorithm dynamically re-computes the average position of the panels by making
use of data gathered by four photoresistor sensors (Light Dependent Resistors—(LDR))
placed in the four corners of the support unit. Figure 3 shows a picture of the posi-
tioned LDRs.

The tracking algorithm continually executes the following steps:

• First, it computes the averages as follows:
– Top average: avgt = (LDR1_TR + LDR2_TL)/2;
– Down average: avgd = (LDR4_DR + LDR3_DL)/2;
– Left average: avgl = (LDR1_TR + LDR4_DR)/2;
– Right average: avgr = (LDR2_TL + LDR3_DL)/2.

• After that, the differences between averages are computed as follows:
– dv = (avgt – avgd),
– dh = (avgl – avgr).

• Finally, the algorithm compares the values of dv and dh to a tolerance level t and
uses the result to update the position of the panel. The updates are done as follows:
– If (dv>t or dv < −t), then

If (avgt > avgd), then, orient the support towards the top,
Else, orient the support towards the bottom;

– If (dh>t or dh < −t), then
If (avgl < avgr), then, orient the support towards the right,
Else, if (avgl < avgr), then, orient the support towards the left;
Else If (avgl == avgr), then, maintain current position.

Fig. 3. Photoresistor sensors positioned on the support of the panel
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It is possible to tune the sensitivity to the fluctuations of the luminosity by varying
the tolerance value (t) using a potentiometer. This allows us to control the precision of
the tracker.

Figure 4 shows the circuit diagram of the tracker, while Fig. 5 shows a picture of
the panels mounted on top of the support of the tracker.

2.3 The MPPT Charge Controller

MPPT is a technic used in off-grid solar installations to maximize the power extraction
under all conditions [3, 4]. It is composed with an algorithm embedded into an elec-
tronic circuit [5–7]. In our case, we use an Arduino board as microcontroller on which
we implement the MPPT algorithm as well as the P&O algorithm. The controller
regulates the output voltage toward the batteries to protect them against overcharging
but also against overvoltage (by use of a diode TVS at input and at output) and
overcurrent (by use of a fuse). To allow remote access, the controller is also equipped
with a Bluetooth module (HC-05) and a Wifi module (ESP-01). The Bluetooth module
is used to communicated with a dedicated Android application that gives to the users
the possibility to remotely access the installation data via a smartphone. The Wifi
modules serves as a channel to periodically log the system data onto an online database
server. These added functionalities enable the user to access the system data from
anywhere and at any time.

Fig. 4. Diagram of the solar tracker
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2.4 The DC/DC Converter

The role of the DC-DC converter is to optimize the match between the voltages of solar
array (PV panels) and the battery bank. It does it by maintaining the nominal func-
tioning point (FP) on or very close to the maximum power point (MPP), independently
of the conditions (temperature, solar radiation, battery charge, etc…).

In this project, we have used a DC-DC converter of type BUCK to control the input
voltage. On the other hand, the reference voltage is fixed or set by the P&O algorithm
that varies the cyclic ratio (D) of the static converter.

The whole conversion process works as follows: The Arduino board generates a
5 V PMW signal. An associated embedded circuit (Half-Bridge Driver IR2014) then
enables the switching of the MOSFET transistor (IRFZ44N) of the converter. This
allows to vary the cyclic ratio which maximizes the power transfer towards the output
of the controller. The BUCK controller always gives an output voltage that is lower
than the input. The value of this output voltage is given by the following formula:

Vout ¼ Vin � D;

where, Vout is the output voltage, Vin is the input voltage and D is a cyclic ratio.
The value of the inductance is an important parameter for the efficiency of the

system. The optimal value is compute using the following formula:

L ¼ Vin � Voutð Þ � D � 1
f
� 1
dl

Fig. 5. Miniaturized implementation of the solar tracker
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where, L is the inductance, f the switching frequency, and dl is the ripple current (here
dl is chosen between 30 and 40% of the output current). The circuit diagrams of the
converters are shown in Figs. 6 and 7.

2.5 The Arduino Board

The Arduino board represents the brain of the MPPT controller. For our implemen-
tation, we use an Arduino UNO model. Its reduced size and weight makes it suitable
for usage in systems with limited space. It is equipped with a type B mini USB port that
allows it to be programmed via a computer. It is also capable of performing Analog-
Digital conversion. The table below shows the main characteristics of our Arduino
board.

We use the digital pins (D0 = RX and D1 = TX) for the serial communication with
the Wifi model. Pins D4 and D7 are used as virtual serial interface to enable com-
munication with the Bluetooth module.

2.6 Overview of MPPT Controller

Table 1 shows an overview of the different internal components of the MPPT con-
troller. The solar panels produce the photovoltaic energy. The Arduino board generates
the PWM signal to control the DC-DC controller. This signal permits to vary the cyclic
ratio to adapt the output voltage towards the charges (batteries). The Arduino board
also exchanges information with the outside world via the Bluetooth and the Wifi
modules. Figure 8 shows a picture of the different components of the MPPT module.

Fig. 6. Circuit of the DC-DC converter Fig. 7. Circuit of the BUCK converter

Table 1. Characteristics of the Arduino board
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2.7 The P&O (Perturb and Observe) Algorithm

To vary the cyclic ratio (which leads to the control of the output voltage), we use the
P&O algorithm. It is a very simple and easy to implement algorithm. As its name
suggests, it perturbs the system, then observes the power generated by the PV to then
move the nominal functioning point toward the MPP according to the following
dynamic equation:

V kð Þ ¼ V k � 1ð ÞþDV � sign dP
dV

�
�
�
�
V¼Vk�1

 !

A flow diagram of the algorithm is shown is Fig. 9, below.
At each step, after measuring the voltage and current and computing the corre-

sponding power, the following verification tests are performed:

• If (P(k) > P(k − 1), then:
– If V(k) > V(k − 1), then increase the cyclic ration
– Else, then decrease the cyclic ratio (V(k) becomes V(k − 1));

• If (P(k) < P(k − 1), then:
– If V(k) > V(k − 1), then decrease the cyclic ratio,
– Else, increase the cyclic ratio (V(k) becomes V(k − 1)).

This procedure is periodically repeated until a maximum power point is reached.

Fig. 8. Overview of the different components of the MPPT charge controller
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3 Related Work

Solar tracking has long been used to increase the efficiency of photovoltaic systems.
They have been implemented both with one and two axles. In [8] a double-axle solar
tracking system has been used to gather the maximum sun radiation during the day and
maximize the produced energy. Unlike our system though, the authors do not use an
Arduino board to control the installation. Instead, an PID (proportional integral
derivative) controller was implemented to adjust the position of the structure. Using the
Arduino allowed us to build a system with similar functionalities at a much lower price.

In [9] a dual-axle solar tracker has been implemented with the additional func-
tionalities of data logging, as in our system. However, the authors use an Atmega 328
microcontroller instead of an Arduino board. Their implementation is passive in in the
sense that the position of the sun is pre-calculated and hard-coded in the system.
Contrary, our implementation dynamically recomputes the position of the sun and
hence, is more active. This is done using an algorithm that takes as input data acquired
by a set of photoresistor sensors placed on the surface of the panels, giving accurate
information about the position of the sun at any given time. Finally, our system is also
more flexible, as it is able to orient the panels on both axles.

With respect to the implementation of the MPPT technic using an Arduino board, a
work similar t ours is presented in [10]. Unlike this work though, ours is not limited to
only the design/conception an MPPT controller. Our system is more complete and is
embedded with additional functionalities such as remote access to the system data and
state of the installation. This can be done via Bluetooth or Wifi. We have also
developed a dedicated Android application that enable remote access through a smart
phone. Hence, the operator can at any given time and from anywhere consult the

Fig. 9. Flow diagram of the P&O algorithm
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system data (online or via their smartphone). In addition, the system data is periodically
logged onto a server database, hence providing the possibility of different king of
historic studies and data mining.

4 Conclusion and Future Work

In this work, we have designed and implemented a low-cost solar energy system
capable of optimizing its production under arbitrary weather conditions. It is composed
with an MPPT charge controller and a double axel solar tracker, both controlled by an
Arduino board on which we have implemented our algorithms. The whole system is
remotely accessible via Bluetooth using a dedicated Android application and via Wifi.
Its overall cost is equal to ¼ of the cost of the currently available systems with similar
performance.

In perspective, we are considering the manufacture and marketing of connected
MPPT controllers and stand-alone mobile devices (solar trackers) for solar panels at
very affordable prices in Senegal.
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Abstract. Recent studies have shown that most of the web traffic going from
one African country to another has to transit through ISP’s in other continents
before coming back to Africa. This phenomenon is known as boomerang
routing and proposals are being made on how to correct it. However, there is a
more fundamental question that needs to be addressed: what web content is of
interest to Africans and where is it hosted? Indeed, if most of the data needed by
Africans is within the continent and yet boomerang is still prevalent, then
correcting it is of paramount importance. If, on the other hand, most the data
accessed by Africans is hosted outside the continent, then data repatriation might
be more beneficial than boomerang correction.
By using publicly available data, this paper attempts to shed some light to that

question. Our study suggests that locally producing content and locally hosting
it should be given priority to correcting boomerang. The data used as well as the
analytical process that have led to such a conclusion are presented in the sequel.

Keywords: Boomerang routing � Africa web access content � Data content �
Website hosting

1 Introduction

ICTs have brought a lot of hope for socio-economic development in Africa. Many
World Bank indicators have already confirmed that Africa is the continent that is
witnessing the most of benefits from ICT development [1]. Well aware of this, the
African Union (AU) and member countries are now engaged on several projects to
build ICT infrastructures within the continent. For instance, the AU has adopted in
2012 the Program for Infrastructure Development In Africa (PIDA) [2]. Another
project initiated by the African Union Commission is the African Internet Exchange
System (AXIS) project that supports the establishment of National and Regional IXPs
in Africa [3]. The main goal of these projects is to improve user experience by reducing
cost and delay. Cost and delay are however closely dependent to where the data that
most users access is located/hosted (locally or remotely). As a consequence, for an
optimal improvement of African users’ experience it is necessary to know the nature of
the data they access as well as its location.
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The main goal of this project is to study Africa’s online access. More precisely, we
are interested in understanding the nature of the data that is accessed by users within the
continent, as well as the physical location of the servers where the data is hosted. For
that, we make use of publicly available data sets.

We gathered data provided by the site Alexa [4]. The free version of the provided
data is a list of the 50 most visited sites by users of each country in the world. We wrote
a python script that crawls the Alexa website and downloads, for each African country,
the 50 mostly visited websites. We then use the Maxmind (IP) [5] geolocation database
to find the geolocation of the servers that host those websites. We also analyze the
content of the websites to determine whether it is mainly destined for an African
audience or it is for any user around the world. Finally, the results of our findings are
discussed, and conclusions and guidance are provided.

Our study has shown that despite the high Internet penetration rate claimed in
Africa (mostly boosted by mobile data), most of the data that Africans attempt to access
is located outside the continent. In other terms, very few Africans make use of the
existing website hosting services that are available in the continent. Furthermore, only
one (1) in five (5) of the most visited sites by Africans carries “purely” African content
and only a fifth of those purely African sites are hosted within the continent. When it
comes to Africans’ interest to site designed by/for another African country, the data
indicates a lack of cross-country interest. Finally, the study shows that African sites are
dominated by news (information) category and categories of sites such as health,
science, e-government, education and sport are not popular in Africa.

In conclusion, despite the high Internet penetration rate in Africa and despite the
many projects to developing internetworking infrastructures in the continent, most of
the traffic generated by African must transit through international network (even though
the requested content is primarily destined to Africans). Consequently, end users will
continue to experience additional cost and delay. However, according to our data, the
main cause of this is not “boomerang routing”. Rather, the additional delay and cost is
mainly due to the fact that data accessed by most Africans is overwhelmingly located
outside of the continent. Thus, in additional to developing network infrastructures
within the continent, we believe that Africa should encourage the production of local
content that is hosted locally.

This paper is organized as follows. We first describe the data used in our study in
Sect. 2. We present the data, discuss some of its known (and sometimes addressed)
limitations, and present some of the pre-processing work done for the analysis. The
data analysis is presented in Sect. 3. We provide a summary of related work in Sect. 4.
Concluding remarks as well as perspectives are given in Sect. 5.

2 Data Acquisition and Pre-processing

2.1 Alexa Traffic Data

Alexa Internet, Inc. is an American web traffic analysis company based in San Fran-
cisco. It is a subsidiary of Amazon. The Alexa Top Sites web service provides ranked
lists of the top sites on the Internet. The ranking is based on the anonymous usage
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patterns of a large and global sample of millions of Internet users using one of many
different Alexa’s browser extensions. In addition, Alexa gathers much of its traffic data
from direct sources in the form of sites that have chosen to install the Alexa script on
their site and certify their metrics [4].

The global traffic rank is a measure of how a website is doing relative to all other
sites on the web over the past 3 months. The rank is calculated using a proprietary
methodology that combines a site’s estimated average of daily unique visitors and its
estimated number of pageviews over the past 3 months. Alexa also provides a similar
country-specific ranking, which is a measurement of how a website ranks in a particular
country relative to other sites over the past month.

A site’s ranking is based on a combined measure of reach and page views computed
over a trailing 3-month period. Reach is determined by the number of unique Alexa
users who visit a site on a given day. Page views are the total number of Alexa user
page requests for a site. However, multiple requests for the same page (URL) on the
same day by the same user are counted as a single page view. The site with the highest
combination of users and page views is ranked #1.

Alexa provides a fraction of its ranking data for free (it also offers many other
datasets and services with a subscription fee). This version includes a list of the 50 most
visited sites by users of each country in the world. We gathered that data by writing a
python script that crawls the Alexa website and downloads, for each African country,
the 50 mostly visited websites. We then use the Maxmind (IP) geolocation database to
find the geolocation of each of the websites and perform our data analysis presented in
Sect. 3.

2.2 Alexa Data Limitations

Since its launch in 1998, there have been many concerns raised about the Alexa dataset.
Originally, webpages were only ranked amongst users who had the Alexa Toolbar
installed. Therefore, the data could be biased if a specific audience subgroup was
reluctant to take part in the rankings. This caused some controversies over how rep-
resentative Alexa’s user base was of typical Internet behavior, especially for less-
visited sites. In 2007, a study has provided examples of Alexa rankings known to
contradict data from other web analytics services, including ranking YouTube ahead of
Google [6].

This particular concern has however been addressed by Alexa in 2008, when they
introduced [https://techcrunch.com/2008/04/16/alexa-overhauls-ranking-system/] new
practices in which they would not only use data from their toolbar, but also from
twenty five thousands of other widgets, plug-ins and services.

Alexa data has also been largely dubbed to be biased against sites with relatively
low measured traffic, which tend to be inaccurately ranked by Alexa. For instance, it
can be read from Alexa’s website [4] that they “do not receive enough data from their
sources to make rankings beyond 100,000 statistically meaningful. This means that, for
example, the difference in traffic between a site ranked 1,000,000 and a site ranked
2,000,000 has low statistical significance.” This limitation could have an impact in the
study carried in this paper as many African sites are expected to, a priori, receive low
traffic. However, our comparative studies have shown that Alexa rankings correlate
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well with other raking systems such as SimilarWeb [7] and SEMrush [8]. Furthermore,
this study confirms Alexa’s claim that the closer a site gets to number 1, the more
reliable its rank is. For the present study, we have compared Alexa and SimilarWeb
rankings for three African countries for which SimilarWeb has available data. The
comparison shows a 75% similarity. Furthermore, this paper is mainly concerned with
sites that Africans mostly visit, and we expect these “top” sites to receive relatively
high traffic. Hence, the omission of sites that receive low traffic data should not impact
our analysis.

Bearing these limitations in mind (as well as the many critics that Alexa has
addressed since 2008), we believe that Alexa and its cousin sites (SimilarWeb and
SEMrush) are valuable tools that provide “good enough” traffic estimates for any site.
Some of the limitations are inherent to the indirect method used to collect the data.
Indeed, no indirect method for traffic determination will ever be as exact as the direct
tools such as Google Analytics, or log file analyzers. However, the problem with
Google Analytics is that you can’t get that data for other people’s sites and the data is
mostly private. Overall, we believe that the results of our study can be used as first
order guidance, given the lack of traffic data, especially with respect to Africa.

2.3 Data Pre-processing

As mentioned earlier, we have written a python script that crawls the Alexa website to
collect the 50 most visited sites in every African country. The second step was to
determine the physical location of the servers that host the sites. For that, we use the
Maxmind geolocation database [5] that gives the geolocation of most Internet
servers/routers. Maxmind is known to have some limitations with fine-grained local-
ization such as city geolocation coordinates. However, its country level localization is
accepted to be fairly accurate. In this paper, we are concerned only with country level
localization.

After the localization of all the sites (whenever possible), we categorized them into:

• “purely African” (sites with mainly African content and mainly targeting African
audience, such as www.seneweb.com) and

• “others” (all other sites, such as www.google.com).

This site categorization required a manual process in which we took several steps.
First, we look at the extension of the site’s url. If it corresponds to the code of an

African country (e.g., www.irembo.goc.rw), we classify the site as “purely African”.
Otherwise, (the extension does not correspond to an African country code), we load the
page into a browser and analyze a set of metadata fields. The title of the site is a first
indicator for classification. For instance, the title of the site www.seneweb.com is
“Seneweb: le Senegal dans le Web”, which clearly suggests that the site is Senegalese.
If the title is not very informative, we inspect (and combine) a list of other fields such
as: the language, the videos, the type of information, the title of the tabs, the other sites
that are referenced, the site footer, the address and phone number in the contact section
(if any) etc.
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Some ambiguities might arise with this classification method, in which case we
make some arbitrage. For example, sites such as www.google.country-code are clas-
sified as “others”, because they are considered to belong to google and do not nec-
essarily carry “African content”. When we cannot geo-localize a site or classify it (after
using all the methods above), we just ignore it. We also ignore sites that generate error
codes such as “http error code 404: page not found”.

Using this procedure, we were able to gather geo-localized site information is 47
African countries with an average of 48.7 sites per country. In the next section, we
present our findings.

3 Data Analysis

Before proceeding to the analysis, we would like to put the African online access into a
global perspective. For that, we collected Akamai’s HTTP1 hits per second data for a
period of five day (during the period of November 1st to November 5th, 2018). The data
can be classified by region, as show in Fig. 1.

Considering the 5-day average, we found that the African traffic represents less than
half percent of the global web traffic. Even though this is about requests received by
Akamai servers, it can be fairly considered as proportionally representative. This means
that our work is about a very small percentage of the global web traffic, despite the fact
that African Internet users stands at 10.9%, as of December 2017 (according to
InternetWorldStat [9]).

Fig. 1. HTTP Hits per Second (See footnote 1)

1 Hits per Second Globally measures the number of raw requests received by Akamai servers from
each major continental region. “Hits/sec. global”, displayed at the top of the graph, is the cumulative
number of hits, while the data points displayed vertically along the right are regional breakdowns.
24 h data patterns as well as 24 h peak data points are made available for each region. HTTP Hits per
Second is measured in actual hits/sec [10].
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After putting our working in a global perspective, we can proceed to the analysis.
The analysis consisted in finding trends in website ranking, content consumption and
finding probable explanation to the trends. We first consider the physical location of the
servers that host the 50 mostly visited websites from any African country. To geo-
locate a site, we query the Maxmind database by providing the site’s url or IP address.

3.1 In-country Hosting

Figure 2 shows the percentage of sites that are hosted in each African country (among
the 50 mostly visited sites in the country). Overall, we found that for any given African
country, only less than 25% of the mostly visited sites are hosted in the country, with a
continental average equal to 4.3% This indicates that overwhelming portion of the web
traffic generated from the countries will transit internationally.

A closer look at the site hosting distribution shows that countries that have a solid
number of sites hosted in country are those which have a good infrastructure. The top 5
of these countries are: South Africa, Tanzania, Rwanda, Mozambique and Kenya.
Focusing on these five countries, we then look at the top 10 most visited websites per
country (see Table 1).

We found that most of the top ten sites are foreign by content and hosting location
(usually, they are Google, Facebook, Yahoo and Wikipedia). This is the trend that has
been observed for almost all countries in the world (developed and developing).
Indeed, it is well known that whose sites dominate the web. Our analysis is just a
confirmation that the domination is occurs also in Africa.

We also found that each of these 5 countries has at least one site hosted in-country
among the top 10, while none of the countries in the bottom half (with respect to
number of in-country hosting) has a site hosted within the country among the 10 mostly
visited sites. The world average of in-country hosted sites (US excluded) is equal 1.8.

Fig. 2. Proportion of sites hosting in each African country
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3.2 Continent-Wide Hosting

Having noticed that most of the sites viewed by users in a given country are not hosted
in the country, we ask the question whether those sites are hosted in other African
country. The answer to this question will inform about whether the African traffic will
stay within the continent.

Figure 3 shows the proportion of sites viewed in each African country and hosted
within the continent. We have mostly the same graph as for in-country hosted except for
Soudan, Swaziland, Namibia, Mauritius and Lesotho. This suggests that hosting ser-
vices that are available in some African countries (such as South Africa) are not used by
other countries. The reasons behind this are not studied in the paper, however, under-
standing them could be key in developing Africa’s internetworking infrastructures.

Table 1. Ten (10) mostly visited site for the top 5 countries with in-country hosting

South Africa Tanzania Rwanda Kenya Botswana

0;google.com 0;google.com 0;google.com 0;google.com 0;google.com

1;google.co.za 1;youtube.com 1;youtube.com 1;youtube.com 1;youtube.com

2;youtube.com 2;yahoo.com_ 2;igihe.com 2;standardmedia.co.ke 2;google.co.bw

3;facebook.com 3;facebook.com 3;google.rw 3;tuko.co.ke 3;yahoo.com_

4;yahoo.com_ 4;jamiiforums.com 4;yahoo.com_ 4;the-star.co.ke 4;facebook.com

5;wikipedia.org 5;ghafla.com 5;inyarwanda.com 5;facebook.com 5;wikipedia.org

6;dstv.com 6;instagram.com 6;facebook.com 6;yahoo.com_ 6;gov.bw

7;gumtree.co.za 7;blogspot.com 7;umuryango.rw 7;sde.co.ke 7;ub.bw

8;fnb.co.za 8;wikipedia.org 8;umuseke.rw 8;sportpesa.co.ke 8;ask.com

9;instagram.com 9;meridianbet.co.tz 9;irembo.gov.rw 9;kenyans.co.ke 9;jobsbotswana.info

Fig. 3. Proportion of sites hosted within Africa
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3.3 “Purely” African Sites

In this section, we are interested in figuring out which of the 50 mostly visited sites of
each country carries a content that is mostly destined to an African audience. We use
the procedure described in Sect. 2.3 to categorize the sites. Figure 4 shows the pro-
portion of sites that were classified as “purely African”.

The distribution of “purely” African sites is disproportionate and much lower
compared to sites outside the continent. In average, only 20% of the mostly visited sites
in the continent are considered as “purely” African. This indicates that even the traffic
that is generated “by Africans and for Africans” has to transit through international link
when accessed from within the continent.

It is to be noticed that the classification of a site as “purely African” is not cor-
related to the fact that the site is hosted within the continent or not. For instance,
Mauritania is the country with the most sites classified as such (31 sites belonging to
the country). However, only 1 of those sites is hosted within the country. This phe-
nomenon is quite common across the continent, as shown in Fig. 4.

3.4 Content of the Sites

Having determined the most popular African sites as well as the “purely” African ones,
we turn to the content in these sites.

We also found that each of these 5 countries has at least one site hosted in-country
among the top 10, while none of the countries in the bottom half (with respect to
number of in-country hosting) has a site hosted within the country among the 10 mostly
visited sites. The world average of in-country hosted sites (US excluded) is equal 1.8.

Table 1 shows that social media sites are the most popular ones in the continent. As
was mentioned earlier, this dominance is quite the same in other countries (developed
and developing). Table 2 below summarizes the content of the top five African
countries with the largest number of “purely” African sites. As can be seen, news

Fig. 4. Number of “purely” African sites
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information sites are the most dominant ones and represent 64% of the sites. According
to the data, government sites (e-gov) are not very popular in the continent, except for
Rwanda which has 36% of e-gov sites among the most popular. This is not surprising
as Rwanda has dematerialized 80% of its government services and is the leader with
respect to that aspect. Education sites are also not very popular, which correlates well
with the lack of popular universities in the continent. Also, some categories such as
health, science and sport are missing among the most popular sites. The lack of health
and science sites reflects well general observations in those sectors in the continent.
However, despite the popularity of sport in Africa, there are still not many sites that
propose “sport” content in the continent.

3.5 Origins of the Visitors

In this section, we are interested in the country origin of the people who visit Africa
website. In that, we would like to know if the content generated by Africans (one
country) is of interest to other Africans. There are multiple ways to address the
question. In this paper, we consider the most “purely” African sites in the top 4
countries (with respect to the number of in-country hosted sites: South Africa, Tan-
zania, Rwanda, and Kenya.

In South Africa, dstv.com comes out at 77.8% of visitors originating from South
Africa. Nigeria and Angola follow at respectively 6.9% and 5.1%. South Africa has
80% of African total internet hosts as of 2013.

In Tanzania, 83.7% of visitors to jamiiforums.com come from within the country.
The USA, UK and India are the next top origin of the requests. There is a large
immigration population from Tanzania in the UK.

In Rwanda, we have about 2/3 of the visitors to igihe.com originating within the
country. The following top countries with requests are in order the USA, Belgium, and
Canada. Only 9% of those total requests come from a search engine, which means the
website has mostly regulars, hence native or interested in business.

In Kenya, only 46.6% of visitors to standardmedia.co.ke originate from Kenya.
Japan at 7.8%, the USA at 7.7% and China at 6.2% are the next largest visitors. Up to a
quarter of visitors are coming from search engines. This website is also a news media
website.

Table 2. Classification of “purely” African sites

Country # “purely”
African

Content

Mauritania 31 29 news, 1 gov, 1 business
Rwanda 22 9 news, 8 gov, 3 job, 2 edu
Kenya 22 11 news, 4 lottery, 2 gov, 2 business, 2 edu, 1 employ
Nigeria 19 12 news, 3 business, 2 lottery, 1 gov, 1 e-commerce
SN 19 11 news, 2 business, 1 edu, 1 adult, 1 money transfer, 1

cinema, 1 gov, 1 phone
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These observations suggest that data generated in a country does not (so far)
interest other African. In other terms, the idea of “pan-Africanism” is not yet perceived
online.

4 Related Work

Because of the high hope that ICT infrastructures is raising in Africa, network con-
nectivity within the continent has recently attracted a lot of interest. The International
Telecommunication Union (ITU) publishes yearly data on access to telecommunication
services [11]. Several other reports are available documenting various aspects of access
to the Internet such as regulation [12] and infrastructure assessment [13]. The studies in
[14–16] were interested in the evolution of the African connectivity of the years. While
these papers are mostly interested in the development of communication infrastructures
in the continent, our paper is focused on the data that is accessed by African. Authors in
[14–16] consider the intra-Africa communication an quantify the fraction of traffic that
leaves the continent when a communication takes place between two African users.
This phenomenon, call boomerang routing, is very important because it raises many
issues: cost, delay, and privacy. Our paper is interested in the same issues, but asks a
more fundamental question: where is the data that most African access and what is its
nature? Understanding this later question is key to addressing the boomerang phe-
nomenon. The study in [17] is similar to ours. It considers the content use and hosting
in Africa. The authors address the question by making use of three datasets: (1) user
surveys gathering from a campaign on https://researchictafrica.net/ that included seven
African countries, (2) a list of African news websites compiled from ABYZ News
Links, and (3) Traceroute data collected by the authors. Although the authors tackle the
same questions as in our papers, their datasets present a number of limitations. The data
from https://researchictafrica.net/ just covers 7 countries in the continent. Also, the
news website data is most likely not representative (for a typical African user). For
instance, among the sites listed by ABYZ News Links (for Senegal and Burkina Fasso),
very few are among the 50 mostly visited sites according to Alexa. On the other hand,
our paper is based on the most visited sites in the continent. In that, we believe that our
dataset is more representative and gives better answers to the questions raised. How-
ever, despite the difference of the dataset used, the two studies come to the same
conclusions and thus confirm each other.

5 Conclusion and Perspective

In this paper we consider the content and the hosting of the data that Africans are
mostly accessing on the web. We make use of publicly available dataset provided by
the site Alexa. Our study has shown that despite the high Internet penetration rate
claimed in Africa (mostly boosted by mobile data), most of the data that African
attempt to access is located outside the continent. Furthermore, only 1 in 5 of the most
visited sites by African carries “purely” African sites and only a fifth of those purely
African sites are hosted within the continent. When it comes to African’s interest to site
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design by/for another country, the data indicates a lack of cross interest. Finally, the
study shows that African sites are dominated by news (information) category and
categories of sites such as health, science, e-government, education and sport are not
popular in Africa.

Our study suggests that despite the high Internet penetration rate in Africa and
despite the many projects to developing internetworking infrastructures in the conti-
nent, most of the traffic generated by African must transit through international network
(even though the requested content is primarily destined to Africans). Consequently,
end users will continue to experience additional cost and delay. Thus, in additional to
developing network infrastructures within the continent, we believe that Africa should
encourage the production of local content that is hosted locally.

The main limitation of the paper is the lack of reliable data and this is very
understandable: in fact, to date (and to the authors’ knowledge) there is no good dataset
on Internet communication in Africa. Alexa provides data on most visited websites but
is largely criticized because of potential biases against small local websites. The
measurement platforms such as CAIDA, RouteViews, RIPE Atlas, all focus on other
parts of the world and lack representative data for Africa.

The authors would like to suggest to (and invite) the community to start thinking
about a continent-wide data collection and measurement platform. Only this will enable
the conclusive studies needed to understand the current African Internet communica-
tion ecosystem and provide guidance for building our future networks.
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Abstract. Virtualized Wireless Networks (VWN) strive to offer effi-
cient power allocation and spectral efficiency to each user assigned to
a given slice at any time. We propose a user-slice association based on
the softmax of the probability of successful transmission using space-
time block code (STBC) to encode the data transmission in a wireless
channel. Each slice is defined by a set of Base stations (BS) or relays or
Access Points (APs) or Small cell Base Stations and their related phys-
ical resources or a combination of such stations. The slices constitute a
distributed-space-time block code which provides the data traffic for the
mobile terminals. A minimisation of the derived bit error rate (BER) is
used to find the optimal transmit power at each slice. The optimisation
is constrained by the outage at the small cell located near the cooper-
ating transmit slices. Such constraint improves the initialisation of the
iterative algorithm compared to randomly choosing initial points. The
proposed optimisation yields a dynamic selection of the slices with power
control pertaining to the outdoor mobile terminal performance and the
outage. The simulations show that the selection of a slice based on the
softmax of the probability of successful transmissions ensures a better
probability of successful transmissions compared to a permutation based
selection.

Keywords: Virtualization Wireless Network (VWN) · Space-Time
Block Coding (STBC) · Softmax

1 Introduction

The next generation cellular wireless networks called 5G is expected to be
deployed around 2020. This technology is hailed to provide higher data rate,
lower end-to-end latency, improved spectrum/energy efficiency, and reduced cost
per bit. In general, addressing these requirements will require significantly larger
amount of spectrum, more aggressive frequency reuse, extreme densification of
small cells, and the wide use of several enabling technologies (e.g., full-duplex,
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massive MIMO, C-RAN, and wireless virtualization) [1]. Here, we will focus on
the issue of wireless virtualization which has been receiving increasing attention
from both academia and industry [2,3]. Virtualization enables the decoupling
of infrastructure from the services it provides. In this case, Mobile Virtual Net-
work Operators (MVNOs) lease the infrastructure of Mobile Operators (MOs)
to offer services to their customers. Each MO or infrastructure providers (InPs)
can make available for lease a certain number of slices. A slice is defined by a set
of Base stations (BS) or relays or Access Points (APs) or Small cell Base Stations
and their related physical resources or a combination of such stations along their
radio resources. Considering an MVNO who has agreement with several MOs,
the user equipment(UE) subscribed to such MVNO should be able to profit
from the services of the MVNO which are provided through different physical
infrastructures. Virtualization can offer several benefits. First, decoupling and
sharing the network infrastructure can help reduce capital expenses (CapEx)
and operation expenses (OpEx) [4]. Another benefit of this technique lies in
the fact that the use of resources can be improved by moderating the dynamic
demands of users of different MVNOs. This provides the benefits of statistical
multiplexing. Reducing limits and problems with small service providers could
enrich the services provided to users. Current mobile communication research
endeavors to achieve cochannel deployment of MVNO slices and legacy macro-
cell as a response to the ever-growing demand in wireless channel capacity. In
such multi-tier cellular network, transmit power allocation with regard to out-
age constraint is an issue due to cross-tier interference [6]. Power allocation for
STBC transmit diversity can be achieved by selecting two antenna elements out
of all transmitters which are optimal in the sense of a dynamic power allocation
which minimizes the symbol error rate. Suboptimal and near-optimum transmit
power allocations are derived in [12] and [13] respectively. In addition, Outage
probability analysis of spatially distributed relaying based on STBC is provided
for ergodic and non-ergodic channel. The performance of distributed STBC in
the previously cited work is achieved by using channel state information (CSI)
availability, in addition to being oblivious to the difference in signal-to-noise ratio
(SNR) branch considering large scale fading environment of multi-tier cellular
networks. Our proposal derives the two-slices transmit powers independently of
CSI while considering path loss effect on unequal SNR branch. In [17], the out-
put SNR of a selected diversity branches with unequal SNRs [16] is maximized
through maximum ratio combining. The work in [18] differs from [17] by its
application of unequal transmit power allocation to the Alamouti scheme. We
propose a slice selection based on sofmax learning. Each slice has at least two
antennas and the Alamouti STBC scheme is considered between a slice and a
UE. The softmax is training over the bit-error rate of the link between slice and
UE. The simulations show that the selection of a receiver based on the soft-
max of the probability of successful transmissions ensures a better probability
of successful transmissions compared to a permutation based selection.
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2 System Model

We consider universal spectrum sharing between a UEs and randomly distributed
MVNO slices. Each base slice serves at least one MVNO user. The downlink
between the MBS and the MUEs is interfaced by a set of slices as illustrated in
Fig. 1. The slices are equally distanced from the MBS. We assume a close access
operation of the MVNO slices base stations, i.e. a MVNO slice base station is
solely accessed by its registered MVNO slices users.

Fig. 1. User association hierarchical model.

We consider VWNs where a transmitter selects its receiver (slice) without
knowing whether the transmission will be successful. We denote by Pa the prob-
ability of availability of a receiver. We express the probability of a successful
transmission as:

perf(p, t, i) =
{

1, if transmission successful
0, otherwise.

(1)

where p, t, i are indexes for mobile user (transmitter), time and selected receiver
respectively. A successful transmission can be defined as correctly receiving a
certain portion of packets or bits. The reward function is defined to be

R(p, t, i) = t(perf(p, t, i)Pa − cost(i)), (2)

where cost(p, t, i) is the cost to select the ith receiver.
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3 STBC Unequal Branch SNRs

Space-Time block Coding (STBC) is a wireless transmission scheme which
exploits multiple antennas at the transmit side without channel state informa-
tion (CSI) to provide maximum likelihood decoding based on linear processing
at the receiver. The receiver can have one or more antenna elements. STBC for
two transmit antennas has been discovered by Alamouti [7]. We assume that
each station transmits with two antenna elements with the Alamouti encoding
scheme and maximum likelihood detection is performed at the receiver. Such
encoding and decoding schemes have low complexity [8]. A design a modern
wireless system with adjustable transmit powers which minimise the bit error
rate (BER) comparing equal and unequal signal-to-noise ratio in STBC wireless
communications is presented in [6].

SNR =
P1d

−αout
1

N0
|h1|2 +

P2d
−αout
2

N0
|h2|2 (3)

λi =
Pid

−αout
i

N0
(4)

λi means the average SNR for the ith MUE transmitting with power Pi at a
distance di to the receiver and αout is the outdoor path loss exponent.

Pb =
√

λ1λ2 +
√

λ2(1 + λ1) +
√

λ1(1 + λ2)

2KBER(
√

λ1 +
√

1 + λ1)
√

(1 + λ1)(1 + λ2)(
√

λ2 +
√

1 + λ2)
(5)

where
KBER =

√
λ2(1 + λ1) +

√
λ1(1 + λ2)

Each slice has at least two antennas; the STBC can be applied to determine the
SNR. Each slice is characterized by its SNR. Considering Pb, we can evaluate
the performance of each slice. So we can use the BER as parameters for selecting
a slice. The softmax allows us to select a slice. The derivation of Pb is done in
[6].

4 Proposed Slice Selection Methods

Softmax [5] regression or multinomial logistic regression is a generalization of
logistic regression in case we want to treat several classes. The software softmax
allows to build neural networks with several standardized outputs. This makes
it particularly suitable for creating classifications by neural networks with prob-
abilistic outputs. It is particularly useful for neural networks where it is desired
to apply a non-binary classification. In this case, simple logistic regression is
not enough. We propose to select a slice based on the highest successful packet
transmission rate. Each MO proposes a set of slices to an MVNO. The MVNO
selects the slices available to associate each slice or a set of selected slices to one
or several of its UEs. Assuming the STBC scheme already described, we use the
BER performance as the selective criterion to decide the mobile user(s) to slice
association.
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5 Numerical Investigation

To investigate the proposal, we set up as a benchmark a slice-user association
based on a permutation of the slices, i.e. a UE is associated to a slice by permut-
ing the set of the slices. We assume that the average SNR at each selected slice
is chosen from 5.5 dB, 8.9 dB, 11 dB. For instance, if “Slice 1”, “Slice 2” and
“Slice 3” have the average SNRs “5.5 dB”, “8.9 dB” and “11 dB” respectively,
then a user is associated to “Slice 1” for the first time slot, to “Slice 2” for the
second time slot and to “Slice 3” for the third time slot. For the 4th time slot,
the user will be associated with “Slice 1” and so forth. Following such association
scheme, the BER is computed and the probability of successful transmission for
such user is given in Fig. 2.
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Fig. 2. Probability of successful transmissions per receiver by permutation of the
receivers.

The proposed scheme uses the softmax to compute the parameter used to
associate a mobile user to a slice. It assumes some training periods. The training
consists of using the benchmark for a certain number of time slots and then
compute the softmax value by using 6. If the softmax value output at the ith
slice is the highest at a given time slot, then the mobile user is associated with
the ith slice. We consider a transmitting device as a mobile user or UE. A mobile
user can transmit to a any slice. The softmax is computed as:

Sfmax(p, i) =
e−AvPerf(p,i)∑N

k=1 e−AvPerf(k,i)
, (6)

where N is the number of mobiles users and

AvPerf(p, i) =
T∑

n=1

perf(p, t, i) (7)

is the average of successful transmissions over a period of time T .
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Fig. 3. Reward per receiver by receiver selection based on permutation of the receivers.

Figures 3 and 4 illustrate our proposal which consists of associating a mobile
user to a slice if the latter has the highest softmax output. The softmax output
is computed by (3). The reward performance illustrated Fig. 3 shows a shorter
gap in reward between the slice with 5.5 dB and the one with 11 dB than the
gap obtained with softmax-based selection criterion as illustrated in Fig. 4.

Fig. 4. Reward per receiver by receiver selection based on Softmax.
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Figure 4 shows that following the softmax based user-slice association yields
a better average reward. Indeed, the best slice is more often selected than the
others. In Fig. 3, the slice with the SNR averaging 8.9 dB is selected more often
and yields a higher reward than the other slices. We set the signal-to-noise ratio
(SNR) for the 3 receivers in the simulations. On Fig. 2, each of the values {5.5,
8.9, 11.5 dB} represents the SNR for the corresponding receiver. Figure 2 presents
the probability of successful transmissions given by (1) of an MS selecting a
receiver by permuting from one to another each time. This allows the compu-
tation of the average of successful transmissions given by (7). Figure 3 can be
compared to Fig. 4 for the reward performance evaluated by (2) using the per-
mutation and the softmax (6) respectively. The Fig. 4 shows that the MS selects
one receiver which provides the highest probability of successful transmissions
most of the time and only selects other receiver a few times.

6 Conclusion and Future Work

The number of slices which can be made available by MOs for wireless virtualized
networks can be high and can change adaptively. The mobile users subscribers
to the MVNOs services will benefits greatly in an adaptive mobile user-slice
association which can be managed by a virtual interface. Our proposal and
computer simulation illustrate an implementation of a user-slice association for
wireless virtualized networks and the better association it provides compared
to a permutation-based one. We would like to extend this work by investigating
deeper in the softmax usage in research, and apply more antennas (3 or 4) at the
transmitter for the STBC schemes. Additionaly, transmit power allocation will
be investigated regarding non equal branch SNR in STBC and MIMO channel
uncertainty.
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Abstract. Recommender systems have become an important compo-
nent of Web media. From VoD providers (Netflix, Amazon Video)
(https://goo.gl/g3G1ys) to news websites (Yahoo! News, CNN) (https://
goo.gl/yA2NB6), users have become accustomed to personalized content.
However, news recommendation differs from traditional recommendation
due to the short lifetime of news. Indeed, News is particularly charac-
terized by a short time span during which they are relevant. Therefore,
in addition, to suggest suited news to users, news recommender systems
(NRS) have to deal with news recency in order to avoid recommending
already read content somewhere else.

In most of the cases, NRS implicitly collect users’ click history and
readings to build topic-based user profiles. News websites generally inte-
grate some keywords into the news articles which sum up their content.
But this is not always the case for African news websites.

In this paper, we present Follow Africa, an African news recommender
system. We introduce a recency-based recommendation model which also
takes account of users’ previous readings. We show the effectiveness of
our proposal through the results we obtain in a month-lasted online
experiment with more than one hundred users.

Keywords: News recommendation · Recency-based algorithm ·
Keyword assignment

1 Introduction

The news is an important aspect in modern society, they are the best resources
to know what happens around us. However, the abundance of new information
that is daily published online through different channels and portals can make it
challenging for users to find the content they are interested to read, consequently,
they can be overwhelmed and may miss some important news.

News recommender systems (NRS) aim to recommend suited news articles
to readers instead of leaving them spending a long time searching content which
may be interesting.

NRS is different from the other kinds of recommender systems (RS) as they
have to work with a continuous stream of short-lived items. Indeed, the news is
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
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particularly characterized by a short time span during which they are relevant,
after this time their relevance can decrease very quickly. Therefore, in addition,
to suggest suited news to users based on the history of what they read, NRS
have to deal with their recency in order to avoid recommending already read
content somewhere else.

In the context of African news, making some recommendations is more dif-
ficult. News articles from many African news websites are not well structured
and do not integrate keywords which describe the topics of their articles. This
makes the crawling of their content more difficult.

We have also to take account of user privacy when computing his recommen-
dations. Thus in this work, we propose a privacy-heeded NRS which handles
the challenge of helping readers to be aware of fresh Africa-related news articles
which might suit them.

In our knowledge there is no news recommender system build specially for
African news. The ones like Flipboard, Google News, Yahoo! News and so on
show Africa in overhaul but not in deep. Furthermore, they only rely on interna-
tional news websites and do not use African regional ones which can give some
local useful news. International news websites are well structured. It is easy to
get a summary of news articles as they generally give some keywords inside their
articles which sum up them. But for regional African news websites that is not
the case. There is a real challenge in crawling and summarizing their articles.

The aim of Follow Africa is to propose news recommendations related to
Africa. Its architecture is organized into two components. A back-end compo-
nent which makes all the tasks of news crawling and summarizing into topics,
and a Front-end component which heeds privacy and locally computes news
recommendations to show to readers. We present in this work these two compo-
nents. We detail how we make recommendations and point out the effectiveness
of our proposal through some results that we get from a month-lasted online
experiment over many readers1.

The sequel of this paper is organized as follows. In Sect. 2 we present some
related works in news recommendation. In Sect. 3 we provide a detailed presenta-
tion of Follow Africa. We expose its architecture and explain how we recommend
suited news articles. Then in Sect. 4.2 we show our experimental results. Finally,
in Sect. 5 we conclude this paper and present some future works.

2 Related Works

Two different approaches are commonly used in news recommendation: content-
based and collaborative filtering. Each of them presents some drawbacks and
advantages [12]. The collaborative filtering approach considers the opinions of
peer users to generate news recommendations. In [6] , the authors use collabo-
rative methods to make new recommendations. However, this approach presents

1 One can install Follow Africa’s Android mobile application from https://goo.gl/
t8nahh.
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two majors drawbacks as cited by [11]. First, collaborative methods do not rec-
ommend an article that many users have not yet read. Second, the trend to
recommend “buzz” articles while some people have no interest in this kind of
articles. For these reasons and some security and privacy aspects, content-based
approaches are better suited for news recommendation [3]. In content-based
approaches, keywords are used to describe a news article and a user profile
is built to indicate the type of news this user likes. We take this approach and
use the keywords of news articles to understand what topics are of interest to
the user.

In the literature, many authors have proposed topics-based news recommen-
dations like in [14]. However, in this work, we combine the interest of users
on news topics by the recency of news articles in order to recommend fresh and
suited news content. Moreover, we take into account users’ reading privacy, there-
fore we propose a news recommender system which even runs on the reader’s
mobile. Recommender systems retrieve users’ feedback in various forms. They
can explicitly ask the user to give feedback by rating the articles [2] or collect
implicit feedback based on user clicks and readings. Even if the second method
is less accurate than the first, it allows to gets more feedback as users do not give
any ratings. Furthermore, it is not bothering. Our proposal only uses implicit,
positive feedback.

3 Follow Africa

As said above, the purpose of Follow Africa is to find news articles related to
Africa that may be of interest to a particular user. It continuously aggregates
articles from several African news websites and other ones that publish some
topics related to Africa in order to build personalized content for its readers.

In this section, we show the architectural system of Follow Africa, then we
discuss its functioning and some issues we have faced with unstructured or mis-
taken data from some new websites. Finally, we present the recommendation
model behind our mobile application and the algorithm to compute recommen-
dations.

3.1 Architecture and Functioning

The architecture of Follow Africa has two parts: a back-end side and a front-end
one. The first is responsible for harvesting articles from news websites and pro-
viding them to the front-end side. The latter computes locally on the mobile the
recommendations to make to a user and displays the selected articles. Figure 1
shows the architecture of the overall system of Follow Africa.

The back-end side represents all the background works we do to gather news
articles to give to users. Its different elements are listed below.

– Web: this element corresponds to the web sources from which we extract
news, ranging from several popular and well-known websites to nameless ones.
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Fig. 1. Architecture of Follow Africa

Hence let us notice that our content is not confined to news, we also add
some fashion or cooking magazines to bring more diversity in our content.
Currently, we have more than forty websites as news sources. They provide
news in French language and cover almost all the categories of news like
politic, sport, health and so on. Obviously, they have not the same page
structure, some of them are well organized while the others are messy.

– News Crawlers: we use different scripts to harvest articles from the news
websites. For each website and depending on its page structure, we assign a
custom news crawler.
Periodically, each news crawler browses its target website and search for newly
published articles. It retrieves the main content of each new article like the
title, the lead paragraph, the publication date and time, the illustrative image
and, when they are available, the keywords which give the related topics of
the article. In the case where any keyword is not available, the crawler uses a
topic assignment method to fill the missing data. In Sect. 3.2, we explain the
topic assignment method we used. Furthermore, we compress the illustrative
image in a smaller size in order to optimize the communication cost with the
front-end side which is implemented in readers’ mobiles.

– News Database: The news database stores all the crawled articles. As news is
ephemeral, every day we delete from the database all articles which are older
than seven days. By doing this, we make sure to only consider news over a
period of one week.

– News Provider: The news provider is one of the most important components
of our architecture as it handles all the requests from the front-end side (i.e.,
the mobile app) and prevents the user to have an article more than once.
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To summarize the back-end side, the news crawlers harvest periodically fresh
news articles from websites and save their main content on the database. When
the news provider receives requests from a reader’s mobile application, it selects
all the articles the reader has not yet received and sent them to him.

The front-end side refers to our mobile application. It presents to the readers
the collected data from different news websites. Figure 2(a) gives an overview of
its interface. This site is organized in four components to ensure that the users
see first the news which may be of interest to them from the multitude of articles
he has in his disposition.

– News Broker: it carries out all the communications with the back-end side.
Especially, it communicates with the news provider and collects the latest
news that it records in the new local database. It also verifies that all the
collected items are in a good format before inserting them into the database.

– News Local Database: We decided to use a local database because in Africa,
Internet access is not so easy for everyone and we want to be able to work
offline. As a result, all the news article from the news broker are saved and
used when the news presentation layer requests them. News articles do not
always stay in the database. Of course, they are deleted after a specified
period.

– News Recommender Engine: the task of the recommender engine is to com-
pute and save scores of interest a reader might have for yet unread news
articles. Each time the reader reads or clicks on an article or some new arti-
cles are added on the news local database by the news broker, it recomputes
the scores of articles.
Section 3.3 details the recommendation model behind the news we suggest to
users for reading.

– News Presentation Layer: it implements all the IHM of the mobile app.
Figure 2 shows an overview of it’s Home’s page and the recommendation’s one.
When the reader clicks on a news article, the news presentation layer updates
his profile by adding the topics of the article. Then the recommender engine
recomputes the scores of interest of articles and ranks them in decreasing
order. Finally, the presentation layer refreshes its display with these ranked
articles.

3.2 Topics Assignment

Most news websites sum up in their articles the topics they cover through some
keywords. More formally, let be A and T respectively the set of news articles
and one of possible topics that describe news. We consider for a news article
a ∈ A the set Ta defined by

Ta = {t | t ∈ T } (1)

as the set of topics t that sum up the article a. From this definition, we set the
description Da of a news article a by a triplet of information as follows

Da = (ca, sa, Ta) , sa ∈ R
+ (2)
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Fig. 2. Overviews of the news presentation layer

where ca merges the title, image and lead paragraph of the news article and sa
represents the staleness of the article. We consider the staleness of an article as
the number of elapsed days since the article was published online. Through the
staleness of articles we consider their recency.

Despite the fact that many news websites summarize their articles with key-
words representing their topics, some websites do not. In this case, we use a cus-
tom taxonomy database for assigning some topics to news articles. We explain
our approach.

First, our taxonomy database is organized as a key-value table where the
values are sets of words:

[
k ⇒ {t | t ∈ T }

]
. For instance, we can find in the

following key-value instances:
[
“sadio mane” ⇒ {“football”, “sport”, “senegal”}, “election” ⇒ {“politic”}

]

Therefore when a news crawler finds a news article without topics that
describe it, the crawler breaks its content into several parts through string tok-
enization [5]. Then the crawler browses the taxonomy database with the tokens
and retrieves related topics. The retrieved topics are associated with the article
and the all is saved in the database.

Topics assignment is also called keywords assignment. Many assignment
methods are suggested in the literature [4] with some that use advanced nat-
ural processing language libraries but they are especially dedicated to English
language and are not so useful for other languages like French [9].

Once news articles are harvested and topics assignment is done for those we
have not yet established topics, the articles are saved on the news database.
They are sent to readers by the news provider when they ask new content.
Our recommender system takes the relay on the readers’ mobiles and makes
personalized recommendations to show to them. In the next section, we present
the recommendation model we use.
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3.3 Recommendation Model and Algorithm

We use a content-based recommendation model under our news presentation
pages. Indeed content-based techniques are more robust to face cold start prob-
lem than collaborative filtering [13]. In order to simplify the rest of this section,
let us consider int the following the sets U and D as respectively the set of all
users (i.e., our readers) and one of the valid calendar dates.

The recommendation task can be summarized as to find the top-K highest
interesting news articles for a user u ∈ U and recommend them to him. Let
be a utility function which computes the score of interest a reader might have
for some news articles., i.e., score : U × A → R. We can formalize the task of
recommendation as follows:

TopKu =
K

argmax
a∈A

score(u, a) (3)

The basic assumption of personalizing content is that users reasonably have
consistent interests that may change over time [11]. Thus each user can be fol-
lowed up by a profile which is a representation of all his interests and properties
like age, gender, occupation and so on.

In the case of news recommendation, a user profile usually corresponds to a
data structure which sums up his preferences on news topics. With Follow Africa
we set the profile Pu of a given user u ∈ U by

Pu = {(t, wt, dt) | t ∈ T , wt ∈ R
+, dt ∈ D} (4)

where each triplet (t, wt, dt) represents a news topic t which interests the user
with an interest-valued weight wt and the last date dt when the user read an
article related to that topic.

The user profile helps us to predict what he may like or not. To build the
profile we assume a click on an article means he is interested in the subject of
the article, so we update his profile by adding the topics of the article to it. In
addition to adding a topic t to the user profile, we set its interest-valued weight
wt to one. In case that is not the first time that the topic is added, we increase
its interest-valued weight by a unit.

To prevent the cold start problem which refers to new users (their profiles
are empty), we ask users to choose a least three main topics that interest them
at the first time they start to use the app.

From the Eq. 4, we define all the topics of interest to a user u as

Tu = {t | ∃ wt ∈ R
+ ∧ dt ∈ D : (t, wt, dt) ∈ Pu} (5)

and we compute the interest-valued weight of a news article a for a user u by
the following score function

score(u, a) = e−sa ×
( ∑

t∈{Tu∩Ta}
wt

)
(6)
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By this interest-valued function we take account of the user’s favorite topics and
the staleness of news articles. The first part e−sa takes account of the stale-
ness of articles (i.e., their recency). We decided to represent the evolution of a
news article’s staleness by the exponential function as the probability a user has
already read an article on somewhat website greatly increases day after day. The
second part of our function represents the intrinsic interest of the article for the
user.

Since the user’s favourite topics may change over time depending on several
contextual elements, his profile must be updated each time he expresses a par-
ticular interest in some topics by reading a new article or just click on it. In
this work, we build the profiles of users based only on their clicks on articles. In
other words, we just consider the implicit positive feedback of users. In addition,
for some privacy concerns, we store each user’s profile on his mobile as the data
belongs to him. Moreover, as the recommendations are carried out on the user
mobile, we alleviate our server which runs the back-end tasks.

Once we computed the interest-valued weights that a user may have on news
articles, we sort them in decreasing order. Let us notice that all articles that do
not have topics are ignored. The articles that a user has already read are ignored
too. We do not recommend an article that a user has already read. However, an
article that has been recommended can be recommended again because it is
difficult to interpret why a user has not yet clicked on. Algorithm 1 details more
our recommendation process.

Algorithm 1. Follow Africa’s recommendation algorithm
Data: {Da | a ∈ A}, Pu

Result: S = [(a, score(u, a)) | a ∈ A]
1 begin
2 S ←− [ ];
3 foreach a ∈ A do
4 S.add(a, score(u, a));
5 end
6 Sort S by decreasing score(u, a);
7 return S

8 end

4 Experimentation

We present in this section the effectiveness of our recommendation model. We
led an online experiment on a population of 113 real readers. In the next two
subsections, we shortly describe how we did the experiment by the evaluation
measures and methodology we used. Then we present the results we obtained.
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4.1 Evaluation Measures and Methodology

One can evaluate RS by using three approaches: offline analysis, user studies
or online experiments. Furthermore, a combination of these approaches is also
possible [1].

Offline analysis is typically easy to conduct, as they require no interaction
with real users. However, it is hard to find publicly available datasets for news
recommendation. The one we know is the Plista dataset [7], but all its contained
news are in German. User studies is an alternative. In this case, a small group
of persons will use the mobile app in a controlled environment and then their
experience will be reported. However, we may have to consider various biases
in the experimental design of such studies. Therefore we decide to carry out an
online evaluation where a pool of real users who are unaware of the experiment
are used. As some authors said, this is perhaps the most trustworthy approach [8].
However, it can only collect certain types of data.

So we conducted an online experiment for a month with the recourse of a
week-based size-increasing pool of real users. Table 1 details the increasing of the
pool size. By weekly increasing the pool of users, we want to take into account
the evolution of the users’ profiles.

Table 1. Week-based size-increasing pool of users

Week Dec. 16–22 Dec. 23–29 Dec. 30–Janv. 5 Janv. 6–12

# New users 38 23 19 33

# Total 38 61 80 113

We did the experiment from December 16, 2018, to January 12, 2019, with a
total of 113 users at the end whose 58.8% of male and 41.2% of female ranging
from 18 to 54 years old.

To measure the effectiveness of our news recommender system, we mainly
measure changes in the retention rate of new users to determine the extent to
which our recommendation is keeping users engagement. We did two things.

1. we first track the increase in overall users retention by measuring the evolution
of the number of established active users,

2. then we divide users into four week-based cohorts depending on the first time
they used the mobile app. For each cohort, we measure the retention rate of
its users during the next weeks.
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4.2 Experimental Results

We present in this part the results of our online experiment.

Active Users Evolution. Active users refer to those who frequently use the
app. Note that by “frequently” we do not necessarily say every day. An active
user can skip a day and do not use the app, but not two days.

We log monthly (28-day), weekly (7-day), and daily (1-day) active users
percentage evolution in the range from December 16, 2018, to January 12, 2019.
Figure 3 displays the evolution of active users.

Fig. 3. Active users evolution

We can see that the number of active users is increasing. At the date of
January 12, 2019, we count 86 active users among all our 113 users. Either
76% of our users actively use the app and access to recommended news articles.
However, active users do not use the app in the same manner. Some of them
discovered the app during the last week of the experiment while some other users
began to use it in previous weeks. Therefore we led the evaluation below where
we take into consideration this fact.

New Users Retention. To measure the ability of our recommendations to
retain new users over time, we measure the percentage of active users who use
the mobile app every day since the first time they opened it. Let us note that
we do not consider here users which remained at least one day without using
the app. We divided users into four week-based cohorts. Each cohort is a set of
users who started using our application during the same week. Table 1 gives the
number of users into each cohort.

Figure 4 shows the extent to which our recommendations retain new users. It
indicates whether users acquired a week ago continue to use the app. Each row
represents a cohort. The bottom row represents the most recent cohort while the
top one corresponds to the earliest cohort.

As we can see, the retention rate of each group decreases after the first week
of use of the application, but increases slightly from the Week 2. This is an
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Fig. 4. New users retention

expected effect of the well known issue named the cold start problem. Indeed
recommender systems meet difficulties to recommend items to a user who has
not yet read enough news articles and then who is not well profiled.

RS need some time to learn the users click behaviour and understand the
topics which are in the interest of them. That is why the retention of Week 2 is
greater than the one of Week 1. Our recommendation model seems to work better
after one week of usage. This demonstrates in a certain extent the effectiveness
of our recommendations.

We remark also that the user retention rate of last cohorts is higher than the
one of first cohorts. When we investigate the kind of users of each cohort, we
discovered that the first cohort is almost composed by friends whom we gave the
app while the rest are some unknown people who have installed Follow Africa
from the Google’s play store (maybe they know the app from the Facebook page
we dedicated to it). The latter seem to have more engagement than our friends
who would just accept to install the app due to our friendship.

5 Conclusion

In this paper, we presented a news recommender system we called Follow Africa.
We detailed its architecture and discussed how it carries out recommendations.
The experiment we led online points out the effectiveness of its recommendation.

As future works, we target to collect and create a news dataset from our
current readers. Thus we will be able to compare in the same baseline our news
recommendation model to some others in the literature [10].

Currently, some redundant news articles often occur in our recommendations
despite they are provided by different websites. By redundancy, we refer to the
similarity of their information and not of their content in terms of expressions
or sentences. Thus we want to investigate article de-duplication methods which
allow eliminating redundant news articles.
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Abstract. In this paper, we propose a conceptualization of knowledge of
infectious disease simulation models. This model is intended to annotate a set of
qualitative and quantitative simulation models to automate their composition in
a process of simulation of the spread of infectious diseases. We propose a use
case illustrating the use of the ontological model for the annotation of two
schistosomiasis simulation models.
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1 Introduction

In the study of complex social and natural phenomena, it is sometimes necessary to
combine several dynamics or several points of view of a system to correctly understand
its functioning and its evolution [1, 2]. Thus, the modelers of these systems are more
and more confronted with the difficulties of representing them with a single model. In
addition, they generally rely on multidisciplinary theories and use different modeling
approaches to represent these subsystems. This often results on the one hand, in having
several heterogeneous models for the same system; and on the other hand, the necessity
to compose these different models in order to better understand this system [3].

In addition, the process of simulating a behavior of these multi-model systems is in
itself a delicate exercise that requires the ability to identify, compare, and select models
that can answer the question behind a simulation; then, if several models are selected,
to assemble them and to integrate data and applications needed to perform the
simulations.

In this work, we are interested in the field of infectious diseases and in simulation
models of their underlying dynamics. It’s a work that aims to set up an ontology-based
platform to automate the simulation process of infectious disease models. The purpose
of this article is therefore to propose a conceptualization of the knowledge of these
models. The resulting ontology will serve as a basis for annotating a set of qualitative
and quantitative simulation models for infectious diseases.
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After presenting the context of our work in Sect. 2 of this paper, we present in
Sect. 3 some related works. Section 4 proposes a taxonomy of knowledge of infectious
disease simulation models on which the ontology we propose in Sect. 5 is based.
Section 6 presents a use case of two simulation models of schistosomiasis annotated
with this ontology.

2 Context

The field of an infectious disease spread can be divided into two subdomains: the sub-
domain of the disease (its transmission mechanism within a population, the various
entities included in it and their relationships) and the sub-domain of risk factors (the set
of socio-economic, environmental, biological and behavioral elements, that may
influence the spread of the disease) [3, 4]. In each of these subdomains, we can identify
a set of underlying dynamics. For example, concerning schistosomiasis, its transmis-
sion mechanism is often described according to two dynamics: intra-host dynamics
(which gives the evolution of the pathogen inside the host organism) and extra-host
dynamics or infection dynamics (which ensures the passage of the pathogen from one
host to another). The dynamics of access to infectious water, based on a set of socio-
economic factors, is also crucial [5]. Each of these dynamics is in itself a complex
phenomenon involving several heterogeneous entities of different natures and sizes,
also evolving in different environments.

Conceptually, we can see the propagation of an infectious disease as a system with
several levels of interactions, which can be located at different spatial and temporal
scales (see Fig. 1).

Fig. 1. Scales of infectious disease spread process
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This point of view reveals two important things: the difficulty (see the impossi-
bility) of having a single model that represents all these levels of interaction and the
possibility to model a level or a set of levels while ignoring the others [3, 5].

The specific problem that interests us in this work is that of the spread of schis-
tosomiasis in Senegal. In recent years, it has been studied by several teams of
researchers working in different fields of research: biology, epidemiology, biomathe-
matics, bioinformatics… For this, there is currently a variety of models on schistoso-
miasis. These models are established on the basis of different modeling approaches and
multiple objectives, targeting particular levels of interaction, manipulating heteroge-
neous data and simulated in dedicated platforms. The ontology we propose allows
annotating these different models and their associated simulation platforms.

3 Ontology and Simulation Models

Ontologies are interested in representing the knowledge of a domain. They consist
more precisely in the identification of concepts and their relations, and in proposing
their formal representation for resource annotation and semantic reasoning [6–8].
Based on these representations, an autonomous agent will have the ability to under-
stand and effectively manage a system, reason and make deliberations.

In recent years, the modeling and simulation community has been using ontologies
to improve and facilitate the framework of his work.

Ontologies are used in modeling and simulation as a qualitative approach to rep-
resent complex systems. This ontology-based modeling approach is often used to
overcome the limitations of numerical modeling approaches: difficulties in obtaining
numerical data to conduct simulations; difficult to compose or integrate a set of
numerical models due to the varieties of formalisms (differential equations, multi-agent
system, etc.) used to represent them. Ontology-based models allow representing the
possible behaviors of a system from the abstract description of its internal processes
and its different states. Thus, on the basis of a qualitative reasoning, they allow making
deliberations without the necessity of certain numerical data [4, 9, 10].

Otherwise, ontologies are used in the process of modeling and simulation, in a
framework called “Ontology Driven Simulation (ODS)”. It is a process that uses the
knowledge encoded in ontologies to dynamically and automatically design simulation
models. It’s about having, on the one hand, the ontologies of the domain or the
application and on the other hand, the ontologies of modeling (encoding information on
the modeling such as components of the models, the different phases and modeling
activities, etc.). Then, domain ontology concepts are mapped to the concepts of
modeling ontologies, then instances of modeling ontologies are created to represent a
model. Once ontology instances representing the model are created, additional tools are
used to translate them into an executable simulation model [11, 12].

Other works go further in the use of ontologies in modeling and simulation. This is
the case of works that use ontologies to drive the integration of models and interop-
erable simulation applications. In the process of application integration, there are two
main difficulties that have been until now technical limitations for the modeling
community: semantic accessibility, caused by the inability to explicitly specify the

84 P. A. Cisse et al.



semantics of information contained in different applications; and logical disconnection,
caused by the inability to explicitly represent constraints related to the information
contained in different applications [12, 13]. In these latest articles, the authors show
how to use ontologies to overcome these technical limitations and facilitate the inte-
gration of interoperable applications.

In [14], authors use ontologies to assemble semi-automatically, simulation models
of an industrial installation composed of a set of hardware devices. Indeed, in this
industrial system, each device (composed of a set of devices) is simulated by selecting
one or more models. To automate this task, the authors propose an ontology of the
industrial plant and its various hardware devices, an ontology of the library of simu-
lation models used to simulate the devices of the industry, a mapping ontology between
devices and simulation models and a semantic engine that, from a given hardware
device, selects and assembles (if necessary) the models necessary for its simulation.

4 Taxonomy of Simulation Models of Infectious Diseases

In the study of infectious disease simulation models, we identified different types of
model categories. This typing is due to the fact that one can consider different points of
view, considering them as “keys of determination”, to categorize the simulation models
of diseases. A useful way of constructing taxonomy of models is to establish sub-
sumption relations between the elements of these different viewpoints.

First point of view – the models are categorized according to the three dimensions
(scales) considered in the spread of infectious diseases (organic scale-lower scale,
individual scale and population scale-higher scale). It is the dimensional catego-
rization of simulation models of infectious diseases.
Second point of view – the models are categorized according to their objective
functions (modeling objectives). It is the functional categorization of simulation
models of infectious diseases.
Third point of view – the models are categorized according to the modeling
techniques and formalisms used. It is the technical categorization of simulation
models of infectious diseases.

Thus, any simulation model of an infectious disease must be identified according to
these different types of categories. We give below the details of each categorization.

4.1 Dimensional Categorization

A description of infectious disease models is given by considering three dimensions
(scales):

• Population scale: in this dimension, models focus on the spread of diseases, on the
populations of actors included (populations of final hosts, intermediate hosts,
populations of pathogens, vector populations, etc.) and on the factors involved. We
found here models of transmission dynamics or epidemiological models. They are
two categories: epidemiological models of transmission and geographical models.
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Epidemiological Models of Transmission (EMT) relate to variations in infection
rates in human hosts and vectors. There are several types of epidemiological models
of transmission: SI, SIR, SIER, etc. Geographic Models (GEM) are epidemio-
logical models that incorporate environmental factors and describe the spatial dis-
tribution of diseases or vectors [15].

• Scale of individuals: in this dimension, models focus on individuals in a particular
population and consider their actions and interactions with, sometimes, components
of other populations or other influential factors. We found here models of popu-
lation dynamics (population of pathogens - MPP, vector population - MVP) which
mainly deal with genetic aspects of pathogen dynamics with sometime, human and
vector host components and/or an epidemiological component (i.e. the level of
transmission) [16]. One found here also models of host-to-host contamination or
pathogen transmission (MC) [3, 4].

• Organic scale: in this dimension, models look at pathophysiological processes. One
found here Intra-host models (MIH) that generally describe the dynamics of par-
asite larval stages and its interactions with body organs and the immune system
[17]. They also study their interactions with drugs and the effects of medicinal
treatments in pest biology [18].

4.2 Functional Categorization

A categorization of models is given considering the problems posed or the modeling
objectives (their objective functions). Generally, simulation models of infectious dis-
ease can be classified into two broad categories: predictive models, also called
behavioral models and understanding models, also called models of knowledge [16].

Predictive models (Prediction function) are models of “black box” types, built on
the basis of quantitative and/or qualitative data only, expressed as input and output
parameters. There are several types of predictive models depending on the possible
objectives: simulation models (Simulate: simulate the spread of a disease in a given
population, simulate the behavior of a pathogen, etc.), prediction models (Predict:
predict the spread of an epidemic after the occurrence of an event, etc.), evaluation
models (Assess: evaluate or estimate the impact of a control strategy, assess the role of
the geographic dimension in the distribution of a disease, etc.).

Knowledge models (Comprehension function) are constructed on the basis of
assumptions that are often sought to confirm or refute, or that are used to understand
certain aspects of diseases.

4.3 Technical Categorization

A categorization of models is given here by considering the techniques and formalisms
used to model the dynamics of infectious diseases. Mainly, we can consider two broad
categories of simulation models: numerical models (or quantitative models) and ana-
lytical models (or qualitative models).

86 P. A. Cisse et al.



Numerical models (Quantitative) are built on the basis of quantified numerical
data. Among these types of models, there are mathematical models based on equations
(EBM) and agent-based models (ABM).

Qualitative models (Qualitative) attempt to explain in a qualitative way, without
certain numerical data, the phenomena. Among this type of models, there are ontology-
based models (OBM), cellular automaton-based models (CABM), and so on.

5 An Ontology of Infectious Diseases Simulation Models

The ontology that we propose here will allow annotating simulation models of infec-
tious diseases. It is based on the taxonomy proposed in the previous section (illustrated
in Fig. 2) and includes other elements related to parameters (Parameter), hypothesis
(Hypothesis), actors (Actor), objects (Object) and activities (Activity) taken into
account in the model, as well as the implementation language (Language) and sim-
ulation platform (Platform) used. Other elements related to the identification of models
are also added: model ID (ID), authors of the model (Author), its publication journal
(Journal), the publication title of the article (Title) and a short description of the model
(Description).

This ontology allows describing, in a generic way, any simulation model of an
infectious disease by specifying its scale (intra-host, epidemiological, etc.), its objective
function (prediction, comprehension, etc.), formalism used (Equations, Agents,
Ontology, etc.), elements included (parameters, assumptions, actors, objects of the

Fig. 2. Ontology of infectious diseases simulation models
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environment, activities or dynamics implemented, etc.), implementation language and
execution platform.

The Fig. 3 is a preliminary OWL formalization of the ontology through Protégé.
To use this ontology for a particular infectious disease (Schistosomiasis, for

example), it is necessary to make the mapping between it (SM-ID) and the domain
ontology of schistosomiasis (IDOSCHISTO) [10]. This mapping is ensured by a
coupling between these two ontologies which results in the establishment of links
between, for example, concepts as Disease, Actor, Activity, Object, Dimension, etc.
in SM-ID and the corresponding elements in IDOSCHISTO. The resulting ontology
(Ontology of Schistosomiasis Simulation Models - OSM-Schisto) will thus be able to
annotate all Simulation Models of Schistosomiasis.

6 Use Cases

6.1 Use Case 1 (See Table 1)

This simulation model [19] is a transmission model of schistosomiasis taking into
account heterogeneities. The authors calculate the basic reproductive rate R0 in order to
pronounce on the disease-free equilibrium which is globally asymptotically stable if
R0 < 1; and on the disease-endemic equilibrium which is globally asymptotically stable
if R0 > 1.

Fig. 3. The ontology formalization with Protégé editor
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6.2 Use Case 2 (See Table 2)

This simulation model [20] is a transmission model that aims to assess the spatial
impact on schistosomiasis control policies. Three control policies are considered:
treatment of infected individuals, elimination of cercariae and elimination of mollusks.
The authors calculate the evolution of infections by applying different spatial config-
urations with each of these three control policies with.

Table 1. First simulation model annotated.

Concept Instance

Function Simulate
Dimension Epidemiological model of transmission
Technique Numerical: based-Equation
Language ODE
Platform Scilab
Actor Human Population; population of mollusk
Object Geographical sites: residential (village), water points (pond, river, pond)
Activity Agriculture, travel
Input parameter Human population, number of pools, number of dwellings (villages)
Output parameter Basic reproduction rate

Table 2. Second simulation model annotated.

Concept Instance

Function Assess
Dimension Epidemiological model of transmission
Technique Numerical: Agent-based
Language GAML
Platform GAMA
Actor Human population (man, woman, child); mollusc population; pathogen
Object Geographical sites: residential (village), water points (pond, river, pond),

roads, schools
Activity Fun, housewives, and professionals activities; treatment of individuals,

elimination of mollusks, elimination of cercariae
Input
parameter

GIS of the studied area (dwellings, water points, roads, schools), human
populations, mollusks and pathogens

Output
parameter

Evolutions of the spread of the disease
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7 Conclusion and Perspectives

In this paper, we have proposed a core ontological model for annotating quantitative
and qualitative simulation models for infectious diseases. We highlighted the main
concepts and there relations. Use cases are presented for illustrating how the onto-
logical model could be used for annotating existing simulation model for schistoso-
miasis disease.

Our future work will first focus on finalizing the formalization and the validation of
the ontology. Second, we will implement the ontology-based library, a web platform,
for hosting infectious diseases simulation models and their metadata. Then, we will set
up a semantic engine that, based a user request, will autonomously orchestrate the
simulation process. The orchestration of the simulations consists first of choosing the
type of model (numerical or qualitative), then selecting the simulation models to
compose and finally integrating the data and the applications necessary for the real-
ization of a simulation.
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Abstract. Software Defined Networking (SDN) is an emerging network-
ing paradigm that addresses current network design limitations. It pro-
motes centralized control of the network by clearly separating Control
Plane and Data Plane. In one hand, Security in SDN is one of the most
challenging research topics. In the other hand, deployment of security
as service is one of the most cutting-edge topic. In this paper, we pro-
pose a general framework for security deployment as a service in SDN
networks. As a case study we proposed extension of OpenFlow protocol
for IPsec VPN set. We have evaluated this proposal using a real world
testbed based on Mininet and Floodlight. Preliminary results show that
our proposal can enable security service without drastically degrading
performance in comparison to deploy security on endpoints of communi-
cations.

Keywords: SDS · SDN · Control plane · Data plane · IPsec ·
OpenFlow · Security service deployment · Network Security ·
Floodlight · Mininet

1 Introduction

Traditional networking appears to be reaching its limits during the late of 2010s
decade. Firstly, classical network design views networks as composed of special-
ized devices (router, switch, firewall, etc.) which have proprietary firmwares that
include hard coded functions and forwarding logic. This is a big limitation to net-
work evolution since it is almost impossible to implement a new non-standard
functionality (e.g. new routing protocol or firewall extension ...) without the
agreement of the device manufacturers. Deployment of new innovative network
features depends on the speed with which network equipment vendors imple-
ment them in their firmwares. To overcome this limitation, network devices
should be programmable. Secondly, current network devices make forwarding
decision according to their local configuration set by administrator. If the device
is replaced, the same tedious configuration may be done again. To overcome this
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limitation, the operating logic of network device should be separated from the
forwarding function.

Software Defined Networking is an emerging networking paradigm that
addresses, among others, these limitations to overcome network evolution. SDN,
clearly separates Control Plane and Data Plane. Control Plane manages how
and where to forward packets, and can be hosted by a physical server or in the
cloud. Data Plane that manages packet forwarding based on flow tables (routing
table + access control list), is implanted inside network switches [2].

This separation of Control Plane from Data Plane and centralisation in an
equipement called Controller, bring new threats like Single Point of Failure and
make difficult the deployment of security services on equipements. However,
providing security services in SDN is one of the most challenging topics in this
area [1]. It covers two aspects: security for SDN infrastructure itself and deploy-
ment of security services for the end-users using a SDN core network. Securing
SDN infrastructure is a fairly well-known problem now and is addressed by sev-
eral works [2–7]. However, deployment of security services provided by SDN for
customers is less addressed by research community. Among problems of com-
munications’ security of end-users, SDN do not yet support efficiently security
services such as confidentiality, on-demand secured tunnel establishment, etc.

In this paper, we propose a framework that enables security services (e.g.
IPsec Tunnels) deployment in SDN network. Main outcomes of our work are:
proposition of an architecture for security service deployment in SDN, a new
extension of the OpenFlow protocol for secured tunnels management, and, finally
integration of an IPsec-based tunnel mechanism in SDN as use case.

The remainder of this paper is organized as follows. The second section is
focused on related works while third section presents background concepts of our
proposal namely SDN architecture and IPsec Protocol. On fourth part we present
our approach of security services deployment architecture and present the case
of an OpenFlow’s IPsec extension. The fifth part is dedicated to performance
evaluation. Finally, we finish by conclusion and future works.

2 Related Works

Security in SDN covers two different aspects: security for SDN infrastructure
itself and deployment of security as service in SDN.

Most of prior research efforts address SDN security threats identification and
SDN security solutions [1]. As proof, there are many surveys about this topic
[2–7]. SDN Security threats can be different kinds such as:

– Man-in-the middle attack because of optional use of TLS [2,3];
– DDoS attacks because of single point of failure in centralized environment

around the controller [2–6];
– Lack of authentication and authorization due to no compelling authentication

and authorization mechanisms for applications and more threatening in case
of large number of third-party applications [2].
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Solutions for these threats have been proposed such as DDoS Detection (for
DDoS attacks), SE-Floodlight for lack of authentication & authorization. In the
case of Man-in-the- middle attack when malicious node is between the controller
and the switch, TLS can be an efficient solution. When it is between different
switches, solutions based on tunnels have been proposed [3].

We also have in literature design-oriented security service based on
SDN/NFV for end-users. In [8], authors use firewalling for an SDN infrastruc-
ture to secure network device from suspicious and malicious traffic. In [9] authors
proposed a new architecture of security service based on network virtualization
functions. Their proposition offers a security service function chain that enables
ICT (Information and Communication Technology) service providers to provi-
sion a dynamic and flexible secure service on the SDN network for customers.
Authors in [10] propose a solution which introduces of a third plane, the secu-
rity plane, in addition to the data plane and control plane. They present an
SDN security design approach, which strikes a good balance between network
performance and security features. This proposed approach can prevent DDoS
attacks targeting either the controller or the different hosts in the network, and
how to trace back the source of the attack. Proposal in [11] use SDN based IPsec
authentication to secure client application. Solution in [12] consists of an archi-
tecture that combines IDS with programmable features of SDN for detection and
mitigation of malicious traffic. In [3] they used IPsec as a security application
to secure a communication between two endpoints against Man-in-the-Middle
attacks.

We can see that researches about security services for end-users, use externals
components to acheive their goal. As far as we know, there is no proposition
using only the SDN infrastructure. With our approach a security service can be
deployed to secure communication of two end-users using SDN core Network.
The security service is provided using an extension of the OpenFlow protocol
or any other Southbound API. We will present a use of IPsec as case study
for OpenFlow extension. This evaluation will permit us to determine which is
beneficial between deploying IPsec, using SDN approach, between End-Points
and between BGS. This will lead to see if it’s relevant to apply our approach.

3 Background Concepts

3.1 Software Defined Networking Architecture

Commonly adopted SDN architecture is presented in Fig. 1. Which is composed
of 3 layers: Application Layer where network applications are deployed (e.g.
Routing protocols; Firewall ...); Control Layer that manages the network for-
warding logic and is implemented by a node called SDN Controller; finally,
Infrastructure Layer where we have physical equipment and forwarding.

Communication between two layers in SDN architecture is done by using an
API: NorthBound API between Application Layer and Control Layer; South-
Bound API between Control Layer and Infrastructure Layer. An example of
SouthBound API and the most famous is OpenFlow [13].
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Fig. 1. Architecture SDN

SDN Security is a real challenge. Indeed, SDN should have internal security
and provide security as a service for customer networks. Our main goal is to
provide dynamic and extensible security service deployment architecture. With
our approach a security service can be deployed to secure end-to-end commu-
nication through SDN Network in a transparent manner. We give as example
the deployment of IPsec Tunnel as SDN network service. In next section will
introduce the IPsec protocol.

3.2 IPsec

IPsec (Internet Protocol Security) [14] is a suite of protocols that provides secu-
rity at Internet Layer of TCP/IP model. It can be used to provide a Virtual
Private Network (VPN) or establish secured tunnels between two locations. The
deployment of IPSec can be done between two End-Points, between two Gate-
ways to serve different networks and between an End-Point and a Gateway. This
protocol uses Internet Key Exchange (IKE) protocol for keys negotiation and
management.

IPsec has two sub-protocols: The Encapsulation Security Payload (ESP) [15]
and the Authentication Header (AH) [16]. A ”Security Association” (SA) is a
one-way (inbound or outbound) agreement between two communicating peers
that specifies the IPsec protections to be provided to their communications.
This includes the specific security protections, cryptographic algorithms, and
secret keys to be applied, as well as specific types of traffic to be protected [17].
IPsec also uses two databases: Security Association Database (SAD) and Security
Policy Database (SPD). SAD is a database for SA repository of different peers
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while SPD is a database that expresses the security protections to be provided
to different types of traffic [17].

4 IPsec Tunneling as SDN Security Service

4.1 General Architecture

Our proposal aims to provide secure IPsec Tunnel between two legacy networks
using bump in the wire configuration (BITW). With this architecture, endpoints
of communication can communicate securely by delegating security to SDN net-
work. The general architecture is illustrated on Fig. 2. In this architecture non
SDN networks are linked by a SDN core network. SDN core network is composed
of Border Gateway Switches (BGS) and Core Internal Switches (CIS). BGS are
ingress and egress of secured communications. They can establish on demand
tunnels with instructions from controller. SDN controller communicates with
BGS using extended Southbound API messages to deploy the service in Data
Plane. Service is deployed only in BGS in data path. In the two cases, all switches
are ready to activate security service if they receive corresponding instructions
from Controller via Southbound API. An extension of OpenFlow southbound
API is used for these instructions.

Fig. 2. Architecture of SDN based IPsec

When a client subscribes to an SLA (Service Level Agreement) including
a security service, controller is configured according to this contract. If a flow
matches to corresponding client traffic, controller deploys the service by sending
a “SecTrans” message with security policies to the Border Gateways Switches
involved in this communication. The remaining transaction is managed by South-
Bound Extension. As a use case that illustrates how our proposal operates, we
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deploy secure tunneling service based IPsec as SDN Security Service. To achieve
this, we extended OpenFlow protocol for IPsec tunnel establishment and we
define an extended structure for Flow Tables inside Switches.

4.2 Secure Communication Service Deployment

Our first proposal is an extension of OpenFlow standard protocol, by adding
“SecTrans” message. It is a controller-to-switch message which is used to allow
the IPsec tunnel to be used between involved switches.

Our second proposal is to add a new column on the Flow Table named”IPsec”
which can be set to “Yes” to allow the use of IPsec between two BGS or “No”
if we don’t. The new structure of our new Flow Table is represented by the
Fig. 3. With these proposals, the controller is responsible for generating and
transmitting IKE credentials. It is also responsible for the control and application
of IPsec SPDs. It therefore has a centralized view of the network and security
policies. The IKE implemented in the network resource runs to create the IPsec

Fig. 3. New structure of our new Flow Table

Fig. 4. Flow chart of IPsec service deployment
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security associations by using these policies and credentials. Figure 4 illustrates
a typical communication in SDN including deployment of IPsec tunnel.

If a source end-point sends a traffic to another client using IPsec tunnel, the
following procedure will take place:

1. The Border Gateway Switch connected to the source will send a”Packet In”
message (an OpenFlow message) to the controller to ask what to do with
these packets.

2. If there is matching with a service subscriber’s traffic, the controller will
generate IKE credentials and SPD Policies and sends them to the two switches
(ingress and egress) involved BGS in addition to the SecTrans message to
allow transmission in IPsec tunnel. The message will add/modify a flow with
“yes” on IPsec field.

3. The border routers use the IKE credentials and SPD Policies to establish SAs
before starting transmission.

When this procedure is executed, all the messages between these two endpoints
are transmitted using the tunnel. In fact security is bumped in the wire in this
architecture. Main benefit of this is security is deployed on BGS and used on
demand by endpoint clients.

5 Implementation and Performance Evaluation

5.1 Testbed Description

We evaluated our proposal with a testbed based on commonly used environment
to implement SDN, namely Mininet [18] to simulate Openflow switches and
Floodlight [19] as our SDN Controller. Indeed, there are many others controllers
that can be used but we used Floodlight for our first step of evaluation. Our goal
is to evaluate overhead of our proposal in comparison to implement end-to-end
tunnels created and maintained by edges of communications.

Table 1. Testbed systems configurations.

Hosts Operating system Components
(software)

CPU (Core/GHz) RAM

Controller Debian 8.4 Floodlight master 4/3.2 4GB

SDN BGS A Debian 8.4 Mininet , Racoon,
IPsec-tools

4/3.2 4GB

SDN BGS B Ubuntu 18.04 Mininet , Racoon,
IPsec-tools

4/2.4 4GB

End-Point Node A Ubuntu 18.04 Racoon,
IPsec-tools

8/4.0 8GB

End-Point Node B Ubuntu 18.04 Racoon,
IPsec-tools

4/3.2 8GB
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Fig. 5. a. Physical topology of testbed. b. Logical topology of testbed

We build a topology with five physical computers/server interconnected as
illustrated in Fig. 5a and with configurations as in Table 1.

We use Mininet to run an SDN core networks by combining two networks
located on different servers. We also use Floodlight as the SDN controller. Table 1
summarizes node system configurations.

On each BGS of each network is connected two End-Points illustrated as
computer laptop in Fig. 5b.

For this testbed, we have two scenarios : One with an IPsec tunnel between
End-Points ; and a second one with an IPsec tunnel between Border Gateway
Switches (BGS). The first scenario corresponds to a normal situation in which
SDN network does not play any role in IPsec Tunnel management. The second
scenario corresponds to our proposal with establishment of tunnels between BGS.
Comparison of these two will enable us to evaluate the overhead of our proposal.

SAs keys are managed by the Racoon daemon [20] on the different entities
(see Table 1). Table 2 is a summary of IPsec SA configuration in both scenarios.

5.2 Performance Results and Analysis

We want to evaluate the impact of our proposal in the Quality of Service of the
Network. We use standard QoS parameters for each scenario: Data transmission
delay; Throughput; Jitters; CPU load for cryptography overhead.

Using iperf tool [21], we evaluate delay for three cases : the case of an SDN
Network Without IPsec; the case of an SDN Network with an IPsec Tunnel
between End-Points and finally in the case of an SDN Network with an IPsec
Tunnel between Border Gateway Switches (BGS). For this evaluation, iperf will
send packets in high speed then we can evaluate difference between differents
cases.
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Table 2. IPsec configuration.

Gateways Flow Source IP Destination IP SAs encapsulation Secured network address

BGS A Out 192.168.1.1 192.168.2.1 AH, ESP 172.100.1.0/24

In 192.168.2.1 192.168.1.1 AH, ESP

BGS B Out 192.168.2.1 192.168.1.1 AH, ESP 172.100.2.0/24

In 192.168.1.1 192.168.2.1 AH, ESP

End-Point A Out 192.168.1.11 192.168.2.22 AH, ESP 172.100.1.0/24

In 192.168.2.22 192.168.1.11 AH, ESP

End-Point B Out 192.168.2.22 192.168.1.11 AH, ESP 172.100.2.0/24

In 192.168.1.11 192.168.2.22 AH, ESP
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Fig. 6. Performance of SDN security service in term of Delay

Figure 6 illustrates the data transmission delay for 100 packets in related
cases. We can notive that the delay is more important when the IPsec tunnel
is implemented between End-Points than between Border Gateway Switches.
This result can be an argument that have a security bumped in the wire as we
proposed does not affect as much performance of the network in term of delay.

Figures 7, 8 and 9 represent respectively the variation of the average through-
put, the jitter and CPU Load during the transmission of data in the cases as
tests in Fig. 6.

We can see that the throughput when IPsec is located between BGS is more
important than between End-Points. We can relate this result to the previous.

Figure 9 shows CPU variation during data transmission through the IPsec
tunnel, for the Border Gateway Switch of the mininet network A (when the
tunnel is implemented at the BGS) and for the End-Point A (when the tunnel
is implemented at the End-Points).

We can see that the data transfer over the IPsec tunnel doesn’t really affect
the CPU Load of End-Point A. However, in the BGS, there is a variation of
at most 4% of CPU LOAD. This is because the BGS does not have a pretty
powerful CPU.
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In summary based on these results we can say that implementation of an
IPsec tunnel at the BGS for the data transmission through a SDN core network
does not significatively affect network performance as much in comparison to
implement it at the end-Points.

Nevertheless the limits of our proposition is that we only have 2 End-Points
connected to BGS. Results may be different if we have more than one End-Point
on each BGS. In addition, BGS requires power of calculus in the case of they
provide confidentiality.

6 Conclusion and Future Works

In this paper we have proposed a SDN architecture that enables deployment of
IPsec tunnelling as SDN service. To achieve this we proposed an extension of
Openflow protocol by adding a message and a security field on the flow table.
Our solution moves complexity of IPsec to the controller. Customers can then
subscribe to this service and transparently use it.

We evaluated performance of our proposal using a testbed based on mininet
and floodlight. First results show that processing power available in Controller
and use of cryptographic algorithm are crucial in forwarding performance. The
uses of much powerful entities acting as BGS and Controller will be required to
better supports this proposition.

Fistly, we plan to implement our approach in an environment with a powerful
server, to act as a controller and physical Openflow compatible switches to build
our core SDN. Secondly we will evaluate scalability of our proposal.
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Abstract. Healing a sick patient requires a medical diagnosis before
proposing appropriate treatment. With the explosion of medical knowl-
edges, we are interested in their exploitation to help clinician in collecting
informations during diagnostic process. This article focuses on the devel-
opment of a data model targeting knowledges available in both formal
and non-formal resources. Our goal is to merge the strengths of all these
resources to provide access to a variety of shared knowledges facilitat-
ing the identification and association of human diseases and to all of
their available relevant characteristic signs such as symptoms and clini-
cal signs.

On one side, we propose an ontology produced from a merging of sev-
eral existing and open medical ontologies and terminologies. On another
side, we exploit real cases of patients whose diagnosis has already been
confirmed by clinicians. They are transcribed in textual reports in nat-
ural language, and we show that their analysis improves the list of signs
of each disease. This work results in a knowledges base loaded from the
known target ontologies on the bioportal platform such as DOID, MESH
and SNOMED for diseases and, SYMP and CSSO ontologies for all exist-
ing signs.

Keywords: Medical diagnosis · Medical ontologies · Ontologies
integration · Knowledge engineering · E-health system

1 Introduction

Medical diagnosis, as described in the [2] book, is a patient-centered cognitive
activity whose quintessential competence belongs to the clinician. It’s a process
that consists of a continuous collection of the medical informations that the
clinician makes before integrating and interpreting it for the management of his
patient’s health problems. The diagnosis usually includes four iterative steps: (i)
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the acquisition of contextual informations that takes into account antecedents,
first physical examinations, and advanced examinations or clinical analysis, (ii)
the formulation of hypothesis of potential diagnosis into a list of one or more
diseases, (iii) the consistency collected informations with each hypothesis, (iv)
and finally the evaluation of each hypothesis to identify and confirm the most
certain diagnosis, otherwise the entire process must be taken up by expanding
the collection.

This first collection step is as important as it’s complex for the clinician,
especially when it necessitates quickly recourse to masses of medical knowledge
that are constantly exploding on an international scale. It’s into the perspective
of assisting clinicians in the exploitation of this knowledge, that our research
is located. Our goal is more generally to develop a search engine (Fig. 1) that
guides access to relevant medical informations at each of diagnostic process step.
This engine would make it possible to navigate a knowledge base consisting of
a medical ontology and a cases database of clinical diagnosis that have already
been validated by clinicians.

Fig. 1. Description of the medical diagnostic helping process

This article focuses on modeling this knowledge base (KB). It’s about pro-
ducting a data model targeting knowledge available in both formal and non-
formal resources. The goal is to merge the strengths of all these resources to
provide access to a variety of shared knowledge facilitating identification and
association of human diseases to of their available relevant characteristic signs
such as symptoms and symptoms and clinical signs.

The core of this KB is an ontology produced from a federation of several exist-
ing and open medical ontologies and terminologies. The obtained ontology covers
a multitude of descriptive informations of human diseases but also describes the
typology and the semantic of signs collected from a patient. Indeed, in existing
ontologies we find on the one hand ontologies of diseases associated for each to a
list of symptoms whose exhaustiveness is to be clarified, and on the other hand
ontologies which conceptualize all the signs that can be appeared in a patient
but without no link with diseases. These last ontologies include clinical signs
whose values are obtained from in-depth examinations. Ontologies of diseases
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aiming at a generic conception do not take into account clinical signs which are
nevertheless known into sign ontologies.

We propose to enrich our ontology associating each disease with their clin-
ical signs. This is made possible by exploiting clinical reports for real cases of
patients. These reports are usually transcribed into textual format in natural
language by clinician. This one systematically archive all data of any patient
in his medical folder (MF). Although the MFs are confidential, we have been
able to obtain, in collaboration with local hospitals, anonymous descriptive case
reports. The analysis of their content makes it possible to identify all the symp-
toms observed on a patient, as well as the clinical signs that made it possible to
confirm an accurate diagnosis. However, these last signs being specific to a given
patient, they are associated with a disease by the case that carries them. Cases
are stored in the knowledge base. Each disease of our ontology is described by
all the signs observed and verified in all the patients carrying this same disease.
The association of sickness and its signs is thus continuously nourished as there
are new cases of diagnosis.

Thus, in the Sect. 2, we perform a state study on medical ontologies and
their use in diagnostic systems. Then, in Sect. 3, we present a selection of ref-
erence medical ontologies from which we begin to build an ontology suitable for
diagnosis. In the Sects. 4 and 5, we describe our modeling approach to build and
enrich our ontology from these target ontologies but also from textual cliniacal
reports. Finally, in the Sect. 6, before the conclusion, we show our implemen-
tation process to load the extracted data, corresponding to diseases and their
characteristic signs, into our resulting ontology.

2 Related Works

In order to establish the diagnosis [2], it is important for the clinician to cross-
check all informations on the patient’s state of health. It’s precisely of the
patient’s opinion about his condition to identify his pains, physical examinations
made by the clinician during consultations, and in-depth examinations (clinics
and paraclinical), allow the identification of the most complex and implicit signs.

In medical diagnostic support systems [7], this collection phase is a cogni-
tive activity where the semantics of information is controlled through knowledge
known in medical jargon. It’s for this very purpose medical ontologies have been
conceived [1,4]. These are common medical vocabularies based on shared con-
cepts facilitate the interoperability of documents between stakeholders in the
field and especially the development of knowledge. Medical ontologies represent
an evolution of medical thesauri; they do not limit themselves to defining termi-
nologies but it goes further by clearly modeling medical entities such as diseases,
their characteristic signs, their known treatments, or the hospital processes of
patient care.

We are interested here in the medical ontologies of human diseases. The list
is long and each ontology has its own specificities. But overall most of the known
diseases are covered and each refers to a concept grouping its various nomina-
tive terms and synonyms, its different definitions and textual axioms and its
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characteristic signs. These include, among others, clinical signs and symptoms,
but also possibly the causative agent of the disease, the mode of transmission,
and localization in human anatomy. Also, taxonomic (or hierarchical) links are
defined from among disease concepts to classify them into disease categories.
This is facilitated by the fact that these ontologies are implemented in formal
languages, such as OWL (Ontology Web Language), based on the principle of
conceptual graphs, object-oriented concept and description logic.

Medical diagnostic support aids are expert systems where medical ontologies
can be used as a knowledge base [5,7,8]. They are exploited globally for deci-
sion support: either to facilitate the comprehension of the terms present in the
documents and the medical reports, or to allow the reasoning and the search for
information in particular, in the diagnostic process, when it comes to identifying
diseases associated with a given symptom or the characteristic symptoms of a
specific disease. They have also been used to alert clinicians about the effects of
chemicals on the treatment of certain diseases.

Thus, since the diagnostic process is based on the reasoning around diseases
and their characteristic signs, the current difficulty, with regard to existing dis-
ease ontologies, lies in the fact that these signs are listed in a non-exhaustive
manner [5] and not very formal [6]. Only the most common symptoms are stated
in these ontologies and their presence varies from one patient to another. More-
over, the clinical signs take values at a patient are not even taken into account.
There are, however, ontologies specific to the conceptualization of the signs [1,5]
but they are not associated with diseases.

We are not aiming here to build an ontology from non-formal resources [3]
but our goal is to merge the strengths of several existing ontologies in order to
have an ontology sufficiently provided in terms of diseases and to associate with
each of them all of its relevant signs and appearing in most of the patients who
have been affected by the same diseases. This association has already been the
subject of research. Indeed, [6], propose in their ontology project Disy, to give
to the clinicians latitude to cite for each disease all its signs. The work of [5]
offers an integration of ontologies in order to group together for each disease
all of its signs present in these target resources. For our part, our proposal is
similar to that of the latter authors in that we are also looking for a federation
of ontologies of human diseases and signs in order to constitute a news that
is adapted for medical diagnosis. However, despite this desire for federation,
current ontologies are still not large enough to describe in detail the diseases
with all of their characteristic signs. To overcome this, we try to focus on the
analysis of real cases of patients who have already been diagnosed and whose
clinicians have transcribed the entire process in textual reports. This analysis
then makes it possible to list new signs, hitherto not yet taken into account in
existing medical ontologies.

3 Ontologies for Medical Diagnosis

Constitution of our ontology consists of a federation of a set of ontologies around
a structure unifying all human diseases as well as their characteristic signs. The
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diseases correspond to the possible diagnosis. The signs are those can be identi-
fied on a patient in order to conclude on a specific diagnosis that can refer to one
or more diseases. Diseases are organized in a hierarchical way. They and their
derived forms are grouped into categories, which may themselves be subcate-
gories of diseases. The diseases are lexicalized in order to have for each disease
the set of the most known nominative terms and their synonyms. For each dis-
ease, it will be important to keep all definitions in order to have the most shared
semantics. Most of the known signs of each disease are formally listed from those
available in the target medical ontologies.

We analyze and exploite here medical ontologies made available to the public
via the BioPortal platform. We chose DOID1, MESH2, SNOMED3 as disease
ontologies, as well as SYMP4, and CSSO5 as ontologies of signs.

DOID ontology (Disease Ontology) serves us as a reference ontology. It pro-
poses a hierarchy of 10389 human diseases and disease categories. With the
Fig. 2, we can see each disease has a unique identifier (rdf:about), and is clas-
sified in one or more categories (rdfs:subClassOf ). The disease of Hepatitis A
belongs to the category “DOID 37” of (“skin diseases”) and to the category
“DOID 934” of (“viral infectious diseases”). However, from one identifier to
another, there is no description to say that a given identifier refers to a dis-
ease or a category of diseases. But, considering the hierarchical graph, all the
leaf concepts correspond to the diseases and those who have threads constitute
categories.

Fig. 2. Hepatitis A disease description in DOID

Each disease in DOID refers (oboInOwl:hasDbXref ) to the same disease in
other ontological bases such as that of the Medical Subject Headings (MESH)
terminological resource. It’s one of the reference thesauri in the biomedical field.

1 http://purl.bioontology.org/ontology/DOID.
2 https://www.nlm.nih.gov/mesh/.
3 http://purl.bioontology.org/ontology/SNOMEDCT.
4 http://purl.bioontology.org/ontology/SYMP.
5 http://purl.bioontology.org/ontology/CSSO.

http://purl.bioontology.org/ontology/DOID
https://www.nlm.nih.gov/mesh/
http://purl.bioontology.org/ontology/SNOMEDCT
http://purl.bioontology.org/ontology/SYMP
http://purl.bioontology.org/ontology/CSSO


Enrichment of Medical Ontologies from Textual Clinical Reports 109

It’s known for the multitudes of synonymous terms proposed as denominations
of a disease. Each of the diseases has a preferential term (prefLabel:hepatitis A)
which is the most used denomination, but also of several synonymous terms (alt-
Label:Viral hepatitis A, Viral hepatitis type A, Hepatitis Infectious, Hepatitides
Infectious, Infectious Hepatitis, Infectious Hepatitides). These terms correspond
to different hepatitis A nominations around the world. Definitions disease avail-
able in MESH will be conserved in our ontology result. Otherwise, the DOID
proposes also one tag as definition (obo:IAO ) in a semi-formalized language
goes a little further in the description of the disease. It’s easy to decompose this
description from groups of verbal words such as results in, located in, caused by
(or has material basis in), transmitted by or has symptom which refer to the
characteristic signs of a disease, corresponding respectively to the manifestation
of the disease, to its location in the human anatomy, to the agent at the origin
of the disease, to its modes of transmission, and to his symptoms. This list of
features is very variant from one disease to another in the DOID, it’s always
informed.

To overcome this lack of information, we use SNOMED (also referenced with
oboInOwl:hasDbXref ) which is one of the most successful ontologies in the med-
ical field. SNOMED proposes a categorization of the different characteristics of
a disease. It offers a rich and varied panorama of seven signs categories: Physi-
cal agents, Living organisms, Morphological properties (Symptoms), Biological
functions (Clinical Signs), Chemical compounds, Social conditions, Topographic
properties.

It is with this in mind that we have to consider the SYPM and CSSO ontolo-
gies. The first one is developed in the same project as the DOID, and in the same
way as this one for the diseases, SYMP proposes a hierarchical structure com-
plete of all the clinical signs and symptoms, which are also classified in categories
of signs. SYMP affixes to each sign a definition referring to how it manifests itself
in the patient. The second also brandishes the same goal as the SYMP but it is a
little less accomplished. Only the third of SYMP signs are taken into account in
CSSO. However, the latter brings a plus, a terminology for each sign. However,
none of these two ontologies makes the difference between a clinical sign and
a symptom, it’s necessary to make the mapping with the categorization of the
SNOMED signs.

4 Data Model Stucture

The different data formats of the ontologies we have selected are implemented
with the W3C standards of the Semantic Web around the RDF, RDFS and
OWL languages. So to facilitate the recovery of targeted data on each of these
resources, we propose a structure (Fig. 3) using the same technologies and which
inherits from them the same conceptual formalisms.

The structure is disease-centric (Disease Class) with all informations classes
necessary for understanding the disease as well as the recommendation of poten-
tial diagnosis. Each disease is identified (categorized in) in one or more cate-
gories (SetOfDiseases Class). Each disease is associated (named) with a set of
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Fig. 3. Overall view data structure of our medical ontology combining diseases and
signs

nominative terms (NominativeTerms) synonyms, from the preferred term (skos:
prefLabel), to alternative terms (skos:altLabel, skos:hiddenLabel). Each disease
is associated (characterized by) with a set of semantic characteristics (Semantic-
Characteristics Class) and through the relations has symptom, transmitted by,
located in, caused by, results in refer respectively to different types of signs such
as Symptom or ClinicalSign, PhysicalAgent, TopographicalLocate, PhysicalA-
gent, ChimicalAgent or Symptom (morphological elements) or MedicalProcedure
(Medical Procedure).

Each sign has a name and possibly a value, especially in the case of mea-
surable clinical signs. Each of the signs classes, identifiable in SNOMED, group
and list all the possible signs, but a given disease is associated only with the
most common signs, the other signs are attached on a specific patient case for
same diagnosis, and varie from one case to another. Moreover, in the overall
data structure (Fig. 3) of the diagnostic recommendation engine, we can see
that the patient is materialized by the textual description of his state of health
(SourceTextForPatientState), and is associated with a medical diagnostic case
(MedicalDiagnosisCase). The latter is linked (associatedDisease) to a disease
based on a set of signs (hasSign). As a result the data structure implemented
here, stores both an ontology of diseases and signs, but also the case base of
validated diagnoses and especially links between diseases and their descriptive
signs through these latter cases.

5 Contributions of Clinical Reports

After having established our federation of ontologies, we are discovering to what
extent we can enrich this ontology from the analysis of medical reports of diag-
nostic cases that have already been validated by clinicians. We consider here
a case of a patient diagnosed with Hepatitis A6. This disease is of viral ori-

6 Example from http://www.immunologyclinic.com/.

http://www.immunologyclinic.com/
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Fig. 4. Textual report of real case of Hepatitis A

gin designating inflammation of the liver. It’s listed among sexually transmitted
infections is in the top ten (10) of most dangerous diseases in Senegal7.

The case, taken as an example (Fig. 4), is transcribed in a textual report
which includes the symptomatic description of the state of health of a patient
whose diagnosis is then confirmed after a set of in-depth examinations. These
types of reports explode in the registers (digital or not) of clinicians and gives
a visibility on the signs necessary for diagnosis confirmation. Indeed, this report
crosses all the characteristic signs allowing to conclude on Hepatitis A disease,
and we will discover that its analysis extends our ontology because it makes it
possible to associate a given disease with the set of relevant signs.

First, several types of signs present in this report. For Hepatitis A, only
9 general symptoms appear in the ontology. These are fever, fatigue, loss of
appetite, nausea, vomiting, abdominal pain, clay colored bowel movements, joint
pain, and jaundice. And only 7/9 are therefore identifiable for this case and
correspond to the first observable signs in the patient. Other signs, although
listed in the ontology (from SYMP and CSSO) and not associated with Hepatitis
A, correspond to the general signs indicating its sex, age, and excesses, but also
to antecedents and clinicals signs. These result from in-depth examinations and
refer to nominative terms and values. In the end, more than 16 signs are added
to those who describe Hepatitis A in the ontology.

Extraction of the signs from this textual report poses two problems: the
identification of the known general symptoms of the ontology for Hepatitis A,
and specific signs to the patient and not listed for this same disease. In both
cases, there is a problem of NLP especially since the text is transcribed in natural
language. The terms referring to symptoms are not difficult to detect according
to detailed lexicons (preferential terms and synonyms) affixed to each sign. For

7 http://www.who.int/countries/sen/en/.

http://www.who.int/countries/sen/en/
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other signs, in addition to being named in the text, it’s imperative to extract
their values. They refer to specific named entities and the assignment of one of
these signs to a value have to go through the identification of the relationship
(verbal or adjectival) that binds them in the text. It is then necessary to use
NLP tools to identify all text fragments that describe a sign or a sign value. This
part is not detailed in this article and is the subject of an upcoming one.

The data structure (Fig. 3) shows that our ontology, while listing all the
signs that may be present in a patient from the ontologies of target signs, only
associates the most common signs to a given disease. Therefore, the specific
signs described in the contents of a case are also stored in the ontology but their
values can be recorded only in the case of type “MedicalDiagnosisCase”, which
is associated with it with all the signs present in its content as well as their
values, and the diseases (or diseases) to which it corresponds. Consequently, a
disease will always be related to all these common symptoms via the ontology
of diseases, and to a set of specific signs according to the number of real cases
already diagnosed.

6 Results

6.1 Data Selection from Target Medical Ontologies

Data structure (Fig. 3) is loaded by querying the different target ontological
resources with the SPARQL query language. These are directly executed on
SPARQL EndPoint, open query interfaces for browsing RDF graphs. Here we
use BioPortal’s. In total we have five (5) SPARQL query patterns that recovery:

– all the diseases which constitute the leaves of the classes starting from the
DOID, as well as their definitions starting from MESH;

– all disease categories from the DOID where we select their name, description,
and parent categories;

– all nominative terms synonyms of diseases from the DOID, but especially
from MESH, are the preferred label, as well as alternative labels for each
disease;

– all the basic characteristic signs for each disease from semi-formalized descrip-
tions of the DOID;

– all the nominal terms synonymous of signs: the preferential labels are
extracted from SYMP, the alternative labels are extracted from the ontologies
CSSO, and SNOMED.

Thus in the Table 1, we show statical description of the ontology result-
ing from this loading of data. Only the human diseases available in DOID are
taken into account, as well as their respective categories. For each disease, about
4 registered nominative terms are listed, which facilitates the identification of
diagnosis in the exploited textual clinical reports. As for the signs, each is asso-
ciated with about 5 nominative terms on average but only the general signs
directly index diseases in the ontology, the clinical signs are associated with
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a disease only through the real cases where they take value. Knowing that a
case as described in a textual clinical report always concludes on a disease and
under the condition of the appearance of a precise list of symptoms and clinical
signs.

Table 1. Description of resulting diseases and signs ontology

Element types Ontological object Target ontologies Number of elements

Diagnosis

Maladies Diseases Class DOID 6442

Categories SetOfDiseases Class DOID 3947

Synonyms diagnosis

terms

AnnotationProperty (prefLabel,

altLabel, hiddenLabel)

DOID, MESH 27586

Signs

Symptoms and

Clinical Signs

Symptom Class and CinicalSign

Class - subClassOf Sign Class

SYMP 942

Other Signs PhysicalAgent Class,

ChemicalAgent Class,

TopographicalLocate Class,

MedicalProcedure

Class:subClassOf Class Sign

DOID, SNOMED 6020

Synonyms signs

terms

AnnotationProperty (prefLabel,

altLabel)

CSSO, SNOMED 4710

6.2 Data Selection from Clinical Reports

Selection of data from the clinical reports involves their loading into the case
base as described in the data structure. This process is based on the extraction
of the signs present on each report. The cases are then formalized as RIF rules8

that are compatibles with the ontology manipulation languages we use here such
as RDF and OWL. Each case is described in two sides: the premise that refers
to identified signs for the case and the conclusion corresponds to the diagnosed
disease. Thus, for the extraction of signs, textual clinical reports are annotated
with NLP tools such as NooJ9 and Clamp10 with regard to the ontology of
diseases and signs. This work is the subject of another paper.

In the experimental setting of this work, we use on the one hand, ten (10)
real cases of patients who have already been diagnosed. The examples chosen are
different cases on tropical diseases11 and allow us to visualize the contribution
of cases. Indeed, on the Table 2 we can notice that for each disease, there is a
precise number of general symptoms indicated by the ontology but the totality
of them are not present in this patient. In addition, new symptoms identified in
the ontology and not associated with the disease are emerging, as well as clinical

8 https://www.w3.org/TR/rif-overview/.
9 http://www.nooj-association.org/.

10 https://clamp.uth.edu/.
11 Examples in http://medecinetropicale.free.fr/.

https://www.w3.org/TR/rif-overview/
http://www.nooj-association.org/
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Table 2. Symptoms and clinical signs into sample clinical reports

Disease Symptoms linking
with diseasee

Symptoms present
in example case

New added
symptoms

Clinical
signs

Hepatitis A 9 7 7 9

Cholera 5 3 10 2

Rougeaole 6 4 11 3

Dengue 10 5 11 20

Tetanus 4 3 12 4

Malaria 6 4 8 24

Syphilis 5 2 12 14

Chikungunya 9 5 7 29

Typhoid fever 8 5 8 3

Meningitis 9 4 5 7

signs specific to each patient. For example, for the case that refers to Hepatitis A,
of the 9 symptoms that appear in the ontology and associated with this disease,
only 7 are identified, and in addition 7 other new symptoms are detected as well
as the clinical signs.

On the other hand, we used a larger sample of 156 cases of the same Hep-
atitis A disease. The Table 3 shows symptom appetition rates and test intervals
measuring clinical signs. This shows the importance of clinical reports, especially
in the context of medical diagnostic assistance. It’s possible to classify the char-
acteristic features of each disease by order of appearance in most patients who
have already been diagnosed. For clinical signs, the intervals indicate, as reports
are added in the case base, what are the most frequent minimum and maximum
values.

Table 3. Rate appearance of some symptoms and clinical signs on Hepatitis A clinical
reports dataset

Symptoms Fever Fatigue Loss-of-

appetite

Vomiting Abdo-pain c-c-b-movs Joint-pain

% appearance 39.1 64.1 20.5 50.0 12.8 11.5 19.2

Clinical signs Liver-big Liver-firm Bilirubin Aspartate Alk-phos Albumin Protime

% or interval

appearance

76.9 38,5 0.3 to 8 14 to 648 26 to 296 2.1 to 6.4 0 to 100

7 Conclusion

In this article, the problem is focused on the establishment of a medical diagnos-
tic support system based on open and shared ontology resources. It’s a question
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here of the constitution of a central ontology federating a set of ontologies and
medical terminologies targets, which answer the need for information in order to
facilitate the task of the clinician in the identification of the potential diagnosis,
among which he will have the latitude of choose or validate the most reliable
knowingly. This type of system does not replace the clinician.

We have therefore proposed a federation methodology around a data struc-
ture of RDF graph type facilitating the recovery of human diseases and their
most relevant characteristic signs, from targeted ontologies but also from an
analysis of real cases of confirmed diagnosis. In the end, we have an ontology of
diseases and signs should serve as a knowledge base in the search engine we aim
for. The work in perspective would be to validate this ontology by the actors
in the field but this will only be done to assess its relevance and consistency in
its role for the engine, which is to identify present signs at a patient, and find
relevant diseases as diagnosis.
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Abstract. This paper present the development of a low-cost wind turbine
controller for decentralized rural electrification through the small wind turbine.
This controller allows on the one hand protecting the battery against over-
charging and deep discharge. On the other hand, it helps to protect the turbine
against strong winds. It is controlled by PIC microcontroller 16F877A. This
control function is performed using an algorithm that continuously compares the
battery voltage to the charge and discharge thresholds, and tilting towards dis-
sipation resistors. The control signals generated by the microcontroller are PWM
(Pulse Width Modulation) type. The validation of the main functions of the
controller is presented. The main advantages of this controller are the robust-
ness, the simplicity and especially the low cost.

Keywords: Controller � Wind turbine � Microcontroller

1 Introduction

As in photovoltaic systems, wind energy applications include most often batteries for
storing excess energy and feed loads low and medium powers. The batteries are weak
with the phenomena of overloading and deep discharge. This adversely affects the life
of the batteries and is a weak point for renewable energies. To protect the batteries and
prolong their lives, a controller should be used. For photovoltaic systems, the controller
can only protect the batteries. The principle often used for photovoltaic controller
consists in disconnecting the PV generator from the batteries. This disconnection
occurs when the batteries are fully charged or deeply discharged (Amin et al. 2008).
For wind turbine applications, the same principle cannot be used. Indeed, we cannot
afford to disconnect the turbine from the batteries and keep it in a vacuum which will
increase the risk of its destruction by overspeed. The principle adopted for the control
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of the batteries charge/discharge for wind systems must take into account this con-
straint. The wind turbine must always be loaded by the batteries and/or other charges
(use, discharge resistors). In addition to the batteries, the controller protects the wind
turbine.

The importance of a charging/discharging controller in an autonomous system such
as a photovoltaic system or wind turbine needs no more to be discussed. However, it
must be done very carefully in order to meet the requirements for reliability, simplicity,
portability and cost. As in the embodiment of any system, the controller also poses a
number of problems related to the existence of several possible architectures for load
control (Usher and Ross 1998; Koutroulis and Kalaitzakis 2004; Thiringer and
Petersson 2005) (maximum charging current with control battery voltage, constant
voltage charging with control current battery, charging with adjustable intensity
together with control of the battery voltage, etc.) and battery discharge (Usher and Ross
1998) (direct control of the battery voltage, check the battery voltage compensated or
not the discharge current, discharge control across the state of battery charge. Several
solutions are possible: analog, digital or mixed.

Additional constraints imposed on the controller such as the possibility of varying
the parameters of the control algorithm and display the battery charge level, increase its
complexity and lead us to opt for a smart solution based on microcontrollers.

This paper presents the different development steps of a battery controller for wind
turbine applications, operating under the control of the microcontroller PIC16F877A.

2 Presentation of Wind Turbine and Regulation System

2.1 Characteristics of Wind the Turbine

The wind turbine used in this work was designed specifically for the African rural
context, unlike wind turbines on the market. The electromechanical conversion is
ensured by a permanent magnet three-phase alternator. The characteristics of this wind
turbine are as:

– Starting speed: 2 m/s
– Stall speed: 10 m/s
– Nominal Power: 500 W
– Diameter of the helix: 3 m
– Type of mast: 18 m cable-stayed
– Control mode: Erasing gravitational lateral of the rotor
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The figure below (Fig. 1) shows photo of the wind turbine.

2.2 Performance of the Wind-Turbine

It is necessary to know precisely the behaviour of the wind turbine according to
different parameters. The figure below (Fig. 2) shows, the characteristic curves of
power and efficiency according to the wind speed of the wind-turbine.

The first of the figures shows the power curve of the wind turbine as a function of
the wind speed. No power is delivered for a wind speed less than 2 m/s, we are in zone
1. The higher the wind speed, the more power the wind turbine develops; this is zone 2.
The nominal power of the turbine is 500 W, which corresponds to a wind speed of
9 m/s. Beyond the stall speed of 10 m/s, the nominal power is exceeded, the turbine
must be stopped. The second figure shows the efficiency of the wind turbine as a
function of the wind speed. The ideal wind speed is between 3 m/s and 5 m/s for a
maximum yield between 25% and 27.5%.

Fig. 2. Power curve and wind-turbine efficiency.

Fig. 1. Photo of the wind turbine.
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2.3 Problematic and Principle of Regulation

The voltage delivered by the turbine is three-phase, a diode bridge rectifies to provide a
DC voltage at its output. This voltage will be used for battery charging. However, the
wind never blows at a constant speed, so the mechanics of the wind turbine are subject
to the constraints of the climate.

It is necessary to protect the battery from too high or low voltages at its terminals.
Too high a voltage could cause irreversible battery destruction due to overcharging,
and too low voltage could also cause irreversible destruction due to deep discharge. It
will therefore be necessary to determine a high threshold and a low voltage threshold,
their values are given by the manufacturer of the battery. Outside these thresholds for a
long time, this can lead to the destruction of the battery.

This diagram below (Fig. 3) illustrates the configuration of the wind turbine with its
regulation.

The controller is placed parallel to the battery. It is accompanied by two external
resistors: a resistance of use and a variable resistance of dissipation. The battery voltage
will be measured permanently.

The role of the controller will be to control the connection of the control board to
the two external resistors in order to protect the battery.

3 Presentation of the Regulation

This section first presents the basic block diagram of the charge controller. Then the
electric diagram of the controller is presented. Finally, the flowchart that reflects the
operation is presented.

Fig. 3. Wind turbine/controller/battery/load.
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3.1 Functional Blocks of the Controller

The diagram (Fig. 4) below illustrates the general operation of the controller.

The régalateur uses part of the power from the battery, it is located in the Power
Electronics block.

In the Feeder block, a voltage controller converts the battery voltage into a lower
voltage suitable for powering the controller.

The Sensors block has a voltage divider bridge. Its purpose is to adapt the voltage
read at the terminals of the battery, in a voltage that can be read and interpreted by the
microcontroller. This will permanently read the voltage across the battery. This is why
this block is assimilated to a sensor.

The microcontroller reads a voltage adapted at the input of its analog-digital
converter. It contains a program (Algorithm & Embedded Software) and will give
output instructions.

The Close Control receives instructions from the microcontroller. It keeps the
battery voltage between the two thresholds, it will decide whether or not it connects the
battery to the external resistors.

3.2 Electrical Diagram of the Controller

The different blocks (Power Electronics, Feeder, Sensors, Microcontroller, Close
Control) have been highlighted in the electrical diagram of the controller shown in
Fig. 5.

Fig. 4. Functional blocks of the controller.
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The microcontroller part contains a PIC 16F877A. It will therefore be necessary to
study in detail the PIC datasheet in order to better adapt the functional blocks that
surround it. In addition, this controller has a display of the status of the battery that has
been called Display, via three LEDs of different colors.

3.3 Flow Chart of the Controller

The flowchart of the controller is shown in Fig. 6. It highlights the control of charge
and discharge of the battery, and the visualization of the state of the battery. Note that
the thresholds were determined for a 24 V battery.

The voltage (Ubatt) at the battery terminals is read continuously. Control of the
charging/discharging of the battery and the display of its voltage will be a function of
Ubatt.

The voltage thresholds defined for the 24 V battery are as follows:

– High threshold at 28 : Battery voltage should not rise above this threshold
– Low threshold at 24 V: Battery voltage should not drop below this threshold

Two external resistors are connected to the control board: load resistance and
overflow resistance. These two resistors will be used depending on the voltage read at
the terminals of the battery.

In addition, the control board allows to visualize the voltage at the battery termi-
nals, through three LEDs. The full charge voltage is 26 V.

Fig. 5. Electrical diagram of the controller.
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Fig. 6. Flow chart of the controller.
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4 Presentation of Hardware Blocks

4.1 Power Supply Block

The input voltage of the controller is that read across the battery. The card requires a
5 V supply voltage, imposed by the microcontroller (PIC 16F877A). The purpose of
the power supply is therefore to regulate the input voltage to a voltage of 5 V. The
electrical diagram of the power supply unit of the control board is shown in Fig. 7.

The power supply unit consists of two series-connected voltage controllers,
LM7815 and LM7805 respectively. These controllers have a maximum input voltage
threshold and have fixed output voltages imposed by the manufacturer. These are linear
type controllers, their disadvantage is that their efficiency is very low.

4.2 Analog to Digital Conversion

The voltage read at the terminals of the resistor R20 is connected to one of the analog
inputs of the PIC. The PIC 16F877A has an 8-bit analog-to-digital converter, so
28 − 1 = 255 values are possible. It can read only voltages between 0 V and 5 V, so it
will read the voltage from the upstream divider bridge with a ratio of 6.6.

The following table (Table 1) shows the correspondence between the voltage at the
terminals of the Ubatt battery, the voltage read at the analog input of the PIC and its
digital image Vbat.

Fig. 7. Electrical diagram of the power supply.

Design of a Low-Cost Wind Turbine Regulator for Decentralized Rural Electrification 123



5 Presentation and Test of the Controller

5.1 Presentation of Controller

The realization of wind turbine controller took place at the International Center for
Training and Research in Solar Energy (ICTRSE) of Dakar University. As mentioned
earlier, this controller consists of a power unit, a display unit of battery charge level and
a control block around the PIC microcontroller.

Figure 8 shows the two sides of the controller board.

Table 1. Analog-digital conversion table.

Fig. 8. Front (a) and rear (b) faces of the controller board.
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5.2 Test Results

5.2.1 Visualization of the Battery Charge Level
The test validated this block. Indeed, the red LED lights for a voltage lower than 24 V,
the green lights for a voltage greater than or equal to 26 V; the yellow LED lights up
between 24 V and 26 V. We also verify that only one LED is active at a time. Figure 9
shows the results.

5.2.2 Charge/Discharge Control
Now, the load and discharge control is tested. A DC voltage is applied at the input.
Following the flowchart presented in Sect. 3.3, the voltage VGS of the transistor is
checked; then the connection of the board to the external resistors, by raising the
voltage at their terminals as shown in Fig. 10.

Fig. 9. State of the LEDs depending on the input voltage of the DC power supply.

Fig. 10. Voltage read at the terminals of the external resistances according to the input voltage
of the DC supply.
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5.2.3 Power Budget
The characteristic curve of the power consumed by the resistors as a function of the
input voltage of the DC supply is shown in Fig. 11. Remember that the nominal power
of the wind turbine is 500 W. We observe that when a resistor is connected, we find the
voltage of the battery at its terminals. First the utilization resistance is connected for a
voltage across the battery between 24 V and 28 V, dissipating between 168 W and
196 W, i.e. between 34% and 40% of the rated power of the battery. Then the two
resistors are connected simultaneously for a voltage across the battery greater than or
equal to 28 V. Between them, they consume between 392 W and 490 W, or between
79% and 92% of the rated power of the wind turbine for input voltages between 28 V
and 33 V.

6 Conclusion

The objective of this work was to develop a of a low-cost wind turbine controller for
decentralized rural electrification through the small wind turbine. The architecture
proposed and realized around the PIC16F877A microcontroller. This choice is justified
by its robustness and its low cost. At this stage of the work, different blocks are tested
and validated. A first prototype is developed. This will be improved and optimized with
the integration of functionality according to the installation area of the wind turbines.
This work comes within the framework of a project of realization of small low-cost
wind turbines intended for the rural areas deprived of electricity in Senegal.

Acknowledgments. The authors would like to thank the “African Center of Excellence in
Mathematics, Computing and ICT, CEA-MITIC” has supported the costs of transportation to
present this work in the 3rd edition of Intersol in Cairo.

Fig. 11. Power consumed by the resistances as a function of the power input voltage.
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Abstract. Rural Communities living within Protected Areas (PAs) depend
mainly on the natural environment for their livelihoods and tend to be among the
poorest in the country; since the degradation of the environment jeopardizes
their economic-resource base. Moreover, economic development pressures
cause changes in PAs’ contexts leading to negative and positive impacts on the
environment and people, which then affect the long-term benefits of develop-
ment. In this regard, an integration between the different themes of Poverty,
Environment and Economic Development is crucial – especially when chal-
lenges and practices intertwine on ground. With notions of integration starting in
the Egyptian context; the case study of Shakshouk village within Qaroun Pro-
tected Area in Fayoum is investigated- where the majority of the community is
rural poor who live in degraded environments and face continuous development
pressures. This paper explores the mutual positive and negative influence
existing between Poverty- Environment- Economic Development in order to
map the system’s dynamics of Shakshouk; using on-site semi structured inter-
views, observation and building on previous secondary data. It ends by shedding
light on a circular relationship existing between Poverty, Environment and
Economic Development which has to be considered by decision makers in
future sectoral interventions.

Keywords: Poverty � Environment � Economic Development � Shakshouk �
Qaroun � Fayoum

1 Introduction

The recent National Biodiversity Strategy and Action Plan of Egypt (NBSAP) envi-
sions that “By 2030, biodiversity in Egypt is valued, mainstreamed, maintained for the
good livelihoods and conserved for the sustainable use of future generations” (Ministry
of Environment 2016, p. 2). In this vision, Egyptian authorities highlight a shared
responsibility among the environment and people. This could be understood since on
the one hand, PAs help communities living within or nearby them to maintain their
traditional lifestyles, while offering them means to improve their standards of living; in
terms of fisheries, water, and other ecosystem services for their consumption or income
generation (Fisher et al. 2005; USAID 2006; Ministry of Environment 2016; Allam
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2018). On the other hand, people –themselves- should preserve the environment
richness to balance between current and future needs (Howarth 1972; Ministry of
Environment 2016).

However, despite the great efforts of managing PAs; biodiversity crises still exist
and many fragile environments of PAs are threatened and degraded (Carey, Dudley and
Stolton 2000; Dudley et al. 2008). Furthermore, it is in such environmentally fragile
contexts that rural communities are particularly dependent on natural resources for their
livelihoods (Fisher et al. 2005). Lacking access to resources and/or legal control,
communities within or near PAs tend to be among the poorest and most marginalized
people in the nation (UNESCO 2001; DFID et al. 2002; Barbier 2010). As an action of
survival, sometimes these rural poor people worsen the environmental degradation
(Fisher et al. 2005). What makes the situation more critical is that places rich in
biodiversity with poor communities tend to face economic development pressures as
part of modernization trends (EEAA/NCS 2006). These kinds of developments benefit
from the place assets and usually pose positive and negative impacts on the environ-
ment and people (UNESCO 2001; Fisher et al. 2005). In similar situations, literature
shows that achieving sustainability requires the integration of economic, social and
environmental aspects (Rosendo and Brown 2004). Accordingly, multidisciplinary
approaches need to be incorporated in which concepts of environmental conservation,
local community development work hand in hand with economic development
objectives (ibid).

2 Methodology

This paper is based on studying the case of Shakshouk Village; a human settlement
within Qaroun Protected Area, located directly on Lake Qaroun where direct interac-
tion between human and nature exists. The area of Shakshouk includes different forms
of economic development such as tourism-based development, fish and shrimps-based
development, and salt extraction industry. This makes it a good case study to under-
stand economic development, environment and poverty linkages.

The research is based on primary and secondary sources. The field work took place
between January 2017 and October 2018 where primary data was collected through
observation, structured and semi-structured interviews with a range of Fayoum
stakeholders. This included conservationists from EEAA, ministry of Environment, and
Qaroun protectorate; as well as, developers from industrial companies, touristic resorts,
and private companies. The viewpoints of civil society were clarified during on-site
meetings, with the fishermen syndicate and Shakshouk local NGO. The secondary
sources included online reportages, textual data and maps from national agencies such
as the General Organization for Physical Planning (GOPP), Egyptian Environmental
Affairs Agency (EEAA), Tourism Development Agency (TDA), General Authority for
Fish Resources Development (GAFRD), Fayoum governorate and Shakshouk Local
Authority; as well as, international bodies such as Bird Life Inter-national, International
Union for Conservation of Nature (IUCN), and United Nations Development Pro-
gramme (UNDP). It is important to note that results of this study are context specific;
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since they are affected by the unique context of place in terms of spatial, political, and
socio-economic variations.

3 Shakshouk Village Context: Exploring Community
Poverty, Natural Environment and Economic Development

Shakshouk is a village of Ibshway center in Fayoum governorate, 90 km away from
Cairo (see Fig. 1) The village lies in the North West of Fayoum Depression, within the
boundaries of Qaroun Protected Area (QPA) (Heiba 2012). The population of Shak-
shouk is estimated to be around 33267 in 2017 (CAPMAS 2017) varying between
fishermen, farmers, and other jobs. The village of Shakshouk has a medical unit, two
schools, the local authority office, a water stream intersecting the urban fabric, the
protectorate management unit, and it is surrounded by agriculture lands.

In order to understand the interrelationships among the three themes of poverty of
the local community, natural environment and economic development in the context of
Shakshouk Village (see Fig. 2) this section begins by describing each theme separately
with regard to the others. Afterwards in the discussion section, mapping the mutual
influences among them is pinpointed. In this framework, the environment is explored
first; since it is the place hosting the community and development. Other than that, the
other themes are explored with no specific order of importance.

Fig. 1. Maps showing (a) Fayoum Governorate within Egypt, (b) Shakshouk in Ibshway center.
Source: (State Information Service 2004)
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3.1 The Status of the Environment in Shakshouk

Shakshouk settlement is located in one of the lowest points of Fayoum depression on
the edge of the closed basin of Lake Qaroun (EEAA/NCS 2006; 2007). The village gets
water for agriculture from highlands of Fayoum through a number of drains and
watercourses. The village receives a small share from the limited amount of irrigation
water of Fayoum region (EEAA/NCS 2006; 2007; El-shabrawy and Dumont 2009;
AbdelMaaboud 2018). Due to its topography, water that reaches the village is already
polluted and highly saline (Shahid et al. 2013; EMISAL 2018). Furthermore, the
village suffers from bad quality of water in lake Qaroun. The lake receives around 86%
of a mix between untreated domestic, agricultural, and industrial drainage from the
whole Fayoum governorate. Since the lake is a closed system, water leaves the lake
only through evaporation, hence its water is full of high levels of heavy metals, pes-
ticides and chemicals (EEAA 2008; Hussein et al. 2008; El-Serafy et al. 2014; GAFRD
2016; Heiba 2016; 2018; AbdelMaaboud 2018; EMISAL 2018; Youssef 2018).

As for fauna, Shakshouk is part of Qaroun Protected Area, which was declared in
1989 as a wetland for its importance as a resting place for migratory birds during winter
(EEAA/NCS 2006; Shahid et al. 2013). In this regard, QPA is considered an
“Important Bird Area” and a part of RAMSAR Convention1 for its regional and
international importance after spotting rare birds species (Hussein et al. 2008;
AbdelLatib 2009; Heiba 2012; RAMSAR 2012; Heiba 2016; Bird Life 2018).
Unfortunately, in winter 1998, numbers of birds’ population counted plummeted after
the increase of water salinity (EEAA/NCS 2007). Occasionally, hunting violations
happen threatening the environment leading to a loss of biodiversity. In 1998 for
example, 3000 birds were found dead on the lake’s shores victims of poison probably
by fish farmers (Afrol 2018; Bird Life 2018); such acts highlight the nature of tension
arising between conservationists and rural communities in Fayoum.

Fig. 2. Diagram illustrating the relationship between poverty, environment and economic
development. Source: Authors

1 “The Convention on Wetlands, called the RAMSAR Convention, is an intergovernmental treaty
providing the framework for national and international cooperation to conserve wetlands”.
(RAMSAR 2012).
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Additionally, the lake had hosted a variety of marine life including more than 10
types of fish and shrimps. The fish from the lake contributed to 65% of fish production
in Fayoum governorate in 2009 (Hussein et al. 2008; El-shabrawy and Dumont 2009).
However, the fish population and fish industry suffered from a dramatic decline
(EEAA/NCS 2007; GAFRD 2018; Ramadan 2018) (see Fig. 3). This could be
attributed to three main reasons. First is the over exploiting practices of over-fishing
and early harvesting of fish fry. Second is the high levels of pollution above permissible
limits for fish to exist (Abou El-Gheit et al. 2012; Heiba 2016; Youssef 2018). Third is
the presence of the ‘Isopoda’ parasite that was transported to the lake with fish fry since
five years. This parasite caused the death of more than 90% of fish in the lake (GAFRD
2018). The only living species are currently low quality shrimps which are not affected
by this parasite and survive the high levels of pollution. These shrimps are usually used
for feeding poultry and animals (Youssef 2018).

As for flora, Lake Qaroun is rich with its flora of unique vegetation growing along
some of its shores. This vegetation is a valuable habitat threatened due to pressures on
the shores due to human activities (Hussein et al. 2008).

As part of the protected area, many actors contribute to environmental conservation
in the area of Shakshouk village. This includes the Ministry of State for Environmental
Affairs (MSEA) and its executive arm the Egyptian Environmental Affairs Agency
(EEAA); especially the Nature Conservation Sector (NCS): the main body responsible
for the management of Qaroun Protected Area (EEAA/NCS 2007). Additionally, the
General Authority for Fish Resources Development (GAFRD) which is the main body
responsible for fish production of the lake. Needless to say, conservationists in the area
are not only internal or locally based; but external bodies are also part; such as Bird
Life International Agency, RAMSAR, and International Union for Nature Conserva-
tion (IUCN).
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Fig. 3. Chart describing fish productivity in Lake Qaroun Source: Authors after (EEAA/NCS
2007; Ramadan 2018)
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3.2 The Status of Local Poverty in Shakshouk

This section focuses on the impact of environmental degradation, tough conservation
laws and lack of conservation in Shakshouk on the people livelihoods. It highlights
how the community suffers from extreme poverty in terms of the multidimensional
phenomenon of poverty such as; the lack of education, lack of access to resources,
inability to satisfy basic needs, vulnerability to shocks, poor access to sanitation, lack
of control over resources, and poor health.

For instance, education and poverty are highly connected in Shakshouk and one
leads to the other (Heiba 2016). (CAPMAS 2017) data proves that illiteracy was
counted as 48.8%. On one hand, poverty prohibits quite a big number of students from
enrolment at schools; and enrolled students (15.5%) leave schools to help parents in
gaining money. On the other hand, the lack of education even prohibits Shakshouk’s
families from enhancing their economic status (Heiba 2016).

In addition, the direct location of the village on the lake without any natural or man-
made buffer had a strong impact on people’s activities. Almost two thirds of the
community used to work in fishery and its supplementary activities (AbdelMaaboud
2018; Ramadan 2018). In this regard, the pollution of the lake jeopardized the main
economic-resource base of the locals (NCS/EEAA 2007; Heiba 2012). Despite the fact
that boats number increased from 500 in 2009 to 606 in 2018, the price of a boat
decreased from 20,000 to 5,000 EGP as a reflection of its return. Nowadays, only few
boats are currently working for touristic activities or getting shrimps from the lake
(Ramadan 2018) (see Fig. 4). For the past five years, as an environmental conserva-
tionist claims, no fish fry was transported to the lake awaiting the diminish of the
“Isopoda” parasite (Ramadan 2018). This decision aggravated the situation of fisher-
men lacking their access to their resource base exacerbating their poverty.

Furthermore, the community is unable to satisfy its basic needs. This could be
attributed to the lack of access to economic-resources coupled with scarcity of irri-
gation water as well as its pollution. In fact, problems with water quantity and quality
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Fig. 4. Fishing between 2009 and 2018. Source: Authors after (El-shabrawy and Dumont 2009;
Ramadan 2018)
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indirectly affects third of Shakshouk’s population who are working as farmers; since
the low quality of their planted crops provides them with minimum earnings (Heiba
2016; AbdelMaaboud 2018). In order to sustain their livelihoods, few numbers of
Shakshouk community work in complementary jobs such as fish farming, animals
raise, or handmade pottery and handicrafts (lacking quality and marketing) (Heiba
2012; 2016; AbdelMaaboud 2018).

Additionally, the local community lacks control over resources. Despite the fact
that the fishermen are directly affected by the lake’s situation, they are not decision
makers and suffer from lack of control over these resources. Although the NBSAP
highlights on the importance of empowering people to have access to their resources,
this is not the situation in Shakshouk (Mahdaly 2018). Furthermore, power struggles
exist between actors involved in the lake conservation such as: Ministry of Environ-
ment, Ministry of Housing, Ministry of Agriculture, the General authority for Fish
resources development, Ministry of Water Resources and Irrigation. “These stake-
holders do not cooperate for better future to the place”, argued the chief of Fishermen
in Shakshouk.

Moreover, the community is vulnerable to shocks. The drastic change in economic-
base of the community caused shifts in society dynamics. Fishermen migrated to work
and left their families in Shakshouk, while women were obliged to work to sustain their
livelihoods (Mahdaly 2018). Nowadays, the majority of women help in several eco-
nomic activities compared to only 1.25% in 2006 (CAPMAS 2006; AbdelMaaboud
2018). They sell fish, feed their poultry, raise animals and peel shrimps in the streets
(Youssef 2018). The shrimps are sold to food restaurants and companies, and the shells
are sold to companies extracting Chitosan – a chemical extension as an initial com-
ponent in cosmetics, agriculture, food, textile … etc. (Abdou et al. 2008). Sometimes,
women in shrimp peeling sector earn peanut sum of money (25–75 Egyptian
piasters/kilo) or shrimp peels to feed their poultry (Heiba 2016; Youssef 2018).

In terms of basic infrastructure, the community has poor access to sanitation.
Although 99.8% of Shakshouk families have good access to clean water, Shakshouk’s
community lacks access to sanitation system (only 1.25% have sewage facility)
(CAPMAS 2017). Although sewage pipes and fund have been secured, a problem with
land acquisition dedicated as a sewage disposal site stopped the ongoing process
(AbdelMaaboud 2018). Consequently, people (96.6%) use trenches which are not
regularly cleaned and not properly isolated causing several problems; such as the soil
contamination, an increase in underground water level influencing buildings’ bases and
community’s health, and the spread of insects and bad smells (Heiba 2016; CAPMAS
2017).

Due to the high levels of pollution in Shakshouk, the community suffers from many
diseases (AbdelMaaboud 2018; Heiba 2018). Lack of sanitation and garbage dissem-
ination lead to hepatitis and kidney diseases (Heiba 2016). In addition, women and kids
in direct contact with shrimp peels suffer from respiratory problems, eyes diseases, skin
inflammations and bones weakness (AbdelMaaboud, 2018; Heiba 2018). The village
includes only one health care unit which lacks doctors and staff (GOPP 2006; Heiba
2016).
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3.3 The Status of Economic Development in Shakshouk

This section addresses “economic development” that is generated by economic activ-
ities exerted by external actors who are geo-graphically located within the system of
Shakshouk; but are implemented by investors not per se locally based. The actors
involved in economic development are mainly the Ministry of Agriculture and Land
Reclamation, the national Tourism Development Agency (TDA), the Egyptian Salts
and Minerals Company (EMISAL), private companies such as Chitosan Egypt, and
tourist resorts. In this context, economic development refers to salt extraction industry,
shrimp-based industry, and tourism.

Salt extraction industry is one of the largest economic activities on lake Qaroun.
The main factories are EMISAL established in 1984 nearby Shakshouk village and
future companies in the North shore of the lake (El-shabrawy and Dumont 2009;
EMISAL 2018). The salt extraction industry has both positive and negative impacts on
the environment and local community. For its positive impacts, it is reported that the
salinity of the lake has recently decreased to 35–40 gm/l in 2018 (EMISAL 2018) after
reaching to 50 gm/l in 2010 (Hassan 2015). Furthermore, EMISAL claims that it plays
an important role in: providing useful kinds of salts for different chemical, food and
medical domains and; establishing a leading industrial base in Fayoum. It, additionally,
contributes to: enhancing the water quality of the lake; improving the soil quality of
surrounding agricultural lands and; raising fund to develop schools, health care unit, or
other projects and capacity building initiatives for the local com-munity of Shakshouk
(AbdelMaaboud 2018; EMISAL 2018).

Nevertheless, the current salt extraction industry poses negative impacts on the
environment and people. This includes the location of the factory in an environmentally
sensitive area which threatens fish habitats (AbdelMaaboud 2018), the disposal of some
impurities back in the lake after salt production process (Youssef 2018). Furthermore,
the unclean dump sites of EMISAL company within the village land which influence
the health of nearby residents. Moreover, the power of the company jeopardizes the
community to raise their concerns (Youssef 2018).

Shrimp-based industries2 similarly have positive and negative effects on the poor
and the environment. Private companies get shrimp peels from Shakshouk’s women to
extract Chitosan product (Youssef 2018); to be used in several industries, cosmetics,
and organic plantation, etc. This reduces the environment pollution -since the shrimp
peels are not thrown in Shakshouk’s canals or lake Qaroun; in addition to helping
women earn more money for their well-being (AbdelMaaboud 2018). In this regard, a
dealer from within the community and his wife are responsible for handling women
and providing the private companies (i.e. Chitosan.Egypt, Re-shrimp company) with
the shrimp peels. (Youssef 2018). In reality, such activities contributed significantly in
the income generation for the households especially with the depletion of fishing and
men’s escalating migration trend. In this regard, women depend -for affording their

2 Data gathered during a personal interview with Miss. Shahira Youssef, the chief marketing officer
from Chitosan Egypt company and a participant in “Social Innovation for Fayoum” workshop: a
cooperation between United Nations Development Programme (UNDP) and Misr El Khair
foundation.
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daily needs- on their income from shrimp peeling (Youssef 2018). However, the fair
distribution of the economic benefit is debatable with the activity being controlled by
specific dealers. Furthermore, the problem of performing this activity in unclean
contexts affected the health status of women and their kids (AbdelMaaboud 2018).
Although, Chitosan Egypt tried providing medical insurance for these women. How-
ever, Egyptian systems accept providing medical insurance to only employed women
with job contracts; and this offer is refused by shrimp dealers since it jeopardizes their
authority (Youssef 2018). Hence, the unregulated practices provided unhealthy
working conditions, underpaid rates and disconnection from the real poor women;
which consequently, contributed to the village multidimensional phenomenon of
poverty.

As for tourism - which is an important economic activity in Qaroun Protected area-
contributing to the economic growth of poor Shakshouk’s communities (Heiba 2016).
Many hotels and resorts (i.e. Byoum resort, Panorama Shakshouk Hotel, Auberge
hotel… etc.) are concentrated along the southern shore of Lake Qaroun providing their
clients with the spiritual and cultural aesthetics of the lake. Nonetheless, the current
touristic activities also pose negative impacts on the environment on which they
depend, affecting the long term process of development (NCS/EEAA 2007). Firstly,
hotels and resorts throw their sewage and wastes in Lake Qaroun through large
pipelines (EEAA 2008), which negatively affects the color, quality and smell of the
lake; in addition to the indirect impacts on fish production and migratory birds habitats
(Heiba 2016; AbdelMaaboud 2018). Secondly, some hotels extended their premises by
filling in lake Qaroun which affected the biotic life in the lake. Thirdly, for the sake of
horizontal expansion of some resorts, many shores –rich in biodiversity- suffered from
erosion and the removal of rich vegetation and birds habitats (EEAA/NCS 2007).
Furthermore, hunting violations practices caused loss of biodiversity(NCS/EEAA
2007).

3.4 Shakshouk Between Poverty Reduction Actions and Environmental
Conservation Efforts

This section discusses efforts in reducing community poverty and conserving the
environment in the context of Shakshouk. Regarding poverty reduction, a number of
initiatives were implemented by different entities between 2009 and 2011. This
includes the project of Fayoum Agro Organic Development (FAOD) with cooperation
with Shakshouk NGO, which focused on minimizing the solid wastes and providing
medical care committees to help the community; in addition to educating them
handicrafts and potteries during workshops (FAOD 2011). Also, social development
projects were implemented by the NCS as a social responsibility towards the poor
people of Shakshouk (Heiba 2012). However, the authors argue that these initiatives
were short-term projects with neither a clear comprehensive framework for community
development nor continuous fund or support.

As for efforts to conserve the environment; several points could be pinpointed.
GAFRD decided to stop adding fish fry to the lake till the death of Isopoda parasite
under the claim that this decision would eventually increase the fish productivity back
to the lake, disregarding the status quo of fishermen (Ramadan 2018). Although NCS
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introduced regulations against hunting violations, there has been no proper means for
implementation or monitoring. Furthermore, water drainage is not filtered before
accessing the lake (Mahdaly 2018). Overall, this sheds light on the apparent lack of an
effective integrated management of the protected area.

4 Discussion: Mutual Influences in Shakshouk

This part begins with discussing the mutual influences between poverty in the com-
munity and economic development in the case of Shakshouk village. Then, the mutual
influences between poverty- environment and environment-development are plotted
respectively.

4.1 Poverty-Development Mutual Influence

The interrelationships between community and developers could lead to win-win
relationship. On the one hand, rural poor communities provide and sustain manpower
for such economic development projects. Additionally, the communities could supply
raw materials –shrimp peels for example– that is useful for these developers’ industries.
On the other hand, these developers guarantee the community monthly shares, earnings
and job opportunities; or indirectly affect them by offering funds, tool, trainings, etc. to
increase economic growth of their settlement. In the case of Shakshouk, salt production
factories helped in the schools and houses renovation, in addition to, the agricultural
lands’ soil and water improvement. Such actions helped the community minimize their
poverty to a certain level; in terms of satisfying some of their basic needs.

However, the poor community-developers’ relationship is not always smooth.
Many stories during field work and secondary data reveal tensions between them. This
happens sometimes because of disputes on developers’ land pieces left unclean pol-
luting the environment where people live, or affecting the soil which they use. Other
times, the factories themselves throw sewage and impurities that negatively affects
Lake Qaroun’s water quality which in return affects people’s natural resource base. As
a way to face these disputes, poor people protest, manipulate, libel or spread rumors on
these development agencies among the town affecting negatively their businesses.
Since these investors have a big authority on the place’s economy and the upper hand
in many decisions, communities suffer from a lack of freedom of expression as a
projection of rural poverty (Youssef 2018) (see Fig. 5).

Fig. 5. A diagram summarizing the mutual influence key points between Poverty and
Economic-Development. Source: Authors
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4.2 Poverty-Environment Mutual Influence

As previously mentioned, the environment guarantees a good base for poor livelihoods,
by providing the ecosystem services such as fisheries, water, birds, landscape aes-
thetics, on which they depend. In this regard, conservationists’ efforts in protecting
these resources doesn’t benefit only the national or global communities; but has –

definitely- a positive impact on local people nearby. Nevertheless, conservation actions,
or policies could worsen local poverty when excluding people from the resources, and
when finding that reducing people poverty is outside of conservationists’ core business.

In the case of Shakshouk, before the fish death crisis, pro-environment agencies;
such as GAFRD, Shakshouk NGO, had several tensions with the fishermen after
catching them over exploiting the fish resources by using nets with tiny holes har-
vesting fish fry before reproduction. Several campaigns were organized by the NCS
with cooperation of Shakshouk NGO refusing this action that threatens the environ-
ment. Accordingly, to face this challenge of over-exploitation, some fishermen
accepted the regulations in protecting their environment while others refused to listen
to this moral and social pressure. Furthermore, it is worth to highlight the recent efforts
of NCS who cooperated with the NGO to minimize people’s local poverty by providing
other opportunities, such as handicrafts, pottery, etc. to take away pressures on the
environment. This shows that initiatives from conservation agencies in Shakshouk have
some impacts on the community poverty, despite being small scale.

Another tension exists on ground when people do not respect the rules and regu-
lations prohibiting from hunting migratory birds. This situation is aggravated when
hunters arrange to come up with manmade lakes or fish farms to attract these migratory
birds far from the protectorate boundaries to hunt and sell them to interested external
parties. This highlights questions on the management effectiveness of conservationists
outside the protectorate’s boundaries. Moreover, fish farmers’ unwatched behaviors
threaten the population of birds and could lead to their mass death.

Moreover, rural communities which have no sanitation systems and throw their
wastes and sewage in lake Qaroun severely affect the water quality of the lake by
polluting it and changing its quality. Additionally, human behavior during the agri-
culture process and the usage of pesticides and fertilizers has a negative impact on the
soil salinity as well as on the water quality. This provides the perfect environment for
parasites reproduction threatening the resource base of fishing, and affects the long term
benefits of the environment itself. Once the ecosystem is negatively affected, it jeop-
ardizes the community the other way around making vicious circle of impacts. In this
regard, people themselves leave the place and migrate, leaving their families behind
searching for non-polluted environments to practice their jobs (see Fig. 6).
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4.3 Environment-Development Mutual Influence

Being the source of water, fishes, birds, salts, and shrimps, the environment offers the
developers the incentive to develop their economies. Moreover, the aesthetical value of
the place motivates the tourism industry. Similarly, the economic development itself
affects positively the environment; this exists in Shakshouk when salt production
industries minimize the salinity level of the lake balancing the salinity load of agri-
cultural drainage. Furthermore, shrimp based industries minimized the village canals’
pollution by making use of these wastes. However, the relationship between the
environment and economic development is not always a win-win situation. The
development projects sometimes break the rules and throw their wastes and sewage in
the lake affecting its biodiversity. Moreover, the location of large scale factories and
extension of tourist resorts on the lake’s shores influence the fish production, vegeta-
tion, and birds’ habitats of the place. This negative influence on the environment
obviously affects the on-going economic development; since polluting the environment
affects the quality of tourism, agriculture and shrimp-based industries (see Fig. 7).

5 Results and Conclusion

5.1 Results: The Circular Relationship in Shakshouk

The review of Shakshouk village portraits some relationships between community
poverty, environmental conditions, and economic development. This could be observed
when both the people and the development affect/are affected by the environment;

Fig. 6. A diagram summarizing the mutual influence key points between Poverty and
Environment. Source: Authors

Fig. 7. A diagram summarizing the mutual influence key points between Economic Develop-
ment and Environment. Source: Authors
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which in return affects people’s well-being exacerbating their poverty, and negatively
affects the on-going process of this development. This circular relationship highlights
the idea of the cumulative chain effect each theme has on the others (see Fig. 8).

This section connects the three to establish the dynamic circular relationships
among them. For example, poor access to sanitation leave the community with no other
option except throwing their sewage in the lake without treatment. This has affected the
water quality, increased its salinity, and polluted the environment; which in return
threatened tourism and shrimp-based industry affecting the quality of product they
deliver. Moreover, the extensive usage of chemicals in the agriculture process by the
poor community, in addition to the industrial sewage by developers worsened the
environmental conditions of soil and water. A high degree of pollution, an increase in
water salinity, a high percentage of heavy metals were the suitable environment for
parasites causing fish death. This situation made the community lack their access to
resource base and migrate. On the other hand, the continuous process of extracting salt
will eventually improve the water quality of the lake; impacting positively the fish and
shrimps’ productivity and would secure poor communities in satisfying their basic
needs. Similarly, the shrimp-based industries that make use of shrimp shells –reducing
canals pollution- affects generally the context of the village which would lead to better
health conditions if magnified (see Fig. 9). This circular relationship draws a special
attention to a continuous loop of strong impacts endlessly affecting each other.

Fig. 8. A diagram illustrating the circular relationship between the environmental conditions,
community poverty, and the economic development. Source: Authors
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5.2 Conclusion

The purpose of this study is to explore the dynamics of development of poor com-
munities within protected areas, with particular focus on the interrelationships among
the community poverty, the natural environment and economic development. These
three themes are mutually interlinked affecting and being affected by each other and the
circular relationship is generally complex and context specific. Based on the empirical
study of the case of Shakshouk village that is part of Qaroun Protectorate, the current
conditions of the village could be understood in the light of negative social, environ-
mental and economic forces that have exerted pressure over a prolonged time period as
well as the reinforced loop of negative interrelationships among these forces. Within
this understanding, conserving the natural environment of Shakshouk is important to
the alleviation of long-term poverty; and the on-going process of development.

This research throws light on the gravity of dealing in sectorial manner neglecting
the interrelationships between the different themes. This could be explained in light of

Fig. 9. Examples for the possible interrelationships forming the circular relationship among
Poverty, environment and Economic development.
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the fact that development plans for each theme have been commonly addressed in
isolation; and authorities are only minding their mandate without considering the
interrelationships. Therefore, the interlinkages among the different themes need to be
addressed in an integrated approach, to create synergies and maximize social, economic
and environmental outcomes. It is also important to be aware that trade-offs would
sometimes define the best possible (however imperfect) outcome to achieve a sus-
tainable development in the area.
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Abstract. Urban streets in some countries of global south have been struggling
for decades and have several problems. Much money is spent on roads con-
struction and maintenance yearly with no significant interest to create places for
public life that is different from a city/place to another. This paper addresses the
pressing need to review the principles raised by the Western literature of streets
design to help to reach livability in Cairo, Egypt through the community par-
ticipation rather than building a road for movement and daily commutes. The
community participation provides action plans that suit the local context. The
current work extends to analysis cases from different cities. The research aims to
provide a design toolkit for streets to have public places attached. These places
can foster the social interaction, active living and community identity. The
present paper offers a descriptive and analytical contribution. Inviting the
community in the open-ended questionnaire and semi-structured interview
provides a level of details in public realm that highlights the need not only to put
the road environment on the level of strategic thinking and policy development
as an essential element in towns and cities but also community participation at
the design level. The concluded remarks provide room for creating streets in
Cairo as more than inter-joined connections that serve car mobility and access.
The contribution can make better streets as public spaces to live rather than to
commute from point to another.

Keywords: Urban streets design � Community participation � Streets for people
initiatives

1 Introduction

Previously, streets have played a critical role in shaping the life of the community.
Streets have contributed in defining the cultural, social, economic and political func-
tions of cities. They are the first remarkable and distinctive thing that marks the
character of a place, from a chaotic and unplanned settlement to a well-established
town or city. In Egyptian cities, especially Cairo, the design of street becomes more
abnormal patterns and are followed by the urban sprawl with losing their design
principles/criteria which were mostly designed on a livability basis. Before the auto-
mobile era, streets often served as the lifeblood of neighborhoods, intermingling
together the urban life and places that shape up a community. Today, streets are more
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commonly considered barriers between a city’s residents. Streets often confine people
to their private space or a narrow sidewalk along the fringe. As a result, residential
streets can be dangerous and uninviting places due to the threat of speeding traffic. This
match to what J. Jacobs mentioned about the streets as being “… most vital organs.
Think of a city and what comes to mind? Its streets. If a city’s streets look interesting,
the city looks interesting; if they look dull, the city looks dull” (Jacobes 1961, p. 37;
The World Bank 1994). Recently in Cairo, streets are being planned, designed and
implemented without even asking the community about its needs or even involving
community in any phase of designing their own streets, which led to streets that does
not represent the needs of the community.

The objectives of this paper are to refer to the lack of community participation in
designing process as a major problem when it comes to streets, also its importance in
many ways and to evaluate case studies which were affected by community partici-
pation and local initiatives to help solving their problems and achieve their needs. This
paper is organized in three parts; the first discusses the research motivation and reason
for selecting the settings. The second part handles the design process of streets as an
urban space which had been discussed in literature. The third part discusses the cases
that are similar to the cases of the Egyptian context which reach the outcomes that
determine the pros and cons of local initiatives.

1.1 On Concepts

There’s a difference between roads and streets; roads are being for motor vehicles in the
first place, although it’s recognized that it should serve a dual purpose (United Nations
Human Settlements Program 2013). Furthermore, streets are being for people as a
priority. Streets should work as the main element of the community as it represents
more than 80% of the public space, so, it must be a place for people to work and
socialize (Christ 2009; Elshater and Ibrahim 2014). When streets as a public space do
not achieve the main purpose of their existence, problems happen such as chaos, traffic
jam, pollution everywhere, citizens and users not having a suitable place to meet and do
their daily activities such as communicate with each other, walking, safely crossing,
cycling and playing…., etc. (ELshater 2014). In so doing, reports have commented on
the community itself may be involved not only in making decisions, but also in
participating by every means to make streets a place for them so that they would feel a
sense of pride and ownership (UCLA 2011; National Association of City Trans-
portation Officials 2013; Elshater 2013).

Community participation – to include people in street design and appraising – is a
new approach which needed to be adopted to reach new attitudes as they have a certain
vision for their streets which fulfils their needs. Community means any stakeholder
parties in particular street residents, businesses owners and pedestrians…., etc. The
current paper groups the taxonomy of people into two categories. Figure 1 shows the
producers of street environment and the users of street environments.
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1.2 What Is Meant By Community Participation? and Why Is It
Important?

The World Bank (1994) defines participation as “a process through which stakeholders’
influence and share control over development initiatives, and the decisions and
resources which affect them”. Community participation can be defined as the
involvement of people in community projects to solve their problems and fulfil their
needs. People cannot be forced to ‘participate’ in projects which affect their lives but
should be given the opportunity where possible. This opportunity is held to be a
fundamental human right and a fundamental principle of democracy. It can have many
forms such as expressing their opinions about desirable improvements, formulating
objectives, criticizing plans and evaluating the work done, participating in training
activities, they can even implement in small initiatives.

Local governments use design manuals which suit their conditions in designing
urban streets. All this so that community can use urban streets efficiently and vice
versa, effective community engagement can improve the success rates of policies and
projects affecting the built environment because it helps the agencies and organizations
leading a project understand and respond to local conditions. Agencies that create true
community engagement are more successful at adapting to socioeconomic changes that
may influence the effort than those that do not conduct effective outreach (Cogan and
Faust 2010). When people affected by a project are involved from the beginning of the
planning process, the likelihood of unexpected or significant opposition when it comes
time to implement the project is reduced (Kimley 2012).

Community members also have unique knowledge of local contexts, including
political, cultural, and geographic settings. Effective community engagement also has
the power to build social capital—the social systems and communications that
encourage support and interchange between residents (Leyden 2003). A community
with a high level of social capital is characterized by a culture of neighbors knowing
each other, interest and participation in local politics, high rates of volunteerism, and
diversity in social connections. These characteristics foster a sense of community,

Producers of street 
environments 

•– Architects
– Urban designers
– Planners
– Highways engineers
– Access officers
– Private developers
– Housing associa ons
– Manufacturers of street furniture

Users of street 
environments

•– Residents
•– Business owners
•– Pedestrians
•– Anyone interested in their local environments and 

streets.

Fig. 1. The taxonomy of people that contact/affect the urban corridors. Source: the authors
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engender trust, enhance innovative problem solving, and increase the likelihood that
stakeholders will support financial investments in community projects (Burton and
Mitchell 2006).

There are so many benefits that would return on the community through community
participation on many sides as mentioned before one of them is community health.
Long-term health improvements can be achieved by a group of people, when people
become involved in the city and act collectively to make a change (Hanson 1988).

Federal workshops should involve people in the planning method that sets the city
on a track via increasing strength of the local community. Active community outreach
helps to address unlike passage to better development, including issues such as active
living. Through successful community outreach, people of all ages, backgrounds, and
social standing can contribute to projects that support the ability to live their life in
good environment achieving a healthier environment, well-being, social and economic
activities along with many other advantages. They also can help project leaders better
understand how social, cultural, and economic barriers that impact historically disad-
vantaged communities are relevant to include the community in streets planning and
design process.

2 Literature Review: Streets Design Process and Public
Participation

There is no clear process for street design in urban design field, but there is a design
process in general that could be used in designing urban streets as public spaces for
people. The design processes used in many countries and cities are similar to these
processes discussed in the next figures. General design process in urban design
according to (Moughtin 2003), Sir Patrick Geddes’ planning method was just a survey,
analysis and then a plan, but this process needed to be cyclical having intermediate
loops (Figs. 2 and 3).

Design methods advocated by architects are similar in nature to those prepared by
planners. The RIBA practice and management handbook (Ostime 2013) divides the
design process into four phases:

Fig. 2. Design process advocated by planners at first
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• Phase 1 Assimilation: The accumulation of general information and information
specially related to the problem.

• Phase 2 General study: The investigation of the nature of the problem: the inves-
tigation of possible solutions.

• Phase 3 Development: The development of one or more solutions.
• Phase 4 Communication: The communication of chosen solution/s to the client. In

this phase designers include clients in the process, but this phase was in the
architecture design process not in the planning or urban design process. Street
design process needed to have this value, to be able to include the community in the
process.

Thomas Markus and Thomas Mayer take the description of design method a little
further.

Urban street design process held out in Arabic city of similar conditions to Cairo
Abu Dhabi, United Arabs Emirates with no interference from the community in any
phase (Fig. 4).

Fig. 3. Architectural method by Thomas Markus and Thomas Mayer

Fig. 4. Urban street design process in Abu Dhabi UAE (Source: Abu Dhabi Urban Street
Design Manual, n.d.)
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Community participation should be included in each phase in the design process, in
developing conceptual design showing their hopes, needs and aspirations. In evaluat-
ing the design after it is made by the experts and then to accept it after it finally
done and been operated. Community members can even start proposing the projects
they see that their community needs to be a better place or sharing initiatives even if it
was on a small scale.

Both disciplines of Landscape architecture and Urban Planning and design prepare
a development plan for streets in cities and towns. Much of the design and planning of
the streets are done by the landscape architect and urban planners without community
participation. This practice results in incompatibility of the spaces for the communities;
underutilizing or abandoning the streets from pedestrian users, and worse vandalizing
the properties of streets. Resulting the streets to be focused on automobiles only
neglecting their main purpose.

After discussing all the previous design processes development, the relationship
between urban design process and street design process that take place in many cities in
the western countries. One of these street design process was discussed in Global Street
Design Guide published by Island Press. (National Association of City Transportation
Officials 2013) A typical process for shaping streets, while local processes vary in each
context using the typical steps in the diagram below Fig. 5 to define and guide for each
project before it begins. Street design is an iterative process. Processes should be
flexible and relevant, evolving and adapting over time as best practices, specific
challenges, and contexts change (Fig. 6).

The Global Street Design Guide is supporting practitioners to redefine the role of
streets in cities around the world. Created with the input of experts from 72 cities in 42
countries, the guide offers technical details to inform street design that prioritizes
pedestrians, cyclists, and transit riders. While specific processes vary by place, coor-
dination and collaboration during each stage is fundamental, and effective communi-
cation and engagement throughout the process is critical. This process includes
stakeholders and community members in the whole street design process from project
planning phase till post completion phase.

Fig. 5. Integrated design process. Source: the authors
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3 Method

This study presents a review of integrating community participation in planning pro-
cess carried out by non-governmental organizations. The review identified the effec-
tiveness of approaches in dealing with public participation programs done by local
governments in three countries: Germany, USA, and the UK. The strategies and
approaches reviewed in those counties were compared between system practices in
Cairo, Egypt. In the current work, three examples of organizations internationally have
been used to illustrate the differences between initiatives of local community interna-
tionally and those done locally in Cairo.

The current research extent to collect data from questionnaire which is powered by
SurveyMonkey1. The investigated issues include questions about the user satisfaction
on street design in term of safety and initiatives that took place in the street. The sample
target was in Cairo which has almost 9.153 million resident 2017 according to Cairo
governate website when calculating the sample with confidence level of 80% as most
researches do and margin of error 7% the sample size was 84.

3.1 International Cases

Case Study Parklet, SCHÜTZENPLATZ: Real Experiment, (Future city lab.,
summer 2016)

In the process, it is examined which ecological, technical and social conditions
affect the experiment. In this sense, in doing this experiment for sustainable mobility
culture, Stuttgart citizens are confronting challenges in urban mobility and experi-
menting with strategies of detachment through real experiment. The parklet is an
intervention in enhancing public space, like parks and spaces parklets act as publicly

Fig. 6. Urban street design process adapted by global street design guide by NACTO (National
Association of City Transportation Officials 2013)

1 https://www.surveymonkey.com/r/NB3HYG5.
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accessible and usable spaces. However, they are subjected to the responsibility of
residents or professionals. In this initiative, parklet are created using parking spaces in
street to provide walk-in friendly city and living space instead of parking space for cars
(Fig. 7).

Invitations were sent to the neighbors to decide what to do in the future considering
the experiment and it would lead to three options. The first one to break it down or to
break it down in winter or the third one to stay as it is. This experiment was made by
community member and developed afterwards by local community itself according to
their needs and ideas which suit them.

This experiment used many forms of community participation by expressing
opinions, formulating objectives, criticize plans, evaluate the work done, training
activities and implementing the project themselves and they are considering the future
development as well.

Case Study of Play Grounds in the Street in BRISTOL 2011, by (Ferguson 2011)
There is a project held in Bristol by Alice Ferguson one member of the society there.
She has created a national organization called playing out supporting a growing UK-
wide street play movement. A simple idea of closing part of a street there to through
traffic for a couple of hours to give over the space for children. Kids spend time less
trapped indoor and adults can make friends with neighbors. It is an easy cheap way to
tackle childhood obesity and social isolation as it brought community together. Alice

Fig. 7. The first case from Germany. Source: future city lab, university of Stuttgart casas
chuetzenplatz group on Facebook (Future Cities Laboratory 2016)
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campaigned to make this possible and changed the rules in Bristol. Streets apply just
once, to hold regular sessions. Eight years on more than forty UK authorities use the
same system. Inspired, Toronto is the latest city to pilot the scheme. This initiative
proves that community participation is an effective tool to make the right changes that
the community really needs.

Case Study of Play Streets Program in New York
Streets are temporarily closed to traffic to create new places for play. Play Streets
partners: City of New York/Health & Mental Hygiene, Transportation, Parks &
Recreation, and Education; Transportation Alternatives; local schools and community-
based organizations.

Program summary: Play Streets offer a low-cost way for neighborhoods and schools
to create more space for active recreation. The program helps neighborhood organi-
zations and schools identify streets that can be closed to traffic for certain periods of
time, in order to create new outdoor play spaces.

Community Play Streets are sponsored by local community organizations and
operate throughout the summer months. Nineteen community Play Streets were per-
mitted in NYC during the summer of 2012 with assistance from the Health Department
and partners, offering programming such as running groups, dance classes, yoga, and
soccer workshops, and simple equipment like jump ropes and hula hoops for
unstructured play. During the summer of 2013, the Health Department assisted fourteen
community organizations with obtaining Play Street permits.

School Play Streets are designed to create active space for schools with limited or no
access to a gymnasium, multi-purpose space, or outdoor recreation facilities. Many
schools in the city do not have adequate space to meet the State Education Depart-
ment’s requirements for physical education and physical activity and a Play Street can
help to address this issue. Fourteen NYC schools obtained Play Streets permits for the
2012–2013 school year, with assistance from the Health Department and partners. The
active design highlights some factors such as streets are converted to temporary
recreation spaces for children and families. Programming organized by local organi-
zations builds a sense of community and encourages more vigorous physical activity.

Fig. 8. The public interaction in the second case, Source: http://playingout.net/about/what-is-
playing-out/ - playing out group on Facebook
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3.2 The case of Cairo, Egypt: Local Initiatives

The previous international cases prove that initiatives made by the community are
effective method to achieve their needs and it can be in many different shapes;
experiment using neglected spaces or reuse spaces, closing street for children to play
out in specific timing,….etc. On the other hand in Cairo, There are many local ini-
tiatives in the district of Hadaek el-Quba. The observations raised from the co-
habitation indicate the need for social initiative to let citizen participate in the design
process. Those initiatives came from the needs of the local residents, one of them were
in Masr w El-Sodan Street when a famous landmark with the picture of the previous
president Hosny Mubarak was destroyed after the 25th of January 2011 revolution and
turned to a dump (Fig. 9 on the right side) as an expression of this event and then the
reform campaign that went off through whole of Egypt, they start to repaint the
landmark regardless of the type of repair, but they care that they need their landmark
back.

Elkorba street festival initiative is an annual event that took place each spring in
El-Korba, Heliopolis in Baghdad Street by the residents there since 2005. The festival
features Egyptian performing artists. It represented all the celebrations events and
activities such as Graphite drawings, street paintings, singing bands, meeting friends,
walking dogs and pets and overall enjoying the whole day for all the Egyptian as
showed in Fig. 10, but it was cancelled since 2010 for reasons of security as it was very
difficult to control the whole street. After waiting seven years it has been returned but
with new place and settings. This example shows how can the local community be
effective and make their own activities which would attract people from all over the
country not even the Korba residents.

Fig. 9. The landmark of Masr w El-Sodan street after the reform of the locals and Fig. 8 after
the formal renovation (top). Source: by the author
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4 Results and Discussion

The responses of the survey were 71. The findings from the survey come from ages that
ranges from 28% less than 20’s, 1.5% more than 40’s and the majority was 70.5% from
20’s to 30’s. When asking the users who respond to the survey to describe their street in
just three words. The two largest percent of keywords were 22% quiet and calm and the
other are 20% crowd and noisy. The next two percentages were 13% narrow and 12%
wide. There is also 14% of them saying that their street is vital, popular, friendly and
livable with multiple activities. From their point of view, as for the rest of the responses
were between the street is well serviced or has no services at all, clean or dirty and
under construction, accessible or unreadable, safe or unsafe and some of them with low
percent was that their streets are planted and green. All those descriptions refer to their
perspective of the street they are living in.

As for the last question in this survey, the user’s suggestions represented their
needs in their local streets to hold green features, gardens, shading trees, seating areas,
lighting features, to have landscape designs, pedestrian walkways rather than side-
walks, variety of activities such as kids’ playgrounds, bike lanes and shading elements.
They also complained about some problems that they face daily that their streets i term
of being not paved or the paving is needed to be maintained regularly. In this, they
added that they don’t have enough parking spaces, so they park their cars on sidewalks
blocking the way for pedestrian. If a street is not planned to hold too many cars
parking, it would narrow it. For this case, they have complained from cleanness and not
having enough garbage bins.

Fig. 10. The Korba Festival. Source: Mariam Elias
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In some areas, people throw their garbage on street. Another problem is that those
streets districts are residential streets so when it comes to pass through paths they
claimed for the needs of more regulations in term of signs, bumps for reducing cars
speed, pedestrian crossing points. They also, face problems with occupancies on
sidewalks or on the street itself and with unsuitable activities. In their point of view,
some interviewees saw that there are some unsuitable activities of food shops that need
to be relocated or organized others saw that they need kiosks and shops as a nearby
services. For the surrounding architectural style, some responses indicated an implicit
hope not to destruct old buildings and villas and to regulate building heights.

Chart (Fig. 11) shows the daily activities that the user can do such as walking
across streets and jog as a majority (48.5%). The rest were distributed between gar-
dens, playing in the street, siting in their front yard or/and biking. There is also large
percent of 42.5% had troubles with parking. Chart (Fig. 12) shows the initiatives of
the local community when asking the users whether there are initiatives or not. On one
side, the majority with the percent was almost 72% who said, ‘no there are not any.’
On the other side, 18% of them said that there are some but not as much and the rest
10% said there are many initiatives on their streets.

Fig. 11. The normal street activities
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It worth mentioning that the residential streets in the Egyptian context has many
local initiatives according to its users’ needs. One of these initiatives were when some
of the home residents were throwing their waste on the street, the community decide to
participate to solve the problem by clearing all the area from the waste and redesigned
it to be a zone where they can set and chat or even look for their around merchandize.
These notes were matching the result when asking the users about the suitability of
their streets in form of the width the majority of 45% answered that it’s just right. The
next percentage of 38% stated that it’s not suitable for the activities that are held in
it as for the rest they answered that it’s very suitable for them (Fig. 13).

5 Conclusion

Community participation can be the core of any project that is subjected in each phase
of design process till the implementation and the evaluation afterwards. The local
community initiatives when they plan and organize the scheme, the design could lead to
many benefits. The main benefits are as mentioned before. It can grantee the continu-
ity of any initiative as it has its own engine of local stakeholders that have specific
needs, man power, having the sense of ownership and continuous feedback.

Fig. 12. The local community initiatives

Fig. 13. The suitability of street width for community activities
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All those factors could lead to the success of any initiative, but sometimes when the
local community lack the proper experience or just not organized, it can have some of
these factors. Otherwise, not all of them, the citizen would need the help by formal
organizations or even the government to achieve those initiatives. In conclusion to
reach livable streets, there are some criteria that should be achieved to fulfill the needs of
the residents and the users of the street in general and who knows those needs better
than the users themselves, when including them in the process it would lead to livable
streets.
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Abstract. The United Nations has developed 17 Sustainable Development
Goals (SDGs) to transform our world. Smart Computing aims to combine
advances in Information and Communication Technologies including Internet of
Things, cloud computing, mobile computing and social computing to create
smart systems to make human life better. Smart Computing is providing a new
approach to address many of the complex and challenging problems and is a
valuable tool to support progress towards many SDGs. The lack of a suitable
framework to handle the complex multi-disciplinary nature of these applications
is hindering sustainable development. Based on a series of solutions we have
developed for agriculture domain to address the first three SDGs (i.e., No
Poverty, Zero Hunger, and Good Health and Wellbeing), we proposed a smart
computing framework centered on user and societal empowerment. This
framework consists of six dimensions: Economics, Domain Knowledge, Inter-
action Design, User Interface Design, User Empowerment and Societal
Empowerment. As a way of validation, we adopted this framework to design a
mobile-based information system to address “Hidden Hunger” in African
countries and carried out a preliminary evaluation. Having the framework to
guide our thinking and designing of the solution helped us to frame a holistic
solution centered on user and societal empowerment. The proposed framework
can be adopted to develop effective and innovative solutions to address many
SDGs.

Keywords: Smart Computing � User and societal empowerment � Nutrition �
Food security � Sustainable Development Goals

1 Introduction

The world is facing several grand challenges and pressing problems. In order to address
these challenges and improve the lives of people, countries around the world now have
agreed that sustainable development is the best pathway to promote economic
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opportunity, better social wellbeing, and protection of environment. This motivated the
United Nations to formulate 17 global goals - the Sustainable Development Goals
(SDGs), which are aimed to transform the world we live in by 2030.

Smart Computing is an effective method to integrate the capabilities of computer
hardware, software, social media and communication networks together with digital
sensors, smart devices, Internet of Things (IoT), big data analytics, computational
intelligence and intelligent systems to realize various innovative applications [1]. Smart
Computing is a multi-disciplinary domain and can be broadly classified into two major
areas: how to design and build smart computing systems and how to use computing
technology to design smart solutions to make human life better. Smart Computing can
be used to provide new solutions to many challenges faced by humanity and address
many SDGs.

In order to achieve the SDGs, development programs need to reach billions of
people across different continents irrespective of any country’s development status.
This is a very complex challenge. The lack of a suitable framework to handle the
complex multi-disciplinary nature of these applications hinders finding effective and
long-term solutions to these issues. What we see today is a very large number of “apps”
providing point solutions to various human needs rather than offering an integrated
system to solve a complex human problem.

This paper presents an approach to utilize Smart Computing to develop a multi-
disciplinary solution to a complex problem using Systems Engineering approach to
make human life better. The approach is based on a series of solutions we have
developed for the agriculture domain to address the first three SDGs (i.e., No Poverty,
Zero Hunger, and Good Health and Wellbeing). It consists of a smart computing
framework centered on user and societal empowerment. This framework combines six
dimensions, namely Economics, Domain Knowledge, Interaction Design, User Inter-
face Design, User Empowerment, and Societal Empowerment, to formulate a solution.

The proposed framework has been used in the design of a mobile-based informa-
tion system to address “Hidden Hunger” in African countries. Hidden Hunger is a form
of malnutrition arising from diets that, although generally adequate in energy, are
inadequate in terms of micronutrients, leading to micronutrient deficiencies [2]. Having
the framework to guide our thinking and the design helped us to develop a holistic
solution centered on user and societal empowerment. An initial evaluation with domain
experts and end-users demonstrated the potential of both the framework and the
resulting mobile artefact to address such pressing societal issues.

In summary, the contributions of this paper are twofold. It proposes a framework
that enables us to combine six dimensions centered on user and societal empowerment
to develop solutions to large-scale and complex humanitarian challenges. It also pre-
sents a real case study in the use of the framework to tackle hidden hunger in African
countries, from the inception of the system to the end-user evaluation.

This paper is organized as follows: Sect. 2 discusses related work. The proposed
framework is presented in Sect. 3. Adoption of the framework for a case study and its
evaluation are explained in Sects. 4 and 5, respectively. The conclusions and future
research direction are presented in Sect. 6.
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2 Related Work

Information and communication technologies (ICTs) have been identified as a valuable
tool to tackle problems related to SDGs. In the context of this work, a number of
frameworks have been developed that utilize different technologies in agriculture.
AgriSuit [3] is a framework for assessment of the suitability of lands for agriculture in
Ethiopia. In AgriSuit, data is obtained from satellite data and public data sources and
computed in a backend. End-users access the system via a GUI optimized for access via
desktops.

Yan-e [4] discusses the design of an agriculture management system based on
Internet of Things (IoT). The system is organized around three key functionalities: data
collection, data transmission, and data analysis. Input data is generated by a number of
sensors spread around a large area. The system not only collects environmental data,
but also collects data about the state of crops that are stored after harvesting processing
occurs in the cloud. End-users access data via mobile phones, however there is no
discussion whether the system has been deployed or tested in the field.

Agri-IoT [5] is an IoT-based semantic framework for e-farming. It focuses in the
capability of aggregating streams of data from different sources. Its backend comprises
capabilities for real-time data analytics and reasoning. Sources of data comprises not
only traditional environmental sensors and public data sources, but also cameras and
drones. Output from the system include dashboards and mobile apps. There is no
discussion available about deployment of the solution in production environments.

The aforementioned approaches are focused on the technological aspects of the
problem with limited consideration for the end-users of such systems. So, it is difficult
to evaluate the effectiveness of the approaches and the value brought for these tech-
nologies. In fact, most approaches do not consider the end-user’s perspective in the
design stage. Our approach considers the full spectrum from underlying technology to
end-users, and takes into consideration how different agents and actors are affected by
the technology and how this information can be fed back to the system to enable
change behavior. Without such consideration, there is a risk of failure during the
adoption of platforms. Hoppen et al. [6] report on how failure in “buying-in” end-users
and key stakeholders may lead to failures in project adoption. The work of Hoppen
et al. [6] is particularly relevant because it reports on a framework targeting agriculture
in an in-development country, as the approaches discussed so far.

Still in the topic of the importance of community involvement to enable success of
ICT-based approaches for agriculture, Janssen et al. [7] presents the requirements for
next generation application modeling in agriculture, covering not only technical but
also organizational aspects (as in then different stakeholders that need to be involved
for successful projects) and the knowledge and wisdom informing the project.
Although the work by Jenssen et al. focuses on agricultural applications, our approach
is intended to be of general applications within SDGs.

Approaches that actually consider the end-user perspective usually target specific
goals. Ag-Analytics [8] is a platform for the acquisition, storage, and analysis of data
for end-user researchers in the area of agricultural finance and environmental sciences.
Omolayo [9] lists 10 different apps targeting issues related to agriculture in Africa.
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Each of these apps targets a specific aspect (such as dairy management, detection of
diseases in cattle, marketplace, advise, and others), and were developed by private
companies. Because most of these projects are business products, no information is
available about the conceptual frameworks (if any) that drove the design and devel-
opment of the apps. The exception to the above is the EZ-farm app developed by IBM
Research [10]. EZ-farm utilizes IoT to help farmers to monitor soil moisture levels and
thus manage water resources. The system was deployed in Kenya.

Our framework addresses general aspects related to the management of agricultural
data, geolocation, and users to enable a number of different applications, having as
objective community and social empowerment with members of the communities
affected by the system as the system’s end-users. The feasibility of the approach has
been demonstrated in a previous project [11] where a Digital Knowledge Ecosystem
has been deployed in Sri Lanka to empower farmers to make more economically viable
decisions about what, where, and when to plant so duplication of crops is avoided,
yielding greater benefits for all the farmers that utilize the system.

Finally, it is worth mentioning that similar frameworks were also proposed for
different domains. Vlacheas et al. [12] discuss a framework based on cognitive man-
agement and IoT enabling Smart Cities. Bellagente et al. [13] developed a framework
for energy management in smart buildings, applied on a University campus. Lu and
Cecil [14] applied IoT to enhance productivity in smart manufacturing. These
approaches can also benefit from the holistic perspective enabled by our work, although
a level of customization would be necessary to tackle domain-specific requirements,
objectives, and user needs and expectations.

3 The Proposed Framework

We used the insights gained from developing the mobile-based information system for
farmers in Sri Lanka and India [11, 15, 16] to create a generalized framework to
effectively use Smart Computing to propose a multi-disciplinary solution to address
SDGs targets.

Such insights have shown us the observed problems are only symptoms of a deeper
problem; the root cause being coordination failure at multiple levels over a period of
time compounding the problem [17]. This coordination failure is due to relevant people
or domain stakeholders not having the right information at the right time to make
informed decisions. This has created information asymmetry allowing people with
information to create profitable operations while disempowering the others.

There have been many attempts to enhance the flow of information using mass
media, radio, television, face to face workshops, call centers etc. But a solution that can
reach the masses has not been found. The rapid growth of mobile devices among the
affected masses now provides a personalized channel to communicate information.
Even though many mobile-based applications have been developed for the agriculture
domain, none of these applications has been widely adopted. Analysis of such appli-
cations revealed that these applications are providing information targeting one or few
symptoms in a generic manner, but not a holistic solution addressing the root cause
[18].
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Using Smart Computing, we can develop artefacts, especially mobile-based
information systems, to enhance the flow of information in a domain. Information from
sensors, both fixed and embedded in mobile devices such as GPS, can be used to
identify some aspects of the context to provide personalized information addressing
shortcomings in some of the earlier mobile applications providing generic information.
Yet, if these applications fail to empower users and society, then they will not be
adopted at large. Finally, solutions that are economical and sustainable will grow while
the rest will die over time [19].

To develop a holistic sustainable solution, we need to consider it from multiple
dimensions drawing on expertise from multiple discipline areas. The lack of a suitable
framework to manage such complexities has hindered the development of sustainable
solutions to large-scale challenges and pressing problems we face today. The ability to
explore the solution from multiple dimensions and being able to integrate the insights
from each dimensions to a holistic solution addresses this drawback. We have iden-
tified these dimensions to be Economics, Domain Knowledge, Interaction Design, User
Interface Design, User Empowerment, and Societal Empowerment, as depicted in
Fig. 1.

Economics: In this dimension, a root cause analysis is done to identify the funda-
mental problem that gives rise to the visible symptoms. Moreover, a conceptual
solution should be devised to address the given problem, which will be based on user
and societal empowerment. Solutions to any large complex problem fall beyond an
individual and need a community approach. The community will organize themselves
into horizontal and vertical value creation networks. In these networks, information,
material and finances need to flow. To achieve the optimum flow there need to be

Fig. 1. The proposed framework with six dimensions
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coordination at multiple levels. This requires people having access to the right infor-
mation at the right time to make the right decisions. The decisions should lead to
optimal matching of wants and needs with the minimum search cost to achieve the best
possible solution.

Issues with the flow of information affect the economic sphere. Initially, these
problems can surface as health, production, nutrition, social problems, etc. All these
problems have a value associated with not acting or acting on them. This governs
whether the investments required to fix the problem will happen or not happen.

Thus, an analysis of the problem from an economic dimension will help in the
identification of the root cause as well as conditions that need to be satisfied to address
the root cause.

User Empowerment: For a solution to succeed, users need to adopt it at scale. This
requires sustained user behavior change. Empowerment Theory [20–22] shows that to
bring about a behavior change, we need to empower the person. People can be
empowered by being provided choices and other information that can help them to
achieve meaningful goals. Thus, in this dimension we need to identify goals that are
meaningful to the potential users and identify a set of process that will assist them to
achieve these goals. Further, these processes need to be embedded with choices,
supported with relevant, accurate and timely knowledge, to enable informed decisions.

Thus, in this dimension, relationship between conditions that needs to be met for the
solution to be economical and sustainable and individual user goals are identified. From
this, functions and information needs for the users to better achieve their personalized
goals can be derived.

Societal Empowerment: As mentioned earlier, the root cause for many of the major
problems facing the society is coordination failure at multiple levels. Thus, when
formulating a solution, in this dimension we need to examine how the developed
solution can lead to enhanced coordination of the activities for all domain stakeholders
or the community to achieve an enhanced value from their efforts.

Thus, this dimension studies how best to coordinate the various related activities to
achieve a better outcome due to new ways available for individuals to make decisions
and due to mobile system’s availability to support this behavior.

Domain Knowledge: Having understood where critical coordination failure has
happened and the economic dimensions of the problem, it is then necessary to identify
how the various tasks are carried out in the application domain and what information is
required to make optimal decisions to achieve better coordination. Domain experts are
needed to advise on various aspects of the solution and provide relevant discipline-
specific information. In general, we found the needed information could be divided into
two categories: (i) quasi static – information that can be derived from published lit-
erature and only changing periodically; and (ii) dynamic or real time – information
changing rapidly such as current production levels that needs to be generated in real
time.

Thus, in this dimension, how the activities in application domain is happening and
what new scenarios are possible is studied.
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Interaction Design: This is the dimension that has been revolutionized by Smart
Computing. In this dimension, we need to identify ways in which users can interact
with information. This is best explained using the evolution of GPS as an example.
Before GPS, people used printed maps to go to places. The maps were useful, but not
very easy to use while driving a vehicle and not many people new how to effectively
use a map. The early GPS contained the same information that was in a printed map but
now in a vector form. Once the destination was keyed in, it was able to work out a
suitable route and at various junctions it was able to inform the user to turn left or right
or go straight. We can visualize the GPS as a multi-layer device; at the bottom layer is
the printed map converted to a set of spatial vectors. The next layer is the smart sensor
layer that senses the user’s location is real time and generates actionable information by
reading the vector information that match with location data in the form of next action
to be performed. This change in interaction enabled more people to navigate using GPS
compared to a printed map.

When more people start using GPS for navigation, the capabilities of the GPS got
further enhanced. Using sensors, it was possible to find out the time it took to a user to
travel a specific road segment. Thus, a third layer was added to the GPS, which is real
time traffic map. Now, the actionable information that is generated at each junction not
only looks at the shortest distance to the location; but also determines the route to get to
the location in the shortest possible time.

Thus in this dimension making use of Smart Computing capabilities, the optimal
way for a user to interact with information is worked out. The approach is to explore
the optimal way to present the quasi static information needs and get users to interact
with this information in a way to generate the dynamic or real time information needed
to achieve optimal coordination.

User Interface Design: This is another dimension that requires a different set of
expertise. The flow of information from the system to user and vice versa happens
through the user interface. These interfaces could be textual, visual or graphical and
auditory. The design of the interface needs to take in to account the language, culture,
and literacy and education level of the users, among other things.

Thus, analyzing and finding solutions to the problem in these six dimensions will
result in a holistic solution. It may appear that the activities in each of the dimensions
tend to follow a sequential order, but this is not the case. They can happen in parallel or
in any order depending on the problem and the skills of the team members applying the
framework.

4 Case Study: Mitigation of Hidden Hunger

In this section, we describe our experience applying the framework in the domain of
hidden hunger in African countries, which in turn demonstrates the generality and
broader applicability of the proposed framework.
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Hidden Hunger is a challenging health and wellbeing issue in Africa where the
population do not get enough nutrients in their daily diet. Sub-Saharan Africa has one
of the highest levels of child malnutrition globally and it has been estimated that 39%
of children in East Africa, 32% in West Africa and 28% in Central Africa are stunted
(short for their age) [23]. These statistics reflect a state of undernourishment in early life
and leads to irrecoverable physical and mental development problems. Overcoming
micronutrient deficiencies requires the diversification of diets and an increase in the
consumption of micronutrient-rich foods.

4.1 Framework Adoption

We investigated a solution to overcome this problem within a multidisciplinary team to
understand the root cause and possible solutions. We present our investigation in the
context of the proposed framework as follows:

Economics: The root cause of the hidden hunger is not getting enough nutrients, while
generally having enough daily intake of calories. This comes from the lack of food
diversity. In many areas, there are highly nutritious indigenous foods that can be
grown, but information on these crops and their nutritional value is not readily
accessible. The conceptual solution is based on increasing awareness about hidden
hunger and providing information and knowledge for sustainable access to diverse food
sources including growing local crops and trade foods within the local communities.

User Empowerment: While improving the health and wellbeing was the immediate
goal of decreasing hidden hunger, access to food and affordability are primary user
concerns. The health-promoting benefits of eating these foods could be a second
interest to the users. The proposed solution was based on a research, showed that
household production of fruit and vegetables could reduce the incidence of hidden
hunger in South Africa [24]. The project developed an application for the selection of
diverse crops that could address hidden hunger. This approach is referred to as
nutrition-driven agriculture.

Societal Empowerment: Nutrition-driven agriculture could be more effective if the
community were empowered to take advantage of sharing and trading more nourishing
products and creating more awareness around hidden hunger. We extended the current
solution to a social network where individuals can get information about available
nutritious foods and products in their local area and be able to have more sustainable
and affordable food access. This brings more sustainability in terms of motivation and
scalability to the proposed solution and can be adopted in other countries.

Domain Knowledge: The proposed solution needed expertise in the area of food,
nutrition and agriculture to provide relevant information to address the issue. This
information includes available local crops suitable for a specific agriculture/
geographical zone as well as nutrition information about the foods. Having this
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information, the solution can recommend what crops can be grown to address nutrient
deficiencies.

Interaction Design: In this dimension, we need to devise a workflow to interact with
users. Based on the domain knowledge results, we developed a dietary diversity survey
for users so they enter their intake for last 24-hours [25]. The data were classified into
16-food categories. Where the diet was deficient in some of the food groups, the
application identified crops that could grow in that area that could fill this gap. We used
mobile information to identify the user location. Given the societal empowerment
requirements, we plan to develop an optimizer to maximize the food diversity within
the community by recommending various crops.

User Interface Design: Given the low level of literacy and education in many rural
communities in Africa, we designed a visual food survey as well as graphical navi-
gation tools to develop the solution. The developed application is a mobile app with a
graphical user interface where users can see the pictures and select their intake. They
are able to see the list of local crops and recommended crops with the relevant pictures.

4.2 System Prototype

In this section, we present the detail of the system prototype, which was developed
based on the proposed solution in six dimensions. Figure 2 shows the workflow of the
system prototype. We designed the workflow at household level where users will
provide information about their household diet as the main input. We collect the dietary
survey information from users and identify the missing food groups. Then we create a
mapping table to identify the list of crops that grow in the user location that can address
the dietary deficiency. The list of crops along with relevant information is provided to
users. This provides enough options for users to select appropriate crops to grow based
on their requirements and available resources.

The system prototype has been developed as a mobile app (called Ustawi [26]) for
Android devices with relevant information about three African countries (Kenya,
Nigeria and South Africa). Users are able to register to the application, providing their
location and personal information, including the number of people in the household.
The survey is conducted at the household level and users can select the foods that have
been consumed by the household members in the last 24 h using a visual interface as
shown in Fig. 3. After completion of the survey, the results tables show food categories
that are missing in their diet. Users are able to see the result of last survey including
date and the missing food groups. This is part of user empowerment to increase their
knowledge about their food habit.
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Users can continue their navigation through the app and access the recommended
crops based on the missing food groups as shown in Fig. 4. Information about each
crop, including season and production guidelines are provided to users. The system
prototype also has a data analytics backend where researchers are able to look at the
various data with various filters including date, food groups, and geographical region.
In addition, there is an option for management of registered users by an administrator.

5 Evaluation and Discussions

We asked the question whether the proposed Smart Computing framework could
address problems beyond the domain [11, 15, 16] that motivated its development. In
order to answer this, we applied the conceptual framework to address hidden hunger at
the household level in Africa. In this section, we aim to answer if it achieves its
objectives of enabling end-user empowerment and achieving SDGs.

To carry out this evaluation, we look at two important aspects: its effectiveness in
solving the target problem and its effectiveness in promoting change behavior in end-
users. It takes a long time in this type of project to measure the actual economic and
social impacts. But what is essential to take place, and measurable in shorter timespans,
is the change in user behavior.

5.1 Addressing the Hidden Hunger Issue

The first aspect that requires investigation is the effectiveness of the solution in solving
the problem that triggers the application of the framework. In this example, the problem

Fig. 2. The workflow of the system prototype
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was hidden hunger, and thus the question to be answered is: does the system prototype,
which has been developed following the proposed smart computing framework, have
the potential to address the hidden hunger problem? To answer the question, we
employed a team of experts in the relevant domains to provide feedback on the features
of the app and their perceived value and effectiveness.

Experts included several food and nutrition scientists as well as two crop scientists.
Feedback received from crop scientists was the suggestion to expand the amount of
practical crops covered in the survey and to remove exotic foods and vegetables as well
as narrow down recommended crops to take into consideration the microclimate of the
users. This way, not only geolocation but also maximum temperature, rainfall, sea-
sonality, and frost issues are taken into consideration when crops are suggested. Other
feedback from crop scientists were more of a general nature – provide nutritional
information delivered by each food group and more information about the household
member filling the survey (e.g., age, gender).

The food and nutrition scientists provided feedback concerning expanding the app
capabilities to provide direct access to the recommended crops (for example, by
directly linking the app to online markets); include insects in the food survey; enable
the capture of seasonal behavior (harvest time and between-harvest time); include more

Fig. 3. Food survey

Fig. 4. Crops information
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details in recommended crops (including cost and time to grow). The market capa-
bilities in the app and seasonality in user behavior are interesting aspects to be explored
in future works. To ease addition of information of crops, backend functionality has
been added to assert that databases and user interfaces are completely separated from
the underlying data that can be made available.

Finally, another feedback from the food scientists was enabling a social network to
expand the reach of the application. In fact, we had this feature as part of the frame-
work, but this feature needed to be delayed because it is a complex functionality that
depended strongly in user adoption to succeed. Thus, it was a logical decision to focus
initially in singular users (users and households) and, if the app succeeded at this point,
expand it to community level. The positive reaction of end-users to the app (described
in the next section) provided the motivation for prioritizing this feature in next
development cycles, and the feedback from the food scientists gives us confidence that
the time and cost for developing this feature is well-justified.

In summary, expert feedback provided us insights that we were in the right
direction in the early prototype, although adjustments were needed to better reflect the
particular food habits of the target groups and to maximize the amount of valuable
information provided by the app. However, the most decisive factor in the success of
the app lies in end-users adopting and benefitting from the app, which is discussed in
the next section.

5.2 Promoting Behavior Changing in End-Users

Effectiveness of the framework in promoting change behavior in end-users is affected
by a number of reasons. First, as reported by Hoppen et al. [6], there is the problem of
convincing end-users of the relevance of the problem and the solution, as this will
result in the end-user buy-in necessary for initial adoption of the solution. Second, the
initial buy-in is not enough to guarantee that the objectives are met. As discussed in
Sect. 3, even if end-users are willing to adopt the solution, but the solution fails in
empowering them, the solution is also likely to fail. We therefore evaluated the point
where the proposed framework interfaces with end-users: the prototype mobile app.

Usability study of the mobile app has been carried out at the Department of
Informatics at University of Pretoria, South Africa [27]. Six end-users (workers from
the experimental farm of the University of Pretoria) participated in the study. There was
equal representation of men and women in the observed group. Their ages ranged from
25 to 50 years. Participants were asked to carry out certain activities in the app and the
effectiveness was observed in terms of which tasks they were able to complete. The
tasks participants completed were:

• Start the app and complete registration
• Change location in their user profile
• Complete the 24 h recall food survey
• Analyze the summary provided after survey completion
• Analyze the “recommended crops” portion of the app
• Explain the information presented in the household diet

A Smart Computing Framework Centered on User and Societal Empowerment 169



This initial evaluation provided some insights in minor language localization issues
and other minor usability issues. For example, utilization of pre-filled forms confused
some users while others had difficulty with the fact that the virtual keyboard of the
phone covered part of the app screen.

Another aspect that required improvements was the mapping of the original paper-
based questionnaire to the app: the original questionnaire only asks if at least one food
of a given group was consumed or not; there was no need to record how many food
items (and which ones) were consumed from the group. The first version of the app
reproduces this concept by progressing to the next food group once one food of the
group was selected. However, during the evaluation, users were confused about this
feature, and thus the design was changed so users can record all the consumed foods of
a given group. Likewise, a majority of usability-related issues and feedback were
addressed in the second development cycle of the app.

Overall, the app has been positively received by the users, which provided infor-
mation about extra features they would like to see in future versions of the app. This is
a great example of valuable feedback from end-users: they see value in the app as is,
and they signaled other types of information that they currently miss and that they see
as relevant to help them improve their diet. Some of the extra information they see as
valuable include information on how to prepare meals with the recommended crops,
which crops are easier to grow, information on fertilizers and pesticides, and even a
section with tips for healthy living (for example, exercising).

A particular evidence of relevance of the app for end-users came from one of the
users that, while carrying out the usability test, reached the crop information about
potatoes and realized that the method he was utilizing was incorrect, thus impairing his
efforts. The usability test allowed him to benefit from the knowledge enabled by the
app, and led to the user to change the way he grows his crops, an information that,
although seems trivial, was not easily available to these farmers.

These results confirm previous findings [11, 15, 16] that the main issue faced by
rural communities, and that hinders a better lifestyle for them, is lack of basic infor-
mation. Our Smart Computing framework is a step towards better and timely avail-
ability of information for end-users, what can be a powerful tool for their empowerment
and solution of SDGs.

6 Conclusions and Future Work

In this paper, a Smart Computing framework based on user and societal empowerment
is proposed. This framework has six dimensions and was created based on series of
previous experiences to address SDGs. In order to show the applicability of the pro-
posed framework, a case study to address the hidden hunger issue in Africa was
presented. Having the framework to guide the thinking and designing of the solution
helped us to frame a holistic solution centered on user and societal empowerment. The
system prototype and its evaluation also presented and revealed that this framework can
be adopted to develop effective and innovative solutions to address other SDGs.

As future work, we intend to develop the hidden hunger application further and add
social computing components to complete the societal empowerment. Evaluation by
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testing the application in different communities across African countries is also part of
our future plan. We also would like to adopt this framework for other SDGs and refine
the framework further.
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Abstract. One amongst the most deadly diseases in the world, Malaria
remains a real flail in Sub-saharan Africa. In underdeveloped countries,
e.g. Senegal, such a situation is acute due to the lack of high quality
healthcare services and well-formed persons able to perform accurate
diagnosis of diseases that patients suffer from. This requires to set up
automated tools which will help medical actors in their decision mak-
ing process. In this paper, we present first steps towards an efficient
way to automatically diagnosis an occurence or not of Malaria based on
patient signs and symptoms, and the outcome from the quick diagnosis
test. Our prediction approach is built on the logistic regression function.
First experiments on a real world patient dataset collected in Senegal,
as well as a semi-synthetic dataset, show promising performance results
regarding the effectiveness of the proposed approach.

Keywords: Malaria · Diagnosis · Data imputation · Prediction model

1 Introduction

Malaria is one amongst the most deadly diseases in the world, especially in
underdeveloped countries located in the sub-saharan Africa area such as Sene-
gal. Malaria is caused by parasitic single-celled microorganisms belonging to the
Plasmodium group; it is an infectious disease which is transmitted to human
being through bites from infected female Anopheles mosquitoes. When a person
suffers from Malaria, she may present symptoms typically include fever, tired-
ness, vomiting, and headaches. In its severe form, the disease can cause yellow
skin, seizures, coma or death.
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Research Problem and Motivations. As stated in the last report [26] about
the propagation of Malaria disease around the world, released in November
2017 by the World Health Organization (WHO for short), 216 millions of cases
have been reported in 2016. Consequently, the number of cases has significantly
increased regarding the 211 millions of reported Malaria patients in 2015. On
the other side, the number of death due to Malaria does not decrease between
2015 and 2016 (446.000 vs. 445.000) despite the huge effort made by govern-
ments and non-governmental organizations to enhance healthcare services and
the awareness strategies, especially in critical areas. Analyzing the statistics
above in details, one can easily remark that the burden of the Africa region of
the World Health Organization is colossal. Indeed, 90% of Malaria cases and
90% of deaths due to the disease were located in this area in 2016. More specifi-
cally, 80% of the burden in terms of morbidity is distributed in fifteen countries,
all located in Sub-saharan Africa except India. This demonstrates that Malaria
is a real flail in Sub-saharan Africa states and Senegal is not spared at all. We
investigate in this study an efficient approach to predict, using machine learning,
the occurence or not of Malaria when a patient has to be diagnosed. Given the
patient signs and symptoms, as well as the result from the quick diagnosis test,
our solution should be able to automatically tell if he suffers from Malaria or
not with a high accuracy.

Malaria is an acute problem in Senegal due mainly to the lack of high quality
healthcare services and well-formed staffs able to perform accurate diagnosis of
diseases that patients suffer from. Over the past years, the government with the
help of international organizations have tried to eradicate Malaria by implement-
ing various proactive and reactive solutions to fill the gap in terms of services
and human resources [2]. However, the mortality rate is still very high, e.g. in
underserved areas, areas without required healthcare needs, uneducated people,
population with low income, etc. Most of these deaths cases are reported to
be caused by inaccurate diagnosis, sometimes incomplete leading to a bad pre-
diction of the exact type of Malaria. On the other hand, Malaria occurence or
complication can often occur during popular events (for instance religious events
such as the Grand Magal of Touba [20]) which gather thousands of persons from
everywhere in the country during a short time period. During those popular
events, non-permanent medical points are set in order to assist and treat ill per-
sons; the staff in a given health point might be composed sometimes by only
volunteers without advanced medical skills. Each of these medical points might
receive and treat hundreds of patients every day with some of them potentially
suffering from Malaria. This requires to find and set up automated tools to help
medical actors in their decision making process, and thereby to improve provided
healthcare services.

Proposed Model. In this paper we present first steps towards an efficient
manner to automatically diagnosis Malaria occurence or not based on patient
signs and symptoms, and the outcome from the quick diagnosis test. We define
our diagnosis task as a classical binary classification problem by considering two
classes: “malaria” and “not-malaria”. Given a patient data, our main goal is
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to properly find to which class the patient belongs. To solve this classification
problem we rely on machine learning and use the logistic regression function as
the basis of our prediction approach. Machine learning has been largely used
in several domains (e.g. Health Informatics [10]) for various purposes whereas
logistic regression has demonstrated its efficiency when dealing with a binary
classification problem. As an application scenario, we focus on predicting Malaria
cases in Senegal. At this end, we use a large volume of patient dataset collected
during the most popular religious event in Senegal (i.e. the Grand Magal of
Touba) from the different installed health points, namely more than hundred
points which receive every days several patients. The contributions of this work
are as follow.

– A full-fletched data preparation pipeline in order to (i) explore patient data for
profiling purpose; (ii) indentify records related to Malaria cases; (iii) clean and
transform attributes, as well data values, into the raw dataset; (iv) extract the
relevant Malaria features from the raw data; and (v) impute missing values
using a prediction algorithm. Such a data preparation pipeline has been set
up based on OpenRefine (formely Google Refine) for data profiling, cleaning,
and transformation and missForest, a robust algorithm for imputing missing
data of various types.

– The proposal of a prediction model for Malaria cases built on the logistic
regression function.

– A practical validation of the efficiency of our model through a series of exper-
iments on a real world patient dataset, augmenting with a semi-synthetic
dataset.

Paper Organization. The rest of the paper is organized as follows. We review
the literature of the existing research works on Malaria prediction in Sect. 2.
In Sect. 3, we introduce our full-fletched data preparation pipeline. We then
present our prediction model for Malaria cases in Sect. 4. Experiments and the
performance of our model on several datasets are detailed in Sect. 5 before we
conclude in Sect. 6.

2 Related Work

In this section, we summarize the state-of-the-art research on Malaria in general,
and in particular the use of machine learning techniques to tackle the various
aspects related to one of the major healthcare problems worldwide which is
Malaria.

As it is well-known, Malaria is caused by the bite of the female Anopheles,
the most dangerous of which is Plasmodium falciparum. Many early works have
been consequently focused on the study of the evolution and the distribution of
the responsible mosquito, mainly with the goal to detect or diagnosis the severity
of the disease given an infected patient [6,11]. Recent research on Malaria have
largely adopted machine learning and showed its ability to solve various aspects
of the disease. Most of these machine learning based techniques are centered on
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the analysis of blood data obtained from high-definition microscopic screenshots
as in [13]. The authors in [13] propose an unsupervised learning algorithm that
detects and determines the types of infected blood cells. Used prediction app-
roach consists of quantifying the amount of plasmodium parasites in a blood
smear. Using the same intuition of harnessing blood, the Jordan-Elman neural
network classifier is introduced in [8] to quickly determine the occurrence of
Malaria and its severity level as well: the neural network analyzes the features of
the blood data of the patients. Still using ML, DIAZ et al. have proposed in [9] a
semi-supervised algorithm able to quantify and classify the erythrocytes infected
by Malaria parasites through microscopic images. The originality of this work
comes from its usability even in the presence of thin blood dandruff infected
by falciparum Plasmodium for the quantification and the classification tasks.
Besides blood data, sign and symptom records were also used to study Malaria
with ML methods. Indeed, decision trees based approach has been proposed in
Nigeria [24] to predict the occurrence of Malaria given diagnostic data. However
a decision tree suffers from various limitations as a classifier. Indeed it can easily
overfit or can be extremely sensitive to small pertubations in data for instance.
Even though we both rely on signs and symptoms, the prediction model in [24]
differs from ours on numerous facets: our model is built upon logistic regression
and is trained using also inputs from the quick diagnosis test. In addition, we
apply our method in the context of patients living in Senegal. An example of
previous work that has used logistic regression is that of Farida et al. in [4].
The logistic regression is exploited there for the selection of features in order to
construct stable decision trees. The decision trees are then used to predict the
severity criteria of Malaria in the context of Afghanistan.

In the same line of works applying machine learning, in [17], Pranav et al.
propose Malaria likelihood prediction model built on a deep reinforcement learn-
ing (RL) agent. Such a RL predicts the probability of a patient testing positive
for Malaria using answers from questions about their household. In the presented
approach the authors have also dealt with the problem of determining the right
question to ask next as well as the length of the survey, dynamically. Moreover,
statistically enhanced rule-based classification model to diagnose Malaria has
been proposed in [7]. A corresponding prototype which incorporates the rules
and statistical models have been implemented; the main goal of the study was to
develop a statistical prototype to perform clinical diagnosis of Malaria given its
adverse effects on the overall healthcare, yet its treatment remains very expensive
for the majority of the patients to afford.

To the best of our knowledge this is the first work in Senegal that attempts
to provide a prediction model for identifying the occurrence of Malaria given
patient data.

3 Data Preparation

In this section, we detail the data preparation pipeline followed to obtain a proper
Malaria dataset for the prediction phase. We start by presenting the used data
cleaning and normalization techniques.
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3.1 Data Cleaning and Normalization

In order to set up an efficient prediction model for Malaria cases in Senegal, we
have relied on a real-world patient dataset for validation purposes. The dataset
was extracted in 2016 during the Grand Magal of Touba [20]. An estimated 4–5
million individuals gather each year in the holy city of Touba, Senegal during
the Grand Magal religious pilgrimage.Several health points are set during the
Grand Magal to receive and treat hundreds of ill people, some of them suffering
from Malaria. The patient data we are using here have been manually recordered
from these points in registers as no electronic health management system does
exist.

In detail, the raw dataset consists of thousands of patient records having
each 16 attributes. Some of these attributes (also known as features) comprise
personal data about the patient, but also patient signs and symptoms reported by
the doctor who took in charge the patient. The other attributes describe clinical
data such as information about the final diagnosis of the doctor (the disease
that the patient suffers from), the income of the quick diagnosis test, and the
status (i.e. admission, dead or put under observation) of the patient. For privacy
concerns and some restrictions in data use, we have disregarded personal data
about the patient during this work. Due to the fact that patient records have
been collected manually in registers, we have noticed many inconsistencies such
as misspellings, same attribute values with different writings (e.g., “DIARRHEE
INFECTIEUSE” and “INFECTIEUSE DIARRHE” and multi-valued attributes
(e.g. sign and symptom reported values). As a result, we have used OpenRefine
[1,14] to first clean and then normalize values in the patient dataset.

OpenRefine is a powerful open source tool that allows researchers or scientists
to accomplish the data wrangling activity, i.e. working with messy data: cleaning
it; transforming it from one format into another; and extending it with Web
services and external data. We used the following methods in OpenRefine to
pre-treat our raw dataset.

– Text filter function: text filter enables to explore attribute values, clean
them, and to identify those that may have many variants.

– Transform functions: OpenRefine provides two different Transform func-
tions: preset transformations for resolving trivial formatting issues like trim-
ming whitespaces and advanced transformations based on the OpenRefine
Expression Language (GREL) to normalize data in batch or split them. This
second class of transformations is very useful, especially when the number
of piece of data values to normalize is very important (doing the same task
manually would be time-consuming and prone to errors).

– Cluster and edit function: Clustering option in OpenRefine also provides
users with methods to merge and normalize variations across the dataset.
The power of clustering is that it is able to automatically detect small data
variations which follow a certain pattern.

For the particular case of multi-valued attributes such as symptom and sign
columns in our raw dataset, we splitted them into multiple values in distinct
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columns. Indeed, in the raw dataset information like the symptoms a given
patient suffers from were stored in a single column, separated with the spe-
cial character ‘+’, e.g. “DOULEUR ARTICULAIRE” + “DOULEUR PELVI-
ENNE”+ “VOMISSEMENTS”.

After this step of data cleaning and normalization, we have proceeded to the
extraction of Malaria features.

3.2 Extraction of Malaria Features

To properly study Malaria, one needs to have a patient dataset with the main
features of the disease. Unfortunately, some of these Malaria features were not
explicitly specified in our raw dataset. As a result, we have inferred twelve new
attributes that better describe the signs and symptoms of Malaria according to
experts in the health domain. Those new attributes are: lack of appetite, tired-
ness, fever, cephalalgia, nausea, arthralgia, digestive disorders, dizziness, chill,
myalgia, diarrhea, and abdominal pain. We have then added the new attributes
in our dataset and transformed this latter accordingly by filling the value of
each new attribute based on the list of reported signs and symptoms for every
patient.

A medical diagnostic is the results of an interpretation of the reported signs
and symptoms; in general such a diagnostic is further confirmed by a medical
test. Since our raw dataset does not contain only information about Malaria,
this yields to records with various diagnostics. For the purposes of our study, we
replaced any diagnostic that is not Malaria by the class “not-malaria”. At this
step of our data preparation pipeline, we came up with a patient dataset that
contains required Malaria features. However, our preparation process was not
yet complete and ready because of values missingness. As a last step, we have
completed our dataset by using a robust data imputation approach.

3.3 Missing Data Imputation

As shown in Table 1, we observed many missing values in our dataset, affecting
the majority of the data attributes. Such missing values should not be ignored
as data completeness and quality are very important when dealing with a pre-
diction problem; this could negatively impact the accuracy of our prediction and
should be treated appropriatey. One has to note that machine learning relies
on complete dataset. The sources and types of missing values can be various
[23]. In our context, missingness is not completely random and can be due to
an incomplete knowledge of the patient data, the fact that the medical staff
do not specify an attribute value when it is not observed, or a difficulty for
the patients to properly describe some piece of information (e.g. related to the
signs or symptoms of their diseases) at the diagnostic time. Since it might have
a certain relationship between attribute values for the same patient, or even a
correlation between patient records, we decide to solve our problem of missing
values by using imputation algorithms instead of choosing arbitrary values or
removing records with missing values.
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Table 1. The number of missing values per attribute

Attribute name #missing values

Lack of appetite 21068

digestive disorders 21062

Loss of weight 21017

Arthragia 20940

Chill 20925

Nausea 20874

Myalgia 20870

Tiredness 20713

Diarrhea 20481

Vomit 20051

Abdominal pain 19770

Dizziness 19628

Fever 18245

Temperature 17636

Arterial pressure 16924

Cephalalgia 15370

Diagnostic 2875

Quick diagnostic test 76

Data imputation is often used in the machine learning field when dealing
with missing information. Many algorithms have been proposed in the litera-
ture [19,23], depending on the nature of the missingness or the type of data.
MissForest [22] has been proved to be efficient at the presence of various types
(e.g. numerical data, string, categorical data, etc.) of data simultaneously as in
our case. The algorithm missForest relies on Random Forest, a non-parametric
prediction method that is able to deal with mixed-type data and allows for inter-
active and non-linear regression effects. Such an imputation algorithm aims at
handling any type of input dataset by minimizing (when possible) assumption
about the structural aspects of the data. Given an input dataset, missForest
solves the missing data problem using an iterative imputation scheme by train-
ing a Random Forest on observed values in a first step, followed by predicting
the missing values and then proceeding iteratively until convergence.

We have applied missForest on our Malaria patient dataset by using its open-
source Python implementation [3]. We have then measured the accuracy of the
prediction made by the algorithm with the help of the normalized root mean
squared error metric; the obtained performance was rather satisfactory.
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4 Prediction Model

To learn from labelled patient dataset and be able to properly predict the
occurence or not of Malaria given a new patient, we harness the logistic regres-
sion function as our classifier. We next briefly recall the basic of the logistic
regression function and how it can be used as a binary classifier. We start by
introducing the binary classification problem we are solving in the study.

4.1 Binary Classification Problem

Let us assume two given classes of Malaria diagnostic: malaria and not-malaria.
We also consider P and C as respectively the set of patients and a prediction
model. A patient p in P is defined by a set of pairs (a1, v1), (a2, v2), . . . , (an, vn)
where ai and vi, for each 1 ≤ i ≤ n, respectively corresponds to a given Malaria
feature and its associated value defined as follows.

vi =
{

1 if ai is observed
0 otherwise (1)

Definition 1. (Our prediction problem) We define our binary classification
problem for the prediction of the occurrence or not of Malaria on a given patient
dataset as a mapping C of every patient p in P to one and only one class
in {malaria, not-malaria}. Formally, we present such a mapping as C: P �→
{malaria, not-malaria}.

We define and use C with the help of the logistic regression for the specific
purpose of our study.

4.2 Logistic Regression

The logistic regression (also known as the logit function) is a statistical model
used in the machine learning domain for binary classification [18]. It is based, in
its basic form, on a logistic function to describe a binary dependent variable [12,
21]. The logistic regression takes as input qualitative or/and ordinal predictive
variables (e.g. the presence or not of fever given a patient) in order to measure
the probability of the outcome (e.g. the occurrence or not of the Malaria) by
using the Sigmoid function.

The logistic regression is one of the most used multi-valued models in epi-
demiology [5,16]: the variable to explain is often the occurrence or not of an
event like a disease and the explanatory variables are those that highly impact
the occurrence of this event. The main interest of using logistic regression is
its ability to quantify the strength of the relationship between each explicative
variable and the variable to explain, given the other variables integrated to the
model [5].
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Formalization. Let us consider Y as the variable we are trying to explain in
this study, i.e. the variable which models the occurrence or not of Malaria and
whose two possible values malaria and not-malaria are respectively denoted by
M+ and M-. If only one explicative variable a is used (which case corresponds
to a simple regression), formally the model is written as follows.

Pr(M+ | a) =
eα+β×a

1 + eα+β×a
(2)

where the coefficients α and β are the parameters of the model. Pr(M+ | a) mea-
sures the probability of the occurrence of Malaria if the variable a is observed.
gain, the main interest of this function lies in the simplicity of reaching an esti-
mation of an odds ratio (OR) which measures the strength of the association
between the disease and an exposure variable in a regression analysis. Indeed if
the value exposure variable is either 0 (the variable is not observed) or 1 (the
variable is observed) as in our setting, the model enables to obtain after some
simplifications OR = eβ . The coefficient β of the exposure variable in the logistic
model is then the logarithmic of the odds ratio which measures the relationship
between the explanatory variable (sign or symptom) and the disease (Malaria);
this eases the analysis of the results of the logistic regression.

An extension of the simple regression to a model with multiple variables
(called multiple regression) is straightforward as we show with the formula below.

Pr(M+ | a1, a2, . . . , an) =
eα+

∑n
i=1 βi×ai

1 + eα+
∑n

i=1 βi×ai
(3)

where to every variable ai is associated a coefficient βi. The corresponding odds
ratio ORi, quantifying the relationship between ai and M+ is equal to eβi .

Optimal Model. The question that generally raises when using a multiple
regression approach is how to select the minimum set of variables amongst the
ai’s that better explain the variable Y. Several optimization strategies are pos-
sible to obtain the best final prediction model which takes into account the
maximum of information while restricting as much as possible the number of
explanatory variables in order to ease the analysis of the results:stepwise descen-
dant and stepwise ascendant are the most used approaches. Both approaches
apply an iterative regression and we use stepwise descendant in our experimen-
tations which considers the entire set of variables at the beginning and gradually
excludes from the model variables which do not significantly improve the deter-
mination coefficient.

We next present the results of our prediction of Malaria cases by using our
logistic regression model above on real-world patient datasets.

5 Experimentation and Results

In this section, we prove the efficiency of our prediction model for Malaria
occurrecne through an analysis of the results of the tests we have conducted
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on real-world datasets and a semi-synthetic dataset. We start by presenting our
experimentation setting.

5.1 Experimentation Setting

We ran tests on three different datasets using the Python Implementation of the
logistic regression function.

Our Datasets. We collected and used a real-world patient dataset from the
different health points which were set during the Grand Magal of Touba in
2016. We also generated and used two variants of this real-world dataset. The
description of the characteristics of our raw real-world dataset, as well as the
data preparation pipeline that we have proposed in order to clean, normalize and
impute information, are given in Sect. 3; we refer to this cleaned and complete
real-world patient dataset by DT1.

We generated the first variant, denoted by DT2, of the raw real-world patient
dataset by removing records with missing attributes, instead of using an impu-
tation algorithm that will predict values for missing information. Such a variant
will help to study the impact of removing records with missing values in the
prediction accuracy.

The second variant, called DT3, is a semi-synthetic dataset which has been
set up by using a sampling strategy over our raw real-world dataset. Indeed
when we have performed some explanatory analysis on the real-world dataset
they have revealed that the dataset was not balanced, i.e. it shows strong class
imbalance; the amount of records about patients suffering from Malaria was
largely less than the number of patients that do not suffer from Malaria as
shown in Fig. 1. Harnessing sampling approaches may enable to obtain a bal-
anced semi-synthetic dataset regarding the two classes to predict. To solve our
problem of imbalanced dataset, we used the algorithm SMOTE [25], which is a
synthetic minority oversampling technique, through its Python implementation
in the package imbalanced-learn [15]. SMOTE consists of predicting a sample of
synthetic dataset based on the value of the minority class of the targeted class
(here the attribute Diagnostic). It randomly chooses the k-nearest neighbours of
a given record in order to randomly create new observations. We have applied
an over-sampling of the minority class into our patient dataset for generating
a semi-synthetic dataset DT3 containing the same number of records for both
classes.

Prediction Model Setting. In order to set up our logistic regression-based
classification model, we rely on the Python implementation of the logistic regres-
sion in the sklearn library1. This python package defines the logistic regression

1 https://scikit-learn.org/stable/modules/generated/sklearn.linear model.LogisticRe
gression.html.

https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
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Fig. 1. The number of records by class

with the required input parameters, as well as optimization strategies, to prop-
erly perform binary classification using an optimal model. For the purposes of
our tests, we have used the following input parameters of the logistic regression:

– random state: it models the seed of the pseudo random number generator
to use when shuffling the data. Its value is set to 0 as we do not need to shuffle
data in our experimentations.

– class weight: weights associated with classes. We set it to None, i.e. all
classes are supposed to have weight one.

– dual: dual or primal formulation. Dual formulation is only implemented for
l2 penalty with liblinear solver. This parameter is set to False as the number
of samples is greater than the number of features.

– fit intercept: useful if a constant (a.k.a. bias or intercept) should be added
to the decision function. Consequently, we fixed the fit intercept to True.

– intercept scaling: this parameter, set to 1, is useful only when the solver
“liblinear” is used and fit intercept is set to True.

– max iter: maximum number of iterations taken for the solvers to converge.
– multi class: if the option chosen is “ovr” hen a binary problem is fit.
– n jobs: number of cpu cores used when parallelizing over classes if

multi class=“ovr”. This parameter is ignored when the solver is set to “lib-
linear” regardless whether “multiclass” is specified or not.

– penalty: this parameter is used to specify the norm in the penalization. We
fixed the penality to its default value l2.

– solver: it enables to specify the strategy used to solve the optimization under-
lying our model. For the solver we fix it to liblinear.

– tol: tolerance for stopping criteria which is set to 0.0001.
– verbose: for the liblinear solver set verbose to any positive number for ver-

bosity.
– warm start: when set to True, reuse the solution of the previous call to fit as

initialization, otherwise, just erase the previous solution. Useless for liblinear
solver.

As the logistic regression performs a supervised learning we have used 60%
for the training set and 30% for the test set.



184 O. Mbaye et al.

5.2 Performance Measures

To evaluate the performance of our prediction approach over the different used
datasets, we have computed the precision, recall (or sensitivity), F-measure, and
specificity of the predicted classes. We have also drawn the graph of the Receiver
Operating Characteristic (ROC) of the logistic regression to study its shape. The
sensitivity, specificity and ROC plot are often used in the medecine domain as
performance measures.

Precision. The precision p, or positive value rate, for a class is the number of
true positives (i.e. the number of cases correctly labeled as belonging to the class
M+) divided by the total number of cases labeled as belonging to the class M+
(i.e. the sum of true positives and false positives, which are incorrectly labeled
as belonging to the class).

p =
∑|R|

i=1 Entity(i)
R

. (4)

Entity(i) is a binary function that returns true if the predicted class for the i -
th case is correct (w.r.t test set) and false otherwise. R is the sum of the number
of predicted true positive and false positive cases.

Recall. The recall r (also known as sensitivity) is defined as the number of true
positives divided by the total number of cases that actually belong to the class
M+ (i.e. the sum of true positives and false negatives, which are cases which
were not labeled as belonging to the class M+ but should have been).

r =
∑|R|

i=1 Entity(i)
G

(5)

G is the sum of the number of predicted true positive and false negative
cases.

F-measure. The F-measure, denoted by F1, is a metric that measures the
accuracy of a test in statistical analysis of a binary classification. It is computed
using both the precision p and the recall r of the test as the ratio of the number
of correct positive results and the number of all positive results returned by the
classifier.

F1 = 2 × p × r

p + r
(6)

Specificity. The specificity, or true negative rate, measures the proportion of
actual negatives that are correctly identified as such (e.g., the percentage of
people not suffering from Malaria who are correctly identified as not having the
condition).
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Receiver Operating Characteristic. A receiver operating characteristic, or
ROC in short, is a graph that shows the diagnostic ability of a binary classifier
system as its discrimination threshold is varied. The ROC curve is created by
plotting the true positive rate (i.e. recall) against the false positive rate (1 -
specifity) at various threshold.

5.3 Experiments and Analysis of the Results

For each given dataset, we have performed two kinds of tests with our prediction
model by considering or not the outcome of the quick diagnostic test (or QDT
for short) as an input feature. We first describe below the obtained results for
each dataset and then present a comparative analysis.

Experiments with DT1. Table 2 and Fig. 2 respectively show the performance
measures and the ROC curve of the results of our classification approach tested
on dataset DT1. The results on Table 2(a) and Fig. 2(a) are obtained without
considering the quick diagnostic test output in contrast of measures in Table 2(b)
and Fig. 2(b). One can easily see that the accuracy of our prediction model is
sensibly the same when considering or not the QDT; this accuracy is quite good
as proven by the precision which is greater than 90%.

Table 2. Performance measures of the prediction on DT1

(a) Prediction without the QDT
Precision Recall F-measure

0.97 1.0 0.99

(b) Prediction with the QDT
Precision Recall F-measure

0.98 1.0 0.99

Experiments with DT2. Table 3 and Fig. 3 respectively show the performance
measures and the ROC curve of the results (with or without taking into account
the QDT) of our classification approach tested on dataset DT2. The accuracy
measures on Table 3(a) et Fig. 3(a) respectively compare to those in Table 3(b)
and Fig. 3(b) show that our classifier does well when considering the QDT as a
feature; without the QDT the precision of the prediction decreases a lot which
result can be explained by the fact we do not have enough examples to properly
train the model.

Experiments with DT3. Similarly to results on DT2, performance measures
on DT3 show a better prediction accuracy (See Table 4 and Fig. 4) when the
QDT is considered as a feature.
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(a) Prediction without the QDT (b) Prediction with the QDT

Fig. 2. The curve of the Receiver Operating Characteristic for prediction on DT1

Table 3. Performance measures of the prediction on DT2

(a) Prediction without the QDT
Precision Recall F-measure

0.75 1.0 0.86

(b) Prediction with the QDT
Precision Recall F-measure

1.0 1.0 1.0

(a) Prediction without the QDT (b) Prediction with the QDT

Fig. 3. The curve of the Receiver Operating Characteristic for prediction on DT2

Table 4. Performance measures of the prediction on DT3

(a) Prediction without the QDT
Precision Recall F-measure

0.77 0.82 0.79

(b) Prediction with the QDT
Precision Recall F-measure

0.87 0.90 0.89

Comparative Analysis of the Results. In sum, the first experimentations
detailed above prove that our logistic regression based prediction model does
well in general and in particular when the outcome of the quick diagnostic test
is considered as a feature for the learning process. More specifically, the precision
of our prediction is greater than 90% for datasets DT1 and DT2, reaching 100%
for DT1. For the specific case of the real-world patient dataset with missing
data filled using an imputation algorithm this accuracy does not decrease even
though the QDT is not considered during the prediction process, and only the
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(a) Prediction without the QDT (b) Prediction with the QDT

Fig. 4. The curve of the Receiver Operating Characteristic for prediction on DT3

Malaria features, i.e. signs and symptoms are taken into account. As a result,
we can conclude that there is a hope to construct an efficient prediction model
for Malaria without the need to perform the quick diagnostic test in order to
declare a given patient he is affected by the disease.

6 Conclusion

In this paper we have studied the problem of predicting the occurrence or not of
Malaria given ill-patient dataset in the context of Senegal and by using machine
learning techniques. To tackle this problem we have first presented a data prepa-
ration pipeline that enables to clean, normalize and impute missing values given
a real-world dataset using efficient tools and algorithms. We also introduced a
manner to extract the features that characterize the Malaria disease. We have
then proposed a prediction model based on the logistic regression to determine
the occurrence of Malaria. The performance of such a model has been demon-
strated through extensive experimentations on real-world and semi-synthetic
datasets. As a research perspective we plan to first include a prevalence factor
into our prediction function in order to improve its accuracy. Second, we will use
other binary classification models such as Support Vector Machine (or SVM in
short) and compare their results to those obtained with the logistic regression
based model.
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