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Preface

This volume contains the papers presented at the 6th International Conference on
Internet Science (INSCI 2019), which was held during December 2–5, 2019, in
Perpignan, France.

INSCI is a series of international conferences on Internet Science that were initiated
in 2013 within the framework of the FP7 European Network of Excellence in Internet
Science (EINS). The goal of EINS is to coordinate and integrate European research
aimed at achieving a deeper multidisciplinary understanding of the development of the
Internet as a societal and technological artefact which increasingly evolves with human
societies. INSCI aims at pursuing the main EINS objective which consists of creating a
real open and productive dialogue between all disciplines which study Internet systems
under any technological or humanistic perspective.

INSCI 2019 was organized by IMAGES Espace-DEV from the University of
Perpignan Via Domitia in association with the University of Florence and supported by
the Institute of Research for Development (IRD). This conference built on the success
of the first and second editions of INSCI which took place in Brussels, Belgium, and
were organized as an EINS project, with the support of the European Commission. In
its third year, the conference moved to Florence, Italy, with support from the Collective
Awareness Platforms for Sustainability and Social Innovation (CAPS) initiative. In
2017, the conference was organized by CERTH Information Technology Institute in
Thessaloniki, Greece. In 2018, the fifth edition took place in St. Petersburg, Russia, and
was organized by the School of Journalism and Mass Communications and the Faculty
of Applied Mathematics and Control Processes, St. Petersburg State University.

INSCI is a conference with a unique and precise scope; despite its
wide-encompassing title, it focuses on interdisciplinary views on the Internet and
Internet platforms as tools for people’s engagement, opportunities, and better quality of
life. Internet Science is a multidisciplinary field based on computer and communication
science but covering many other disciplines like mathematics, sociology, anthropology,
physics, complex systems analysis and control, economics, law, political science,
literature, history, teaching techniques, etc.

Internet Science constitutes a very broad concept that includes the technical parts
concerning protocols and connections, but also the contents and applications, and, more
importantly, the people. The Internet is changing our lives, and therefore many crucial
questions have arisen: How do people behave on the Internet? Are they changing their
lifestyle and how? Can the Internet promote sustainability, cooperation, and collective
intelligence? Can it support open democracy and policy making? How can awareness
of possibilities and dangers of the Internet be promoted? What about topics like
intellectual properties, privacy, reputation, and participation? What are the juridical
aspect of the Internet? What about arts and humanities in general?

INSCI 2019 aimed at providing a good opportunity to bridge the academic and
industrial communities in northern and southern countries in order to converge to a



noble idea of the role that the Internet should play. The theme, “The Internet and
Geopolitical Crossroads,” dealt with the development of practices, platforms, and
communication channels to promote the integration of southern European,
Mediterranean, African, and Latin American countries with in a peaceful world, where
the discussion of political freedom, migrant problems, health, and citizen participation
can be promoted.

In the current volume, the best conference papers are published. From 45 submis-
sions, 30 were selected for publication. They are organized into five thematic chapters.

The first chapter is devoted to the social aspects of the Internet, since most of the
value of this network is given by humans and their contributions. The second chapter is
devoted to the cognitive aspects of internet-mediated interactions. The third chapter
contains papers related to some technical and technological aspects of communication,
while the following chapter is related to data mining and analysis. Finally, the last
chapter contains papers presented in the workshop about well-being and ageing.

This focused and intense program would not have been possible without the help
and continuous encouragement of a number of people especially the members of
Steering Committee who supported the organization of INSCI 2019 in Perpignan,
France.

We express our gratitude to the Program Committee, as well as to the reviewers and
local organizers, panel and workshop chairs, for their commitment and hard work. We
are grateful to all the scientists that submitted their works, authors of published papers,
and conference participants for their precious contribution.

Finally, the organization of INSCI 2019 was made possible thanks to the financial
support of several institutions: the University of Perpignan Via Domitia, the Institute of
Research for Development - IRD, the UMR Espace-DEV, the European Project
InSPIRES, and the International Network of Systems Theory TDS. We are happy to
see the conference expanding in its scope and coverage, and look forward to INSCI’s
future editions. We also thank EasyChair for the extremely important piece of publicly
accessible software they developed.

September 2019 Franco Bagnoli
Samira El Yacoubi

Giovanna Pacini
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Assessing the Potential of Digital Collaborative
Sharing Platforms in Fostering Neighbourhood

Participation Through Volunteerism

Deniz Akin1(&), Thomas Vilarinho2, Jacqueline Floch2,
Trond Halvorsen2, and Daniela Baer2

1 Norwegian University of Science and Technology (NTNU),
Trondheim, Norway
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Abstract. This paper seeks to discuss whether and how digital collaborative
sharing platforms can foster citizen engagement in urban neighbourhoods by
addressing various challenges experienced by local initiatives. To that aim, we
conducted a case study in the Saupstad neighbourhood of Trondheim in
Norway.
Our case study includes qualitative interviews conducted with volunteers and

general managers of a selection of central volunteering initiatives in Saupstad
where we aimed to map the current state of neighbourhood volunteerism,
and identify the challenges experienced both at the individual and organiza-
tional level. We also involved stakeholders in a co-creative dialogue meeting to
discuss and develop scenarios to overcome the identified challenges and foster
citizen engagement in volunteering activities.
Based on the empirical data we collected, we have identified challenges

centralized around the interrelated themes such as ‘volunteer motivation’,
‘volunteer recruitment’, ‘effective dissemination of information’ and ‘collabo-
ration and communication with local actors’. In this paper we discuss to what
extent collaborative platforms can address these challenges and be uti-
lized to foster citizen participation.

Keywords: Volunteering � Community � Case study � Citizen engagement �
Collaborative platforms � Community informatics

1 Introduction

This paper investigates how digital collaborative sharing platforms can address chal-
lenges encountered by neighbourhood volunteering organizations by conducting a case
study in the Saupstad neighbourhood of Trondheim in Norway. First, we map the
current state of neighbourhood volunteerism in Saupstad and identify various chal-
lenges experienced both at the individual and organizational level. Secondly, we dis-
cuss to what extent collaborative sharing platforms can address these challenges and be

© Springer Nature Switzerland AG 2019
S. El Yacoubi et al. (Eds.): INSCI 2019, LNCS 11938, pp. 3–17, 2019.
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utilized to foster citizen participation in neighbourhoods through volunteerism. In this
context, we consider both well-established global social platforms, as well as new
platforms tailored to the neighbourhood level.

The research is novel in the dual open approach that is employed. Rather than
studying the introduction of a given platform, we employ qualitative interviews and
community workshops to identify the needs of local non-profit organizations who
depend on volunteerism. We are open to the choice of platform to adopt, and to which
organization or group that it will be employed to. By providing examples of services
that digital sharing platforms can offer, our interaction with prospective users helps
them to identify needs that they did not realize beforehand, and we get rapid response
on potential unintended consequences that the use of the platforms may entail.

The results are intended for social planners, such as local government officials and
managers of non-profit organizations, who are considering adopting a digital collab-
orative sharing platform to foster citizen participation in a geographically defined
neighbourhood. The findings are also relevant for programmers and designers of these
platforms because we identify user needs that are not sufficiently covered by existing
platforms, as well as social, organizational and technological barriers to adoption.
Finally, we aim to add to the limited volume of research addressing the interaction
between sharing economy and volunteerism at the local level.

2 Background

Social relations in urban neighbourhoods, and urban neighbourhood communities have
largely been described as having undergone a massive transformation following
modernization, industrialization, and urbanization. In respect to the effects of urban-
ization on social relations, Ferdinand Tonnies had famously formulated the concepts
“Gemeinschaft” (communities built on personal relations) to “Gesellschaft” (commu-
nities built on instrumental relations) [1]. Accordingly, societies go through a trans-
formation from Gemeinschaft to Gesellschaft. Communities that were once defined by
a dense face-to-face interaction and interdependence of people with shared rituals and
values, had vanished and gave its space to social relations based on impersonal ties
defined by individual self-interest rather than a common good [1–3]. In respect to these
conceptualizations, studies of urban neighbourhoods have been focusing on whether
and how social relations among neighbours have been altered.

Keen on revitalizing social interaction and boost citizen participation in urban
neighbourhood communities, there are several community-building activities organized
by a variety of actors ranging from local policy makers, non-governmental organiza-
tions and volunteer-driven initiatives.

In this context citizen participation or citizen engagement is usually understood as
citizen action where citizens take part in activities designed to gain some influence over
conditions affecting their lives [4]. Citizen participation in neighbourhoods are
specifically considered as a vital means of increasing the individual and collective
capacities, as well as connections to the neighbourhoods, and therefore improving both
the physical environment and the social conditions for the residents [5, 6]. Boosting
citizen participation in urban neighbourhoods, undoubtedly, relies on volunteers who

4 D. Akin et al.



directly or indirectly willing to take part in neighbourhood activities, as an organizer or
sole participant, generating social benefit for the other fellow residents.

However, as previous research has demonstrated, viability of volunteering orga-
nizations is dependent on sustainable volunteerism, which entail attentiveness to var-
ious, divergent and individual needs of the volunteers, and therefore has its own
complexities in achieving long-term, sustainable participation [7].

The last couple of decades, a growing scholarly interest has also been centred
around the impact of the use of information and communication technologies (ICTs) in
social and civic life [3, 8, 9]. Some of these studies express concerns over the
replacement of face-to-face interaction by cyber communication in virtual space,
emphasizing on how increasing use of internet for communication results in isolation,
lack of communicative skills in actual life, and a declining community engagement. In
contrast to this, other studies emphasize the promises of ICTs, claiming that ICTs can
facilitate broader social networks in ‘real life’, and therefore can be a solution to the
modern times marked by a decline of traditional communities [10].

The dichotomic positioning of ICTs and real-world connectivity has been criticized
broadly due to forcing a separation between online life and the off-line ‘real life’ [3]. It
is easy to find examples of both the promises and limitations of ICTs, as these tech-
nologies can be conceived as both the cause of, and the solution to, the loss of
communities in the traditional sense [3]. With many different ICTs to choose from, it’s
crucial to also consider which technologies are used, and how they are being used.

In this article our aim is not to vouch for ICTs for citizen engagement in neigh-
bourhood activities in Saupstad Norway as we acknowledge the cultural, political and
ethical dimensions of faith in technological fix [11]. Drawing upon the complex social
fabric of Saupstad, that hosts residents of multiple backgrounds, we aim to first map
limitations and challenges experienced by the current organization of citizen activities.
Second, we seek to discuss whether and to what extent these limitations can be
addressed by digital collaborative sharing platforms that are designed to increase and
encourage social connectivity via easier communication, peer-to-peer sharing, and
therefore might have an implication for citizen engagement and social togetherness for
local communities and neighbourhoods.

3 Methodology

The research was organized as a case study centred on the Saupstad neighbourhood in
the city of Trondheim, Norway. This specific neighbourhood receives considerable
attention and funding from the municipal government with efforts to promote neigh-
bourhood participation and reduce social isolation in target groups. The municipal
program focuses on improvements to the physical infrastructure, as well as financial
and other support to local ideal organizations, and we saw a potential to investigate
whether digital collaborative sharing platforms are suitable tools to support the
municipal efforts to foster volunteerism in this area. We adopt John Wilson’s definition
of volunteering as “any activity in which time is given freely to benefit another person,
group, or organization. This definition does not preclude volunteers from benefiting
from their work” [12].

Assessing the Potential of Digital Collaborative Sharing Platforms 5



We aimed to collect as much nuanced knowledge as possible to map the various
challenges, as well opportunities, experienced by the volunteering organizations
environment in Saupstad, and how the residents participate in their neighbourhood, and
whether and how this participation can be boosted through use of digital collaborative
sharing platforms. Neighbourhood participation through volunteerism is a broad field
that cannot be restricted to one observational site. This is why our study has focused on
a selection of local organizations, fully or partially run by volunteers, that aim to
generate a social benefit to the residents of Saupstad through the activities they offer.

3.1 The Case Context

Saupstad is a suburb located in the south of Trondheim, Norway’s third biggest city.
The district is a part of the larger Saupstad-Kolstad region which is approximately 45
years old. Built in 1970s, Saupstad is the largest suburb in Trondheim. Having a
relatively low record in respect to the indicators such as, income, education and dis-
ability benefits, Saupstad has captured the attention of politicians, architects, urban
planners among other experts [13]. To address these challenges an ‘area lift’1 (in
Norwegian: områdeløft) was initiated in the region [14]. Between 2012–2016 several
measures were implemented in the area and there are new measurements that are
planned to be completed in the region between 2017–2020.

The overall objectives of ‘area lifting’ are: to promote quality of life and health;
building competence to the children and youth which prepares them to the challenges
of the future; building a sustainable region with a variety of building structures and
good quality of infrastructure and public space; to build a district with meeting areas
and opportunities of citizen participation [15]. The area lift project is designed in a way
that aims to mobilize the region’s own resources which entails the inclusion of local
community and incorporation of their needs and demands. In this respect a set of
networks are established between housing cooperatives, residents, associations, unions,
volunteer organizations [15].

Despite being conceptualized as a so-called “problem district” where special
measures to be taken to improve the residential and the living conditions in the
neighbourhood, the residents of Saupstad are documented to be content living in the
district [13, 16].

3.2 Data Collection and Analysis

The data collection followed a two-stage process. During the fall of 2018 we performed
exploratory activities with local volunteer and non-profit organizations as well as
individual inhabitants in order to identify the core needs of the organizations in the
area. In the second stage (spring 2019), we narrowed down the number of organizations
that we engaged with and began more targeted discussions about the potential of
various sharing platforms.

1 Area lift is a national social program that aims to improve the attractiveness of selected urban areas in
the largest cities in Norway. Social inclusion and citizen participation are central aims of area lift
projects.

6 D. Akin et al.



This approach had several advantages. First, we wanted to avoid a situation where
we ended up working with an organization that was not prepared to try out a new
technology. Second, we wanted to identify the challenges where collaborative sharing
platforms could make as large impact as possible. Third, it gave us time to establish a
closer relationship with the managers of the organizations. Consecutive meetings gave
us the opportunity to confirm or modify our impressions about the challenges. Fourth,
we were able to follow the developments in the area over time to better understand the
social and physical context that the technological solution should work in. Fifth, we
had time to explore relevant emerging technologies that were brought to market in the
same period.

The methods we employed were:

– Qualitative Semi-structured Interviews with the Organizations’ General
Managers: We have interviewed the general managers of VCS and KFC. Inter-
views focused on current state of volunteerism (activities offered, level of partici-
pation of residents and their motivations), recruitment strategies, and dissemination
channels within each organization. We also asked questions about challenges and
opportunities in respect to the usage of ICT for issues such as, planning, coordi-
nation and following of organized activities.

– Qualitative Semi-structured Interviews with the Volunteers: We have inter-
viewed 4 volunteers from VCS. These interviews followed the same thematic as the
ones with the organizations’ leaders but with a volunteer and citizen perspective.
Interviews focused on the informants’ motivation to engage in volunteerism, their
communication with the organization and the other volunteers, as well as various
challenges and opportunities attached to their engagement as a volunteer.

– Street Interviews: We have conducted 22 interviews with people on the street. We
have reached out a variety of residents in respect to age, gender, race, occupation. In
these interviews we have asked people whether and how they follow social activ-
ities in Saupstad, either as a volunteer or as a participant. Additionally, we have also
asked people to describe the kind of relation they have with their neighbours to
understand whether they socialize with their neighbours and whether they would
ask for help or other kind of assistance from them if they need it. We have also
collected information on people’s everyday use of ICTs and theirs attitude regarding
using ICT to interact with theirs neighbours.

– Exploratory Design Meeting (Dialogue Meeting): We arranged an exploratory
design meeting in Saupstad. The design meeting was organized according to
scenario-based approach which is quite common in the field of interaction design
and development of ICT tools. Scenario-based approach is agreed to be a useful
way to engage different stakeholders to elaborate on the design concept by enacting
particular scenarios [17]. For the exploratory design meeting arranged in Saupstad,
we have prepared scenarios based on the challenges of volunteerism we had
identified in our research data material. We then, involved stakeholders to discuss
these challenges through a game called “what if”. In this game the stakeholders
engaged in creation and discussion of possible scenarios to overcome the chal-
lenges. Although the meeting was open to the all residents of Saupstad, those who
participated in the meeting were all active participants of the local community:

Assessing the Potential of Digital Collaborative Sharing Platforms 7



volunteers of the Saupstad Youth Council, volunteers of the VSC, leader of the
neighbourhood school. Through different scenario-based games, volunteers
explored a variety of problems and possibilities in respect to the volunteering
activities they have been engaging.

The semi-structured interviews, the audios from the Exploratory Design Meeting
and the answers from the street interviews were analysed in an inductive way following
the principles of Klein and Myers [18]. Two researchers listened to the material and did
a first independent round of thematic analysis resulting in a set of codes [19]. The
researchers discussed and analysed together the different codes and parts of the coded
data for establishing a set of overarching themes linked to our research questions.

3.3 Choice of Target Organizations

Among different local initiatives and organizations in Saupstad, we chose to focus on
the Volunteering Centre of Saupstad (hereafter abbreviated as VCS), Kolstad Football
Club (hereafter abbreviated as KFC) and Midteggen Housing Cooperative (hereafter
abbreviated as MHC) given that they play an active role in neighbourhood community-
development, and that they depend on volunteer engagement2. In addition to that these
initiatives have different user groups and therefore offer a diverse view on the aspects of
volunteering and social interactions in the neighbourhood.

The Volunteering Centre of Saupstad (VCS) was established in 2004, and forms
one of the eleven “volunteering centres” in Trondheim3. The centre is own by
Trondheim Red Cross and supported financially by the Municipality of Trondheim. It
has one full-time employer who is the general manager of VCS. Currently, there are
around 80 people volunteering for the centre that arranges various activities following
local needs and demands. The need for an activity can be identified and suggested by a
local neighbourhood partner, a volunteer or the general manager, which can further be
discussed with other volunteers. The provision of activities relies on the willingness of
volunteers to support and carry out the activities. Therefore, the range of the activities
tend to focus on the user groups that engage in volunteering at the volunteering central.
The major user-group of the VCS is retirees, and unemployed residents. VCS offers
activities, run by volunteers, such as tour-group, dancing group (Friskusdans), choir,
accompanion activity (følgetjeneste-for those who need accompany to go to shopping
or hairdresser etc.).

Kolstad Football Club (KFC) was founded in 1972. The club is administrated by a
board and the two full-time employers who are responsible for the club operations and
day-to-day management. A great deal of people who engage with other tasks for the
club are volunteers such as, trainers, people who stand in the food-counter during
games and those who sell lottery tickets to raise money for the club. There are also

2 In addition to these organizations listed, Saupstad is also home for other sport teams, Mevlana
Cultural Association, The Retirees Association and Youth Council [ungdomsråd] which represents
the youth in Saupstad in the municipality.

3 The centres belong to the nationwide interest organization “Frivilligsentral”. All centres have a
common mandate.
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volunteers called upon when the football field is to be cleaned from snow or other kind
of tasks that requires collective action (in Norwegian ‘dugnad’). The main user groups
of KFC are children, youngsters and families who have children. KFC also appears to
be a local actor that provides service and activities to everyone, not only children and
youngsters. In cooperation with Trondheim Municipality, the club runs ‘Utlånssentral’
which lends out outdoor and sport equipments to anyone free of charge. In addition to
that, the club organizes 17. May celebration in Husebyhallen, which intends to gather
all the residents, and Blokk Rock Festival in the neighbourhood.

Midteggen is a housing cooperative [in Norwegian ‘borettslag’] built in 1973.
MHC is composed with 24 building comprising 472 apartments. The residents of the
housing complex composed of families with and without children, retirees, people with
a minority background. The management board of MHC, represented by volunteering
residents, arrange a variety of activities for this mosaic of residents with different
backgrounds.

As a site of analysis, we focused on VCS, KFC and MHC due to the active role
they plan in arranging volunteering opportunities in Saupstad.

3.4 Identification and Assessment of Relevant Collaborative Sharing
Platforms

Digital sharing platforms are internet-based applications for computers or handheld
devices that allow users to share privately owned resources and information. Platforms
for the sharing economy has had an exceptional impact on society over the past decade,
but many of them are focusing on consumption of services in a strictly professional
way, with only minimum of social contact between buyers and sellers. With the term
collaborative sharing platforms, we refer to applications that have design features that
directs it’s use to the users’ own local area. Typically, they will make an explicit
statement in their marketing that they aim to strengthen communal work and
inclusiveness.

Through online searches, and engagement with colleagues and app developers, we
identified the following platforms that we assessed in more detail:

– Facebook: An American social media platform with a high penetration in Norway.
Several ideal organisations establish so called Facebook groups for coordinating
activities among members in a local area.

– Give and Take: A platform for social workers and volunteers developed in a
Horizon 2020 research project (2014–2017). We arranged a meeting in Trondheim
with associate professor Lone Malmborg from IT University of Copenhagen who
coordinated the Give & Take project to discuss various aspects of the platform.

– Comoodle: A platform for helping inhabitants share the resources (classified as
either stuff, space or skills) within a given community. Based on Kirklees, England,
and funded by the Bloomberg Philanthropies organisation. We arranged a meeting
in Trondheim with Duggs Carre form the Kirklees city council to hear about their
experiences with Comoodle.

Assessing the Potential of Digital Collaborative Sharing Platforms 9



– Friskus: A Norwegian platform for disseminating information about local activities,
such as walking tours, common breakfasts, ball games, etc. We engaged in dialogue
with the developers to assess its relevancy for Saupstad.

– Bobleberg: Danish application that allows users to create interest groups, called
bubbles, to find and meet others with similar interests. They have established a
collaboration with the Danish Red Cross to combat loneliness.

– Nabohjelp: Nabohjelp allows users to post requests for services or items that they
need or wish to offer. Developed by Obos BBL, the largest housing developer and
homeowner association in Norway. It was launched in May 2017 and usage fre-
quency is highest in Oslo.

The platforms were assessed by downloading them to our smart phones where we
explored their user interface. We then proceeded to present the main features to vol-
unteer organisations in the interviews and dialogue meeting. Dialogue with developers
and users also provided useful insights.

4 Current State of Volunteerism in Saupstad: Opportunities
and Challenges Identified

In what follows we discuss the challenges and opportunities central to the organization
of volunteering in VCS and KFC by emphasizing on key interrelated themes namely:
‘volunteer motivation’, ‘volunteer recruitment’, ‘dissemination of volunteering activi-
ties’ and ‘collaboration and communication with local actors’.

4.1 Volunteering Motivation

Based on the data we collected, we observed that there are various personal interests
that motivate individuals to volunteer for the neighbourhood organizations. Retirees
volunteering for VCS, for example, are motivated by the need of developing further
social ties and occupy their free time meaningfully. As one of the informants stated
“After you become a retiree, life gets boring”. In this sense, volunteering plays a role in
fulfilling the activity and social contact gap that many experiences after retiring. In a
similar vein, one informant who was unemployed during the interview said: “I could
not find a job, but I could not think of just sitting at home. That was the reason why I
became a volunteer”. In addition to using volunteering as a means of utilizing free
time, two other retirees we have spoken to mentioned that they see volunteering as a
continuation of their work life. These two informants used to work with elderly when
they were working for the municipality. In this context, to volunteer for elderly after
retiring was natural for them as they had familiarity, interest and experience with this
age group. VCS also attracts other user groups such as families with children. This user
group prefers to engage in community activities which they can involve their children
as well. These activities include, but not limited to, gardening, cleaning outside space
or painting. Such activities, according to the interviewees, also provide an opportunity
for children meet and play together.
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Similarly, KFC has a profile of volunteers that is largely composed of people with
young children. This is, in fact, a common tendency in Norway where many volunteers
within sports are adults with younger children. That is, families who have a child
playing football in the club are likely to be involved in volunteering activities arranged
by Kolstad Football. According to our data material, the club is also actively working
with remaking the image of Saupstad district which is often designated as a problem
district by policy makers. In this sense, an additional factor that motivates people to
volunteer for the club could be a sense of belonging to the neighbourhood and will-
ingness to contribute to a better image.

Based on the data we collected, one can say that, similar to the results from various
research on the motivations for volunteering in contemporary times, people engage in
volunteering activities that responds their individual interest [7].

4.2 Dissemination and Recruitment

Both VCS and KFC utilize social media, their websites, the local newspaper and
posters placed along the neighbourhood as a general means of disseminating infor-
mation about the organizations and their activities. Although the general leader of VCS
and KFC regard these communication tools important, they both expressed a need for
improving their ways of spreading information. General manager of VCS states:
“There is a lot that happens in Saupstad, everyone agrees. But all agree that nobody
knows what happens and when. People can have the posters in front of them and not
read them.” According to the organizations, one of the reasons that people are not
attentive to the information that is being disseminated in Saupstad might be that they
find it too impersonal. Their presumption is supported by an extensive rapport written
on the conditions and motivations for voluntary work in Norway, which states that the
way people are being asked for volunteering and who asks them to volunteer is
determinative for volunteering engagement as well as the amount of effort invested in
the voluntary work [20].

During the dialog meeting we arranged in Saupstad, the stakeholders also drew
attention to the ways in which arrangements and activities are being disseminated in the
neighbourhood as posing barriers for participation. Inviting the whole neighbourhood
through a single and all-encompassing invitation, according to stakeholders, prevent
residents to feel personally welcomed, and make them feel not needed if the
announcement is made to invite residents to take part for a sort of community work. As
a solution to that, during the scenario-based games, the stakeholders came up with the
idea of personalizing the invitations by adding the names of the residents on the
announcements and sending it out individually as electronic post, or regular mail.

Barriers related to technology is also mentioned as a problem in respect to sending
out information. Our data shows that while some elderly feels comfortable with having
a smart phone and surfing on the internet, others prefer printed media as they can cut of
the announcement and place it on their fridge with a magnet. Keen on being inclusive
and reaching out to those who does not use internet, as well as to those who prefers
face-to-face invitation, both organizations seek means to do so. For example, VCS
prefers to meet the retiree’s association in order to invite the elderly to the ongoing
activities personally. Furthermore, many come to VCS via advices of friends who
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participate on the activities or volunteers. Most of the activities of the VCS target the
retiree user group, as the activities are driven by the volunteers and most VCS vol-
unteers are retirees. Consequently, the dissemination via word of mouth and the par-
ticipation on activities reaches out retirees more than other user groups.

When it comes to the recruitment of volunteers, KFC usually reaches out to chil-
dren through the schools. Adults, usually the parents of the children who play football,
engage in KFC as they are willing to support the team and their children. For VCS,
volunteers are often recruited subsequent to their participation on an activity arranged
by VCS. If they enjoy the activity that is being organized, it is likely that they develop
further interest to be involved and help the general manager for the upcoming
arrangements.

We observed that despite having activities that target the whole neighbourhood and
a willingness to involve multiple user groups, both organizations are quite homoge-
neous concerning their core user group (Parents and children at KFC and seniors at
VCS). Consequently, that core-user group becomes somewhat associated with the
organizations which provides advantages and disadvantages. It facilitates the word of
mouth dissemination through their core user group, but it makes it more difficult for
people outside of the core user group to feel belonging or for the organizations to
consider ways of including other user groups. It hinders its potential to tap on the
heterogeneity of the neighbourhood and spread social capital along different user
groups. A volunteer from VCS tells about her friends with kids, who would not find a
fitting activity in VCS despite activities for kids at VCS such as the Family Day.
Similarly, when KFC leader was asked about how to include elderly residents into KFC
volunteering, he understood that the elderly is more interested in activities where they
are more direct beneficiaries: “they (the elderly of the neighbourhood), unfortunately,
are somewhat too busy with their own activities and personal development. That is very
good. But, that means that those, who have wider time availability, look for possi-
bilities within the VCS, which does a very good job. They engage into the retirees’
association, as to some extent look for activities for themselves.”

4.3 Collaboration and Communication Among Local Actors

In addition to VCS and KFC, Saupstad is home to many initiatives of different sizes
that are run by partly or totally by volunteers, targeting different groups of people in the
neighbourhood. Our material shows that VCS and the KFC have partial and limited
collaboration and communication with other local actors. For instance, KFC sometimes
reach out to volunteers via the mosque located in the neighbourhood for activities, such
as shoving the snow from the football pitch. Similarly, VCS collaborates with Asso-
ciate for Retirees for many common arrangements and for reaching out to retirees.
However, there is no common forum where the local actors periodically meet, develop
collaborations and synchronize their activities.

It is hard to deny the fact that these organizations also compete to a certain degree
due to targeting the residents of the same neighbourhood. Problems mostly arise, when
their regular activities collide with each other. As mentioned before, each organization
experience challenges in recruiting new volunteers. One reason seems to be that there
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are many activities arranged simultaneously and are forced to compete by being most
interesting.

4.4 Internal Communication and Assignment of Volunteering Tasks

Internal communication is not much of an issue at KFC. There, most of the volun-
teering assignments are pre-defined and announced well in advance. There is no need
of deliberation of volunteers to define the assignment and it only requires a bit of
communication at the beginning of the season to get them sorted out. On the other
hand, at the VCS, the activities depend on the interest of volunteers on performing
them and the local needs. This mean that the VCS general manager facilitates the
communication with volunteers for starting and developing activities and for con-
necting interested members.

In our interviews with the VCS, we talked with both the VCS leader and VCS
volunteers, being some of them also leaders of activity groups within the VCS.
Through those interviewees we managed to understand their communication practices
and theirs challenges and limitations.

The general manager works as the main facilitator of the volunteering activities of
the VCS, while the volunteers would be the ones who drive the activities. Those roles
apply specially in activities such as the “following service” where the VCS general
manager connects a volunteer with a person that needs a companion for running an
errand and in activity groups such as the walking group. In those activity groups, the
general manager supports them by arranging the infrastructure needed for the activity
(room, coffee, etc.), help recruiting members and promoting the activities. While the
participants, normally led by one or more activity group leaders, organize the walks.

However, most of the communication goes via the general managers. The cen-
tralization of communication puts a heavy burden on the general manager who uses a
lot of time in communicating with the different members. Facilitating an internal
activity group communication and arrangement could relief the activity leader. When
asked about that possibility of having a message group or a telephone list, the inter-
viewed VCS members thought that indeed that could be helpful. One of them sug-
gested that the regular organization of the activity groups could be done by the group
itself: “I think that it can be fine if a group works alone without the general manager,
but if there is something (out of the normal) it is natural that we involve her”.

The communication at the VCS is done both via direct messages between the
general manager and individuals or via broadcast messages to several members. Those
are used for all purposes, inclusively to recruit members to engage into existing vol-
unteering assignments. As one interviewee describes, the engagement of the leader in
asking for help is crucial for them to volunteer in the assignments: “She (the leader) is
very good at sending messages and asking us (to engage in specific activities) and, I
would not have worked as a volunteer without her”. However, as another volunteer
points, there are times when they feel like they could participate even more, but do not
do it for feeling like there is nothing to do, while the reality is that the general manager
says that she often has more assignments then volunteers and ends up taking care of
many of those herself. The general manager asks members to inform her if they are
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available to engage in coming assignments, but the interviews with the VCS members
suggest that this does not happen very often.

However, the interviews show that several considerations must be taken when
considering a different communication channel, in special when engaging with an
elderly audience. Although there is a perception (from the VCS general manager and
the interviews on the streets) that few people read the posters placed along the
neighbourhoods, the elderly volunteers we talked to said that they use those. Moreover,
they mentioned that they occasionally delete or forget about old SMS messages or
e-mails and, therefore, communication in paper works best: “I brought (the leaflet of an
activity) home with me. It is on my table. It is easier to remember. I do not seat in front
of the computer all the time”. Furthermore, some do not necessarily use computers,
smart phones or messaging apps.

4.5 Responsibility Sharing

A central concern expressed by the general managers of the organizations is uneven
distribution of responsibility in respect to recruitment, dissemination of information,
and other practicalities related to the organization and coordination of activities.
Although the general managers try to encourage volunteers to take more organizational
responsibility, people who volunteer prefer not to get involved in administrative tasks,
as we were told.

It is possible to argue that this is related to the changing nature of volunteerism in
contemporary times, where individuals tend to engage in more sporadic, temporary
forms of volunteering rather than traditional volunteering based on lifelong commit-
ment and attachment to an organization [7, 21]. Our data material shows that volunteers
have very little, if not any, attachment to the organization they volunteer for, and they
appreciate being flexible in the volunteering effort they do. It is the activities they are
engaged in and the social environment that the organization offers them, which attract
them. One of our informants who volunteer for VCS mentioned that she appreciates the
freedom she has to say ‘no’ when being asked to attend an activity. This can partly
explain the lack of willingness volunteers have in taking organizational responsibility
which would restrict their flexibility.

5 Discussion

Drawing upon the data material we collected and analysed, one can say that neigh-
bourhood participation through volunteerism in Saupstad has a set of interrelated
challenges, as well as untapped opportunities that could have been used to foster
residents’ engagement in the local organizations. In this regard, the main issues seem to
be centralized around themes such as ‘volunteer motivation’, ‘volunteer recruitment’,
‘effective dissemination of information’ and ‘collaboration and communication with
local actors’ and ‘responsibility sharing’. In this respect we wonder whether and how
digital collaborative sharing platforms can be of use in overcoming these challenges
and contribute to neighborhood community development.

14 D. Akin et al.



Our analysis shows that the ways in which local organizations disseminate their
activities has an impact on recruitment of volunteers. In this sense a major concern
seems to be whether the information spread reaches out everyone, as well as whether it
is attractive to encourage participation. As mentioned before, general invitations run the
risk of going unnoticed and being neglected. In contrast, personalized invitations and
word of mouth appears to have a bigger potential to mobilize engagement and
recruiting new people. Given that preparing personalized invitations in printed form
would be costly as well time inefficient, utilization of ICTs which offer personalized
invitations could support and strengthen engagement. Social network sites, that sup-
ports mainly messaging and discussions, can potentially support the effective person-
alized dissemination. As previous research has shown, individuals are often motivated
to participate when they are asked by someone they know, like a family member, friend
or acquaintance [20]. In this context, and based on its enormous popularity, Facebook
appears as a potential facilitator and therefore being used by many organizations. It is a
platform that makes it possible for individuals to invite the list of ‘friends’ they have
listed in the platform. In this sense organizations can utilize the friend-list of their active
members to recruit more. Facebook, however, has multiple purposes that might pre-
clude the main intention of organizations. The intense flow of information on the
application might also re-generate the issue of being indifferent to the announcements,
a problem that the residents of Saupstad already experience.

In this sense, we argue that platforms that are local and specific in terms of their
scope of use could be of more use. What we mean by aim-specific is that the appli-
cation should have mainly the aim of connecting a local community and lowering down
the threshold for those who are willing to be more active in their neighbourhood.
Platforms such as Bobleberg allows individual users to form groups for people with
similar interest, such as a knitting or fishing group. Nabohjelp and Comoodle can be
designated as classic platforms of sharing economy where skills and assets are shared.
Through Nabohjelp one can narrow down the area where a particular help/service offer
is being disseminated. None of these applications requires the so-called surveillance of
an organization, but rather allow individuals to reach out others in an independent
manner. In giving individuals more freedom to post and disseminate, these platforms
suit for those who wish to engage in volunteering but do not want to belong to an
organization. As we discussed under Sect. 4.5, it is quite common that people appre-
ciate the flexibility as a character in the volunteering they do. That is, they would like to
decide the time and the kind of activity they wish to be a part of. Lack of admin status,
however, leaving these platforms in a precarious situation concerning one-to-one
matching services. For instance, an elderly person might not feel comfortable to ask a
total stranger to come over her apartment and change the light bulb. When it comes to
this kind of one-to-one services, VCS, for example, runs a sort of background check of
the volunteers and provide assurance. When it comes to the generation of social capital
through these platforms, as the literature on sharing economy has shown, there are
promises of an increasing trust among user groups who share skills and assets [22].
Yet, it is hard to predict as well as measure whether these applications do result in
meaningful, long-term social relations among the users which can be translated into
long-term local engagement in the area one resides in.
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In respect to our research question, FRISKUS appears to be the most useful plat-
form designed in a way to offer digital solutions to coordination and arrangement of
volunteering activities locally. FRISKUS offers a local common activity calendar
where the ongoing arrangements in a certain region or neighbourhood are gathered.
The organizations, that purchase the license, can use the main features of FRISKUS
which can be listed as, posting activities to the common calendar, sending personalized
invitations to the members in a local area, as well as generating and sending certificates
and other documents digitally to the participants. The activity calendar is available to
everyone regardless of the fact that one has a user-profile. In order to register atten-
dance and send private messages, however, one needs to sign up free of charge. Given
that FRISKUS specifically working with local organizations, one receives information
that is solely related to the activities in their neighbourhood. In that sense, users could
both feel personally welcomed, and that they would not get lost in a pool of out-of-
context information. Furthermore, one chooses the region, municipality or neigh-
bourhood they would like to follow, to narrow down the announced activities. Needless
to say, the common activity calendar makes it easier for the general managers of the
organizations to schedule their activities in order to avoid overlaps. Also, the platform
offers a database of voluntary registry, which makes it easier for the general managers
to search through and get in touch with volunteers. It is important to underline that one
without an admin or coordinator status is not allowed to post an announcement on
FRISKUS. In that sense, peer-to-peer activities are somewhat limited on this platform.
As mentioned before, general managers carry the heavy burden of practical tasks, and
often fail to engage the volunteers to take over some organizational task. In this sense,
using FRISKUS might add to the burden of the general managers if they fail to recruit
volunteers who would like to take on admin/coordinator title on the app and post
announcement on behalf of the organization. Another challenge that remains with
FRISKUS, as well as any digital platform, is that they cannot be utilized to reach out
people out of the cyberspace. That is, anyone who does not have access to digital tools
or lack willingness of literacy to use technology, would be excluded. It is, on the other
hand, possible to transfer the common calendar of FRISKUS to any public digital
screen, which could have increased the visibility of ongoing activities.

Our research has shown that neighbourhoods, and the local communities are
composed of residents of different needs and demands. In this socially, culturally and
demographically complex setting, fostering neighbourhood participation through vol-
unteerism remains a hard task carried by various local organizations. Mapping the
current state of volunteerism in Saupstad, Trondheim in Norway, and identifying the
challenges experienced by the local organizations, we discussed whether and how
collaborative sharing platforms can be utilized. We argued for potential use of plat-
forms that are local and specific in respect to their scope of use. Needless to say, social
life is far more complicated to be envisaged by the design of technological tools.
However, digital platforms such as FRISKUS seems to bear a great potential in having
features that would respond many, if not all, of the challenges connected to neigh-
bourhood participation.
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Abstract. Till today, classification of documents into negative, neu-
tral, or positive remains a key task within the analysis of text tonal-
ity/sentiment. There are several methods for the automatic analysis of
text sentiment. The method based on network models, the most linguisti-
cally sound, to our viewpoint, allows us take into account the syntagmatic
connections of words. Also, it utilizes the assumption that not all words
in a text are equivalent; some words have more weight and cast higher
impact upon the tonality of the text than others. We see it natural to rep-
resent a text as a network for sentiment studies, especially in the case of
short texts where grammar structures play a higher role in formation of
the text pragmatics and the text cannot be seen as just “a bag of words”.
We propose a method of text analysis that combines using a lexical mask
and an efficient clustering mechanism. In this case, cluster analysis is one
of the main methods of typology which demands obtaining formal rules
for calculating the number of clusters. The choice of a set of clusters and
the moment of completion of the clustering algorithm depend on each
other. We show that cluster analysis of data from an n-dimensional vec-
tor space using the “single linkage” method can be considered a discrete
random process. Sequences of “minimum distances” define the trajecto-
ries of this process. “Approximation-estimating test” allows establishing
the Markov moment of the completion of the agglomerative clustering
process.
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1 Introduction

Sentiment analysis is a set of methods in computational linguistics for automatic
identification of emotionally loaded lexicon in texts [1]. Tonality, or sentiment,
refers to the emotional attitude of the author to some object of the real world,
event, process, or their properties. The lexical sentiment is the emotional sub-
stance of the text expressed at the level of lexemes or their combinations. The
tonality of a text can be defined as a function of the lexical tonalities of its
constituent sentences [2].

Till today, classification of documents into negative, neutral, or positive
remains a key task within the analysis of text tonality/sentiment. In modern
systems of automatic determination of the emotive evaluation of the text, the
one-dimensional emotive space is most often used: positive/negative (good/bad).
One of the disadvantages of this approach is that the emotive component of the
document cannot always be unambiguously determined. A document may con-
tain signs of both positive and negative evaluation [1,3–5]. Today, successful
use cases of multidimensional spaces are known [1,6]. It is possible to classify
the polarity of documents and on a scale having a large number of measure-
ments [7,8].

Initially, a fragment of unstructured text is examined using processing tools
and algorithms of natural language. Then the objects and terms selected from
this text are analyzed to understand their meaning [9]. The definition of tonality
can be made using specific scale systems.

Another direction of the study of the sentiment of texts is the identification of
subjectivity or objectivity. In this case, it is necessary to determine to which class
of documents the text under investigation belongs (subjective/objective) [10].
This task can sometimes be more complicated than the classification of polarity.
The subjectivity of words and phrases may depend on their context. For example,
an objective document may contain subjective sentences (for example, a news
article quoting differing opinions of people) [10,11].

2 Automated Sentiment Analysis: A Review
of Approaches

The studies of tonality can be divided into two categories: tonality analy-
sis by experts and automated sentiment analysis [12]. The most noticeable
differences between them can be defined by the metrics of efficiency, accu-
racy, and performance. There are four main approaches to automatic senti-
ment analysis: using rules and dictionaries, supervised machine learning, non- or
semi-supervised machine learning, and graph-theoretic (network) models; some
researchers, though, put, e.g., neural networks inside supervised approaches [13],
but we consider graph-theoretic (network-based) approaches a separate branch
in sentiment detection research; it may include neural networks or may not,
depending on the opinion of the researcher.
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Methods for the classification of tonality based on rules and dictionaries
consist in the search for emotive lexis according to previously compiled tonal
dictionaries and rules. In this case, the text is analyzed according to the fol-
lowing scheme. First, each word in the text is assigned a value of its tonality
from the dictionary (if it is present in the dictionary), and then the overall tone
of the whole text is calculated by summing the value of the tonalities of each
word [14]. The main problem of methods based on dictionaries and rules is the
complexity of the process of compiling a dictionary. In order to obtain a method
that classifies a document with high accuracy, the terms of the dictionary must
have a weight adequate to the subject area of the document. For example, the
word “huge” concerning the hard disk storage capacity is a positive characteris-
tic, but negative for the size of a mobile phone. Therefore, this method requires
considerable effort, as it is necessary to make a large number of rules. There are
several approaches to automate the compilation of dictionaries and rules for a
specific subject area [15].

Machine learning with a teacher (supervised learning) is a popular method for
sentiment analysis. Its essence lies in the fact that, at the first stage, a machine
classifier is trained (for example, a Bayesian one on previously marked texts),
and then the resulting model is used in the analysis of new documents. The basis
of machine learning without a teacher (unsupervised learning) is the idea that
the terms that are more common in the corpus of texts have the highest weight
in each text. By highlighting these terms and then determining their tonality,
one can conclude about the tonality of the entire text [16].

The methods based on graph-theoretic models (or network models), too, use
the assumption that not all words in the corpus of texts are equivalent. Some
words have more weight and have a higher influence on the tonality of the text.
We consider this assumption a key one that brings sentiment analysis closer to
real-world construction of meaning in texts. When using this method, the analy-
sis of tonality is divided into several stages. First, the graph is constructed based
on the text under study. Then, the ranking of its vertices and the classification of
the found words are made [17]. Then, when classifying words, a tonal dictionary
is used, in which each word is assigned a grade, e.g. “positive”, “negative” or
“neutral.”

The overall quality of the sentiment analysis system is assessed by comparing
how well it agrees with expert opinion on the emotional evaluation of the text
under study. For this, metrics such as accuracy and completeness can be used.

The formula for finding completeness is: R = C/T, where C is correctly
agreed opinions of automatic analysis system and expert opinion, T is the total
number of opinions both found and not found by the automated system.

A similar formula calculates accuracy: P = C/T. However, in this case, T is
the total number of opinions found by the automatic system. It is obvious that
T ≤ T [18].

Thus, the accuracy expresses the proportion of the studied texts for which,
in the evaluation of tone, the opinion of the automatic sentiment analysis sys-
tem coincides with human expert opinion. At the same time, according to the
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study, experts usually agree on the tonality of a particular text not in 100% of
cases e.g., 79% of agreement has been reported [19]. Consequently, a program
that determines the tonality of a text with an accuracy of 70% does so almost
as well as a person. As the sentiment for a given word is context-dependent
and dictionaries cannot always help in disambiguation, this, in its turn, poses
the yet unresolved question of the baseline accuracy measurement to which the
sentiment detection results are to be compared. Disambiguation studies, though
showing considerable success [20], have their own limitations and do not resolve
the issue completely. But this should not prevent the scholars from seeking bet-
ter instrumentation for sentiment detection, having in mind the inequality of
words within texts and the ambiguities of their meanings.

Adding to this, our paper discusses an approach to sentiment analysis in
which unsupervised learning (cluster analysis) and graph-theoretic (network)
models are combined.

3 Previous Works on Combinations
of Clustering/sentiment Methods

Graph-theoretic approaches have become traditional for community detection
in real-world communication networks [21,22]. Later, they have been applied to
sentiment detection, based on the assumption that a text can be represented as
a network of inter-related and structurally linked lexical units, or a graph.

Uniting cluster analysis with other approaches, including the network one,
has, too, already grown into a small but distinct tradition in sentiment detection
studies. But earlier studies mostly used community detection in real-world social
media (see, e.g., [23]), topic modelling, hard or fuzzy clustering by k-means and
c-means, and other types of classifiers (like naive Bayes, maximum entropy, and
support vector machines see [24]), or several of these algorithms [25] on the level
of a text, user, or the overall discussion network, and then applied sentiment
extraction tools to the identified user, topics, or communities, respectively. Some
of them tried to algorithmically enhance the resulting sentiment detection, e.g. by
making it community-sensitive [23]. Coming closer to our approach h, network-
based studies enhanced sentiment analysis via translation of sentiment from one
language to another [26].

Only several works have successfully tried to unite several cluster-
ing/classification and network-based instruments to enhance the resulting
extraction of classes of sentiment-loaded units of analysis. One paper [27] detects
news frames in newspaper headlines, it combines k-means clustering on the level
of a word and automated sentiment analysis. But it also uses manual labeling
for cluster centroids, which we try to avoid. Another work [13] has suggested a
hybrid cuckoo method to better detect centroids (called ‘cluster-heads’ in the
paper) to improve sentiment detection.

Beyond these approaches, the one that deals with concept-oriented semantic
networks has also produced promising results, as they allow to overcome the
sematic weaknesses of statistical methods of text analysis [28]. They identify
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clusters of concepts rather than analyze frequencies of isolated words [29, p.
3623] (for earlier reference, see [30]). We follow this approach in essence, but use
the idea of a lexical mask.

Also, as in most clustering techniques, stabilization of cluster centers (cen-
troids) remains an unresolved problem. We here provide an approach that sug-
gests cluster stabilization instrument using the Markovian moment.

4 Homogeneous Semantic Network and Analysis of Text
Tonality

One of the ways of text representation for sentiment analysis is via using the idea
of a lexical mask of tonality, built based on a homogeneous semantic network of
the text.

First, we will formally describe the homogeneous (associative) semantic net-
work [31]. Let us assume that are dealing with a pragmatically oriented corpus
of X texts belonging to a particular subject area.

In another work of ours [32], we introduce a way to represent such a cor-
pus as a directed graph of interrelated concepts, or a semantic network of sub-
graphs linking the basic concepts with their peripheries. The pre-procedure for
defining this semantic network includes formation of the first-level dictionary
as a linearly ordered alphabetical set of words with their defined frequencies;
introduction of binary relations of “associativity” (different from the algebraic
property of associativity) between the words and formation of paired syntagmas;
representation of the paired syntagmas as directed graphs [33] that is, minimal
oriented subgraphs with two vertices, one of which is the main word and the
other is a word-associate, and the edge is directed from the main word to the
word-associate; and introduction of the “asterisk” subgraphs that consist of the
main vertices and all its vertices-associates where the edges are directed from
the main words to the words-associates.

Mathematically, an asterisk < gi, < gj >>, is a directed subgraph that
includes all ordered < gi, gj > pairs, where the index i for main word gi is fixed,
and the index j of words-associates gj runs through all its possible values. The
number of edges in any asterisk subgraph is equal to the number of the vertices-
associates. The set of all gj (vertices-associates of the asterisk < gi, < gj >>) is
called its periphery.

Given this, we may form the following definitions.

Definition 1. The homogeneous (associative) semantic network N extracted
from the text is a directed graph whose vertices are the concepts in the text.
The edges of this graph represent the connections between concepts. These links
correspond to paired syntagmas in sentences. Each edge is directed from the first
concept to the second. Both the vertices of the network (graph) and the edges
connecting them have ranks of importance in the text.

Thus, a network can be represented in two ways, either as a set of pairs of
words (syntagmas) or as a set of asterisks.
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Definition 2. The homogeneous semantic network N is the set of paired syn-
tagmas (stable phrases) < ci, cj > from the corpus of texts X, the weight charac-
teristics of which are obtained during the iterative ranking procedure (see below)

N =
⋃

< ci, cj >.

Definition 3. A homogeneous semantic network N is the set of asterisks
zi =< ci, < cj >>:

N =
⋃

i

zi =
⋃

i

< ci, < cj >>.

The latter definition of a homogeneous semantic network is essential for rank-
ing its vertices. The stronger the connection between the vertices of the graph,
the higher the weight of the edge.

The vertices of the network (graph) are ranked during an iterative proce-
dure [34], the initial state of which is the frequency of occurrence of words in
the text and the frequency of the syntagmas in the text.

A lexical mask is a set of lexical markers corresponding to the vertices of the
network. Lexical markers are determined by an expert in a given subject area.
They characterize the tonality of the text on a scale from very negative to very
positive. This corresponds to the following definitions:

Definition 4. A lexical marker is a word or phrase from a text that character-
izes the tone of a text of a particular direction. The lexical marker has a tonality
of weight assigned by the expert on a scale from very negative to very positive.

Definition 5. A lexical mask is a set of markers identified based on the semantic
network of the text, with weights of tonality ranked by the semantic network.

Definition 6. Text tonality is the sum of the weights of the tonality of all lexical
markers of a lexical mask, ranked by their ranks in the semantic network.

The initial statistical representation of the text is formed, when the network
of words with their connections is re-arranged using the iterative procedure [34]
similar to the Hopfield network algorithm. This allows moving from the frequency
portrait of the text to the associative network of key text concepts:

ωi(t + 1) = σ(E)
∑

i

ωi(t)ωij ;

here, wi(0) = pi, wij = pij/pj (i �= j) and σ(E) = (1 + e−kE)−1 is a function
normalizing to the average energy of all vertices of the network , where pi is
the frequency of occurrence of the i-th word in the text, pij is the frequency of
joint occurrence of the i-th and j-th words in text fragments (sentences). The
resulting numerical characteristic of words is their semantic weight. This weight
characterizes the degree of their importance in the text.

For the typology of texts (with the help of cluster analysis), their mapping to
the vector space of tonality is constructed using the lexical mask. In the vector
space of tonality, the basis vectors correspond to a set of lexical markers. The
norms of the basis vectors are equal to the ranks of the corresponding lexical
markers [35].
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5 Stability of Clustering

For cluster analysis of texts by their lexical tonality, we suggest to apply the
hierarchical agglomerative algorithm of “single linkage” we have described pre-
viously elsewhere [36,37] developed from [38].

The main advantage of the “single linkage” method is its mathematical prop-
erties. The results obtained using this method are invariant to monotonic trans-
formations of the similarity matrix. The method of “single linkage”, in compar-
ison with other clustering methods, performs with high stability. This method
is especially useful in vector spaces. On the other hand, its main disadvantage
is the occurrence of the so-called “chain effect” in the final stage of clusteriza-
tion. As the end of the process approaches, one large cluster forms, as either
previously formed clusters or isolated points join it. In the end, if there is no
criterion for stopping the clustering process, all points of the set X merge into
one cluster [38].

The decision on the moment of completion of the clustering algorithm (deter-
mination of the preferred number of clusters) can be approached within the
framework of the theory of optimal stopping rules [39,40].

Consider the set of minimum distances obtained after m− 1 iterations of the
“single linkage” algorithm, to use this set to derive the statistical criterion for the
completion of an agglomerative clustering process in the vector space IRn. The
set of minimum distances has the form {F1, F2, . . . , Fm−1} and is linearly ordered
with respect to the numerical values of its elements: 0 ≤ F1 ≤ F2 ≤ . . . ≤ Fm−1.

When clusters merge or when an isolated point joins them, a sharp jump in
the numerical value of the minimum distance should occur. The moment of this
jump coincides with the moment of completion of the clustering process. This
moment, on the graph of the minimum distance function, is more accurately
approximated by an incomplete quadratic parabola (without a linear term), and
not a straight line [36,37]. To determine the moment when the nature of the
monotonous increase of a numerical sequence change from linear to parabolic, we
use the previously constructed approximation-estimated test [41,42], described
in detail for other purposes here [32].

To be used for sentiment analysis, the statistical criterion for the completion
of the agglomerative clustering process, based on the method of “single linkage”,
can be formulated as follows.

Let {F1, F2, . . . , Fk} be a linearly ordered set of minimum distances. The
set {y1, y2, . . . , yk} is the “trend set” obtained using the yi = Fi + q · i, where
q is the “trend coefficient”, i is the iteration number of the A agglomerative
clustering algorithm. The clustering process is considered complete at the k-th
iteration, if for the nodes yk−4, yk−3, yk−2, yk−1, the inequality δ2 ≤ 0, and for
the set of points yk−3, yk−2, yk−1, yk the inequality δ2 > 0.

When clustering the sample set X ⊂ IRn by the “single linkage” method, for
a random sequence of minimum distances Ft, the natural filtering consistent with
the process will be “a sample σ-algebra” S (IRn) [36]. Then, by definition, the
statistics τ will be the Markov moment of stopping the agglomerative clustering
process: τ = min{t ∈ T | δ2t > 0}.
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That is, the Markov moment of stopping the agglomerative clustering process
is the minimum value of t, at which the null hypothesis of H0 is rejected —
the values of elements of a linearly ordered trend set increase linearly and an
alternative hypothesis is accepted H1 — the values of the elements of a linearly
ordered trend set increase parabolic [36].

The clustering process is completed using an approximation-estimation test
that evaluates the jumps of a monotonically increasing sequence of minimum
distances. The magnitude of a significant jump sufficient to stop the clustering
process depends on the sensitivity of the stopping criterion. The sensitivity of the
criterion is given by the non-negative coefficient q [36,37]. The larger the value
of q, the lower the sensitivity of the criterion for stopping the clustering process.
The stopping criterion has the greatest sensitivity at q = 0. In this case, the
clustering will result in the largest number of clusters. Increasing q can reduce
the sensitivity of the stopping criterion so that the process continues until all m
vectors are combined into one cluster.

Cluster analysis, in a certain sense, has a high degree of subjectivity.
Therefore, the interpretation of its results depends mostly on the researcher
him-/herself. In the works [43–45], the strict definition of stable clustering is not
given, but only its intuitive notion is introduced. “The stability of clustering
shows how different the resulting groupings are obtained after repeatedly apply-
ing clustering algorithms for the same data. A small discrepancy between the
results is interpreted as high stability” [43, p. 87]. In our case, a quantitative
measure of clustering stability can be considered the value of the interval of
change of the coefficient q, at which the same result is obtained for the sample
set X.

The main disadvantage of the “single linkage” method is the high probability
of the occurrence of a “chain effect” and the formation of large elongated (in one
or several dimensions) clusters. Therefore, the use of this method is appropriate
for the typology of well-conditioned data. It is essential to note in this respect
that the “chain effect” occurs at the final stage of the clustering process when
already formed clusters are added one after another to some other cluster. In
this case, the correct choice of the sensitivity of the stopping criterion due to the
non-negative coefficient q is essential.

In the general case, a sequence of intervals of stable clustering, for different
values of q, is denoted by: Q1, Q2, . . . , Qe−2, Qe−1, Qe, where Qe is the set
of values of the coefficient q for which all the m points are combined into one
cluster.

6 Numerical Simulation

A series of numerical experiments were carried out to test the clustering algo-
rithm with a cosine metric. To this end, a Python 3.7.0 program was written in
the PyCharm integrated development environment.

The specificity of clustering, in this case, is that clusters are formed “in
azimuth”, i.e., for typology, the norm of a vector is entirely unimportant, while
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the angle between vectors and some fixed axis is decisive. For a flat case, this
is usually the abscissa axis. As illustrative examples, consider the results of
computational experiments for three different data sets.

The first set is C1 (Fig. 1a).
A significant for clustering in vector space using the “single linkage” method

with a cosine metric is the high sensitivity of the “approximation-estimating
test”. The division into small subclusters occurs at q = 0 in four azimuths, with
a large number of isolated points (Fig. 1b).

Fig. 1. a — is a set of points C1; b — partition into subclusters at q = 0.

Fig. 2. a — splitting into an acceptable number of clusters without isolated points;
b — occurrence of a “chain effect”.
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For q ∈ [0.01, 0.045], we get a partition into an acceptable number of clusters
without isolated points (Fig. 2a), and for q ∈ [0.046, 0.49], the “chain effect”
occurs (Fig. 2b). The Fig. 2b clearly shows that the clusters with labels 1, 2 and
4 (in the Fig. 2a) have merged into one cluster, the elements of which are marked
1 in this figure.

A similar picture of the formation of subclusters, clusters, and the “chain
effect” is observed for the C2 and C3 datasets (Figs. 3, 4, 5, 6).

Fig. 3. a — is a set of points C2; b — seven azimuth subclusters, q = 0.

Fig. 4. a — acceptable number of clusters q ∈ [0.01, 0.03]; b — occurrence of a “chain
effect” q ∈ [0.04, 0.11].
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Fig. 5. a — is a set of points C3; b — three azimuth subclusters, q = 0.

Fig. 6. a — acceptable number of clusters in four azimuths q ∈ [0.01, 0.09];
b — occurrence of a “chain effect” q ∈ [0.10, 0.15].

7 Conclusion

The proposed combination of the clustering algorithm and the lexical network
mask instead of the vector representation of the text allows for hoping for the
efficiency of the suggested mechanism for typing texts according to their tonality.
The transition to the network representation is natural in the problems of text
analysis, as the use of a pure frequency vector representation may be incorrect
from a linguistic point of view [32]. Clustering with a Markov moment, in turn,
allows automating the procedure for determining the number of clusters in a
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given corpus of texts. Our work falls within the segment of academic literature
that combines clustering algorithms with detection of sentiment, but suggests
a stopping criterion for clustering as well as the use of lexical masks for the
clustered texts, thus adding to the existing options for sentiment-based text
classification.

A series of numerical experiments were carried out to test the clustering algo-
rithm with a cosine metric. To this end, a Python 3.7.0 program was written
in the PyCharm integrated development environment. Above, we have demon-
strated by illustrative examples the results of computational experiments for
three different datasets.

Based on the analysis of the above numerical experiment results and general
considerations, we can formulate the following hypothesis for further studies:

Conjecture 1. “An acceptable number of clusters is formed when q ∈ Qe−2” [37].

Of course, this hypothesis requires earnest study and discussion for various
real-world datasets. This is especially true for short texts such as tweets, search
engine queries, or news headlines where the number of edges in asterisks is highly
limited. Further experiments are required to compare the quality of the suggested
approach for longer- and shorter-text datasets.
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Abstract. Social networks are a specific space for communication character-
ized by a high level of freedom of expression. International migration is one of
the topics that attract the interest of Russian-language Twitter users. One of the
most important issues is the attitude of the population towards international
migrants, which impacts all spheres of Russian social networks; however, at the
present time there is a lack of research on the Russian segment of social net-
working concerning migration issues. This paper deals with a reflection of the
discussion on international migration issues in the Russian-language Twitter.
The data was collected on a platform developed and supported by the Russian
company Beensaid. Tweets were selected on the basis of the subject “migration”
and its associated keywords and then analyzed. The results demonstrate that
many Russian users have a negative attitude towards international migrants. The
findings show that there are different kinds of social problems associated with
international migration. On the Russian Twitter, the migration flow from Central
Asia is mainly discussed; the cultural risks, the security risks connected with
illegal migration and terrorist attacks are the main issues for many Russian
people. Among the key problems also discussed on Twitter, human rights and
violations of the immigrants’ rights in the economic and social spheres in Russia
are popular. At the same time, the research findings point to the significant role
Twitter plays in disseminating information about various legal and social ser-
vices, though online resources are not sufficiently used as social support
resources for migrants in Russia.

Keywords: Twitter � International migration � Social problems

1 Introduction

International population movements characterize the modern world [5]. In the post-
soviet space, as a result of globalization, the number of international migrants moving
to Russia primarily for economic reasons is growing, which has led to the development
of “superdiverse” metropolises, similar to those in many other countries [1, 21]. Russia
is one of the leading countries receiving migrants. In 2017, Russia hosted the fourth-
largest number of immigrants worldwide (around 12 million) [7]. Every year more than
500 thousand migrants come to Russia; according to official statistics, 575,158 inter-
national migrants arrived in Russia in 2016 [13]. If short-term visitors and illegal
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migrants are also taken into account, experts estimate that on average there are between
10 and 14 million migrants in Russia at any one time [12].

Most immigrants are from CIS (Commonwealth of Independent State) countries,
since Russia has a visa-free agreement with them. The main countries of origin for
Russia are Ukraine, Armenia, Belarus, Kazakhstan, Kyrgyzstan, Moldova, Tajikistan,
Turkmenistan, and Uzbekistan. International migration influences the demographics of
the country and covers the shortages in the labor market, especially in the sphere of
low-skilled and low-wage labor. At the same time, international migration is associated
with a number of social problems, primarily connected with illegal migration.

International migration in Russia has been actively studied by Russian researchers
over the past 20 to 30 years. The most discussed issues are migration legislation and
policy, labor migration, and the problems of social integration and cultural adaptation
of migrants [10, 12, 14, 20]. At the same time, the migration situation in Russia is
outside of the aegis of international studies. However, the issues related to migration
and social networking have been little investigated. The studies on online social net-
works have at least three important directions. Firstly, online social networks allow
migrants to maintain strong connections with relatives and friends; online social net-
works compensate for the lack of personal social networks and construct new virtual
communication networks. Secondly, it is obvious that the role of social networks in the
social adaptation of migrants is growing, and online social networks are beginning to
fulfill the role of educational and informational resources, especially with regard to
finding housing and employment. And, thirdly, online social networks have become the
most important way to express attitudes towards migrants and migration issues openly,
which impacts on migration and social policy. This study investigates the migration
issues on Russian-language Twitter. This social network is a platform for personal
interaction and information resources. While exploring the social network, special
attention was paid to the following key points: attitudes towards migrants and the main
social problems that users associate with migration.

2 Twitter as a Social Network

Twitter was chosen for the study for several reasons. Among the foreign social net-
works in Russia, Twitter is second after Facebook, and for this study Twitter is
essential at least for two reasons. Firstly, it has a fairly wide network of Russian-
speaking users outside of Russia, and secondly, as in many other countries, Twitter
involves the most educated and politically active expert users; this last characteristic is
typical not only for Russia; for example, Maireder [9] and Ausserhofer [9] argue the
situation is the same in Australia. Individuals as well as groups are able to act as users
on Twitter. In fact, Twitter has a lot in common with traditional media; it is focused
primarily on the dissemination of information rather than only on communication.

Over the past few years, Twitter has become the subject of many international
studies [4, 16, 22]. It provides a specific communicative space, which researchers
connect with a new type of publicness, that is, the “personal public” [16]. Bruns and
Burgess [4] identify three key ways of using Twitter. Firstly, “Twitter is used for …
porting of events as they occur; the simple format of Twitter messages and the
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near-ubiquitous accessibility of the Twitter network…combine to make live tweeting a
more important practice on Twitter than comparable live activities have been for
previous social media platforms”. Secondly, “Twitter is also used widely for ongoing
discussion – and instant evaluation – of newsworthy events”, and thirdly, “Twitter’s
coverage of newsworthy events also consists of significant amounts of broader com-
mentary on current events, reflecting mainly the senders’ own perspectives and
intended more as markers of those perspectives than as formal contributions to debate”
[4]. Schmidt [16] pays attention to three main elements of Twitter as a communicative
space that enables the emergence of personal publics: (1) technological features and
affordances; (2) social and textual relations; and (3) shared rules.

In Russia, as in other countries, Twitter is increasingly used for interpersonal com-
munication as a source of real-time information. It has become a space for debating news,
politics, sport, recreation, etc. On the Russian Twitter, 1.2 million authors “generate” 78
million tweets per month. Twitter is the only Russian social network where male authors
predominate; 55.4% of tweet authors are men [18]. In this study the focus was on the
discussions concerning migration issues only on the Russian-language Twitter.

3 Research Methods

The analysis of the content of the Russian segment of Twitter was carried out in order
to evaluate public opinion on the international migration and social problems associ-
ated with migration. The social network (Big Data) was monitored on a platform
developed and supported by the Russian company Beensaid. A total of 13,200 entries
were made on Twitter between Nov. 2017 and Feb 20181. The tweets were selected on
the basis of the subject “migration” and its associated keywords (migrant, immigrant,
international migration). The location was determined according to the Twitter API
(application programming interface) then a selective control of the degree of compli-
ance of these data with the content of the tweet was carried out. Additional results of
Twitter were achieved by monitoring tags. The correlation matrix was constructed
based on dichotomous communication measures to analyze the relationships between
the tags. Pareto’s principle was applied to remove the insignificant weak links from the
network graph: 20% of the strongest links determined 80% of the content of the graph;
the similarity between tags was measured on base of cosine similarity. The sentiment
analysis of tweets was determined by the SVM (Support Vector Machine) machine
classifier, pre-trained on public texts of communicative messages on this topic. In
addition to the standard information about each tweet (time of publication, author,
place), the keywords (tags) characterizing its content were highlighted during the
process of text mining. To visualize the relationships between the tags, network
analysis methods were used and the classification of tweets by content based on the
modularity method was also conducted. To assess the relationship between the tone of
the tags, as well as the peculiarities of the content of tweets from different regions of the

1 The empirical data were collected in the project “Social risks of the international youth migration in
contemporary Russia” (No. 16-18-10092) supported by the Russian Science Foundation.
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Runet (Russian-language Internet), as the method of multidimensional statistical
analysis, correspondence analysis was used. Correspondence analysis allows the
exploration of conjugation tables (tags key tone, tags country, etc.) by graphically
representing rows and columns of the table as points in a low-dimensional space.

4 Research Results

4.1 Attitude Towards Migrants Among Twitter Users

The collapse of the Soviet Union led to an intensification of migration processes and
the formation of a migration system in the post-Soviet space. During the post-Soviet
decades, the configuration of migration flows has changed significantly. On the one
hand, Russia is one of the biggest recipient countries. Labor migration, largely con-
sisting of citizens of Ukraine, Kazakhstan, Uzbekistan and other former Soviet
republics, has come to replace the forced mass migration of the Russian-speaking
population of those countries. On the other hand, a significant percentage of Russian
citizens left Russia; the main destinations were the US and Western European coun-
tries. According to official data on the 1st of January, 2015, a total of 2,162,230
Russians were living in America, 726,900 in Europe, and 15,385,600 in the countries
of the former USSR [13]. Wilken [22] argues that “of crucial importance in the present
context, is that questions of location and location-awareness are increasingly central to
our contemporary engagements with the Internet and mobile media”. There were the
reasons to expect that the attitudes of Russian Twitter’s users towards migrants in
different countries were varying, since in Russia they are host community, and in others
countries there are immigrants. The data in Fig. 1 concerning the perception of
migrants by Russian Twitter users living in Russia, Europe, the United States and the
countries that were former Soviet republics demonstrate opposite situation.

The attitude of Russian users of Twitter living in different countries is very similar.
The sentiment analysis demonstrates mostly negative attitudes toward migrants. (36.3%
of tweets in Russia, 36.2% in the USA, 34.8% in ex-USSR countries, 34.4% in the
countries of the European Union). As for the positive attitude, this indicator is also very
close in different countries: in Russia 29.1% of messages, in the EU countries 27.8%, in
the ex-USSR countries 27.7%, and 20.0% in the United States, the lowest score.
However, the reasons for the intolerant attitude among Russian-speaking users of
Twitter living in Russia and those living in other countries are different.

Previous studies show that in Russia, among the social problems associated with
international migration, cultural risks are considered the most problematic [3]. The
cultural distance between the host community and migrants is a very important issue,
and it is manifested in the different languages, in the differences of everyday behavior
culture, traditions and religions and in increased attention to the perceived threat to the
norms and values of the local population while the risks associated with employment
and violence remain on the periphery of public attention. In addition, the negative
attitude towards migrants in Russian society is connected with security; increasing
levels of crime and ethnic conflict situations as well as terrorism attacks are strongly
connected with immigration [2]. As for the Russian-speaking population of other
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countries, particular in the US and EU, they themselves are migrants and perceived
primarily as competitors in the labor market and in everyday life, and this is a key
reason for negative relationships with international migrants.

4.2 Russian Twitter in Ukraine: Migration Issues

To analyze the Russian-language Twitter, it is important to look at how migration
problems are perceived by Ukrainian Twitter users. Ukraine is one of the leading
countries of origin for international migration to Russia. In 2017, 150,182 migrants
from Ukraine arrived in Russia for the period of 9 months and longer [13]. In addition,
the events of recent years, especially those related to the military conflict in such
Ukrainian regions as Donbass and Lugansk, led to an increasing number of refugees
from that country. On January 1, 2018, of the 125,442 persons to receive asylum in the
Russian Federation, 123,434 were from Ukraine [19].

The continuing migration outflow of the population from Ukraine is associated with
the economic and social policies that have led to a significant level of poverty, the
reduction of the well-being of the population, lack of social opportunities, social
uncertainty, and deterioration of health care and education. After the introduction of
visa-free travel between Ukraine and the EU countries (June 2017), the labor migrant
flow from Ukraine to Russia has greatly decreased. Many Ukrainian citizens now
choose to migrate to EU countries, primarily Poland, Germany and Italy. However,
Russia still remains the second-most popular country for Ukrainian citizens, and the
most international migrants into Russia between 2014 and 2017 were Ukrainians: about
200,000 in 2014 and 150,000 in 2017 [17].

Fig. 1. The attitudes of Twitter users living in different countries towards migrants.
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As for the attitude to migrants among Russian Twitter users in Ukraine, 34.9% of
them are negative. A significant proportion of users have positive (26.2%) or neutral
(23.8%) attitudes (Fig. 2). This is probably due to the fact that a lot of citizens of
Ukraine themselves have the status of being migrants.

It is important to note that the attitude towards migrants among Twitter users in
Ukraine does not differ significantly from the Russian Twitter. To determine the dif-
ferences in the messages in the Russian and Russian-speaking Ukrainian users of
Twitter, correspondence analysis was carried out (Table 1, Fig. 3).

Fig. 2. Attitudes towards migrants among Twitter users in Ukraine

Table 1. Key tags on migration in Russian Tweeter (% of Russian segment messages containing
relevant tags).

Teg % Teg %

Islamic State " 100,0% Job " 93,6%
CIS " 100,0% Help " 93,2%
Damage " 100,0% Migrant ! 90,0%
Language " 100,0% Crime ! 89,3%
Process documentation " 98,5% Police ! 87,1%
Passport " 97,7% Terrorist act ! 84,5%
Payment " 96,0% Homeland # 78,7%
Citizen " 95,9% Refugee # 78,0%
Central Asia " 94,4% Ukraine # 62,8%
Family " 93,9%
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As expected, the most common keyword in Ukrainian tweets is “Ukraine” (38% of
messages with this keyword). Since, despite the conflict between them, Russia and
Ukraine are closely connected and the flow of migrants from Ukraine to Russia remains
significant, 62% of the messages with the tag “Ukraine” are in Russian tweets. The tags
“refugee” and “homeland” (22%) are also quite common in Ukrainian messages, which
reflect the complex political processes taking place in Ukrainian society. The problems
of migrants’ employment, their registration and the increasing number of crimes
associated with migrants are of primary concern to Twitter users in Russia, although the
last topic is relevant also for Ukraine.

It should be noted that four tags are present only in Russian tweets. The first is CIS
(Commonwealth of Independent States). This is a really important issue for Russia
since the majority of international migrants arriving in the Russian Federation come
from CIS countries but for Ukrainians, this is an irrelevant geopolitical association.
Ukraine did not initially ratify the CIS Charter so it was never a de jure CIS member
state, although it did take part in the work of its collective bodies. On May 19, 2018,
the president of Ukraine Petr Poroshenko signed a decree revoking all representatives
of Ukraine from all CIS statutory bodies. The National Security and Defense Council
of Ukraine instructed the Ministry of Foreign Affairs of Ukraine to take, in accordance
with the established procedure, measures to terminate the operation of certain interstate
agreements. So, CIS is not important issue for Twitter users in Ukraine.

Fig. 3. The difference in Russian and Ukrainian Twitter messages on migration (The percentage
of messages in Russia and Ukraine).
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Language is the second tag that is only in Russia’s Twitter. For many Russians, the
cultural difference of foreigners, especially from the countries of Central Asia, is one of
the main reasons for their intolerance towards migrants. Their ignorance of the Russian
language is interpreted as an unwillingness to accept the culture of the host society and
as imposition of their own culture, which is alien to Russians. In Ukraine, the migration
situation is different. Since Ukraine does not attract migrants, there are very few
international migrants and, therefore, the issue of language in connection with
migration is not discussed in social networks.

The third tag is damage. According to public opinion in Russia, international
migration is connected with “damage” to Russian society. Many Russian scholars and
experts support this point of view, and highlight the negative social consequences of
mass immigration to Russia – the failure of cultural integration, the negative impact on
the education system, especially schools, the additional burden on the health care
system, the impact on the consumer sphere, and the growth of ethnic crime and conflict
tension [12]. For Ukrainians, migration is a short or long-term way to improve their
financial condition and fulfill career expectations, and as a result, there is no tag
“damage” in Ukrainian tweets.

The last tag that is present only in the Russia’s Twitter is ISIS (The Islamic State is
a terrorist organization banned in Russia). This fact can be explained by the social-
political context. For Russians, the threat of terrorism has been one of the main social
risks for at least the last two decades, and in recent years, Russian public opinion, partly
owing to the influence of media, associates terrorist attacks with Islamic migrants. In
Ukraine, the main content of public discussions is related to the confrontation with
Russia, therefore the topic of the Islamic State is not a key tag in social networks either.

Thus, despite the considerable similarity of the content of tweets in Russia and
Ukraine, there is big difference: – in Russian society, international migration is the
source of much stronger social tension than in Ukraine. This is due to the socio-
political conditions of the two countries. Russia is a host country, and for the Russian
population, migration is strongly associated with immigration from Central Asia. In
contrast, Ukraine is a country of origin, and Ukrainian citizens interpret migration as
emigration and a way to improve their well-being.

4.3 Social Problems of Migration Identified on Russian Twitter

To identify the main problems associated with migration, an additional study was
conducted. On the platform https://netlytic.org/home/, all the messages on the Russian
part of Twitter, including # V Migrant # Migration, were collected. During February
and March 2018, 57 users and 154 hashtags related to migration were identified, and
then a content analysis of the tweets was done. As result of this analysis, a cloud of
hashtags describing the main problems in migration was constructed (Fig. 4). The size
indicates the frequency of use of this hashtag in the analyzed text.
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The findings show that mainly the migration flows from Central Asia are discussed
(# Uzbekistan, # Tajikistan, # Kyrgyzstan) on Russian Twitter. Migration from Ukraine
is also one of the key topics, and it is the result of the significant increase in the number
of refugees from Ukraine to Russia (# Ukraine, # refugees). The content of the tweets
demonstrates that migration has a great influence not only on the receiving country
(Russia) but also on the countries the international migrants have left, and the political
and economic issues of these counties are the focus of much discussion (# society, #
politics, # economy, # employment). Twitter users pay a lot of attention to changes in
migration legislation (# laws, # court, # immigration), human rights and the violation of
the rights of migrants in the Russian Federation (# Russia rights, # human rights).
Sensitive issues such as crimes committed by migrants are highlighted and, according
to public opinion, special attention is given to illegal migration and terrorist attacks (#
Crime, # terrorism, # illegal migration). Religion is also mentioned in migration dis-
cussion (# religion) but at a low frequency. The topic occupies one of the central places
since a significant proportion of migrants in Russia are from such states as Uzbekistan,
Tajikistan, Kyrgyzstan, and Kazakhstan (these countries are key tags), where the
Muslim religion dominates [2].

4.4 Correspondence Analysis of Tweets About Migration Issues

To describe the relationship of different keywords with the attitude to migrants on
Twitter, it is appropriate to use correspondence analysis [6]. The main purpose of the
matching analysis is to move from the original data matrix to a new simpler matrix
while losing as little information as possible. The correspondence analysis allows the
presentation of the obtained results graphically (“maps of correspondence”), which
greatly facilitates the interpretation of the links. As a rule, in the practical use of
correspondence analysis, a two-dimensional solution, which is the most visual and not
too difficult to interpret, is chosen. In this case, the categories of the analyzed variables
having similar distributions are represented by points lying close to each other; and, in
contrast, categories with widely differing distributions form points far apart from each
other. Accordingly, close tags are located next to each other but very different tags are
far apart. A similar strategy is applied to relationships with migrants. At the same time,
the keywords, tinged with “negative”, “positive” or “neutral” meaning, are

Fig. 4. The tags on the key problems of migration on Twitter.
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concentrated around these categories. The result of the correspondence analysis on
migration issues on Twitter is presented in Fig. 5.

This map of correspondences describes the original data rather well. The first
horizontal axis (85% of the total variations) can be interpreted as an emotional attitude
towards migrants; on the left there is positive, on the right there is negative. Accord-
ingly, the second vertical axis (15%) reflects an assessment of the effect of international
migration on Russian society; at the top the positive effect is presented, at the bottom is
the negative one.

In the first upper right quadrant, there are tags describing the negative aspects of
attracting migrants to the Russian labor market. In the second right lower quadrant
came the tags that characterize the most important negative problems that worry and
concern all segments of Russian society. The main concerns are the Islamic State and
related terrorist attacks, as well as criminal offenses related to migrants. The third lower
left quadrant contains tags describing the organizational problems of regulating
migration flows, including sanctions for violations of migration legislation. The fourth
upper left-hand quadrant describes the existing social integration practice of interna-
tional migrants in Russian society, and particular attention is paid to the problem of the
observance of their rights.

Fig. 5. The results of correspondence analysis (‘symmetric’ scaling); tags and attitudes towards
migrants are represented in a two-dimensional space.
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4.5 Migration Issues on Twitter: Russian Regions

According to the geographical distribution of Twitter in Russia, Saint Petersburg
(2.28%) is in first place, Moscow (2%) is second with a slight lag, and the Republic of
Sakha (1.5%) is third [18]. There are significant regional differences in Russia: in the
level of economic development, the welfare of the population. One of the research
questions was how the population of different Russian regions relates toward inter-
national migrants (Fig. 6).

An analysis of the attitude towards migrants of Twitter users in Moscow, Saint
Petersburg and other Russian cities demonstrates that migration is very sensitive issue
for all Russian regions. The socio-cultural and economic difficulties associated with the
arrival of foreign citizens to earn money are supplemented by problems of interregional
migration in modern Russia. The trend of displacement of the inhabitants of the
northern part of the country, Siberia and the Far East to the central and southern regions
is rather strong now, and makes the economic and social problems connected with
migration deeper.

More than half of the internal and external migrants try to settle in the central part
of Russia, firstly in Moscow and Saint Petersburg. Many people believe that interna-
tional migration is connected with employment problems, increasing levels of crime,
and the expansion of different cultures and traditions. For these reasons the majority of
Twitter users in Moscow, Saint Petersburg and other regions demonstrate a negative
attitude towards migrants (35.2%, 36.5% and 39.3%, respectively). The positive
impacts of migration processes, including contributions to improving the demographic

Fig. 6. The attitudes of Twitter users living in different Russian regions toward migrants.
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situation in Russia and satisfying the existing needs for labor resources, are not eval-
uated by the majority of Russian citizens. The differentiation of Twitter content across
Russian cities is demonstrated by results correspondence analysis in Fig. 7.

Moscow plays the dominant role in the information sphere (almost more than 28%
of total number of twitters); which is to be expected since the largest proportion of
migrants are in Moscow. Saint Petersburg accounts for only 8.5% of the tweets for the
analyzed period. The most discussed problems (particularly in Moscow) can be divided
into two main groups: on the one hand, the socio-economic adaptation of migrants
(family, help), and on the other hand, the negative issues connected with migration
(crime, damage). In other Russian cities, the main topics are labor migrants and Central
Asia. The problem of refugees from Ukraine stands alone and it is mainly discussed in
Moscow and Saint Petersburg. This is expected since these cities were a significant
number of refugees from there. Understanding the capabilities, resources and needs of
international migrants in different Russian regions is essential for the development of
regional and national public policies.

Fig. 7. Results of correspondence analysis of tweets across Russia (‘symmetric’ scaling).
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5 Discussion

Social networks allow the identification of the key social problems that are pressing
concerns in the contemporary world, and international migration is one of them. Social
networks need to be thoroughly studied since they reflect public opinion about the
migration issue, and it is important that online social networks as a communicative
space are characterized by freedom of expression as it is particularly important for
countries with limited democratic institutions.

The monitoring of the Russian-language Twitter indicates a set of social problems
connected with international migration. Firstly, Russian society is not tolerant enough
of the international migrants; and for Russian citizens international migration is
strongly associated with different social risks, such as cultural expansion, economic
problems, competition in the labor market, and criminal activities. It should be noted
that public opinion does not always reflect the real situation. For example, the level of
crimes committed by migrants is no higher than the level of crimes committed by
Russian citizens. In this regard, migration experts quite often blame the media for
creating a negative image of migrants that influences public opinion. Secondly, that
discrimination against migrants and violations of their human rights are widespread
practices in Russia is recognized by the majority of social networks users. This issue is
closely related to the topic of undocumented migration since the lack of a certified
identity gives opportunities for frequent violations of human rights [15]. In Russia the
existence of a sizable segment of undocumented residents highlights not only the limits
of immigration control measures but also police corruption [8] and bureaucratic bar-
riers. Thirdly, the analysis of messages in the social networks has demonstrated the
similarity of attitudes towards migrants and migration from the Russian population and
the Russian-speaking communities in other countries. This is an interesting point that
requires further research.

There are some limitations of our study. The sample presents Russian-speaking
users of Twitter, so it did not reflect the opinions of the significant part of immigrants in
Russia from the countries of Central Asia who do not use Russian in online commu-
nication. Similarly, the comparison of data for Russia and Ukraine is based on the
Russian-speaking segment of Ukrainian social networks. Nonetheless, examining how
Russian users relate to international migrants and with which social problems they have
associated migration informs our understanding of the migration processes and their
social affects as well as the multi-faceted place of social networking in the migration
dynamic.

6 Conclusion

Today’s Russian migration policy meets modern demographic, social and economic
realities as well as the prospects of national development [14], and this situation is
reflected in the migration discussion in social networks. At the same time, the Russian
authorities do not use social networks to construct a more tolerant society with regards
to migrants. The negative image of migrants constructed by mass media [11], is still
strong and it is been disseminated in social networks. To change public opinion, it is
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necessary at least to provide information about the contribution of international
migrants to the economic and social development of the country. It might be well for
Russian policy to use the social networks and their structure to prevent and reduce the
social risks associated with international migration, specifically cultural, economic and
security risks. The most popular social networks, including Twitter, could be providers
of information about human rights, job opportunities and social assistance for inter-
national migrants.

The findings of this research contribute to the literature on migration debates in
social networks by identifying the main problems and resource systems for interna-
tional migrants on the Russian Twitter. This study offers a new dimension connecting
with social networking for further research on the way international migration pro-
cesses are considered on the global networks.
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Abstract. Social media creates a public space where people with different
illnesses can communicate with others experiencing the same conditions and
discuss issues that were discussed only in private before. The willingness to
share personal health information and private experience is important for suc-
cessful peer-to-peer health communication but often is prevented by the fear of
being stigmatized. The goal of our research was to understand the relationships
between the willingness of people with different illnesses to share personal
experiences in online communities and the extent of illness stigmatization. We
compared online communities devoted to cancer, diabetes, hepatitis B and C,
HIV and tuberculosis on the most popular Russian-language social networking
site “Vkontakte”. We selected open groups with memberships of more than
1000 users. For selected communities we measured the share of personal stories,
the proportion of deactivated or anonymous profiles among users sharing per-
sonal experiences and community engagement rates. We found some depen-
dencies between stigmatization of disease and users’ willingness to discuss their
personal experiences online. The share of personal stories in the hepatitis and
HIV communities was smaller, than in oncology and diabetic communities. But
tuberculosis, which occupies a middle position on the scale of stigmatization,
showed the largest share of personal stories. The most anonymity was revealed
in the communities of highly stigmatized illnesses. We revealed also that a
greater willingness of users to share personal experience is associated with a
higher engagement rate. Our results contribute to understanding the effects of
social media on health.

Keywords: Online health community � Illness � Stigma � Personal experience

1 Introduction

Wide spreading of Internet technologies and social media use transforms communi-
cation practices in many domains including health communication. In the US, 87% of
adults use the Internet, 72% of Internet users say they searched for information about
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health on the Internet over the past year, 26% of Internet users read about someone
else’s experience in self-management of health, and 18% of users go online to find
other people who have similar health problems [25]. At the beginning of 2018, the
weekly Internet audience in Russia was 70% among the adult population, and the daily
Internet audience was 64% [12]. The popular Russian search engine and “health” was
one of the biggest search topics [32]. According to Google research, one in 20 Google
searches are for health-related information [16] and 44% of Russians if experience
symptoms of illness and pain, first of all, find the solution on the Internet [15].

For a long time for the majority of people, the illness experience was a private
experience, shared only with relatives, doctors, and sometimes with some close friends.
The Internet transforms the illness experience from a private to public experience for
many people [8]. In the 1980s, only five people out of 80 interviewed people with
epilepsy had ever in their life talked to people who had the same illness [26]. A 2011
publication reports that every fourth Internet user living with a chronic condition is
looking for other people with a similar health condition [13]. Experience of illness
increasingly becomes public, because people with certain conditions have the oppor-
tunity to unite with others experiencing similar problems, for discussion, mutual
assistance, protection the rights of patients, etc.

Descriptions of personal illness experience in social media are important because
they allow people with certain illnesses to obtain the information that doctors usually
do not provide. This information concerns ways of coping with the disease in everyday
life and creating the subjective meaning of the condition. Participation in online health
communities is usually complementary to professional medical help and meets the
needs that cannot be satisfied by medical professionals. When communicating with
health professionals, patients often lack empathy and emotional support and experience
the gap between professional health information and everyday life. Doctors are per-
ceived by patients as experts who do not have personal experience of living with the
disease [28]. At the same time, patients need to build their own daily life with disease,
and to understand how other people manage in similar situations [14]. Sometimes
people access online health communities because they believe that doctor does not
inform them about all possible treatment options or think that doctor is not familiar
with the latest achievements in medicine [7].

The most common effect of patients using social media for health is patient
empowerment, i.e. enhanced subjective and psychological well-being, improved self-
management and control. Peer-to-peer online health communication has such important
functions as social support, consisting of emotional, esteem, informational, and net-
work support, emotional expression and social comparison [28]. The exchange of
personal experiences is the key feature of online health communities. The willingness
to share personal health information and personal stories is very important for these
communities to perform their functions. Researchers identified seven domains through
which online patients’ experiences could affect health: finding information, feeling
supported, maintaining relationships with others, affecting behavior, experiencing
health services, learning to tell the story and visualizing disease [34]. They also con-
cluded that “the act of participating in the creation of health information (e.g., through
blogging and contributing to social networking on health topics) also influences
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patients’ experiences and has implications for our understanding of their role in their
own health care management and information” [34].

At the same time, online health communities are characterized by information
imbalance in supply and demand where “there is much demand for high quality,
personal experiences, but minimal supply of personal experiences is provided” in
online health communities [20]. Most users came to online health communities to read
what others post, comment or discuss and only a small number of users actively and
regularly participate in discussions and share their personal experience.

Although the willingness to disclose personal health information is determined by a
variety of individual and non-individual factors [2], at the same time, we can assume
that to a certain extent willingness to share personal experience depends on the per-
ception of illness in society.

If the willingness to share personal experience depends on the social characteristics
of particular illness, then we will probably see differences in the shares of personal
narratives in online communities of different illnesses within the same Internet
resource. We assume that the stigmatization of illness is an important factor influencing
willingness to share personal narratives and affecting willingness to disclose the per-
sonal health information in online health communities. The goal of our research is to
understand the relationships between the willingness of people with different illnesses
to share personal experiences in online communities and the extent of illness
stigmatization.

2 Background

Existing research of online health communities focuses either on benefits, and limi-
tations of social media use for health communication regardless of the disease [1] or on
specific communities devoted to particular diseases. There is a lot of research devoted
to different aspects of communication in online communities for people living with
different chronic conditions, for example, cancer [3, 4], diabetes [17, 18, 33], HIV [11,
22], tuberculosis [19, 31] etc. The other type of research focuses on the common
features of online health communication [27].

At the same time, there is a lack of research comparing communities devoted to
different illnesses. There are only a few examples of such research. The analysis of
different types of online health communities’ users demonstrated that depending on the
illness, certain types of users (caretakers, opportunists, scientists, and adventurers) were
more popular than others [20]. The comparative study of online discussion forums for
breast cancer, diabetes and fibromyalgia revealed emotional and temporal aspects of the
illness experience and differences in discussion content between health conditions [6].
Research of differences among breast and prostate cancer online support groups
revealed that the type of support varied by cancer type. Support messages on the breast
cancer sites mostly offer emotional support, and messages of support on the prostate
cancer sites focus on informational support [5]. The main features of communication in
online health communities devoted to specific diseases differ and should be studied in
order to better understand the needs of their participants in informational and emotional
support.
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Considering problems of personal health information disclosure, researchers usu-
ally do not pay attention to differences between illnesses. In accordance with com-
munication privacy management theory, [23, 24] the willingness of people to share
personal information with others depends on the perceived benefits and costs of
information disclosure. One of the costs of disclosure is the perceived risk to be
stigmatized or rejected. Research shows that the level of stigmatization is different for
different illnesses. Crandall & Moriarty revealed dimensions of stigmas which are
critical for social rejection: the severity of the illness, behaviorally causality, avoid-
ability, contagiousness and sexual transmission. They concluded that diseases per-
ceived to be severe or under personal control are most likely to lead to stigmatization
and social rejection [9].

In order to understand how online communities of different illnesses differ in terms
of the willingness of users to share their personal experiences, we decided to select
illnesses comparable by their perceived severity but differ by the level of stigmatiza-
tion. For our analysis, we selected 5 diseases of public health concern in modern Russia
[10] which are characterized by high levels of primary disability and mortality and
reduced life expectancy: cancer, diabetes, hepatitis B and C, HIV, tuberculosis. All
these illnesses are considered as quite severe, but different by the level of stigma that
can make sufferers hide their illness from others in many contexts. Comparing these
illnesses in accordance with the dimensions of stigmas proposed by Crandall and
Moriarty [9], we see that HIV, tuberculosis, hepatitis B and C are highly stigmatized
diseases unlike cancer and diabetes which are less stigmatized.

We proposed several hypotheses.

Hypothesis 1 (H1). Stigma pushes sufferers to conceal their illness, and, therefore,
prevent them from sharing their personal health information with others. The higher
the degree of stigmatization of the illness, the smaller the share of personal stories in
an online community devoted to the illness.
Hypothesis 2 (H2). The anonymity of internet communication eliminates the fear of
stigma. The higher the stigma of the illness, the greater the proportion of deactivated
or anonymous profiles among users sharing personal experiences in an online
community devoted to the illness.
Hypothesis 3 (H3). Personal stories encourage users to actively comment and to
share their personal experiences; therefore, a greater amount of personal stories
makes communities more active and contributes to a higher level of engagement.

Table 1. Dimensions of stigma for selected illnesses

Contagiousness Behaviorally caused Avoidability Sexual transmission

Cancer
Diabetes
Hepatitis B, C + + + +
HIV + + + +
Tuberculosis + + +
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The higher the number of personal stories in the content of the online community,
the higher the engagement rate (ER).

3 Method and Results

In order to compare online communities devoted to different illnesses in terms of users’
willingness to share personal experiences, we should minimize the influence of the
internet platform configuration, so we have to analyze communities situated on the
same internet platform. For our purposes, we chose the social networking site Vkon-
takte (vk.com). It is the most visited social networking site in Russia [21], which
contains more than 500 million registered accounts [30]. Moreover, this site provides
open access to public pages through the API (https://vk.com/dev/methods). User’s
publications in Vkontake groups have three forms: posts, comments to posts and
messages on boards. Boards are similar to online forums since they are composed by
threads, addressed to different topics. The sampling of online communities was carried
out by the API method “group.search” applying key words, which were contained in
the titles of groups, public pages or events [29]. This method revealed 7331 groups.
This dataset was cleaned manually; we removed both groups irrelevant to our purpose
as well as closed groups. Then we excluded groups where the number of members was
less than 1000 accounts and which did not have any activity during 30 days before the
date of data collecting. The remaining groups were checked for spam and activity; we
excluded groups, which did not demonstrate any interactions among users. The final
sample included 34 groups (Table 2).

To estimate the share of personal stories for each illness, three samples were
generated. Using simple random sampling without replacement, we selected 100 posts,

Table 2. Sample of groups.

Illness Key words Number of
groups selected
by keyword

Number of
manually
selected groups

Number of
groups in the
final sample

Cancer Oncology,
cancer,
chemotherapy

5054 76 8

Diabetes Diabetes,
insulin

644 237 11

Hepatitis B,
C

Hepatitis 240 71 5

HIV Antiretroviral,
ARVT, HIV,
AIDS

1329 126 8

Tuberculosis Tuberculosis 64 58 2
Total 7331 549 34
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comments and messages on boards from each group. If a group contained less than 100
items of any category, the data were included completely. The number of items in each
sample is shown in Table 3.

The text was coded as containing a personal story if users told about their own
health problems or about the health problems of their relatives. Keywords indicated the
presence of a personal story in the text were personal pronouns (I, we, she, he) and
references to relatives (child, wife, husband, mother, father, and so on). The text was
coded as non-personal if it included impersonal information such as advertising, the
announcements of the sale and purchase of medicines, requests to find a cure, infor-
mation about new methods of treatment, talks off topic.

The texts were classified by two coders, both independently coded 200 identical
posts (Cohen’s kappa = 0.93), comments (Cohen’s kappa = 0.94) and messages on
boards (Cohen’s kappa = 0.94). In 4 of 34 groups (3 hepatitis groups and 1 oncology
group) we did not find personal stories at all.

To obtain aggregated results for each illness, the shares of personal stories in posts,
comments and boards were weighted according to the number of members in groups.
To get summarized share of personal stories including all three types of communica-
tion, the percentages in each type were weighted according to its share in the total
number of posts, comments and messages on boards. The resulted distributions are
represented in Table 4.

As shown in Table 4, hypothesis 1 was not confirmed. Indeed, the share of personal
stories in the communities of the most stigmatized illnesses, hepatitis and HIV, is
smaller, than in oncology and diabetic communities. This result is consistent with the

Table 3. Size of samples

Posts Comments Boards Total

Cancer 300 614 542 1456
Diabetes 392 1100 1100 2592
Hepatitis B, C 200 219 133 552
HIV 500 700 700 1900
Tuberculosis 200 200 200 600

Table 4. Distributions of personal stories in selected groups, %

Posts Comments Boards Weighted sum

Cancer 19,0 5,9 10,6 9,0
Diabetes 6,1 16,4 11,2 13,3
Hepatitis B, C 18,2 2,3 1,2 7,1
HIV 0,3 0,3 9,1 7,6
Tuberculosis 57,0 17,1 34,3 21,0
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assumption regarding the relationships between willingness to share personal stories
and the extent of illness stigmatization. Simultaneously, tuberculosis, which occupies a
middle position on the scale of stigmatization in accordance with the Crandall and
Moriarty [9] dimensions of stigmas (see Table 1), has the largest share of personal
stories what refutes the hypothesis 1. We can suppose that there is no direct relationship
between illness stigmatization and users’ willingness to share personal stories. Perhaps,
there are other factors, which, even in the circumstances of illness stigmatization,
encourage participants to exchange personal information. Clarification of these issues
needs additional research.

On the social networking site Vkontakte users can publish their texts anonymously,
using 4 ways: to make a publication on behalf of a group, to close the access to a
profile, to create a fake profile or to provide very scant personal information that makes
it impossible to identify a real person. It is rather complicated to obtain a reliable
estimation of the number of fake accounts because we did not have an algorithm for
this analysis and manual analysis does not always allow identifying fake accounts.
Meanwhile, for comparative analysis we used a proxy indicator of the number of fake
accounts. Vkontakte provides some information about deleted or banned accounts (the
site marks them as “deactivated”), and this information can point out that accounts were
temporally created. Temporal accounts could be created in order to disclose some
details of personal condition, and then these accounts are usually deleted or abandoned.

To estimate the extent of profile openness as a possibility to identify a profile with a
real person, for each account we calculated the share of filled out positions in six
standard profile positions, such as first name, last name, gender, date of birth, country
and city. This estimation is quite rough but sufficient for our purposes. Data were
weighted by the number of members in each group.

The results of this analysis are presented in Table 5. We did not reveal any closed
profiles in our sample. The share of messages on behalf of a group is no more than 1%.
More than 20% of profiles are deactivated in the HIV groups and more than 10% in the
tuberculosis groups. The average level of profile openness is approximately the same
for all illness.

Hypothesis 2 was partially confirmed: the most anonymity was revealed in the
communities of highly stigmatized illnesses. Every fifth profile was deactivated in HIV
groups and every seventh – in tuberculosis groups. Slightly bigger amount of closed

Table 5. The anonymity of “storytellers”

Share of messages
on behalf of a group

Share of
deactivated
profiles

Average openness of
the profile

Cancer 0,4 2,9 5,11
Diabetes 0,6 8,5 5,20
Hepatitis B, C 0,0 5,1 5,12
HIV 0,0 21,7 5,28
Tuberculosis 0,2 13,9 4,96
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profiles in diabetes groups than in hepatitis groups needs additional research for rea-
sonable interpretation.

To examine if there is a relationship between the level of stigmatization and the
extent of storyteller’s anonymity we divided our communities into 3 categories: the first
category contained the groups of the most stigmatized illnesses (HIV and hepatitis), the
second category included illness with the middle level of stigmatization (tuberculosis)
and third category contained less stigmatized illnesses (diabetes and oncology). We
used Kruskal-Wallis test to compare obtained categories in relation to the differences in
the shares of deactivated accounts and the average value of openness. The test revealed
statistically significant differences between the first and the third categories regarding
deactivated accounts. The second category did not show any significant relationships;
probably because it included only two groups.

To assess the level of engagement rates (ER) we employed two indicators: the ER
for posts, and the ER for boards. ER for posts was calculated as the ratio of the sum of
all comments to posts and all likes to posts to the total number of views. Since on
Vkontakte likes are added automatically to all repost we did not count reposts. ER for
boards was calculated as the ratio of all messages on the boards to the number of
members in a group. Both indicators were multiplied by 1000 for convenience of
calculations and analysis.

To test the hypothesis 3 we measured using Spearmen correlation three depen-
dencies: ER for posts and the share of personal stores in posts, ER for posts and the
share of personal stores in comments, ER for boards and the share of personal stores on
boards. The results are shown in Table 6.

The results did not confirm the dependency between engagement rate and the share
of personal stories in personal comments or in personal boards. The results confirmed
the dependency between the share of personal stories and engagement rate, if stories are
placed in posts, what can be explained by the more visibility of posts than comments or
boards.

Table 6. Dependencies between engagement rates and personal stories

RHO P-value Number of casesa

ER_posts and personal_posts 0,66 0,0001 30
ER_posts and personal_comments 0,24 0, 2137 30
ER_boards and personal_boards 0,29 0, 4825 29
aThe number of cases in this analysis is less than the number of groups in
our sample because several groups hid the number of views or did not
use boards.
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4 Discussion

Studying online communities located on the social networking site Vkontakte and
devoted to such illnesses as cancer, diabetes, hepatitis B and C, HIV, tuberculosis, we
compared the willingness of users to share their personal experiences online. We
hypothesized that the higher the stigmatization of the disease then the less the users
tended to discuss their personal experiences online. We found that online communities
devoted to different illnesses have different shares of personal stories in their content.
The initial hypothesis about the relation between stigmatization of the illness and the
share of personal stories in online communities devoted to this illness was not con-
firmed. Communities of cancer and diabetes demonstrated larger share of personal
stories in the content than communities of HIV and hepatitis. At the same time the
tuberculosis communities demonstrated the largest share of personal stories among all
groups of illnesses. Giving that we considered tuberculosis as stigmatized illness, this
result is quite surprising and needs further research by qualitative methods to under-
stand how stigmatization influences communication in online health communities. The
further research should reveal what are the differences in the topics of the personal
stories in groups devoted to different illnesses.

We also hypothesized that the openness of personal profiles of users sharing per-
sonal experiences would correlate with the illness stigmatization. In our research the
biggest share of deactivated profiles demonstrated communities devoted to HIV and
Tuberculosis. Giving that the Kruskal-Wallis test revealed significant differences
between HIV/hepatitis and diabetes/oncology groups, we can conclude that the
stigmatization of illness is an important factor making users hide personal information
in online health communities. The shares of messages on behalf of a group were
relatively small. Perhaps these indicators were determined rather by the configuration
of the internet platform than some factors related to the illness context. The average
openness of profiles was relatively the same for all compared groups. It is worth noting
that the measurement of profile openness did not take into account fake names, fake
photos and other fake profile positions. Probably this was a reason that we could not
reveal significant differences between compared groups.

The hypothesis that the greater willingness of users to share personal experience is
associated with a higher ER has been confirmed. Thus, we can conclude that the share
of personal stories in the online community content is the factor encouraging people
with illnesses to access online peer health communities.

Our research has some limitations that worth noting. Given the small sample size,
we cannot make any generalizable conclusions concerning analyzed illnesses. The
results could be different both for other cultural contexts and for other internet plat-
forms. Moreover, we did not have access to private or closed groups what make our
results relevant only for public online health communities.

Although stigmatization pushes people to conceal their status and to refrain from
discussing their conditions openly in offline communication, we can assume that pat-
terns of online communication for stigmatized illnesses could be different. Perhaps
there are factors that mitigate the effect of stigma and encourage people to share
personal stories about their conditions in online communities. These factors may be
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related, for example, to specifics of the illness itself or its social context, to the policies
of online community administration, to the lack of information about recent achieve-
ments in treatment etc.

Despite the fact that some of our assumptions about the influence of stigmatization
on the willingness of users to share personal stories were not confirmed, we have
revealed significant differences between different illness communities, both in the
number of personal stories and in the shares of deactivated profiles. This suggests that
the communicative structure of online communities devoted to various illnesses differ
and partly determined by both the illness specificity and social context of illness. We
were able to show that communication around a particular illness has its specifics.
Further comparative research is needed to better understand the existing patterns of
online health communication.

5 Conclusion

Peer-to-peer online health communication expands the opportunities for patient self-
management, contributes to obtaining information and emotional support and promotes
patient empowerment. Personal illness narratives provide a foundation for creating new
meanings of certain illnesses and diversification of official medical discourse. At the
same time, peer-to-peer consulting in online health communities entails certain risks,
since the degree of trust in information received from other users may not correspond to
the actual quality of this information. It should be borne in mind that the more actively
users share their personal stories and examples, the lower the risk to overestimate the
information containing in any single story. The fewer users hide their profiles, the more
likely they take responsibility for the content of the posted information. In this context
understanding the effects of social media for health communication in different social
contexts and for various illnesses is very important and needs further research.

Studying the willingness of internet users to publicly share their personal illness
experiences in online social networks with people experiencing similar conditions is
important for understanding the changes in health communication that occur under the
influence of the spread of information technology. Such studies can also contribute to
the understanding in the comparative aspect of how particular illnesses differ in terms
of their social perception and social stigmatization and how social media create new
audiences – communities of people united around discussion of their personal expe-
riences of living with illness. A comparative study of online health communication
reveals both common patterns in online discussions and finds differences due to the
specifics of a particular disease. A comparative analysis allows researchers to better
understand what people with different illnesses expect from online health communities
and tailor these communities to the needs of users by promoting more effective models
of online health communication. Studying online personal narratives helps to better
understand the social portrait of a particular illness, its perception in society and some
of the potential opportunities and risks that can be associated with participation in
online communities dedicated to certain illnesses.
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Abstract. Participatory research keeps expanding to connect science and
society through engaging projects using a multi-stakeholder strategy, including
citizens. However, each participatory project follows different evaluation for-
mats and strategies. This results in limiting evidences on best practices, hin-
dering the scaling up of Participatory Research. Through the H2020-funded
InSPIRES project, an innovative and online-based evaluation strategy was
developed which is valid for Participatory Research initiatives labelled as Sci-
ence Shops or Citizen Science. This strategy challenges those teams that want to
undergo a self-reflection process during and after their project is active. An
online-tool gathers and automatically analyses data in a harmonized way among
projects. The tool delivers back a set of pieces of information through different
visualizations which analyze each project’s process in five dimensions, selected-
constructed after a careful revision of public engagement and impact evaluation
criteria proposed by different projects and researchers. The dimensions evalu-
ated by this online instrument are: (i) Knowledge Democracy, (ii) Citizen-led
Research, (iii) Participatory Dynamics, (iv) Integrity, and (v) Transformative
Change. Online-based self-evaluation questionnaires were designed and per-
sonalized according to the profile of the respondents and are sent out by email in
four different stages to capture the momentum of the project, as well as its short-
term and mid-term impacts. The quantitative and qualitative evaluation instru-
ment is featured within the InSPIRES Open Platform (OP) which becomes an
open repository that allows comparison among participatory projects.
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1 Introduction

Science Shops are defined as knowledge intermediary structures that jointly with civil
society organizations (CSOs) co-create research questions, deploy participatory pro-
jects to respond to societal needs, include students in the work and support the
translation of research results [1]. Besides, the Citizen Science term is being increas-
ingly used to refer to a growing number of Participatory Research activities. While
including a number of different practices, it broadly refers to a partnership between
professional researchers and volunteers in which the volunteers are actively involved in
scientific tasks that have traditionally been implemented by scientists [2, 3]. Being
increasingly adopted by government institutions and international organizations,
despite some challenges, Citizen Science is taking advantage of the rise of connect-
edness and communication technologies to quench the thirst for data and to improve
the transparency and accessibility of science [4], and they often use visualization tools
for easier digest of data [5]. Both Science Shops and Citizen Science could eventually
refocus what parts of the natural and social worlds are subject to scientific inquiry,
thereby transforming what we know about the world [6].

While Science Shops have been running in some countries for more than 40 years,
the impact evaluation’s studies remain limited. The few available evaluation studies
reported that Science Shops are a fairly unique way (i) to put science at the service of
society to address real life challenges, (ii) to provide all involved stakeholders with new
skills, (iii) to offer new research ideas for established researchers, and (iv) to make
research processes more transparent, democratic and inclusive by considering partici-
pation as main research driver [7, 8]. Albeit having a shorter tradition, very similar
vision and approach is shared by Citizen Science practices.

The main techniques and tools that are considered for performing impact evaluation
studies are interviews and paper-format based questionnaires, which provide outputs
that makes comparison among projects very difficult. Furthermore, besides the fact that
the evaluation’s conclusions are rarely published and shared, each project follow their
own format and strategy. This results in limiting evidence on best practices, hindering
the scaling up of the more open perspective that these two classes of Participatory
Research is providing [9, 10].

Inspired by the Citizen Science approach where digital tools and internet have been
widely developed for engaging non-academic participants, and through the InSPIRES
H2020 funded project, an innovative and online-based evaluation strategy was
developed which can be used for many Participatory Research initiatives that want to
be evaluated or want to undergo a self-reflection process during and after the project is
active. The proposed online-tool gathers and automatically analyses data in a harmo-
nized way among projects. The data gathered delivers back a set of pieces of infor-
mation through different visualizations that are covering several aspects related to most
of Participatory Research projects. Online-based self-evaluation questionnaires that
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were designed and personalized according to the profile of the respondents (i.e. civil
society members, researchers, students, project managers), are sent out by email and
responded online, in four different stages to capture the momentum of a project, as well
as its short-term and midterm impacts. The dimensions evaluated by this online
instrument are: (i) Knowledge Democracy (i.e. transdisciplinarity and relevance of
topics), (ii) Citizen-led Research (alignment of project goals to the community
demands and efficacy of engagement techniques), (iii) Participatory Dynamics (degree
and quality of engagement), (iv) Integrity (ethics, transparency of data management,
gender, etc.), and (v) Transformative changes (individual learning, personal growth,
sustainability, impact on policies, etc.).

This online tool is featured within the InSPIRES Open Platform (OP), accessible
via this URL https://app.inspiresproject.com, which is an open repository for Partici-
patory Research projects and their promoting structures, such as at the moment Science
Shops or Citizen Science research groups. This is a quite unique practical approach to
carry out impact evaluation studies and to share them. The OP is completely free, open
and its goal is to act as a hub for comparative evaluation of Science Shops and Citizen
Science projects. Individuals contributing to the platform and participating in a par-
ticular project keep ownership and privacy of their own data and can download the data
of their projects in order to perform more in-depth project-based analysis.

After a revision of the state of the art regarding impact evaluation tools for Par-
ticipatory Research projects, the methods section describes the OP, the evaluation and
communication strategy, and the collective effort implemented to produce such tool
which has been followed by a multidisciplinary team composed by a mathematician, a
statistician, an UX designer, and researchers from different fields that include experts in
Science Shops, Citizen Science and other Participatory Research practices. The results
section shows the platform and the conclusion section includes a reflection on the
takeaways of the project and future work to be done.

2 State of the Art

More and more funding agencies at national and European levels demand to take into
consideration the social impacts of funded projects on their evaluation [11]. The
European Commission, for example, has put at the core of its research and innovation
policies two concepts that seek for generating and evaluating social impacts: the
Responsible Research and Innovation (RRI) since 2004 and the Open Science and
Open Innovation since 2016. These two paradigms advocate the promotion of more
ethical, open, inclusive, reflexive and participatory science [12, 13]. Participatory
Research projects, such as Science Shops and Citizen Science, have the potential to
integrate the RRI and Open Science characteristics and contribute to social impacts.

Going beyond the current international evaluation framework has become an
important task in order to understand impacts of Participatory Research projects in
dimensions that overcome classical bibliometric indicators in academia. In Participa-
tory Research, evaluation can be performed at two different levels, first in regards with
co-learning processes generating among all stakeholders during a project and secondly
in regards to the quality and use of results being collectively produced. Elements from
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these two dimensions are not captured in traditional research evaluation methods in
academic contexts and/or by public funding agencies.

While many frameworks and guidebooks for evaluation are available, a majority of
published research with a stakeholder partner engagement dimension does not include
an evaluation component [9]. According to this study, most evaluations are qualitative
and use self-report through focus group, one-on-one semi structured interviews,
informal observations and/or written surveys with open-ended text responses, and the
level of details regarding evaluation design, strategy and results are very limited. In a
review of research assessment models and methods, Milat et al. 2015 [14] discussed
four different theoretical frameworks. They find that they all differ in terminology and
approaches and that the typical methods reported to perform the evaluation are desk
analysis, bibliometrics, panel assessments, interviews and case studies, relying mostly
on principal investigators interviews and/or peer review and they rarely include other
stakeholders such as policy-makers and other important end-users of research creating a
clear bias in evaluation studies. They report that multidimensional models are more
valuable as they capture broader range of potential benefits including capacity building,
policy and product and service development, as well as societal and economic impacts.
Their review also suggests that the research sector should use broader indicators to
better capture policy and practice outcomes, as bibliometric indices do not say much
about the real-world benefits of research.

For Science Shops projects, an evaluation strategy was proposed by a former EU
funded project, titled PERARES [8]. The evaluation consisted of a series of quanti-
tative paper-based questionnaires to be distributed to all stakeholders at different times
of the project. After having performed interviews to experts participating in the
PERARES project, findings from InSPIRES suggest that the evaluation task is not
routinely integrated within Science Shops projects because of a lack of time and
resources. As for Citizen Science, there are currently no commonly established indi-
cators to evaluate these types of projects [10]. Kieslinger et al. recommend to develop a
framework and transform it into a practical assessment tool for projects and initiatives,
through a mix of quantitative and qualitative methods such as for example online
surveys, statistics, in-depth interviews and focus groups.

The InSPIRES Open Platform aims to bring together civil society, practitioners and
other stakeholders from across and beyond Europe to roll out innovative models for
Science Shops and Citizen Science which systematically include an impact evaluation
study. Science Shops, as mission-oriented intermediary units between the scientific
sphere and civil society organisations, facilitates citizen-driven Open Science projects
to respond to the needs of civil society organisations and most of the time including
students in the work process. Like in Citizen Science, the aim is to co-create and
prioritize research questions together with civil society members as well as develop
projects in a most participatory manner. As many other EU funded Participatory
Research project, InSPIRES had as a core objective to develop an improved impact
evaluation strategy and systematically introduce it within Participatory Research pro-
jects to capture process and results outcomes. After months, of discussions among
partners and external advisors, it was decided to develop an online based impact
evaluation tool, using quantitative and qualitative indicators to capture the produced
impacts. This approach seemed to be the right equilibrium between a broad evaluation

62 A.-S. Gresle et al.



framework and a viable application. Constructing an evaluation tool requires obviously
a simplification of the object of study [15], and the limitation of time and resources
constrains the scope of the evaluation. But still, it is the first of its kind to propose a
harmonized evaluation data collection and analysis, allowing for comparison among
participatory research projects.

The InSPIRES Open Platform (OP) was developed and is on the one hand an open
repository for Participatory Research projects and promoting structures, such as Sci-
ence Shops and Citizen Science research groups, and on the other hand, a quantitative
and qualitative evaluation instrument capturing data in five different dimensions. The
uniqueness of the approach is that the impact of the evaluation tool is both an online
questionnaire and a platform for automatic data analysis visualization. Thereby,
offering real-time project evaluation reports comparing performance of one project in
relation to the other ones registered on the platform. To our knowledge, this is the first
time that a platform featuring such characteristics is developed and proposed to the
Participatory Research community.

3 Methods

3.1 The Choice of Dimensions, Indicators and Questions

While providing a set of indicators that allows for within and between project moni-
toring and impact assessment, the online-based evaluation tool is primarily aimed at
enhancing awareness and self-reflection for project members by giving them the
opportunity to reflect upon the purpose and design of the research, both during and by
the end of the project. In line with the principles of Action Research [16] and expe-
riential learning [17], the online-based evaluation tool was therefore designed in the
hope that the results feed back to the actors involved would change practice through
critical reflection and facilitate the direct application of research findings in a practical
context.

Several available tools have set the basis for the definition and selection of relevant
indicators. These include the measures adopted in the assessment of public engagement
in research as for the PERARES EU Project [8], the metrics developed within the
MoRRi EU Project for RRI monitoring [18], and the scientific, individual and socio-
ecological criteria as proposed by Kieslinger and colleagues [10] for the evaluation of
Citizen Science projects. After a careful revision of criteria proposed by these EU-
funded projects and in tune with the criteria proposed by Kieslinger and colleagues [10]
for the evaluation of Citizen Science projects, the final classificatory scheme of the
online-based evaluation tool covers the following five core dimensions: (i) Knowledge
Democracy, (ii) Citizen-led Research, (iii) Participatory Dynamics, (iv) Integrity, and
(v) Transformative Change. Each core dimension encompasses different indicators (see
Table 1 for further details), and includes from 12 to 23 items each, positively worded
on a 0 to 7 scale, plus an open-ended question to capture qualitative feedback.

A defining attribute of Participatory Research projects is that they should value and
weight equally the contribution of the participants involved [19]. Evaluation strategies
of Participatory Research projects should thus, by their very nature, assess the project
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value and impact for the different actors involved through trust-related mechanisms and
a continuing commitment to power-sharing [20]. In an attempt to include and
accommodate multiple viewpoints and needs into the design and conduct of the
evaluation process, the online-based evaluation items were thus designed and per-
sonalized according to project members profiles which include: project manager(s),
professional scientist(s), student(s), and involved members of civil society.

Further, just as Participatory Research projects should be improved over time by
the growing experience and reflection from involved project members, the same
adaptive capacity and openness is requested from project evaluation [20]. Ideally,
indeed, Participatory Research projects should be continuously reviewed and amended
by feedback from the community [21]. This to say that evaluation should be all-
inclusive but not tight: rather, in the course of a participatory project the evaluation
should allow for reflecting developments and contextual changes in the projects [22].
Therefore, with the purpose of reconciling varied perspectives through interactive
processes, the online-based evaluation tool is structured along four project stages to
capture the momentum of the project, as well as its short-term and mid-term impacts:
(a) early stage evaluation; (b) mid-point evaluation; (c) end-point evaluation; and
(d) post-project evaluation, to be carried out approximately six months after the project
is completed.

Yet, the most important reason for developing a digital version of the evaluation
tool is that it supplies open, shareable and, primarily, comparable data. Being the idea
of sharing knowledge one of the most powerful aspects in collaborative and partici-
patory practices such as Science Shops and Citizen Science, the platform is thus
designed accordingly. The data of each project is visualized allowing comparisons with

Table 1. Core dimensions and relative indicators of the online-based evaluation tool.

Dimension Indicators Number of items

Knowledge Democracy ● Scientific relevance
● Openness
● Transdisciplinarity

12

Citizen-led Research ● Community alignment
● Responsiveness to community alignment

20

Participatory Dynamics ● Motivation
● Degree of engagement
● Satisfaction with the participatory dynamics

23

Integrity ● Expectation alignment
● Gender perspective
● Inclusivity
● Transparency
● Reflexivity
● Resource availability

20

Transformative Change ● Knowledge and skills
● Self-improvement
● Collective capacity
● Policy impact

19
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those projects that have already gone through their own evaluation process and
uploaded their data. While keeping privacy and anonymization through data aggre-
gation, the visualization wants to trigger self-reflection using other projects as a ref-
erence point (Table 2).

3.2 Agile and Sprint

AGILE methodologies were adopted by the entire team during the OP development, in
order to guarantee the alignment of all the stakeholders working jointly on the project,
and to ensure that a minimum viable product would be shipped in the very time-
constrained deadline of 3 months. AGILE and other adjoint techniques are commonly
used in software development [23] to manage expectations and focus the attention of
participants.

SCRUM [24] was the AGILE methodology used in the OP development. After
initial discovery of the requirements of the objectives described, the team planned very
regular meetings, at the end of each 2-week interval, being this interval frequency
known as a “Sprint”. Each meeting consisted of an open debate on the current state of
the development and a product demo with a fully working and deployed version of the
OP. This demo kept the entire team engaged and promoted participation as the product
becomes, since the first meeting, a real and tangible entity that can be commented on.
Meetings provided the opportunity to raise concerns, revaluate past decisions and
decide on top priority items for the next Sprint.

Going into more detail, the Sprint plans for this project were as follows:

1. Sprints 1 and 2 were focused on building up the database and application infras-
tructure, the setting up of user registration and login flows, and the design of the
necessary data model to support the objectives proposed during the first meeting.
Registering Structures and Projects was completed at the end of this period.

2. Sprint 3 was the mid-way OP development milestone to finish up the features
started in sprints 1 and 2, and to prepare the system to start with the “Project
Evaluation” set of objectives.

Table 2. Number of items per project member profile across the core dimensions.

Dimension Project manager Scientist Student Civil society

Knowledge Democracy 4 4 2 2
Citizen-led Research 4 4 4 8
Participatory Dynamics 5 6 5 7
Integrity 12 3 2 3
Transformative Change 4 3 5 7
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3. Sprints 4 and 5 were solely focused on developing the entry forms and visualization
technologies for Evaluation. The data model was expanded with the, until that
moment, unfinished requirements for the “Project Evaluation” features.

4. The last sprint, completing the 3 months of work, was focused on refining the look
and feel of the platform, adding quality-of-life features such as forgotten password
resolution and email alerts, and completing legal requirements such as data privacy
disclaimers.

On this particular project, not all of the requirements were fully signed off from the
start. Instead, as things became final and available, they were brought to discussion to
the bi-weekly sprint meetings and incorporated on the rolling development cycle. We
believe this would not have been possible if we had chosen to follow a more traditional
software development methodology, such as “Waterfall Development” in which
requirements are set from the start and can’t be changed moving forward.

3.3 The Technological and Design Pipeline

Our platform was deployed as a cloud application, this means that the platform exe-
cutes in a remote machine (server) and is ready for connections from any kind of client
device (i.e. mobile, tablet, laptop,…). Usually, these applications have two important
parts to be developed: Frontend (display and interaction with data) and Backend (the
provider of data and program logic).

Visualizations were developed on Altair, a Python wrapper of the Vega-Lite
Library. The visualizations of evaluation results were organized in three levels
depending on information interests and disclosure policy:

(a) Public level (Fig. 1), prioritizing aesthetics and simplicity. This level is based on
the project logo and associates each part of the hummingbird with an evaluation
dimension. Its wing is associated with Transformative Change, because it is the
most active part of the Hummingbird, and the one that creates movement. The
head is associated with Knowledge Democracy, following the natural relation of
head, mind and knowledge. The heart (or lower body) is associated with Citizen-
led Research, because citizenship is the heartbeat of Open Science. The tail is
associated with Participatory Dynamics, because it acts as a helm. And, finally,
the upper body is associated with Integrity, because without it all other aspects
would fall apart. This visualization offers maximum aggregation and simply gives
the relative position of each project within the five evaluation criteria, through
colours and arrows. It fulfils two needs: to have a quick overview of project
excellence and to rapidly compare between projects. This visualization is open to
everyone to comply with open data requirements as well as RRI ones such as
transparency and openness.
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(b) Participants level (Figs. 2 and 3): prioritizing usefulness but preserving privacy.
This visualization gives far more detail than the public one and complements the
dimension’ evaluation with indicators. For each indicator a bullet chart is shown
with the evaluation of the project related to the other projects in the platform.
Additionally, the project overall position is shown as well as the project evolution
through the different data collection phases. This visualization is open to all
participants in the project.

(c) Project manager level (Fig. 4): prioritizing the view of the different roles in the
project. The structure and presentation are very similar to the participants’ visu-
alization but for every dimension the aggregation is done by role. It fulfils the
need of the project managers to review the perceptions of the research team and to
investigate or compensate deviations. Project managers have also access to public
and participant level visualizations, being able to review the project from different
perspectives.

The selection of charts followed task and use-case scenarios design: the public one
is aiming for the wow effect; the bullet charts are a substitute for gauges and provide “a
rich display of data in a small space” [25]; Line charts are the most suitable charts for
viewing time evolution; Scatterplots relate two variables, and in the implementation act
as a quadrant chart.

The OP’s backend was developed on top of Django, a powerful Python framework
to act as a controller, using a PostgreSQL database to store the data model. Django
allows a rapid implementation based on an application skeleton which can be highly
customized, being a perfect platform for agile projects. To deal with the calculations for
the evaluation visualizations, the Backend leverages Pandas (a Python library) to
execute most of the number crunching. Projects data can be exported in CSV (comma
separated values) which allow easy takeout of data to process further in other tools.

4 Results

The platform was successfully deployed to a cloud provider and is currently online.
First users are testing the software with about 25 on-going Participatory Research
projects, mostly Science Shops and Citizen Science ones, and reporting any issues they
find.

The figures below show the three levels of visualization of evaluation results:
(Fig. 1) the public visualisation, available to everybody, (Figs. 2 and 3) two graphics
from the second level of visualization available only to participants of the project, and
(Fig. 4) level accessible only to project managers.
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The General Evaluation (Fig. 1) is the public visualization. It displays the five
principles and reflects the overall evaluation of the project. Each principle splits the
evaluation into four quartiles. In the example above the yellow marker shows the
project quartile for each dimension.

Fig. 2. Project overall visualization for participants and project managers

Fig. 1. Public visualization
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The Project Overall Position chart (Fig. 2) condensates the evaluation scores of all
projects into one indicator (evaluation) and calculates, for all projects, the difference of
the evaluation scores between the five principles (coherence). The current project is
represented by the yellow dot.

The Project Evolution chart (Fig. 2) shows, for the current project, the aggregated
score for each one of the four phases of the evaluation process represented by the
yellow line. The median and quartiles Q1 and Q3 of the evaluation of all projects are
displayed for each phase.

A meter (bullet chart) (Figs. 3 and 4) is shown for every principle and for the
different dimensions that constitute each principle. The yellow dot represents the
evaluation of the current project. The shadows represent other projects evaluation: a
lighter shadow represents the projects with the lowest and the highest evaluation
scores, whereas an opaquer shadow represents the projects within the first and the third
quartile of the evaluation scores.

Fig. 3. Principles and subthemes visualization for participants
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The Project Manager visualization gives a fine-grained detail of the self-reflection
process while providing an internal view for management purposes.

5 Conclusions and Future Work

The Inspires Open Platform represents a step forward in Open Science evaluation and
in the use of technology and visualization techniques that may impact on future pro-
jects on the area. We freely offer it to open science structures and Participatory
Research projects to increase their visibility and share good practices.

The platform is currently being tested by 25 projects which are introducing actual
data and are going through all the phases of the evaluation processes, this will verify
the correct user experience of the participants with all the interaction and also the
adequacy of the questions to real and specific projects.

As a future work the authors will do more research on the users understanding of
the visualizations and on the data gathered by the platform to make some complex
cross-comparison and analysis among the projects in the Inspires Open Platform.
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Abstract. It is a fact that technologies do not have fixed effects on
people. Some researches show how phenomena such as social influence
and conformity appear increasingly multiform and complex, in partic-
ular, because people engage more and more in web interactions. The
study of conformity in the online environment has highlighted how, to
model these dynamics, it is necessary to consider the peculiarities of
such environment, since it presents characteristics that differentiate its
interactions from the face-to-face ones. Therefore, this research aims at
investigating whether and how the type of environment influences the
level of conformity to different types of local norms shown to the experi-
mental subjects during a bargaining web-based game. The evidence of the
research, conducted on 484 participants, have suggested that there are
different psychological processes involved in the conformity phenomenon
depending on these factors. The results are discussed in the light of Self-
categorization theory, as well as the SIDE model, and illustrate the rele-
vance of considering these processes and their characteristics to promote
the implementation of more efficient (and effective) online environments.
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– Pro-social systems are more contagious in FtF than in CMC, while no differ-
ences are revealed for the Pro-Self norm.

1 Introduction

Interest in the new Information and Communication Technologies (ICTs) has
grown exponentially in recent years. ICTs have proven to be not only useful
communication tools but instruments with great potential also in the improve-
ment of healthcare assistance, as shown by thousands of web applications devel-
oped for mental health, support, and training. For what concerns the Psychol-
ogy field, online environments appear to represent a common context in which
services and products are provided to individuals, even therapies are conveyed
by ICTs, as represented by Cybertherapy. Furthermore, although online inter-
actions usually take place among isolated individuals, the communication pat-
terns mediated by the technological devices exert influence on the interactors,
determining peculiar (social) dynamics in this context. Therefore, it appears
particularly relevant understanding what characterizes the online environment
and computer-mediated communication, focusing on those dynamics that make
this context unique and that differentiate it from face-to-face interactions. In
their work, Daft and Lengel [11] identify two main differences between offline
and online environments. In the first place, the online environment is considered
“poorer” than the offline one. In particular, computer-mediated interactions dif-
fer from the face-to-face ones for all the information conveyed by non-verbal
communication, such as body language, as well as for social and visual cues,
such as age, gender, ethnicity and status. A communication medium can be con-
sidered “rich” when it provides immediate feedback (synchronicity) to the user
and contains multiple cues (i.e., the possibility to see or hear someone else). All
these features appear to be missing in the majority of the media available in
online environments. Computer-mediated interactions rarely have the capabil-
ity to convey non-verbal and social feedback, making it hard to extend to this
type of environment complex tasks, characterized by a certain level of ambiguity
and uncertainty. In the second place, the other main difference between face-to-
face and computer-mediated interactions concerns with the increased anonymity
that characterize the online environments. From many literature contributions,
emerge that anonymity can lead to a reduction in the individuals’ awareness
of their behaviours, inhibitory and regulatory conducts, as well as in the oth-
ers’ reactions. The Deindividuation Theory of Zimbardo [48], postulates that
reduced levels of interest in self-observation and social evaluation, lead anony-
mous individuals immersed in the group to engage in aggressive and antisocial
behaviours, or, more in general, in those conducts normally inhibited because
in conflict with the social norms. According to this theory, online environments
should be affected by many negative behaviours, because characterized by more
chances to be and to act anonymously. These assumptions do not find a complete
confirmation in the following studies, which proved that increased anonymity is
not only linked to aggressive or antisocial behavior but instead, it appears to
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lead also to pro-social behaviours and conformity phenomena [22]. Conformity
dynamics characterize individuals interacting in a group context, and when one
finds in a small group, the phenomenon of conformity primarily refers to the
adoption of rules and norms strictly tied to such context. Various studies have
shown their interest in the conformity dynamics [8], and some of them focus
on the differences between face-to-face and computer-mediated interactions. In
particular, Perfumi, Cardelli, Bagnoli, and Guazzini [32] investigate the phe-
nomenon of conformity online with an adapted version of Ash’s experiment.
In their study, they found that online conformity increased at the increase of
the ambiguity and the difficulty of the task, coherently with what was discov-
ered offline. Moreover, the adoption of the rules and the norms conveyed by
the context was lower when the interaction was computer-mediated, rather than
face-to-face. This difference was justified with the lack of non-verbal cues that
characterized the online environment. More social cues characterize a specific
context, then it is more likely that an individual will conform to a norm [25].

On the basis of literature evidence, it has been hypothesized (H1) that social
norms adoption in a small group context is influenced by the way in which people
interact. In particular, one should expect that lower levels of conformity will be
registered in the CMC condition compared to the FtF one.

To study the social dynamics in small groups grew stronger the use of eco-
nomic games in the last three decades, stimulating the development of different
software to fit multifaceted contexts and social phenomena [37]. According to lit-
erature, the Ultimatum Game (UG) of Guth, Schmittberger, and Schwarze [20]
is the most studied game in experimental economics and it fulfills a paramount
role also in Social Psychology research, given its large employment in the inves-
tigation of human cultures’ prototypical features and social norms [21]. The UG
is a game in which a sum of money is shared between two players, the proposer
and the responder. The first player is called to split the money with his interac-
tor, who can decide to accept or refuse the allocation. If the responder decides
to accept it, then the amount of money is shared as the proposer wished. On the
contrary, if he decides to refuse the allocation, then nobody earns anything. Even
though the Rational Choice and the Expected Utility Theory postulate that a
rational proposer should offer the least amount allowed, and a rational respon-
der should accept all the received allocations, people seem to behave differently.
Usually, proposers split the stakes fairly, offering between 40–50% of the sur-
plus, while responders typically reject “unfair” offers, namely allocations between
20–40% of the surplus [18]. Therefore, with the idea of the “Homo economicus”
on the rocks, social preferences, norms, and emotions appear to be reliable land-
marks in the prediction and interpretation of humans’ behaviour, also in eco-
nomic games. Various intercultural studies have been conducted to investigate
how the construct of fairness, inequity aversion, an strategic behaviour that char-
acterize the UG can change depending on the social contexts in which the game
is played. In particular, from those studies has emerged that the deep variations,
in terms of preferences and expectations, that can be observed between groups
are tied to norms [21]. According to Bicchieri and Chavez [2], three necessary
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conditions should be satisfied so that a social norm can form and spread. The
first one regards the awareness of people about the existence of a specific norm
and the context in which it should be applied. The authors argue that it is nec-
essary that individuals know the norms that characterize their environment and
how to behave accordingly with the situation. In fact, as norm unawareness can
probably lead to non-conformity, norm salience can probably lead to increased
conformity [7]. The second point refers to the importance of the conditional pref-
erence for a norm that leads people to follow it. In particular, individuals are
more willing to respect a norm that they believe others will follow (empirical
expectations) and that think others want them to follow, with punishment as a
consequence of transgression (normative expectations). Finally, the third condi-
tion that should be satisfied to favour the norm formation and spreading refers to
the existence of expectations. In fact, even in the case in which individuals know
which norm follow in a specific context, it is necessary that they also have the
right kind of expectations about it. Applying these considerations to the Ulti-
matum Game, it appears that this context can favour the formation of empirical
and normative expectations, influencing the players’ behaviour. According to
the literature, the offers in the Ultimatum Game are driven by a combination
of inequity aversion and strategic self-interest [5,21], constructs that are ana-
lyzed together with social norms by Fershtman, Gneezy, and List [14]. In their
work on Trust and Dictator game they argue that social norms deeply influence
players’ behaviour, therefore when the “inequity aversion” norm is salient it pre-
vails, but when players can behave selfishly because protected by the existence
of a norm that justifies their behaviour, they follow their self-interest. Therefore,
individuals appear to be particularly influenced by those social norms that are
consistent with their priorities, usually choosing and following “a relevant social
norm that justifies a behaviour or an action that maximizes their preferences over
outcomes” [14]. In experimental economic games, players’ behaviour appears to
be deeply influenced not only by the peculiar features of the context but also
from the norms that characterize the social aggregates they belong. From litera-
ture emerges that different norms have different effects on people’s behaviour. In
particular, Zhou, Liu, and Ho [47] show that selfish norms appear to be “longer-
lasting” and “more impactful” than cooperative norms. Consequently, with the
aim of understanding and predicting people’s behaviour, context’s features and
norms, as well as individual’s identification with the group he belongs cannot be
overlooked [4].

In the light of literature evidence, has been hypothesized (H2) that selfish (or
pro-self) and cooperative (or pro-social) norms have a peculiar impact on peo-
ple’s behaviour. In particular, priming the individuals with a pro-self and a pro-
social norm will probably have a different effect on their subsequent behaviour.
In fact, one can expect that people will conform more to the pro-self norm rather
than the pro-social one since it will provide them with a justification for their
selfish conducts. Therefore, it can be assumed that pro-self norms will spread
more and more easily than pro-social ones, especially in cases in which selfish
behaviours can find a justification in the context.
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According to the Social Identity Model of Deindividuation Effects (SIDE),
one of the key factors in the prediction and the interpretation of people’s
behaviour is represented by the level of identification that a specific individ-
ual has with the group he belongs. Another paramount role is played by the
anonymity that, added to identification, foster people’s tendency to conform to
the norms of such group [38]. Starting from the construct of deindividuation and
flipping the perspective of the classical theories about it [12,15,36,48], the SIDE
model provides an explanation of the phenomenon of conformity, considering
the importance of the norms that characterize every particular social aggregate,
namely the local norms. More specifically, the SIDE model conceptualizes deindi-
viduation incorporating two different theories: the Social Identity theory [41] and
the self-categorization theory [43]. The first one provides evidence on how people
infer some aspect of their identities from the groups they belong, and since they
are part of many groups, playing different roles and with different behavioural
standards, all these aspects contribute to their self-conceptualization [44]. In
everyday life, it appears quite easy to favour the emergence of group identity
(generally defined as an individual perception derived from the affiliation with
a social group) as suggested by the work of Turner, Hogg, Oakes, Reicher, and
Wetherell [43], that provide evidence on the fact that it’s enough that people
conceptualize themselves as members of the same social category to make group
identity develop. Considering the second theory that the SIDE model incorpo-
rates, namely the Self-categorization theory, it broadens the previous perspective
and provides evidence of the existence of two different types of categorization
that people make: personal and social. While in the case of personal categoriza-
tion, people define themselves through an individual identity that embodies all
the attributes that define a person as a unique human being; in the case of social
categorization, people refer to the groups they belong to define themselves and
their social identity. People experience different social identifications at differ-
ent time points and in different contexts, therefore is common that numerous
categories are used to define themselves (e.g., we vs them, males vs females).
Following this consideration, it emerges that when the social identity becomes
salient people categorize themselves more as representative members of a partic-
ular social category and group than as a unique individual. This categorization
process and his consequences (in particular the adherence to the local norms) are
automatic, and represent the “cognitive” side of SIDE. According to the model,
when the social identity is salient people conform more to the group’s norms and
tend to behave more following its behavioural standards. Furthermore, there are
other factors that come into play in this scenario, such as the anonymity, that
is capable of fostering conformity to the local norms when the group member
is depersonalized and with a salient social identity [39]. The SIDE model has
been often adopted to explain the research results on depersonalization both
offline [26,40] and online [34,35]. In particular, the widespread diffusion of the
new technologies enabled not only the investigation of phenomenon like the
conformity to norms with new methods, moving experiments from laboratory
settings to online environments, but also raised questions about the differences
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that can be observed between face-to-face and the computer-mediated inter-
actions. In those contexts in which information is relatively poor (e.g. CMC),
people appear to be more sensitive to salient social norms; furthermore, these
contexts seem also capable of setting off a deindividuation process simply on the
basis of their features, making group members more sensitive to the influence of
rules, stereotypes, social attraction, as well as favouritism towards the ingroup
[34]. McKenna and Bargh [29] sustain that offline and online environments share
some characteristics, as well they distinguish for others. In particular, in online
interactions people can be more easily anonymous and physically isolated, as
well as communication can be characterized by a reduction of physical appear-
ance and visual cues. These characteristics have a significant effect on people’s
behaviour, on the social influence that they exert, and on the one from which are
affected in computer-mediated interactions. According to Laporte et al. [25], the
differences in conformity among individuals are associated with the number of
social cues available in a specific interaction and the communication medium. In
their work, the experiment participants were asked to answer to questions (whose
ambiguity degree could vary) as members of a group, with the chance to see the
other participants through a simple photo or a live video (webcam). Manipulat-
ing the degree to which social cues were visible to the experiment participants,
the researchers found that higher levels of conformity could be observed in the
condition in which there were more social cues, namely in the live video one. Such
results appear to be in line with the literature on the construct of visibility, that
is conceptualized as a factor capable of setting off categorization processes, that
can also occur unintentionally [3], as well as a salient group identity [13,45]. Peo-
ple appear to be highly sensitive to the social context, and this shines through
their behaviour, being capable of tuning their conduct with the others’ basing
on both, explicit and implicit cues, such as nonverbal behaviour [17,24] or con-
versational pauses [23]. Consequently, pro-social behaviours can derive from a
mere “silent identification” that is not only capable of exerting higher levels of
conformity but also to reduce the social distance between individuals [4], the
fact that has an impact on people’s selfish and cooperative tendencies [6].

Starting from the literature evidence can be hypothesized (H3) that an inter-
action effect can occur between how people interact (face-to-face or computer-
mediated) and the type of local norm with which experiment participants were
primed (pro-self or pro-social).

The paper is organized as follows. Firstly will be presented the method of the
study, divided into three subsections, namely participants and design, procedure,
and manipulations. Then, it will be shown the results of the study, that will
be discussed in the ad hoc section. Finally, some general considerations about
the impact of the present research will be provided in the conclusions of the
paper. The main objective of this contribution is to shed light on the differences
between face-to-face and computer-mediated interactions in terms of conformity
to local norms. These results appear to be useful to deepen the knowledge on
the online environments, as well as to design contexts tailored to the norms that
characterize it and the consequent behaviour elicited in human beings.
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2 Method

2.1 Participants and Design

The sample of the present research was formed by 484 psychology students of the
University of Florence (99 males and 385 females) with an average age of 21.99
(SD = 3.70). All the participants were recruited through a voluntary census,
and their data have been managed by the guidelines for the ethical treatment of
human participants of the Italian Psychological Association (AIP). The exper-
imental design was 2 (environment: CMC and FtF) × 2 (local norm: pro-self
and pro-social), and careful management of the confounding variables was per-
formed. In particular, following the literature evidence, anonymity, social identity
salience, individual and group setting emerged as the main influential ones, so
their effects have been balanced.

2.2 Procedure

To test our experimental hypothesis, an ad hoc software was developed, and the
participants played a modified version of the Ultimatum Game online, acting
before as respondents and then as proposers. Both phases of the game were
repeated fifteen times, and the participants played a total amount of thirty
rounds. Each participant had a personal tablet with which playing, and although
he thought to interact with other human players, he played with a system of bots.
Such a system was composed of 5 playing bots, and since the rounds were 15 for
each game’s phase, the experimental participant could randomly encounter the
same player more than one time.

2.3 Manipulations

Two independent variables were taken into account in this study: the type of
environment and the type of local norm. Although the participants always played
the game through the tablet, manipulation of the type of environment in which
they were playing was carried out. In particular, they could be randomly assigned
to two different conditions: the FtF and the CMC. In the FtF condition par-
ticipants could see each other during the game, while in the CMC condition
they could not. Therefore, while in the first condition they could also exploit
visual cues to interact with the other players, in the second one, their interac-
tion was limited to the tablet. The second independent variable manipulated
in this study was the type of local norm, that was generated using the aver-
age donation (4.11 resources) observed within the population in the Ultimatum
Game context as a threshold (see [42] for a meta-analysis). The below-threshold
norm was renamed “pro-self” and referred to an amount of 3.5 resources, while
the above-threshold norm was renamed “pro-social” and referred to an amount
of 6.5 resources. To prime a specific norm, the participants as first thing played
as respondents, receiving 15 allocations of different sizes, whose average could
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be 3.5 euros or 6.5 euros based on the condition to which they were randomly
assigned. Participants were explicitly instructed to maximise their gain, consid-
ering the operating rules of the classic Ultimatum Game, and having the chance
to accept or refuse the received allocation. Once the receiving phase was over,
the participants played as proposers, allocating at will a sum of money between
0 and 10 euros for 15 times to the other players, always considering the operating
rules of the Ultimatum Game.

3 Results

To verify the preconditions necessary for the inferential analyses on the exper-
imental data, the normality of the distribution of the continuous variables was
assessed through the analysis of asymmetry and kurtosis values. Consequently, to
compare results per conditions 2 (environment: CMC and FtF) × 2 (local norm:
pro-self and pro-social) an inferential analyses using a general linear mixed model
(GLMM) approach [28] has been used, due to the structure of the repeated mea-
sures of the experimental data. In the study the “adherence to the local norm”
was considered as dependent variable and it was operationalized as the gap
between the norm given in the receiving phase (i.e., 3.5 or 6.5 euros) and the
average allocation of the experimental participant during the donation phase.
Therefore, higher was the distance between the provided norm and the average
amount of money donated by the participant, lower was the adherence to the
local norm. The deviation from the provided local norm has been considered
as a measure of anti-conformity behavior. The results of the study will be pre-
sented following the experimental hypothesis, therefore three subsections have
been developed.

3.1 Effects of Face-to-Face and Computer-Mediated Communication
on Norms Spreading in Small Groups

To understand the spreading dynamic of local norms within small groups of
interacting John Does, the GLMM technique has been used to explain the rela-
tionship between the type of environment in which the interactions take place
and the levels of conformity to the local norms. In particular, in this subsection
are presented the discrepancies in local norms adherence associated with the
face-to-face and the computer-mediated communication. As shown in Table 1,
a significant difference on the levels of conformity to the local norm has been
observed between the two environments (t = −4.29, p < .001), with the FtF char-
acterized by a higher adherence to the norm compared with the CMC one. In
other words, the participants were more anti-conformist when communication
was exclusively tied to the provided technological device, and no other visual
cues were involved. Focusing on norms, in the next subsection will be shown
how to different types of norms correspond to different levels of conformity (or
anti-conformity).
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Table 1. Generalised linear mixed models 1. Effects of the type of environment on
local norms conformity

Type of environment and local norm conformity

Best model Akaike F Df-1(2)

21970.61 18.38∗∗∗ 1(7258)

Fixed effects

Factor F Df-1(2) Coefficient (β) Student t

CMC vs FtF 18.38∗∗∗ 1(7258) −0.11 −4.288∗∗∗
∗∗∗ = p < 0.001; ∗ = p < 0.05.

3.2 Pro-self and Pro-social Norms Spreading in Small Groups

Starting from the hypothesis that not all the types of norms spread in the same
way in small interconnected groups, the levels of conformity to pro-self and pro-
social norms have been compared through a GLMM model. Table 2 shows how a
significant difference between the adhesion to the norms has emerged in the small
group context (t = −18.13, p < .001). In particular, the pro-self norm appeared
to be characterized by higher levels of conformity and diffusion. Finally, to shed
light on the interaction between the effects of the face-to-face and computer-
mediated communication on the different types of norms spreading, a model of
this complex relationship is provided in the next subsection.

Table 2. Generalised linear mixed models 2. Effects of the type of norm on local norms
conformity

Type of norm and local norm conformity

Best model Akaike F Df-1(2)

21667.53 328.67∗∗∗ 1(7258)

Fixed effects

Factor F Df-1(2) Coefficient (β) Student t

Pro-self vs Pro-social 328.67∗∗∗ 1(7258) −0.46 −18.129∗∗∗
∗∗∗ = p < 0.001; ∗ = p < 0.05.

3.3 Interaction Effects on Norms Spreading in Small Groups

With the aim of testing the third hypothesis of the study, namely that an inter-
action between the type of environment and the type of norm can be detected
on the conformity levels to the local norms, a GLMM approach has been used.
From the previous results has emerged that higher levels of conformity to the
norm can be observed when the interaction within the small group happened
face-to-face (even if a technological device mediated it), as well as when the
norm was pro-self. Combining the effects of the face-to-face and the computer-
mediated communication with the pro-self and the pro-social norms has emerged
a significant interaction between these variables on the levels of conformity to
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the local norm (t = −4.29, p < .001). As shown in Table 3, participants appeared
to adhere differently to the experimental local norm depending on the type of
the environment. In fact, the highest levels of conformity were detected in the
condition in which the small group members were interacting face-to-face, and
were primed norm was the pro-social one.

Table 3. Generalised linear mixed models 3. Combined effects of type of environment
× Type of norm on local norms conformity

Environment × Norm and local norm conformity

Best model Akaike F Df-1(2)

21654.95 117.29∗∗∗ 3(7256)

Fixed effects

Factor F Df-1(2) Coefficient (β) Student t

Pro-self vs Pro-social 328.01∗∗∗ 1(7256) −0.51 −14.352∗∗∗

CMC Vs FtF 17.14∗∗∗ 1(7256) −0.16 −4.523∗∗∗

Pro-social + FtF 4.97∗ 1(7256) 0.11 2.230∗
∗∗∗ = p < 0.001; ∗ = p < 0.05.

4 Discussion

The present study contributes to an interdisciplinary line of research that
involves knowledge coming from different fields, especially from social sciences,
economic sciences, and information engineering. In particular, the purpose of
this contribution is to increase the understanding of what one should expect in
terms of conformity to norms, when different types of norms are involved, as
well as when such phenomenon is investigated through face-to-face or computer-
mediated interactions in the small group context. To do so, a customized eco-
nomic game has been administered to the experimental sample. In particular,
the participants played a switched version of the Ultimatum Game through face-
to-face or computer-mediated interactions (repeatedly playing before as respon-
ders and then as proposers), as well as they were primed with a salient norm
(selfish or cooperative) in the first phase of the game. Taking inspiration from
the large body of literature concerning the differences between face-to-face and
computer-mediated interactions, and by controlling the most important con-
founding variables identified by literature, has been hypothesized that confor-
mity to the local norms would be lower in the Ultimatum Game played through
computer-mediated interaction than in face-to-face (H1). Previous researches
[8,32] have argued that although similar dynamics characterize offline and online
interplays, and that a certain level of conformity can be observed online, it’s
important to underline that those tasks that were performed through computer-
mediated communication registered lower levels of rules’ adhesion with respect
to those carried out through face-to-face interaction. In line with previous evi-
dence, in this study has been found that participants conformed more to the local
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norm when playing the UG face-to-face, confirming the first hypothesis of the
research. In particular, the experimental sample showed increased levels of anti-
conformist behaviour when interacting through a technological device without
any available visual or social cue about the interactor (CMC condition), as well
as increased levels of conformity occurred when people played, always by means
of a tablet, with many accessible cues (FtF condition). Therefore, results inter-
pretation appear to revolve around the availability of cues in a certain context,
whether they are social or visual, that seem to contribute to the phenomenon of
conformity. In fact, as the number of cues increases, also the information that
one has about the interactor increases, fostering the individual perception of the
others, as well as the intention to conform to the norms of the group. Moreover,
according to the literature on the Ultimatum Game, people’s behaviour is made
of a combination between inequity aversion and strategic self-interest, factors
that have brought scholars to the wording of “Homo economicus”, currently in
contrast with the construct of “Homo sociologicus”. While the first one belongs
to the economic field and tries to model humans’ conduct, the second belongs
to sociology and proposes a vision of the individual behaviour as almost entirely
dependent from the context, and in particular, from norms. Recent literature
on economic games argues that people acts combining personal interests and
norms’ adherence, showing a preference for those norms that provide them with
an excuse for selfish behaviours. Consequently, as stated by Fershtman, Gneezy,
and List [14] “when socially acceptable actions provide one person with a greater
portion of the rents, people will exert extra effort to secure those rents, to the
detriment of the other player”. To compare the participants’ conformity levels to
the pro-self and the pro-social norm in the small group context (H2), indepen-
dently from the way in which interactions took place, participants’ allocations
have been analyzed with the norm primed in the first phase of the game. In
accordance with literature evidence, the results show that higher levels of con-
formity were registered for the pro-self norm, namely participants appeared to
be more influenced by the pro-self norm rather than the pro-social one during
their allocations. Therefore, it can be assumed that people found justification for
their self-interested behaviour in the pro-self norm made salient at the begin-
ning of the game. This result appears to be supported by the economic and
the psychological literature which shows that, compared to cooperative norms,
the selfish ones seem to be particularly impactful and more easily absorbed by
individuals [16]. Furthermore, also Zhou and Ho [47] provide evidence consis-
tent with our results for a wider context and its norms, namely the cultural
norms. In their study, the authors argue that selfish norms are more influential
than cooperative ones and that it is enough to expose an individual character-
ized by a cooperative background to a selfish environment to elicit a pro-self
playing behaviour in an economic game. At the same time, the opposite is not
true. In fact, just one exposition to a cooperative environment is not sufficient
to elicit a pro-social behaviour in a player with a selfish background, deter-
mining any change in his behaviour. If one of the objectives of the literature
is to model humans’ behaviour through the employment of economic games, is
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necessary that this branch of knowledge takes into consideration all the factors
that play a role in determining people’s conducts. Norms represent one of these
factors. Humans’ behaviour in economic games appears to be deeply influenced
by them, whether they are strictly tied to the context, like the local norms, or
they belong to broaden scenarios, such as social and cultural ones. Social norms
arise, develop, and spread through the interaction among individuals, who not
only contribute to the creation of those norms but are also deeply influenced
by them. Consequently, norms and group standards appear to be particularly
influenced also by the context in which they occur. As shown in the previous
section, this study reveals the existence of an interaction between the type of
norm to which an individual has been exposed and the way in which people
interact, confirming the study’s hypothesis (H3) and determining two different
patterns of conformity elicitation. In particular, the degree of adherence to the
pro-self standard does not present significant differences if considered in rela-
tion to the face-to-face or the computer-mediated interaction. This reasonably
indicates that, regardless of the type of environment, the selfish norm usually
prevails. On the other hand, considering the interaction between the type of
norm and how people interact, one can detect a certain deviation in the degree
of adhesion to the norm. In fact, those who played the game in the condition in
which they could see each other (i.e., face-to-face), conformed significantly more
to the pro-social norm than those who instead were forced to interact without
any visual cue. In this case, the availability of visual cues about the other mem-
bers of one’s group, have probably played a paramount role in determining a
categorization process of the participants as members of such group [25], mak-
ing the social identity salient, that represents a fundamental factor capable of
predicting higher levels of conformity to the group’s norms. As shown above,
norms spreading was greater when participants interacted in face-to-face, and
the deviation that occurred in the adherence to the pro-social standard may
have been affected by this mechanism. At the same time, no differences were
likely observed for the pro-self norm dependently from how players interacted,
since individuals held such norm as a personal one, acting following it also when
the social identity was not salient. On the other hand, for what concerns the
pro-social norm, the issue is more complex. In fact, one can hypothesize that
concerning the face-to-face environment, the presence of a salient social identity
has brought the participants to adhere to the group’s standards (i.e., the type of
donation considered legitimate in that context). On the contrary, in CMC and
given the absence of these psychological mechanisms, individuals have played
following their standards (that is, being able to maximize their gain), thus being
less influenced by the experimental norm. These considerations are endorsed by
many literature contributions that have shown how, in CMC, the absence of
psychological processes, such as the salience of social identity [31], or more sim-
ply the lack of communicative exchanges [33] and visual cues, is able to influence
the process of adherence to the norms, in particular reducing it. Cinnerella and
Green [8] have suggested that these characteristics can influence the behaviour
of the participants, since in such conditions they may have difficulty in forming
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a sense of belonging to the group and therefore a common and salient social
identity that requires the presence of additional contextual factors to explain
themselves. These results would therefore be in line with the SIDE model [39],
according to which the development of a social identity linked to belonging to
one’s group and the maintenance of the latter as salient and meaningful, would
be able to produce a higher level of conformity, even in an online environment. In
fact, perceiving their social identity as salient would lead individuals to become
more sensitive to the social stimuli present in the environment, which in turn
will make them more inclined to adapt themselves to the local regulations that
characterize such group [22]. If this process of depersonalization does not occur,
individuals will tend to act according to their personal standards. Since this
process strongly depends on the context, it is not surprising that the partic-
ipants deviated from the experimental standard, thus conforming less to the
local pro-social norm respect to those who interacted in face-to-face.

5 Conclusion

From our perspective, it is essential to stress the importance of research on social
dynamics in the online environment, both from a strictly scientific point of view,
as well as for the many practical applications that this knowledge allows to reach.
In particular, thanks to this research vein, many projects of psychological inter-
est have been promoted and implemented, exploiting the potentiality that the
online environment owns. To name a few, the use of new technologies combined
with this scientific knowledge has led to the development of prevention projects
in virtual environments against cyberbullying [10,46], phobias [19], and for the
treatment of psychological diseases - e.g., depression [30]. Furthermore, research
related to conformity and social influence in online environments has proved
its usefulness in many areas and has paved the way for many different applica-
tions, including health in the workplace (e.g., [1]), where the use of avatars and
game-based activities are always more common in many companies (e.g., for the
personnel selection). Also, the construct of depersonalization has shown a full
versatility in many other fields besides those just mentioned; in fact it has been
applied to learning processes in groups, for example in schools as shown by the
research of Le Hénaff, Michinov, Le Bohec and Delaval [27], as well as in the field
of advertising and persuasive messages [9]. Those just mentioned are just some
of the points where research on conformity and social influence in the virtual
environment has contributed, also in a practical sense (e.g., helping to design the
ergonomics and functioning of many software and online platforms). Although
not exhaustive, these examples allow us to focus on the importance of modelling
people’s behaviour in online environments; in fact, knowing which variables are
involved in defining the social dynamics and which interactions are significant
to be able to amplify or decrease their effects, will lead to the implementation of
projects and services that can exploit this knowledge to develop tailored environ-
ments for their users. All these evidence contribute to bring out the importance
of this branch of research and, in particular, provide a well-established framework
in which our study places.
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Abstract. Internet service disruption is at best an inconvenience and
at worst devastating for many businesses, governments and individuals.
Small Island Developing States (SIDS), which are particularly vulnerable
to natural disasters, often enjoy the least resilient network architectures
and suffer the longest periods of disruption when service is most needed.
As authoritative Domain Name System (DNS) servers generally lie off-
island, the failure of international access links cripples local service avail-
ability, even when domestic links are physically operational. This paper
proposes a simple monitoring strategy to reduce the impact of infrastruc-
ture losses in such circumstances. It examines the probability that local
hosts are unreachable due to unavailable DNS mapping data gathered
over a monitoring period and reports on a complementary strategy, and
associated platform, to manually capture missing mappings. Together
these mechanisms generate a set of local DNS mappings that enable
SIDS’ Internet Exchange Points (IXPs) to perform intra-island routing
independent of external DNS servers.

Keywords: Domain name service · DNS · Network availability ·
Internet resilience

1 Introduction

Small Island Developing States (SIDS) [5] face specific social, economic and
environmental vulnerabilities [1]. Some important characteristics of SIDS include
their high dependence on external and remote markets, long distances from
export markets and import resources, and low resilience to natural disasters
such as storm surges, landslides, droughts and weather systems [4].

Natural disasters often result in a loss of Internet connectivity in SIDS. As
for the rest of the world, Internet connectivity is increasingly important for
these states during all stages of the disaster risk management (DRM) cycle:
mitigation, preparation, response and recovery. Many DRM systems rely on it
for the quick dissemination and receipt of critical information both within the
affected jurisdictions and with the outside world.

Many regulatory frameworks include broadband provisions in universal ser-
vice obligations of operators. Such regulations and associated national policies,
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consider access to the Internet as a right of all citizens, alongside that of water
and electricity. There is also increasing interest in obligations and other provi-
sions relating to network resilience and service availability during and following
natural disasters. Simple, low-cost provisions are the most practical and sus-
tainable for SIDS which are prone to high failure rates in connectivity at the
backbone and local levels. Several such solutions together represent an effective
means of increasing the overall resilience of SIDS.

2 Problem Statement

In order to access a website a user types the URL, say www.google.com, in
the address bar of a browser. Among other things, this URL specifies a specific
computer which hosts the website on the Internet. While the URL is a convenient
way for human users to remember Internet addresses, computers recognize each
other by their Internet Protocol (IP) addresses, not their URLs. An example IP
address for Google is 172.217.11.14. A Google search may be performed by
typing 172.217.11.14 into a browser. In a similar manner, specific handsets in
the telecommunications network are identified, and may be accessed, by their
telephone numbers.

In order to retrieve a web page a computer must map the URL to its cor-
responding IP address. This is equivalent to looking up a phone number in the
Telephone Whitepages. The Domain Name System, DNS, performs this map-
ping. The DNS uses a hierarchical structure to provide the lookup function. For
example, if we consider accessing google.com, the computer first queries a root
server (called a nameserver) that contains the locations (IP addresses) of servers
that contain information about .com addresses. It then queries those servers to
obtain locations of servers that can resolve google.com addresses and finally it
queries the google.com nameservers to obtain the IP address associated with
google.com [3].

As nameservers are distributed around the Internet, the DNS function can-
not be fully performed when international links are down. This impacts both
access to sites within the affected country and abroad. That is to say, for exam-
ple, that if persons in an affected area wish to access the website of the local
disaster management agency, they may not be able to do so even if the physical
infrastructure were unaffected. Local connectivity is not only important for dis-
aster mitigation and preparation, but it is invaluable for disaster response and
recovery. Access provisions during the critical hours of the disaster and prior to
the restoration of regular service following the disaster, is for some the difference
between life and death.

3 Proposed Approach

In principle, the impact of a loss of access to external nameservers may be
mitigated by maintaining a copy of all possible DNS mappings on the Internet,
in-country. While this is impractical, it is reasonable for SIDS to maintain DNS

www.google.com
http://google.com
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mappings for all hosts located in their particular country. These hosts are the
computers capable of local connections. We recommend this approach to ensure
that all hosts in a country remain locally accessible through their regular URLs
when physical connectivity is available locally but international connectivity is
lost.

We propose that each ISP provides DNS service for its customers and that the
log files of all DNS requests are scanned daily. All mappings that are performed
with destination IPs located on the island should be saved. Over time a list of
all hostnames associated with local IP addresses will be generated. When access
to the global Internet is lost the local IXP can use this saved list of mappings to
perform the DNS function. Customers who have manually changed their DNS
settings will not be accommodated.

ISPs are expected to apply rules of retention which specify the monitoring
period and flush mapping entries outside of it. The proposed strategy will gener-
ate the mappings of all local hosts accessed within the monitoring period but will
not capture those for hosts not accessed over the monitoring period. The authors
have developed a simple web platform to capture the mappings of sites which
are important during disasters but which may not have been accessed within
the relevant monitoring period. Domain names of sites which have never been
accessed, or those that have not been accessed recently, are manually entered on
the platform’s web-based interface, and a script is run to extract all associated
IP addresses. This includes websites, mail servers, etc. All mappings to local IP
addresses are stored and can be added to the mappings obtained by the ISPs to
be used in times of disaster. The platform, may be publicly accessed at https://
dnscache.lab.tt.

4 Analysis of the Solution

To examine the likelihood of missing mappings over a monitoring period, we
consider that there are K active services (web sites, email servers, etc.) with
locally assigned IP addresses on the island. Multiple services may map to a
single IP, as for example a single web server with virtual hosting support; and
a single service may map to multiple IPs, for example for fault tolerance. All
services must be mapped to their IP/s once the IPs are local.

Access to services is not a stationary process. Though the rate of access is
likely to vary by time of day, day of week, month, etc., this basic analysis assumes
only variations by time of day. Each day is segmented into small periods over
which the request rate for a particular service is assumed constant. We further
assume that the request rate for a given service, k, is the same for the same
period each day. We denote this request rate λk. Since the number of potential
clients that access the service is large and their requests are independent, we
assume that requests may be modelled using a Poisson process.

We normalize the duration of a period under consideration to unit length and
assume that during the last instance of this period an outage occurs at which
time the regular DNS lookup cannot be performed. We assume that data had

https://dnscache.lab.tt
https://dnscache.lab.tt
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been collected for this site over the previous N periods, that is to say over N
days prior. We next compute a bound on the miss probability, that is to say the
probability that an attempt to access a service failed as it had not been accessed
over the monitoring period, and a mapping had therefore not been stored.

Let us consider a single service k. The probability that a request for access
is made during the outage period is simply 1− e−λk since the period is one unit.
The probability that the site was not accessed during the monitoring period
is the probability that it was not accessed during the N prior periods times
the probability that it was not accessed during all remaining time that it was
monitored, that is to say those times that do not fall during the concerned
periods. We denote the latter probability by β. We can now write the miss
probability, Pk, for this site as the product of the probability that an attempt
was made to access it during the outage period times the probability that it was
not accessed during the monitoring period, hence a mapping was not recorded.

Pk = (1 − e−λk)e−λkNβ ≤ (1 − e−λk)e−λkN (1)

Now consider the function

F (λ) ≡ (1 − e−λ)e−λN (2)

Note that this function is zero when λ = 0 as well as when λ tends to infinity.
Taking the derivative of F with respect to λ and setting to zero we get

− Ne−λN + (N + 1)e−λ(N+1) = 0 (3)

and solving we obtain e−λ = N/(N + 1). Note that the second derivative of F
with respect to λ is given by

F ′′(λ) = N2e−λN − (N + 1)2e−λ(N+1) (4)

and evaluating at the inflection point obtained above we get

F ′′(− ln(N/(N + 1))) = −Ne−λN < 0 (5)

and so the inflection point is a maximum. Evaluating F at this maximum we get

F (− ln(N/(N + 1))) =
1

N + 1

(
N

N + 1

)N

(6)

Let us denote by F ∗(N) the maximum value of F (λ) over λ for a given value
of N . We plot F ∗(N) as a function of N in Fig. 1. We can now use this upper
bound on F (λ) in Eq. 1 to obtain

Pk ≤ F ∗(N) (7)

and finally we can compute the average probability of miss over all sites as

PM =
1
K

K∑
k=1

Pk < F ∗(N) (8)
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Fig. 1. The function F ∗(N)

Note that this bound on the probability of miss was computed for a period of
time over which the request rate was constant. We can break up all of time into
such periods but the above bound holds for each of them. Therefore we conclude
that the miss probability at all times is bounded by F ∗(N) where N is the ratio
of the monitoring period and the outage period.

Consider, for example, the case of N = 42 corresponding to six weeks of
monitoring. We have F ∗(42) = 0.009 which means that if we monitor requests for
a 6 week period and have an outage of 1 day then the average miss probability will
be less than 1%. This low value can be explained by the following observation.
If a site is very active then the probability that it is accessed at least once over
the six week period will be close to 1 and hence the probability of miss is close
to zero. If on the other hand a site is very rarely accessed then the probability
that it is accessed during the outage period will be close to zero and hence the
miss probability will also be close to zero.

In practice the Poisson arrival assumption may not always hold. For example,
there may be sites that are rarely accessed under normal conditions but once
a disaster takes place they are frequently accessed. This is the case, for exam-
ple, for sites that are used to manage disasters. To capture these missed sites,
a DNS information collection platform has been built. The platform accepts
manual entries for sites, at risk of not being captured over a monitoring period,
in advance so that they are accessible during the response and recovery phases
of the DRM cycle. Between these and the local sites captured through DNS log
files at the caching nameserver, all sites likely to be accessed during these critical
phases will be accessible.
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5 DNS Information Collection Platform

The DNS information collection platform is a web application built on the
Django framework [2]. The website presents a simple interface through which
users can submit a domain name that they would like to be cached. A Captcha
ensures that entries are made by humans. A script is run to determine which, if
any, DNS records of the domain map to IP addresses located within the country.
These mappings are then stored. Since these mappings are subject to change,
another script periodically scans the cached data and checks for any updates. If
the island becomes totally disconnected from the Internet, this cached data can
be added to the data collected from DNS log files and used to provide the DNS
function locally.

6 Conclusions and Future Work

The increasing reliance on Internet resources and services, alongside the increas-
ing risks of natural disasters, exacerbate existing vulnerabilities of small island
developing states. At the same time, the building of resilience in such countries
must take keen account of local constraints. It is for this reason that a variety of
simple, low-cost measures that together respond to the most critical needs, is the
most likely strategy to gain traction and yield results. This paper has proposed,
and performed preliminary examinations on, a complementary strategy to retain
local routing capability in the face of loss of access to DNS servers off-island.

Implementation of the strategy calls for its adoption by local ISPs, volun-
tary submissions of URLs by agents involved in the disaster risk management
ecosystem, and the maintenance of a very simple portal which is available for
replication. It is recommended that local regulators and policy makers oppor-
tunistically promote the system amongst ISPs and IXPs.
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Abstract. We illustrate a method for enhancing the participation of citizens in
University research and sustainability activities through a synergy between
science cafés and science shops.
The cultural association “Caffé-Scienza” (science café) in Florence and Prato

have accumulated a 14-year experience in organizing science café events, with
several variations, and web and radio broadcasting support. Most of events
concerns sustainability. We have also used this instrument for evaluating and
discussing the results of European projects, and also to co-design new ones.
Two years ago, we joined the European project InSPIRES, which is fostering

the science shop ideas. A science shop is a methodology by which universities
and research centers can offer services to the population. If a request coming
from the civil society can be answered by means of a scientific investigation, the
shop contacts its researcher and invites them to propose the investigation to
students. The results are then returned to citizens.
We are now experimenting with a more participative approach, derived in part

by our experience with science cafés, in which the research proposal is discussed
and elaborated in a public event, and citizens are sometimes directly involved in
the investigation, in a way similar to citizen science.
We discuss here the main results of the first two years of activity, perspectives

and obstacles we have met, and the possibility of expanding the services by
means of the web, social nets and the Internet.

Keywords: Science shop � Science cafés � Public engagement � Sustainability

1 Introduction

The main difficulty encountered by many projects is that of involving citizens. This is
particularly true or projects concerning sustainability themes, for which involved cit-
izens are supposed to modify their habits. But this difficulty is present also for other
topics. For instance, a lot of projects about Collective Awareness Platforms for Sus-
tainability and Social Innovation (CAPS) started with quite innovative ideas but failed
due to the lack of participation [1, 3, 7, 16, 22].
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On the other hand, the participation of citizens to projects should be welcomed,
even in the design phase. One would have in this way the possibility of anticipating
doubts, fears, concerns, ethical questions, and so on.

Moreover, involving citizens in the process of research is one of the priorities of the
European Commission, that invested many efforts in defining the roadmap of the
Responsible Research and Innovation (RRI) principles [15].

The University of Florence is quite interested in sustainability themes, and in
through its Center for the Study of Complex Dynamics (CSDC) and a supporting
association (Caffè-Scienza) has contributed in organizing several science cafés.
Recently, we participated in a European Projects (InSPIRES) [13] with the goal of
developing a more participative methodology for science shops, exploiting the science
café tool and related communications. The activities of the University of Florence in
the field of sustainability are quickly revised in the following Section.

Another approach for a direct participation of the population is represented by those
projects in which citizens are personally involved as “scientists” in the sense that they
volunteer collect and/or provide data required for specific research, i.e., citizen sci-
entists [23]. However, despite the amount of information emerging from citizen science
projects, the practice is not universally accepted as a valid method of scientific
investigation by the scientific community itself [8].

The promotion of participation can arise from a different direction, namely what in
the language of the European Union is termed “science and society”. In this framework,
a well-established and democratic way of developing a shared knowledge is constituted
by science cafés, which are described in detail in the next section.

In this methodology, the scientific knowledge is transmitted on a peer basis, and
this practice favors the active participation of attendees. As we shall illustrate, in
Florence we have tested several variations of this methodology, not only for science
popularization but also for the dissemination of the results of publicly funded projects
and the co-design of proposals.

Another interesting aspect for involving people is constituted by science shops.
They are mainly hosted by universities and research centers, and are “windows” open
to the population, that can signal problems or propose idea. Accepted themes are then
investigated by university students, and the results are returned to the population.
Science shops are illustrated more in details in Section “Science shops” and the related
projects that are being carried out in Florence are reported in Sections “The pilot
science shop project in Florence” and “Other science shop projects”. Finally, conclu-
sions are drawn in the last Section.

2 Sustainability at the University of Florence

In the last years many people of the Florence university community share a strong
interest in environmental sustainability, and they are ready to change their lifestyle. The
director of the University decided in 2015 to establish a group of work sustainability, to
increase the communication and the research projects in this area.
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Since 2015 the Sustainable University group was involved in significant initiatives
that are inserted in the University of Florence’s strategic plan. One of those is, at
example the Tuscany students’ card, that, including the subscription to public transport,
represents a strong incentive for sustainable mobility.

Other important projects are the 20,000 aluminum bottles (see Fig. 1) distributed to
the Florence University students that, with the seventeen water fountains located in
various University buildings represents a strong action versus the “zero plastic bottle”
cause, that is one very important point of “zero waste” policy, as it is well explain in an
explicative video [24].

On the other point the University is working on the correct recycling of waste, first
establishing the Sesto Fiorentino campus special garbage’s collection points- “Eco-
tappa” (they are now six in many University buildings), for small appliances, cartridges
and toner for printers, spray containers, used batteries, expired medicines.

Moreover, they developed the two university gardens The first one is in the
“Giardino dei Semplici” Botanical Garden of the University of Florence and it is pre-
pared as demonstration gardens suitable also for small spaces and inspired by the
“Ortobioattivo” concept [14]: interested people can participate concretely in the culti-
vation of vegetables, exchange experiences and practice in new techniques (see Fig. 2).

The second one is located in the educational complex of Viale Morgagni (student
house), where students themselves supply the University canteen with products from
their garden [25].

3 Science Cafés

One of the main defects of “standard” communication channels, like articles, radio and
tv programs, web sites, and often also social media, is that they are (or are perceived) as
“one way”: the information flow from experts to participants.

In a conference there is a physical distance between the speaker/expert and the
public, and also the choice of the place (a conference room) helps to ward off these two

Fig. 1. University of Florence, one of the fountains located in the University premises and in the
first level the aluminum bottles.
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figures. In a certain sense, it is as if the conference takes place in the expert’s home, and
the attendees were guests.

As a result, the flow of information and interactions are almost always one-way,
with a few questions from the audience, confined at the end of the intervention.
Participation is therefore very selective and are unlikely to involve a generic public.
From the point of view of the interaction, the conference is still better than other forms
of dissemination such as articles, television and radio broadcasts, but the latter reach a
wider audience.

In 1992, Duncan Dallas, a previous BBC Director, launched in Leeds the idea of a
Science Café, anticipating the revolution in science communication from the “Public
Understanding of Science” to the “Public Engagement of Science and Technology” [9].
A science café is a conference turned upside down [4, 5, 12, 17].

The advent of the Internet has also allowed to use tools such as podcasts to
distribute the recording of events and even streaming, introduced mainly from the
science café in Florence to be able to reach people that for geographical or heathy
problem can’t reach the venue of the event but want to participate at distance [19].

The cognitive aspects of science cafés are some of the most important aspects of
this methodology as the need to actively involve the public in the transmission of
information, avoiding the TV effect, and simultaneously the need to avoid taking
premature position on hot topics, since there. Many of these aspects survive also when
using virtual interactions.

(a) (b)

(c)

Fig. 2. Different modalities of Science cafés: (a) in a conference room of the public Library
“Oblate”, in the center of Florence; (b) a Cine-science at the Cinema “La Compagnia”, Florence;
(c) a science café in the Central Market of Florence.
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In Florence, this activity is carried out by the non-profit association “Caffé-Scienza”
(of which the authors are members), formed by academic and CNR researchers, but
also many “ordinary” people. This association organizes, from 2000, the traditional
science cafés (caffé-scienza) every week and other initiatives such as the junior science
cafés (with high school students), or cine-science (movie-based events). As in other
science cafés, our public is mainly composed by middle-age, highly educated people.

Nowadays, we organized more than 300 events, with several variations: in markets,
in libraries, streamed on YouTube, with online participation, using movies (Cine-
Scienza) and so on (Fig. 2). They have also experimented with radio support (9 years),
and they have animated the Italian Network of Science Cafés [20]. Most of the times,
they are discussing themes linked to sustainability like energy, transportation, pollu-
tion, wastes, health and so on. Science cafés have also been used as an instrument for
evaluating and discussing the results of European projects, and also to co-design new
ones.

4 Science Shops

A science shop (“shop” in the sense of “exhibition”, they are more like “windows” or
“counters”) is a methodology by which universities and research centers can offer
services to the population.

Citizens can express requests and needs, and if these themes can give origin to a
research, they are assigned to university students as part of their Ph.D., master or B.sc.
degree, or part of their traineeship or, finally, as part of an examination, always under
the guidance of a researcher. The results are then restituted to the population.

Science Shops [11] are one of the practical realizations of the principle that the
universities and research institutes should open their doors offering services directly
addressed to citizens, clearly combining them with their fundamental mission of
education, formation and research.

In fact, in addition to the classic missions of the universities, such as teaching and
research, a third mission was added in the last years in Italy, concerning the transfer of
research results to society. It regards both the technological transfer of research
(patents, spin-offs, third-party contracts and agreements, intermediaries) and the pro-
duction of social and cultural public goods (public engagement, cultural heritage,
continuous training, clinical

In a certain sense, from the moment that in Italy the universities are funded at least
in part by resources coming from the general taxation, this engagement provides a
return of the investments to the civil society and the socio-economic structures of the
society.

The activities belonging to the third mission contribute, in Italy and other countries,
to the evaluation of the universities and research centers and thus concur to the
establishment of their financing quotes.

In Italy, Legislative Decree 19/2012, which defines the principles of the self-
assessment, periodic evaluation and accreditation system, and subsequently the
Ministerial
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Decree 47/2013, which identifies the indicators and parameters for periodic
research evaluation and the third mission, recognized the third mission as an institu-
tional mission of the universities, alongside the traditional missions of teaching and
research. The products mentioned above therefore become part of the evaluation of
each Italian University (VQR).

Actually, the possibilities offered by the Internet are not particularly exploited [17].
At present, the authors are participating in the European Projects about Science Shops
InSPIRES (Ingenious Science shops to promote Participatory Innovation, Research and
Equity in Science), trying to merge them with their experiences [13, 18].

One of the main goals of this project is that experimenting with a more participative
approach, in which the research proposal is discussed in a public event like a science
café, and citizens are directly involved in the investigation, in a way similar to citizen
science, exploiting our experience with science cafés.

The Florence Science Shop is trying to involve throughout the process not only the
associations and the stakeholders involved in the research question, but the whole
citizenship, opening the doors to citizens both in the beginning phase, and in the
development phase and in the final dissemination phase.

5 The First Science Shop Project: Urban Gardening

The term “urban garden” combines two words that, in the common language, have
opposite values: the idea of the vegetable garden is linked to the countryside, whereas
with urban we normally refer to the cities and in general to the industrialized areas [26].

This practice has been traditionally used for economic reasons (substance agri-
culture), but now it has also acquired educational, nutraceutical, therapeutic and
urbanistic aspects [10].

The theme of urban gardening is the core of the first project of the Florence Science
Shop. It was planned according to the new methodology, trying to enhance the

Fig. 3. Schedule of the urban garden science shop project.
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participative and collaborative approach during all the process, from the initial idea to
the dissemination of results.

We received a manifestation of interest from the non-profit association Orti Dipinti
in 2018, who runs a public “open” garden where citizens can learn how to deal with
plants and gather aromatic herbs. The garden is used also as a didactic experience for
children and therapeutic tool for mentally impaired people. They asked us to help them
in promoting this idea, enlarging the participants to their and other experiences in this
field.

Our first step (Fig. 3) was to organize a science café to illustrate the request and the
spirit of the science shop and to collect questions on this specific topic, in order to set up
a research project. The experts of our science café were Ugo Bardi, a physical chemist at
the University of Florence and the University delegate for sustainability, Marina
Clauser, from the Botanic Garden of Florence, and Giacomo Salizzoni, president of Orti
Dipinti. Franco Bagnoli, who moderated the event, introduced the subject and the idea
of Science shop to the public. Ugo Bardi, during his activity as the delegate for sus-
tainability, introduced the idea of urban gardens run by students in the university and
Marina Clauser is hosting school classes in the Botanic Garden in Florence.

Both citizens and experts proposed research issues and expressed their needs, like
for example: to create a network for the exchange of information, the necessity to have
a dialogue with the institutions, the requirement of financial support to urban gardens
for social/recreational purposes, and the desire to have answers to questions about the
new methods and techniques in horticulture.

After the event, other researchers from the Department of Agri-food Production of
and Environmental Sciences of the University of Florence (DISPAA) joined the
project.

We performed a first analysis [6] about the wide varieties of realizations of the idea
of publicly accessible urban gardens open. Among them, those that are assigned by
municipalities to retired or unemployed citizens are the most common and those that
globally involve most citizens. So, we decided to further investigate this aspect.

Fig. 4. Urban garden in Prato, photo by UNIFI researchers.
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From the stakeholders’ point of view: the Municipality of Prato expressed its
interest in monitoring its assigned public gardens (Fig. 4), and a thesis project on this
subject started with the title “Impact of urban horticulture on water resources: the case
of the social gardens of the Municipality of Prato”.

An agriculture student, 24 years old, following the guidelines of the researchers,
developed a questionnaire to evaluate both the agronomic aspects and the social/
psychological impacts.

Finally, we organized a science café in close collaboration with the municipality of
Prato in a public place (a municipal library), to return the results of the project to the
population. Following the new idea that has permeated the whole process, we have
invited as speakers not only the student and the researchers but also the Councilor for
the Environment of the municipality of Prato and one of the elderlies who runs one of
the analyzed urban gardens [6].

6 The “Perception of Science” Project

A second project was on the development of a survey about the perception of science.
The research question was proposed by our Caffè-Scienza association (but not by
ourselves). The proposers would like to know if science and the figure of the scientist
have lost credibility in recent years, given the strong increase in people who believe in
pseudoscience or overt scientific hoaxes (vaccines, chemtrails, etc.).

After a couple of meeting between the association’s team, the Florentine Science
Shop team and the psychologic department, the research team was formed, consisting
of a researcher, a Ph.D. student and a graduating student.

Instruments currently present in the scientific literature have been selected, clas-
sifying them on the basis of their psychometric properties, their possibility of use with
respect to more age groups (invariance of items with respect to the age of respondents),
more or less pervasive use by part of the scientific community, to the administration
procedure.

Simultaneously with the selection of the most suitable tools for the detection, a
web-based application was developed using GoogleScript, capable of managing the
online administration of the instruments using devices such as PCs, smartphones and
tablets (Fig. 5).

The application allows any user who has the link to access in and to create an
account in an anonymous but identifiable manner (use of nicknames) and, after this first
phase, to respond to the selected tools as discussed above.

The app updates the instrument’s average in real time whenever a new user
responds to that particular survey. Therefore, its positioning, as the population of
respondents increases, can change and hence the need to allow consultation of one’s
score at different times than the time of administration. The application was also
designed to be able to add additional evaluation.

The participants at the perception of science survey were 381. The processing of
data is still ongoing, and they will be presented in a science-café that we are organizing
for the end of June
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7 Other Science Shop Projects

Before starting the InSPIRES project the authors collaborated in other projects closely
related to public engagement and in which the science café as a method has been used
for disseminating the results. As an example, we present a citizen science project on
sustainability, involving the development of a compact low-cost air quality monitoring
station, named AIRQino, and its hosting by citizens [21].

This device is based on a platform, developed by the Institute of Biometeorology
(IBIMET-CNR) of Florence, constituted by an “Arduino” open-source hardware, on
which low-cost sensors are integrated for monitoring the climate and air quality in
urban areas. based on an “open” type of architecture able to be modified and adapted to
different monitoring needs. It allows the creation of mobile stations for a more com-
plete monitoring of quality in urban areas, in line with Directive 2008/50/ EC, which
recognizes and regulates the importance of additional measures compared to those of
fixed stations (Fig. 6).

A spatial data infrastructure was also developed that is composed of:

• a central GeoDatabase, for data storage and management
• a GIS engine, for data localization
• a WebApp for viewing in real time, querying and processing data

The AQM platform has been flanked by a platform developed by a local company,
“Magenta s.r.l.” for real-time monitoring of traffic flows in urban areas. This system has
been distributed to groups of citizens who agreed to host the instrument (outside a
window overlooking some street) let the device use their own wi-fi for data
transmission.

Fig. 5. The App interface for the survey about the perception of science.

Science Cafés and Science Shops for Public Engagement 105



We presented the results of the research in a science café titled “Traffic Flow: A
participatory approach to traffic monitoring (and more …)” (Science café, 2015).

Two other projects about sustainability are in progress at Florence Science Shop,
both of them proposed by students’ associations. The first one concerns the quality of
air in the Florence University area. The scientific center of the University of Florence is
located in an extra-urban area of the city, very close to the airport and to the city
dump. An association of students of science contacted the science shop asking if it
would be possible to perform a research to evaluate the air quality in that area.

After some meetings with researchers coming from the physic department and the
CNR, National Research Council, four research projects for a master thesis are
designed:

• Comparison/calibration of measuring systems of the mass of the pm10 with
“standard” gravimetric measurements;

• Analysis of a large data-set composition of the pm10 championship in the area of
the scientific campus;

• Sampling and analysis of the particulate with high temporal results;
• Development of a sampler with high temporal resolution.

8 Conclusions

The weakest aspect of many educational and research projects is the engagement
part. Reaching citizens and having them participate in a constructive way in publicly
funded program is difficult, and often the efforts and resources wasted in communi-
cation and promotion are not proportionate to that allocated for actually carrying out
the activities.

One of the main defects of “standard” communication (articles, radio and tv pro-
grams, web sites, and often also social media) is that they are (or are perceived) as “one
way”: the information flow from experts to participants.

Fig. 6. (left) Hardware developed (Arduino); (right) Spatial data infrastructure composed of a
central GeoDatabase, a GIS engine, a WebApp for viewing in real time.
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In Florence, we have a 14-year experience in organizing science café, and we have
animated the Italian Network of Science Cafés. Most of times, we are discussing
themes linked to sustainability like energy, transportation, pollution, wastes, health and
so on.

We have also used this instrument for evaluating and discussing the results of
European projects, and also to co-design new ones.

Recently, we joined and European Projects about Science Shops (InSPIRES),
trying to merge them with our experiences [13]. A science shop (“shop” in the sense of
“exhibition”, they are more like “windows” or “counters”) is a methodology by which
universities and research centers can offer services to the population.

We are now experimenting to use the science shop methodology with a more
participative approach, in which the research proposal is discussed in a public event
like a science café, and citizens are directly involved in the investigation, in a way
similar to citizen science.

In those first two years we learnt that sustainability themes attracted a lot of
interests from students and citizens, as resulted from the participation in science cafés
and related events. Thanks to the science shop students have a way of directly par-
ticipating in sustainability researches and citizens can explain their needs and help with
the research itself, coupled with citizen science initiatives.

Acknowledgements. The Florence Science Shop “La bottega della Scienza e della Sostenibilità
a Firenze” was born thanks to the EU project InSPIRES, “Ingenious Science shops to promote
Participatory Innovation, Research and Equity in Science” [13]. This project has received
funding from the European Union’s Horizon 2020 research and innovation programme under
grant agreement No 74167. The university co-gardening experience is supported by the Green
Office of the University of Florence [2].
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Abstract. The article deals with digitizing of state social services that started
recently in Russia. We present an analysis of the legislative grounds and sta-
tistical indicators of the development of information and telecommunication
systems. In particular, we address some aspects of the use of digital technologies
in interacting with clients of social public services in one of the largest cities in
the country, St. Petersburg. Our conclusions are based on the studies of website
contents and on interviews with representatives of social services. The devel-
opment of the digital economy in Russia and its new tools rapidly change the
usual relationship between the state and the social client. During the current
transition period, new electronic platforms are being created, e-governance is
being developed and various types of assistance are being universalized.
As a result, it was concluded that the process of transforming the quality of

social services due to digitalization is multidimensional and complex; it has not
only positive effects (accessibility, time saving, bureaucracy reduction,
automation of statistics collection, etc.), but is also associated with certain risks
(unequal access to information, dehumanization of interactions between the
client and the social service, technical failures, etc.). The employees of social
service centers have a double responsibility: to develop strategies for online
interaction with customers and at the same time to maintain the same standards
of services for those who cannot use the Internet. The main limitation in the
introduction of advanced technologies in the sphere of public social services is
related to the financing of this process: in spite of new standards, it is not always
possible to introduce technologies immediately, social service centers often need
special facilities or more advanced computer equipment, and as well as addi-
tional staff training.

Keywords: Public services � Digitizing social services � E-governance �
Electronic public services � Quality of public services

1 Introduction

In the modern world, information has become a resource in the social and economic
relations, which are increasingly moving into the network space. A key factor in the
transformation of the activities of market entities is the development of digital culture.
Analysis of the changes taking place in the context of the development of Internet
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technologies and the virtualization of social space is an important scientific problem. Its
comprehension implies the formation of new conceptual approaches to the system of
social services. On the one hand, in order to be comfortable and progressive, social
services must switch to innovative configurations of public service delivery systems.
On the other hand, the state social service system should neutralize risks that always
accompany changes. The state has to accept the function of a guarantor that supports
the development of appropriate technological platforms, effective communication
between authorities, business and society, including the development of their network
interaction [1].

Today, the Russian social services system has to become client-oriented and
flexible as much as possible while maintaining stability and ensuring the rights of
citizens [2]. There is a need to develop new legislative bases for the functioning of this
system, taking into account the rapid development of technologies and of business and
controlling new socio-economic inequalities. This article analyzes the efficiency of the
social service delivery and accounting platforms recently introduced into the state
service cluster, and also examines how information and communication technologies
(ICT) are used in government social assistance institutions in St. Petersburg.

2 Significance of the Research

The transition to digital economy, including in the social services sector, and the
creation of e-governance are not just new social phenomena that require scientific
reflection, but also innovative processes that require constant analysis, development of
predictive models and performance evaluation. The relevance of the topic is determined
by the necessity for public attention to ongoing changes that have not yet become the
subject of discussion from the viewpoints of various social groups those interests they
affect.

The elaboration of digital technologies for automation of public services work has
been performing in Russia for a long time, but until recently databases storing infor-
mation about customers and services provided to them were fragmented and not always
integrated even at the municipal level. Moreover, in order to receive a public service, it
was usually necessary to collect a large package of documents and be physically
present for registration in an appropriate office.

The application of innovative digital technologies on the national level should solve
a number of critical tasks, such as the maximum simplification and speeding up the
process of providing and receiving services, reducing the number of intermediaries and
bureaucracy, improving and unifying the system of informing citizens, expanding the
structure of digital services for citizens, simplifying the procedures of collecting
statistics and forecasting for special services.

The priority of the digital communications development in the socio-economic life
of the Russian society is reflected in several regulations adopted between 2010 and
2018 (presidential decrees, government regulations, amendments to existing laws in the
field of social services [3–6], government programs – “Information society” [7],
“Digital economy” [8]).
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In these legal acts the concept of “digitalization” is encountered; however it is usually
related to technical issues and is understood as a transition from the analog form of
information transfer to the digital one, without affecting the underlying socio-economic
influences on societal institutions. The study of these processes and the expansion of the
definition of digitalization can be a topic for future sociological research. At the same
time, in this study we consider the digitalization of social services as a transition to a
digital method of communication, recording and transmitting data with the help of digital
devices in the process of providing these services to the clients [9].

It is believed that the very concept of the digital economy was introduced in 1994
by the Canadian entrepreneur Don Tapscott (now Executive Chairman of the Block-
chain Research Institute, Adjunct Professor at INSEAD and Chancellor of Trent
University in Ontario) [10]. In his book “Digital Economy”, he described the key
characteristics of society in the digital age, such as globalization, virtualization,
innovations and elimination of mediation institutions. Since then, a methodology has
been developed to measure the level of development of various ICT indicators, a lot of
research has been done in the field of computer sciences. However, in Russia, studies
of the subject are considerably less numerous and mostly dated by 2015–2018. Thus,
according to Rostelecom (Russia’s leading long-distance telephony provider), the total
amount of scientific articles, devoted to the topic of digital technology development,
published in China, is amounted to more than 407.000 articles, in the USA – more than
234.200, in Russia – more than 41.000 [11]. Among them all, only a very small number
is concerned with the intersection of social behavior and computational systems,
include development of electronic social services.

This is not surprising, as the Government of the Russian Federation has recently
chosen to ensure the accelerated introduction of digital technologies in the social sphere
as one of the priority goals of the country’s development (Presidential Decree of May
7, 2018) [3], but the prerequisites for the transition to digitalization of such catch-up
sectors of the economy as state social services are already formed.

The rate of household access to the Internet in the country is approaching 80%,
more than 60% of citizens over 15 years old use the Internet every day. Obtaining
information and services in the electronic form has become a daily practice for the
majority of Russians (see Table 1) [12].

Table 1. Internet development in Russia (according to National Research University Higher
School of Economics)

2012 2013 2014 2015 2016 2017

Rate of households with Internet access, % 60 67 70 72 75 76
Percentage of population using the Internet almost
every day normalized by the total number of
population aged 15–74 years, %

41 48 52 55 58 61

Percentage of population using the Internet to
receive state and municipal services in the
electronic form amongst the number of population
aged 15–72 years that has received state and
municipal services in the past 12 months, %

Data is
absent

31 35 40 51 64
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The International Telecommunication Union (ITU) report for 2017 showed that
Russia takes 45th place (IDI = 7.07) out of 176 countries by the ICT development index
(IDI). The first position is taken by Iceland (IDI = 8.98) followed by South Korea,
Switzerland, Denmark, United Kingdom, with the last place is taken by Eritrea
(IDI = 0.96) [13]. In addition, according to the ITU, in 2018 Russia took 26th place out
of 175 countries in the ranking of countries by the ICT - Global CyberSecurity Index
(GCI = 0.836), with the first place awarded to the United Kingdom (GCI = 0,931) [14].

According to the e-government development index (EGDI) for 2018, Denmark
holds a leading position in the world in providing public services and information via
the Internet, followed by Australia and South Korea. In this ranking Russia took 32nd
place (EGDI = 0,7969) out of 175 countries [15].

These indicators show that the Russian Federation is on its way to intensive
development of the digital economy and the formation of effective e-government
services, which unavoidably concern the processes of social services delivery.

3 Research Methodology

The aim of this study is to analyze the role of information communication technologies
in obtaining public social services in Russia. We are interested in the aspect of the
demand for services by users, as well as how flexible the system is when interacting
with the client. This task has been divided by us into several subtasks; we used different
research methods for each one.

During the descriptive study we collected data on the work of the largest
e-government site, the Unified Portal of Public Services GOSUSLUGI (www.
gosuslugi.ru). We have used the following methods: statistics collection using web-
analytics services Similarweb (www.similarweb.com), Alexa (www.alexa.com),
Analysis (a.pr-cy.ru); analysis of secondary data from sociological studies; collection
of statistics provided on the site.

We have also studied the operation of the United State Social Security Information
System (EGISSO) portal (www.egisso.ru). To do that, the method of structured
description of site sections and statistical data presented by its analytical systemwas used.

Those portals allow one to receive some government services online, to reduce time
costs and to automate workflow, as well as to provide full information about the
available types of social assistance together with the ways of obtaining them. However,
there exist social services delivered only in the physical presence of the recipient, e.g.
medical and social support for the disabled persons, for the elderly, or for families with
children. This assistance is carried out by various institutions at the place of residence
of the clients. 20 sites of comprehensive social service centers and rehabilitation centers
for disabled people and disabled children were analyzed in order to study their
attendance, usability and ways of interacting with clients. For this purpose, the service
Analisys (a.pr-cy.ru) and personal observations of the testing person were used.

Additionally, conversations were held with the director of the integrated social
services center of the population and the head of the social support department of the
center of social rehabilitation for persons and children with disabilities, as well as with
their specialists.
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4 Results

4.1 Description of the Work of the Unified Portal of Public Services

Access to the Unified Portal of Public Services (GOSUSLUGI) and Unified State
Social Security Information System (EGISSO) is subject to an identification and ver-
ification procedures (using The Unified Identification and Authentication System).
Signing up requires some identification information such as first and last names, date
and place of birth, phone number, social insurance account number, as well the indi-
vidual taxpayer number. After completion the identification stage, the user gets an
access to basic functions actually providing the information on the full range of ser-
vices available online. The full functionality becomes available upon completion of the
verification stage. Then the citizen gets an access to his or her taxes, fines, social
assistance, ID documents such as the international passport, etc. All the information,
inquiries, demands, and payments are accessible from any location in the world and do
not require any physical presence. The result is the drastic reduction in physical waiting
time and in the workflow.

The Unified Portal of Public Services GOSUSLUGI has been operating since the
end of 2009. Today, according to the traffic analysis, it is one of the most visited
websites in Russia (Country Rank = 13, Global Rank = 303, data of service of web-
analytics Similarweb, available 05.05.2019). In April 2019, the number of unique site
visitors reached 88 million (see Fig. 1). By the end of 2017, the number of site users
counted 65 million [16], while in 2018 their number reached 86.5 million [17] which
represents about 60% of the country’s population.

The government services portal GOSUSLUGI solves the following tasks:

– informing about state and municipal services;
– ordering government services in the electronic form whenever possible;

Fig. 1. Dynamics of the gosuslugi.ru site traffic (web analysis via the Similarweb service).
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– registration for admission to various state offices;
– electronic payment of fines, court and tax debts, state fees, housing and communal

charges;
– assessment of the quality of service.

Since the access to many social, medical and educational services is provided by
regional organizations having the associated budgets, Russian regions progressively
become connected to the GOSUSLUGI Government Services Portal. Depending on the
region, these services can include getting child care benefits, kindergarten and school
enrollment, and medical appointments.

The most popular site services are electronic payment of state duties, debts and
fines. Thanks to a convenient payment system, discounts for early repayment of fines,
and generally high transaction speed, Russian citizens made in 2018 48.2 million
successful payments with the total of 56.4 billion rubles (more than $ 831,000). In
addition to paying taxes, judicial debts and automobile fines, most popular services
include getting a statement on the retirement account. Many other electronic document
management services are also in high demand, such as submissions for obtaining a
passport, obtaining or replacing a driver’s license, vehicle registration and domicile
registrations, as well as electronic appointments.

Social services on the site are mainly services of an informative nature (extract of
the state of the retirement account, extract of the possibility of receiving social assis-
tance, informing about the procedure for obtaining assistance, etc.). But some of the
services can be obtained online by going to the regional subsystem of public services
(apply for benefits, compensation, payments).

According to 2017 statistics, the most searched-for electronic state and municipal
services required by population aged between 15–72 years were related to of services
received in electronic form were services related to (in percent to the total population
receiving services): health and medicine (42%), services of the state traffic police and
the Ministry of the Interior (35%), taxes and fees (28%), housing and communal
services (21%), education (15%), social security (7%) [12]. Social security is the least
consumed online service, largely due to the complexity of its delivery to the target
population consisting of people with low income, mothers with many children, refu-
gees, disabled persons, etc.

4.2 Description of the Work of the Unified State Social Security
Information System Website

To automate this process in 2018, the Unified State Social Security Information System
(EGISSO) [18] portal was created. It is a Federal state information system that allows
the citizens and authorities to receive up-to-date information on social support mea-
sures provided by the budgets of all levels ranging from an individual to the entire
country, as well as to obtain information necessary for the authorities to plan social
support measures.

Before different social services could classify the same service differently. People
having several social statuses at the same time, for example a pensioner and a person
with disabilities, could receive similar services in different institutions or benefits from
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different budgets. The decision to integrate and universalize personal data of the clients
of the social services changes the very methodology of social service delivery. In
addition to the criterion of targeted assistance addressed to a certain population category,
the emphasis is put on the criterion of need: a unified system of registration of citizens
allows both the client and all social services providers to see what type of assistance
from the government can a particular person claim according to their level of income.

The system consolidates information contained in the federal, regional and
municipal registers and other state information systems in the field of social protection
and social services provision. Thus, all the information on pensions, social benefits,
compensations, subsidies, benefits, social services, social assistance is accumulated in
one database, regardless of the basis of provision.

The authorities, local governments and their subordinate organizations delivering
social protection services are obliged to transmit information to the EGISSO. Analysts
and authorities have a different level of access to the site and, on the basis of a deeper
study of information, can plan budget expenditures and make predictive models. The
personal data of the clients of the social services is protected, the transferred information
is transparent, and the statistics of the services provision can be checked on the website.

Thus, according to the statistics from the EGISSO website, 32% of the population
of the Russian Federation (over 47 million) are recipients of social services. These are
mainly people with the status of a pensioner/a veteran and a disabled person. One
person can receive social support for several reasons at once. According to web ana-
lytics (Analysis), during the year, the site was visited by 1.3 million unique users,
which is about 3% of all social service recipients in the country.

The EGISSO website has been working not for long and, most likely, its services
will still be improved. However, as noted above, certain kinds of social support cannot
be obtained without the personal presence of the recipients. In addition, there exists
groups of people who barely or do not use digital technologies e.g. elderly people.
According to the Research University Higher School of Economics, in 2017, 55–59
years old citizens used electronic services in less than 50% of cases in comparison to
the total number of state and municipal service uses by this age group. At the same
time, this percentage for 60–72 years old citizens equals 30% while 20–44 years old
users mainly access social services in the electronic form (more than 70% of cases of
receiving public services) [12].

4.3 Analysis of the Experience of Public Social Service Institutions in St.
Petersburg

In St. Petersburg, social workers indicate that the primary source of information on
available services is a personal consultation. A common communication channel is a
phone, mostly mobile, but also landlines. All 101 public organizations that provide
social services in St. Petersburg have websites that contain up-to-date information on
available services and activities (news, list of departments, types of assistance, etc.) [19].

In addition, specialists provide information to customers through social networks.
In Russia, the most popular social network is Vkontakte (vk.com), where many social
service institutions have created their own group pages. In these pages, news and
current events of institutions are announced; there exists an opportunity to participate in
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discussions. However, this channel is hardly suitable for clarifying personal issues.
Moreover, these groups in social networks are mainly supported by specialists from
quality control or public relations departments, but not by client service specialists.

We have selected 20 websites of state budgetary social service institutions and
rehabilitation centers for disabled persons and children in order to evaluate their con-
venience for clients. All but one site had a customer feedback form, and 6 of them had a
forum or message board where frequently asked questions were posted. According to
specialists working in state social institutions, customers rarely use feedback forms of
communication; more often they clarify questions personally or by phone.

Site attendance varies, and most likely does not correlate with the number of people
who were provided services. In 2018, the number of unique visitors to the websites of
social service centers for the disabled and disabled children was greater than the total
number of service recipients (see Table 2). In urban social service centers, the situation
is different, perhaps due to the fact that a significant number of clients are people of
retirement age.

All social services also had profiles on the social network Vkontakte, 15 of them
had a message board thread where people could ask questions, all groups were active
with the last message was posted today, yesterday, or a week ago. However, the
number of participants in these groups is not high in comparison to the number of
people who were provided services during the year (see Table 2, data is presented only
for social services having the appropriate statistics). Informing the public about the
work of social institutions should be as comprehensive as possible, and in this regard
the role of social networks should not be neglected. However, a low number of social
network users suggest that the online interaction tool is less important than personal
consultations.

Table 2. The ratio of the number of recipients of social services and members of groups in the
corresponding social networks

Site Type of institute The number of
unique site
visitors in 2018

The number of
service
recipients in
2018

The number of
subscribers in social
network Vkontakte

Kcson-kolp.ru Comprehensive
social services

9972 10428 405

csonkr.ru Comprehensive
social services

8736 15512 283

Kcson-kurort.ru Comprehensive
social services

5400 8025 70

Kcson-mosk.ru Comprehensive
social services

8402 16523 236

kcsonnev.spb.ru Comprehensive
social services

11532 17674 56

csr-spb.ru Social services
for persons with
disabilities

18672 1486 543

(continued)
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Some institutions also provide consultations to clients through Skype (for example,
counseling disabled persons and children with disabilities, who are often limited in
mobility). However, according to the specialists, such consultations are not popular
among their clients.

According to the law, starting from 2018, state social service providers should
transmit information on the designated assistance measures to EGISSO. In addition, a
classifier of social protection support was developed in order to unify the definitions of
services provided by different departments. The system of control and accounting of
social services in St. Petersburg in recent years has become centralized. This allows
employees of the Committee for Social Protection of the Population and other bodies
responsible for monitoring the operation of city social services to receive information
about each client and social services received, as well as to see statistics on the
provision of services in the entire city.

However, there are still problems experienced with the automatic consolidation of
data about services and their consumers. From interviews with employees of social
services we learned that the encountered problems include the following:

– technical issues related to maintaining the unified multiservice telecommunications
network of the executive authorities of St. Petersburg;

– input errors;
– insufficient technical equipment when there are fewer computers than needed for

effective work, specialists are forced to keep reports on paper, because they cannot
timely enter the data; obsolete equipment, databases are loading slowly or may
freeze;

– the database architecture is constantly being revised in order to simplify work,
which leads to technical interruptions in work and the need to retrain personnel;

– some employees have insufficient computer skills.

Table 2. (continued)

Site Type of institute The number of
unique site
visitors in 2018

The number of
service
recipients in
2018

The number of
subscribers in social
network Vkontakte

krcsr532.ru Social services
for persons with
disabilities

17844 1709 249

reabcentr.spb.ru Social services
for persons with
disabilities

33264 1563 460

csridiprim.ru Social services
for persons with
disabilities

18552 228 540

Stbyst.spb.ru Social services
for persons with
disabilities

16524 1983 358
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Generally, these factors of human and organizational origin reduce overall work
speed and produce distortion of information about the services provided.

5 Conclusions

The Russian Federation is entering a new level of providing public services via the
Internet. E-governance is actively developing, as well as a portal for interaction
between citizens and the state referred to as GOSUSLUGI. It should be noted that most
popular public services are now paying taxes and fines. In this case, digitalization
simplifies the process of economic interaction between the citizen and the state. As for
social support, the digitalization of services helps reduce the institutions of mediation
and the time expenses, and at the same time increases the awareness of citizens about
their rights, but this process is still far from full automation.

Russia is characterized by a vertical management system whereas the concept of
digital economy requires a more flexible approach to public administration. The pro-
cess of digitization of social services leads to the unification of social services. Thus a
unified classifier of state social support measures and a database of services rendered
have been developed, which should be updated in accordance to this classification by
specialists working in the field. On the one hand, aggregation of statistics on social
services increases the efficiency of planning federal and regional budgets, and on the
other hand, a universal approach to the provision of services makes a person in a
difficult life situation a “consumer of services” according to a certain standard. That is,
there is some dehumanization of the help system itself.

In addition, new inequalities appear, such as the inequality of access to information
(older age cohorts do not actively use digital services). This leads to an increase in the
burden on social services professionals, who must take into account the interests of all
clients, keep online information, and at the same time, use familiar channels of com-
munication for people excluded from the digital field.

There exists a problem of effective personal information protection, since all per-
sonal data of citizens (their income, their documents, the services they receive) are
accumulated in the Unified Identification and Authentication System.

Actions are needed to increase the efficiency of the municipal public social services.
These include leveling input errors caused by human factors. This can be achieved by
increasing the automation of the process, when manual entry of services into the
database is minimized. Timely staff training and computer literacy of specialists, as
well as improved technical equipment of workplaces will also contribute to improving
work efficiency. In addition, it will speed up the process of passage to purely electronic
account for state services from the actual system in which the account is organized in
the analog and digital forms at the same time.
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Marseille, France

Abstract. Data cleaning and data preparation have been long-standing
challenges in data science to avoid incorrect results, biases, and mislead-
ing conclusions obtained from “dirty” data. For a given dataset and data
analytics task, a plethora of data preprocessing techniques and alterna-
tive data cleaning strategies are available, but they may lead to dramat-
ically different outputs with unequal result quality performances. For
adequate data preparation, the users generally do not know how to start
with or which methods to use. Most current work can be classified into
two categories: (1) they propose new data cleaning algorithms specific
to certain types of data anomalies usually considered in isolation and
without a “pipeline vision” of the entire data preprocessing strategy; (2)
they develop automated machine learning approaches (AutoML) that
can optimize the hyper-parameters of a considered ML model with a list
of by-default preprocessing methods. We argue that more efforts should
be devoted to proposing a principled and adaptive data preparation app-
roach to help and learn from the user for selecting the optimal sequence
of data preparation tasks to obtain the best quality performance of the
final result. In this paper, we extend Learn2Clean, a method based on
Q-Learning, a model-free reinforcement learning technique that selects,
for a given dataset, a given ML model, and a preselected quality perfor-
mance metric, the optimal sequence of tasks for preprocessing the data
such that the quality metric is maximized. We will discuss some new
results of Learn2Clean for semi-automating data preparation with “the
human in the loop” using active reward learning and Q-learning.

Keywords: Reinforcement learning · Data preparation · Q-learning ·
Data preprocessing

1 Motivations

In a 2017 survey conducted by the data science community Kaggle, “dirty data”
is the common answer for 49.4% members responding to the questionnaire, when
asked about the biggest barriers faced in data science1. As mitigation, data
1 https://www.kaggle.com/surveys/2017.
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preparation often accounts for about 80% of the work of data scientists, but it
is perceived as the least enjoyable part of the data scientist’s job. As scientists,
they would rather be deriving new knowledge and insights. The paradox is that
without principled and adequate data preparation, those new insights are suspect
at best.

Dirty Data 
D

Normalization/
transformation

Feature selection

Feature engineering
Missing value 

imputation

Duplicate detection/
removal

Outlier detection/
replacement

Inconsistency 
detection/repair

Format 
standardisation/

encoding

Cleaner Data 

Data Preparation
Training 

Validation

build ML 
model

valid

New Data

ML model
New Data

Supervised ML

Unsupervised ML

Fig. 1. A Generic ML workflow

Data preparation and data cleaning are known to be very challenging tasks
that require detection and elimination of a variety of complex data quality prob-
lems, such as duplicate, inconsistent, missing, and outlying values. A wide range
of methods for statistical analysis [13], constraint mining and checking [2], entity
matching [5,9], and machine learning [7,11,16] are used nowadays for data qual-
ity checks, data cleaning, and data repairing [4]. However, most existing systems
suffer from significant limitations.

First, data preprocessing includes many steps (e.g., normalization, trans-
formation, encoding, discretization, imputation, deduplication, pattern or rule
enforcement, feature selection, and engineering, etc.) but current systems gen-
erally provide support for a limited number of steps in the pipeline represented
in Fig. 1.

Second, for a given data preprocessing step, current systems generally rely
on a few by-default methods. The users have to try and test the methods to
select the most appropriate ones in a tedious and time-consuming process. To
extend the system with another method eventually more adequate, the users
will have to write code or include other libraries, e.g., imputing missing values
can be based on median, mean, most frequent values as default methods, but
multiple imputations by chained equations (MICE) or K-nearest neighbors may
be more accurate, but they are generally not included in the set of by-default
methods provided by the systems.

Third, the systems do not recommend neither the most adequate preprocess-
ing methods for a given dataset and a given ML task, nor the complete strategy
as the full execution sequence of the methods: e.g., imputation of missing val-
ues can be done after or before deduplication, and these two different orderings
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may lead to a dramatically different preprocessed dataset. While some AutoML
systems [3] can find the best model and configuration of hyper-parameters, the
optimization has not been yet applied to the entire data preprocessing pipeline
which remains fixed and based on by-default methods in a fixed (potentially
nonoptimal) ordering.

Finally, the users may not know which preprocessing methods can be applied
to optimize the final results downstream. This would require executing all pos-
sible methods for each task of preprocessing, as well as all the possible combi-
nations of the methods with different orderings.

We argue that more efforts could be devoted to proposing a principled and
adaptive data preparation solution to help the users in selecting the optimal
sequence of data preprocessing tasks to obtain the best quality performance of
the final result. As the first step in this direction, we have proposed Learn2Clean2

in [1], a method based on Q-Learning, a model-free reinforcement learning tech-
nique that selects, for a given dataset, a given ML model, and a quality per-
formance metric, the optimal sequence of tasks for preprocessing the data such
that the quality metric of the final result is maximized. To integrate the “human
in the loop”, leverage existing knowledge and user’s feedback during execution,
we present a novel contribution enhancing Learn2Clean exploration strategy with
active reward learning.

The paper is organized as follows. Section 2 presents a literature review
and positions our contribution with respect to the literature. Section 3 presents
Learn2Clean computational model based on Q-learning for data preprocessing
and gives our notations. Section 4 discusses how the model is enhanced with
active reward learning to integrate the “human-in-the-loop” and leverage the
user’s feedback. Finally, Sect. 5 provides some experimental results and insights
in favor of our approach of adapting Q-learning with active reward learning for
data preparation.

2 Related Work

Machine Learning-Based Data Cleaning. Several recent works that use
machine learning to improve the efficiency and reliability of data cleaning and
data repairing have been proposed lately [6,7,11,12,16]. In [16], Yakout et al.
train ML models and evaluate the likelihood of recommended replacement value
to fix erroneous or missing values. In [11], Rekatsinas et al. propose a framework
for data repairing based on probabilistic inference to handle integrity constraints
or external data sources seamlessly, with quantitative and statistical data repair-
ing methods. Human input is often expensive and impractical to apply to entire
large datasets. Machine learning can advantageously infer rules from a small
set of examples cleaned by a human as shown in entity matching and dedupli-
cation by [6]. This approach can be coupled with active learning [12] to learn
an accurate deduplication model with the fewest possible number of examples.

2 https://github.com/LaureBerti/Learn2Clean.

https://github.com/LaureBerti/Learn2Clean
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Krishnan et al. in [7] propose a method for data cleaning optimization for user-
defined ML-based analytics. Their approach selects an ensemble of methods
(statistical and logic rules) for error detection and repair combinations using
statistical boosting. However, to the best of our knowledge, our approach is
the first one that leverages reinforcement learning for data cleaning and data
preparation.

Reinforcement Learning. Reinforcement learning (RL) [14] has the potential
to learn from interaction with the environment adaptively. It consists in discov-
ering which actions produce the greatest reward by experience and estimating
how good it is to take certain action in a given state, with the overall goal to
maximize cumulated reward. Q-learning [15] is widely used because of its com-
putational simplicity. In Q-learning, one does not require a model of transition
functions and reward functions but learns directly from observed experience.
This is an advantage as learning a model often requires exhaustive exploration
that is not suitable for a large state space. Thus, Q-learning seems more suit-
able for exploring data preparation space. Furthermore, data preparation is a
somewhat new application of reinforcement learning, and it raises new excit-
ing challenges related to the dynamic update of the reward matrix at runtime.
Typically, when the algorithm starts with a data preprocessing strategy, it picks
and executes an action that will update the original dataset, and the set of the
next valid actions and the corresponding reward matrix also change dynamically.
Integrating the human in the loop in this context via active reward learning for
automating data curation is again a novel contribution.

3 Learn2Clean Computational Model

Reinforcement learning methods can continuously learn from interaction with
a dynamic environment [14]. Initially, with no prior knowledge of which action
has to be taken in a given state, a conventional RL method takes an action in
a starting state, receives a reward, moves to some next state, and repeats this
procedure. It discovers which actions produce the greatest reward by trial-and-
error experiences and estimates how good it is to take certain action in a given
state to maximize the cumulated reward. Reinforcement learning methods are
usually classified as:

– Model-based or model-free methods: model-based methods iteratively collect
data samples randomly to learn the dynamics model, plan, recollect train-
ing data, and back-propagate the changes into a policy; model-free methods
improve the value function directly from observed experience and do not rely
on any predefined transition and reward models;

– On- or off-policy approaches: RL methods have to learn the optimal policy
while behaving non-optimally, i.e., by exploring all actions. On-policy meth-
ods learn the best policy while using it to make decisions, whereas off-policy
methods learn a policy different from what currently generates their behavior
and actions.
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3.1 Q-Learning for Data Preprocessing

Learn2Clean is based on Q-learning [15] which is a model-free, off-policy reinforce-
ment method that learns the transition probability T (st+1|(st, a)) from the pair
of current state st and action a to the next state st+1. It is a temporal-difference
(TD) method that does not require prior knowledge about the environment’s
dynamics.

In our context of data preparation, the transition probabilities and the
dynamics of the system are not given a priori because we do not know pre-
cisely which data preprocessing strategy would be the most adequate for a given
dirty dataset and ML-based analytics tasks at hand. Furthermore, the space
of possible states and actions can be very large if we consider all possible pre-
processing methods with the range of their possible parameter configurations.

Table 1. Notations

Notation Description

M = 〈S, A, T, R, γ〉 Markov Decision Process (MDP) with states S, actions A,
transition function T : S × A → Pr[S], reward function R,
and discount factor γ

γ The discount factor γ → [0, 1)

π A policy π : S → Pr[A] defined in Eq. (1) as the
probability of selecting an action in a state

Qπ(s, a) The Q-function represents the expected long-term reward
of taking action a in state s, and following policy π for a
given MDP as defined in Eq. (2) (also noted Q(s, a) for
simplification)

α The learning rate α → (0, 1] used in Eq. (2)

S Sequence of pairs (state, action),
S = 〈(s1, a1), (s2, a2), . . . , (sp, ap)〉

q(S) Quality performance metric for sequence of actions S for a
given ML goal, e.g., accuracy for classification, silhouette
for clustering, MSE for regression

Rd(s, a) The deterministic reward function per (state, action) pair
R : S × A → [Rmin, Rmax]

Ru(S) The user-defined reward per sequence
Ru : (S × A) × · · · × (S × A) → [−δ, +δ]

R(S) The global reward defined in Eq. (3) also noted R for
simplification

D The training dataset D = {(q1:n, s1:n,R1:n)} where the
quality metric value qi for a sequence of actions si leads to
a certain reward value Ri

Pr(R|g, D) The probabilistic reward model given the goal g as the
quality metric for a given ML model and the training data
D as a sequence of data preparation tasks
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Moreover, since we may not have generic solutions from previous datasets and
tasks to learn how to clean, we believe that model-based reinforcement learning
methods are not adapted.

Learn2Clean learns through experience in an unsupervised way. It explores
from state to state until it reaches the goal (i.e., to maximize the user-defined
quality metric).

Each exploration is equivalent to one training session in which the system
explores the data preparation graph possibilities, receives the reward (if any)
until it reaches the goal state. The purpose of the training is to enhance the deci-
sion of the system to get more training results. In other words, it has the choice
between exploiting its knowledge by choosing the action with the highest esti-
mated reward value and exploring its environment by taking any other action.
Learn2Clean determines the next action (as the next preprocessing method to
execute) without waiting until the end of the episode (i.e., the entire cleaning
pipeline). This makes the method agile, computationally simple, and very per-
formant compared to other data preparation approaches.

In [1], we propose a Q-learning reinforcement learning algorithm that can
learn optimal actions for data preprocessing using heuristics for exploration of
the action space. For exploration in RL, we apply the policy of Softmax action
selection: the actions are weighted according to their respective Q-value esti-
mates and sampled from the resulting distribution in the form of the Boltzmann
distribution such as:

π = P (a | s) =
eQ(s,a)/k

∑
j eQ(s,aj)/k

(1)

where k is a positive parameter such that a higher k value results in a more
uniform distribution while a lower k value results in greedy action selection. Our
notations are given in Table 1. The estimated value of taking action a in state s
with policy π, denoted Qπ(s, a) (or Q(s, a) for simplification) is updated using
reward Rd(s, a), and the observed next state s′ as:

Q(s, a) ← Q(s, a) + α
(
Rd(s, a) + γ max

a′
Q(s′, a′) − Q(s, a)

)
(2)

with α is a positive fraction such that 0 < α ≤ 1, the step-size parameter
that influences the rate of learning. When α = 1, the system considers only
the most recent information for learning. If α is properly reduced over time,
the function converges [14]. The discount rate γ (0 ≤ γ < 1) determines the
present value of future rewards. If γ = 0, the method is only concerned with the
immediate reward. The action influences only the current reward. If γ approaches
1, the method considers future rewards more strongly. To maximize total reward,
the system must select the action with the highest value (exploitation), but to
discover such action, it has to try actions not selected before (exploration).
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4 Exploration with Human-in-the-Loop via Active
Reward Learning

To enable the exploration phase to experience other actions not taken before and
increase the greater total reward in the long run in discovering better actions
and also actions suggested by the human expert, we propose a new probabilistic
reward model Pr(R|g,D), instead of a deterministic reward function Rd(s, a)
in order to modify Eq. (2). This allows us to integrate the human analyst in
the loop and leverage the information about the certainty of the estimate to
control the amount of human interaction required, as we only need to interact
with the human expert if our model of the reward is not certain enough. The
new architecture is presented in Fig. 2.

Reward Design. Both intermediate rewards and final rewards are used to guide
the behavior of the system. Given a sequence S , we define the final rewards as a
sum over sequence-specific rewards and the user-defined rewards collected on-line
for S.

– The sequence-specific deterministic rewards Rd consist of the sum of deter-
ministic scores for the sequence where invalid consecutive actions are penal-
ized, e.g., normalization before imputation is penalized by −1, whereas nor-
malization after imputation is valid with a score augmentation of +1. Valid
sequences of actions are defined initially (as valid moves) in the initial reward
matrix.

– The intermediate rewards Ru include step-wise validity rewards learned from
the user. A small positive reward is assigned if the sequence of tasks does not
violate the user’s suggestions. Otherwise, a small negative reward is assigned.

The final reward score for a given sequence S is

R(S) =
∑

∀(s,a)∈S
Rd(s, a) + Ru(S) (3)

Fig. 2. Learn2Clean extension with active reward learning
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Active Reward Learning. Our goal is to find a model Pr(R|q,D) that predicts
the global reward given an observed quality metric outcome q and training data
D, which is partly obtained from the human expert annotating a set of sequences
of actions to reach a certain ML goal in terms of quality performance. When
modeling the reward, we have to take into account that the expert can give
noisy samples of his implicit reward function and we also have to model the
observation noise. Thus, we need to solve the regression problem:

R(q) = f(q) + η, η ∼ N (0, β), (4)

where we assume zero mean Gaussian noise. Such a regression problem
can, for example, be solved with Gaussian Process (GP) regression: f(q) ∼
GP (m(q), Cov(q,q′)), where m(q) is the mean function and Cov(q,q′) is the
covariance function of the GP. Similarly as in [8], we use the standard squared
exponential covariance function

Cov(q,q′) = θ20 exp
(

− ||q − q′||2
2θ21

)
. (5)

The set of hyper parameters θ = {θ0, θ1, β} is found through Bayesian optimiza-
tion [10]. We collect observations from the human analyst in previous iterations
and add them to the training set D = {(q1:n, s1:n,R1:n)} where the quality
metric value qi for a sequence of actions si leads to a certain reward value Ri

3.
We use Bayesian optimization to decide what reward Rnew should be considered
next. By the properties of GPs, R1:n and Rnew are jointly Gaussian and using
the Sherman-Morrison-Woodbury formula (see [10] for details), the predictive
posterior reward Pr(Rnew|q,D) of a new goal qnew is then given by a Gaussian
with mean μ(qnew) and variance σ2(qnew) as

Pr(Rnew|q,D) ∼ N
(
μ(qnew), σ2(qnew)

)
. (6)

To optimize the model of the reward function, we adapt the Expected
Improvement (EI) from [8] that balances the greedy optimization with an
exploration-exploitation trade-off parameter ξ such as:

EI(q) = Φ

(
μ(q) − μ∗ − ξ

σ2(q)

)

with μ∗ = max
i=1..B

μ(qi), (7)

the best sample in the training set D over the budget B of queries submitted to
the user and Φ(.) is the normal cumulative density function. The exploration-
exploitation trade-off parameter ξ is chosen manually as it determines the
amount of exploration during optimization and higher ξ values lead to more
exploration. A suggested value by [8] is ξ = 0.01.

3 We use subscripts to denote the sequences of actions annotated by the
human analyst, i.e., q1:n = {q(S1), . . . , q(Sn)}) with related reward R1:n =
{R(S1), . . . , R(Sn)}).
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Algorithm 1. Bayesian Optimization for Active Reward Leaning in Learn2Clean
1. INPUT:
2. B budget of queries to the human expert
3. Top-k list of pairs (quality metric, sequence of actions) ordered by quality
metrics

L = [(q1, s1), . . . , (qk, sk)]
4. FOR i = 1 to B (with B ≤ k)
5. REPEAT

6. Find the next sequence si in L by optimizing the expected improvement

of quality EI over the GP: si = arg max
s

(
EI(qs | D1:i−1)

)

7. Obtain a possibly noisy reward sample R(qi) = f(qi) + η from the objective
function f

8. Add the sample to previous samples D1:i = {D1:i−1, (qi, si, Ri)} and update
the GP.

5 Experiments

In these experiments, we study the impact of the parameters such as the step-
size parameter α, the discount rate γ, and the training budget B, for a fixed
exploration-exploitation trade-off parameter ξ = 0.01 on the global reward for
selecting the data preparation strategy before a considered ML task. The code
and datasets are available at: https://github.com/LaureBerti/Learn2Clean.

We evaluate how these parameters influence the learning performance of Q-
learning in both cases: with versus without active reward learning. We used the
House Price dataset from Kaggle4 with 81 variables and 1.46k observations for
clustering, regression, and classification. We ran Learn2Clean and obtained the
results presented in Table 2 for various methods, namely: LASSO, OLS, and
MARS for regression, KMEANS and HCA for clustering, and Naive Bayes and
CART for classification. The quality metric, execution time (in seconds), and
data preparation strategy are reported in the table. Data preparation strategies
include various tasks such as K-nearest neighbors (KNN) or MICE imputation,
outlier detection using InterQuartile Range (IQR), Z-score-based (ZSB), or LOF
method, exact duplicate removal (ED), MinMax normalization (MM), and lin-
early correlated (LC) feature selection as illustrated in Fig. 2 (see [1] for more
details about the preprocessing methods).

We compare regular Q-learning and active reward learning with the average
number of steps. The average steps are calculated at every 100 episodes by
dividing the total steps from the first episode to the last by the total number
of episodes. Figure 3(a) shows the average number of steps with different step-
size parameter α values for regular Q-learning. We compare α = .25, .5, .75, 1
with a fixed γ = .5 and B = 0. As the α is smaller, the average number of
steps also decreases. Lower step-size values perform better. This indicates that

4 https://www.kaggle.com/datasets.

https://github.com/LaureBerti/Learn2Clean
https://www.kaggle.com/datasets


130 L. Berti-Equille

Table 2. Learn2Clean results on House Price dataset with regular Q-learning

ML taskML model Pred. Var. Sequence of actions for data preparation Metric

name

Metric

value

Time (s)

Reg. MARS SalePrice IQR → MICE → MARS MSE 0.231 134.5

LASSO SalePrice KNN → ZSB → LASSO MSE 1.44E−12 24.2

OLS SalePrice KNN → ZSB → OLS MSE 2.20E−25 45.1

Classif. NB SaleCondition LC → MF → NB Accuracy 0.518 20.1

CART SaleCondition MM → AD → CART Accuracy 0.4489 58.7

Clust. HCA // MM → ED → HCA Silhouette 0.844 32.2

KMEANS // MM → MR → LOF → ED → KMEANS Silhouette 0.679 29.3

accumulated experience affects value estimation more significantly than recent
experience.

For the discount rate γ experiment, we fixed α = 0.25 and vary γ = .25, .5, .75
for B = 0 (regular Q-learning). The average number of steps with different γ
values are shown in Fig. 3(b). The lowest γ = .25 performs better. This means
that immediate rewards are more important than future rewards with regular
Q-learning. As episodes continue, a higher γ = .75 is slightly better. Relatively
more steps are needed to achieve the same goal. In this case, future rewards are
more significant than current rewards.

Fig. 3. Regular Q-learning: average number of steps with varying α with fixed γ = .5
in (a) and varying γ with fixed in α = .25 (b) for B = 0 and ξ = .01.

We then compare regular Q-learning (with no human in the loop) with active
reward learning involving the user. For experiments, we select the parameter
values shown previously. The step-size parameter α is set to 0.25 because low
learning rate seems to be the most appropriate to our problem. The discount
rate γ is set to .25 as well.

Figure 4(a) shows the average number of episodes with different B values
from 1 to 20, given α = .25 and γ = 0.25. The average number of episodes
first increases dramatically with B and then decreases after B = 16. In the
beginning, exploration is relatively inexpensive but turns out to be less effective
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Fig. 4. Active reward learning: average number of episodes with varying B from 1 to
20 with fixed α = .25, γ = .25, and ξ = .01 in (a) and quality performance in (b).

when the user tends to systematically disagree with the strategy recommended
by the system via Q-learning. The more disagreements (as negative samples
in the online training), the more steps are needed to converge and reach for
a sub-optimal solution yet maximizing the quality performances. Eventually,
when sufficient consensual knowledge is accumulated, exploitation is worthy. As
immediate future work, we plan to investigate further the impact of adversarial
user inputs on the Q-learning strategy to mitigate the problem of noisy inputs.

6 Conclusions

We explored the use of reinforcement learning for data preparation with inte-
grating human in the loop via active reward learning. The evaluation results
provide empirical support for the effectiveness of our approach for the task at
hand. We are planning more extensive studies with datasets from various appli-
cation domains to experience a wider range of data preprocessing scenarios. We
are also currently extending this work to consider a more dynamic environment
to scale the approach to larger and more complex spatio-temporal datasets with
more complex data preparation strategies.
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Abstract. Online economic interactions generate data that artificial intelligence
(AI), machine learning (ML) and deep learning (DL) can use: business pre-
dictive analytics, process optimisation and market power; consumer search and
choice; and government gathering evidence and regulating harmful behaviour.
In algorithmic collusion (AC), revenue management algorithms implement
tacitly collusive behaviour. This paper summarises theoretical and empirical
evidence and considers how ML methods affect AC and whether regulators’
algorithms can help. It examines links between Internet regulation and com-
petition policy.
Early ML literature concerned programmes ‘learning’ their environments, e.g.

predicting rivals’ prices to maximise profit by estimating prices/costs, identi-
fying strategies or influencing learning. Here, ML is AI that self-programs to
optimise specific objectives (data and model ‘layers’) and DL is many-layered
ML. Increased depth makes behaviour an intricate convolution of data and
programme history; invisible to programmers and inexplicable to others. ML by
many firms may fail to converge or have unintended consequences.
Many models use simple ML algorithms to demonstrate behaviour consistent

with collusion. It is not classically collusive without communication. Popula-
tions of simple AI can learn reward/punishment strategies that sustain profitable
outcomes. This paper considers further variations taking into account strategic
variations, finite-memory or dominance elimination and the impact of product
characteristics and search. Simulation illustrates classic inefficiencies (over-
shoot, convergence to supracompetitive prices, cycles and endogenous market-
sharing).
It is not clear what regulators could or should ban; can they detect AC or limit

its consequences? We consider: restricting information available to firms; con-
straining price dynamics; coding standards that incorporate regulatory compli-
ance in ML objectives; and algorithmic detection of specified anticompetitive
behaviours. For instance, likelihood-ratio policy gradient reinforcement learning
algorithms are more likely to converge to collusive behaviours when they take
other firms’ learning into account and able to shape others’ learning with
suitable prevalence of AI and network topology.
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1 Introduction

Algorithmic control of firm behaviour has been widespread and a subject of intense
policy and academic concern. Algorithms can be used to elicit, collect and analyse
information on customers, and thus to facilitate behavioural profiling, personalisation
and other activities. These systems influence relations:

• Between firms and individual customers;
• Among firms competing over platforms and operating in extended value chains; and
• Between market participants and regulators seeking stability, efficiency and

fairness.

This paper concentrates on the potential for pricing algorithms to facilitate tacit
collusion. It considers whether such coordination should be proscribed or discouraged
and therefore whether regulators can identify, demonstrate and remedy harmful prac-
tices without inhibiting useful innovation. But this is not separable from the effect of
AI1 and related technologies on other relations. We should thus consider how these
technologies change our understanding of how markets should and do function – what
is special about AI that merely automates what humans already do? We briefly consider
these issues before moving on to discuss learning by and about firms.

2 Firms and Their Customers

Automated collection and analysis of information about individual customers raises
privacy concerns and fears that control of such information and associated models may
inhibit customer search. Nowadays, such data are subject to controls on access,
retention, processing and use in decision making. However, such rules concentrate on
identifying individuals (skirting issues of e.g. differential and collective privacy) and
the problem of data that may be accurate and subject to consent but are used in
conjunction with other (not personal) data or in derivative form (e.g. credit refusals).
Moreover, data may be of use to parties other than those involved in the original
collection. For instance, consumer interests may be harmed and markets rendered
inefficient if relevant data are insufficiently or excessively mobile. This was a prime
motivation behind the introduction in Europe of Open Banking and initiatives like
Mydata; it underpins proposals for Open Communication. Inappropriately strong limits
on data access or inadequate data governance can foreclose valid consumer interest in
value generated by their data (explicitly addressed by GDPR). This in turn can produce
selection bias and outright distortion and can inhibit useful innovation. Conversely, ML
can in principle facilitate close to first-degree price discrimination. Not all of these
possibilities are equally feasible, or damaging to individuals, markets or the economy
as a whole.

1 Here, AI refers to the gamut from statistical decision tools and scoring rules (only a data layer)
through two-layer models (e.g. reinforcement learning, which combines data with an explicit
coevolving model plane) to DL with multiple planes and largely implicit relationships. The latter
two partially separate algorithm training and use.
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A second source of concern is that data used by firms may go beyond those
knowingly revealed by consumers. In financial services, credit decisions are increas-
ingly based not only on relevant data meeting a legitimate-interest test but also on
‘harvested’ data that appear correlated with e.g. default probabilities. This kind of
profiling raises additional concerns that cannot be handled by the individually-focussed
privacy regulation apparatus. Two examples will illustrate the kinds of concerns raised.

First, decisions made about one individual may depend on models estimated from
data on others. Insurance underwriting is entirely based on such comparisons. In highly
automated contexts individuals cannot know what data are used to assess applications
and therefore cannot challenge decisions or learn from the outcomes. This is not limited
to service providers; fintech platforms providing credit intermediation often collect
information that they use to show users only offers they are likely to get. Information is
spread further than necessary and many decision rules, machine learning approaches
and trained algorithms may be involved. In ‘thin’ markets, individuals will be aware
that their data will be used to update models and may distort their data accordingly.

A second example is so-called ‘algorithmic bias’. It is by now commonplace to
acknowledge that data sets used to train automated decision systems may contain
implicit bias; this applies as well to the code. In the former case, sampling individuals
into the data set and proximities between individuals established by the code can
embed selection bias, especially when historical data (collected at a time when a given
system was not used to make decisions and thus to generate data) are used for training.
In the latter case, cultural assumptions and personal idiosyncrasies may be built into the
optimisations and adjustments tools (e.g. objective functions used for updating model
in light of new data; the layered structure in DL systems; or the extent to which
recommendations are implemented automatically or relayed to human advisors).

One solution is to mandate explication. But this may be of limited effectiveness; a
standard test for algorithmic bias is to compare results using data where only one
nominally-irrelevant or legally-protected field (e.g. gender, ethnicity, religion) is
changed. If results are different, bias is present2. But this only finds bias linked to
identifiable data fields. This raises the question of why certain characteristics are
protected. Bias represents simplified decision-making. It may use correlations that are
accurate but unconscionable (e.g. location discrimination, traffic shaping, gendered
insurance premia).

We can test the validity, ethical implications and proportionality of overt and
measurable bias. It can be challenged; by individuals, politically or socially.

But suppose instead that complex data are fed to a deep learning algorithm. There
may be no single characteristic or stable set of characteristics leading to adverse
decisions. Those discriminated against have no way of understanding or rationalising
their failures (e.g. to get a job or obtain credit). They may internalise this; feeling that
‘the system’ is against them and disengaging or reacting in damaging ways. This, in
turn magnifies and/or embeds such biases deep in the data and algorithms of the
system.

2 This test has been failed by e.g. algorithms used to make probation and parole decisions and to
generate job interview offers on LinkedIn.
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For individuals, this may convert incentive to labels. A person who fails to manage
their finances effectively might once have felt a strong incentive to improve; with
widespread automated credit scoring they will not be offered credit and thus will lack
financial incentives to improve. Groups may respond collectively (political action,
boycott, or bypass). It is important that these self-healing responses continue to
function.

3 Interactions Among Firms

Firms continually observe the results of their own and each other’s behaviour; they thus
learn and adapt. Markets rely on this learning; customers are encouraged to search and
firms to compete; the end result is some combination of static and dynamic efficiency.

But firms may recognise that it is better to coordinate actions rather than to com-
pete. Done explicitly, this collusion is generally illegal. Such agreements are not self-
enforcing; they by definition involve firms failing to maximise individual short-run
profit in favour of enhanced collective and/or long-run profit in ways that reduce
aggregate welfare. Firms therefore have an interest in ensuring that active firms adhere
to the agreed discipline and that supranormal profits do not attract entry. Thus they
would profit by a mixture of predatory entry-deterrence and intensive collusion.

Competition rules aim to prevent predation and explicit collusion. This requires a
basis for identifying and proving violations, assessing net harms and relevant intent and
crafting and enforcing appropriate remedies. This in turn involves an identification
problem; does observed behaviour fall into the permitted or the prohibited category?
For example, predatory behaviour must be distinguished from competitive response to
entry and price distributions should be linked to valid estimates of cost. This may
involve quantitative and other evidence sources and may include AI solutions to
identification problems. There are some ‘smoking guns’ – patterns of behaviour that are
so strongly associated with violations that they provide grounds for proceeding when
detected. They may be dynamic e.g. lowering price when entry or a rival cuts price and
raising it again after the perturbation has finished. Others are behavioural e.g. explicit
communication or evidence of collusive or predatory intent, conduct showing clear
punishment/reward behaviour and evidence that machine-supported strategic choices
respond to shocks by prioritising price over volume as opposed to volume over price.

The problem is much harder when market relations are complex, imperfectly
observed and highly dynamic. For instance, restricting output while prices are climbing
could be taken as evidence that the firms were trying to create artificial scarcity or
return to collusion after a ‘punishment phase’ but could be a competitive response to an
exogenous fluctuation in demand; if prices rise exogenously it is rational to delay sales.
Most jurisdictions regard the costs, burdens and uncertainties of a ban on conscious
parallelism and tacit collusion as outweighing the advantages.

This judgement may not be time-consistent; it in effect encourages tacit (as opposed
to explicit) means of collusion, which could in turn change the quantitative reason for
not modelling and prosecuting such tactics. Important elements are the difficulty of
identifying intent, the potential ineffectiveness of legal measures, the presumed
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difficulty of reaching and sustaining profitable arrangements for the cartel and the
vulnerability of such arrangements to predation, entry and exogenous shocks.

AI-specificity may arise if technologies that change what firms know about each
other, when they know it and the extent to which they can identify defections by
members and thus credibly threaten punishment change the case for regulation.

To fix ideas, suppose firms use algorithms to keep an eye on each other and to
adjust strategy. Suppose further that their collective operation implements a collusive
outcome. A problem arises if there is neither explicit communication between the firms
nor a demonstrable intent to write collusive algorithms e.g. if algorithms are purchased
from a separate market layer (coders). One could treat this as vertical foreclosure.

It may be a natural result of upstream competition combined with network exter-
nalities; firms tend to buy algorithms that yield higher profits and the adoption of an
algorithm that tends to yield collusive outcomes when it interacts with itself will
increase demand for that algorithm. The result will be domination of the code market
by profitably interactive algorithms (which learn how to collude with themselves or
each other) and tacitly collusive outcomes downstream, without intent or overt
communication.

In the absence of intent and control, such algorithms could also learn to implement
(or converge to) more competitive behaviour. Certain features of their dynamic
behaviour (e.g. punishment-and-reward behaviour) are associated with collusion and
may be reinforced by the learning process itself. Conversely, our modelling suggests
that ‘signatures’ of dynamic responses, tests of the propensity of such algorithms to
collude or ‘tipping’ of a networked and algorithmic markets into collusive phases could
be learned and used by regulators. Modifications of the code (e.g. adding to the
updating and/or value functions terms that reward compliance with regulations or
increases in consumer surplus) can lead firms to converge on less damaging beha-
viours. Finally, the networks through which firms observe each other and their over-
lapping patterns of contact are significant in two ways; convergence to collusion is
faster and more effective in some networks3 and ‘seeding’ key positions in sufficiently
centralised networks with ‘virtuous’ algorithms can encourage convergence to less-
collusive outcomes.

4 Firms and Regulators

What forms of algorithmic firm behaviour are legal and what forms should be?

4.1 Regulatory Modelling

How can violations be detected? Approaches that might be tested include the
following.

3 Specifically, if algorithm choice is viewed as a coordination game, certain (slow-growth) network
structures show much faster convergence than grid-like or fully-connected networks.
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1. Modelling the price distributions expected to emerge from different approaches. For
instance, simple Q-learning algorithms in a pricing game can lead to imperfect
coordination in simulations. Either firms learn to coordinate imperfectly (settling on
less than fully collusive prices or experimenting too often and long) or converge to
either collusive or competitive outcomes. These lead to different price distributions
that could be learned by regtech algorithms and used to devise market tests.

2. Event studies. AI systems that continue to learn will respond to shocks in ways that
can reveal e.g. the relationships between pricing and underlying costs or the implicit
objectives used to drive the learning process.

3. Direct analytics and machine learning to solve identification problem. In favourable
market conditions, a regulator could learn the collective behaviour of firms in order
to evaluate competition implications. Of course, this one-sided learning depends on
firms not seeking to learn about or to influence the regulator’s models.

4. Block graph (Bayesian inference) approaches. If we regard even collusive market
outcomes as having multiple causal pathways and if recognise that firms’ learning
may have multiple outcomes, the identification problem of determining why a
market generated a particular set of data may be amenable to network inference
methods.

5. A:B testing of trained and untrained algorithms. If firms are required to share their
algorithms with the regulator, they can be tested to see whether (and under what
conditions) they generate acceptable outcomes. This could be used in an ex ante
regulatory approach with guidelines as opposed to ex post approaches.

To determine whether a given outcome is acceptable, the regulator will also need to
learn firms’ costs, market demand and – perhaps most importantly – what firms
themselves know or believe about costs and demand.

A related issue is that results may not be deterministic. A given population of
algorithms may converge to a collusive outcome following one realisation of consumer
behaviour and a more competitive one under other circumstances. This is not new; it is
one reason why so much attention is paid to entry as well as market conduct and to the
composition of demand as mentioned above. In this setting we may have to reassess the
degree of certainty needed to ‘prove’ violation or justify intervention.

4.2 Remedies or Disincentives

In deciding what should be regulated we should consider what remedies (or disin-
centives) can be implemented. Examples include the following.

1. Ex ante controls – some algorithms could be approved for specific applications. Use
of approved algorithms could be linked to adoption of ‘regtech’ systems to provide
real-time monitoring. This could be combined across systems to detect and assess
emergent behaviours and systemic departures from effective competition, and limit
their form, use and linkages (in the spirit of macroprudential regulation).

2. Controlling information sharing – the results of simulation and modelling depend
strongly on who observed what information, so another control would change that
pattern. This could break up clusters by maintaining uniform public data
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repositories or placing structural limits on the complexity or breadth of data that can
be shared or the speed with which they are reported or prices be adjusted.

3. Ethical guidelines – another tool in the regulator’s kit is promulgating and enforcing
guidelines ranging from explicit enforceable standards to more general statutory
Codes of Conduct. Such initiatives are under active development in a range of UK
agencies e.g. Digital Catapult (for start-ups receiving government support), NHS-X
(health-related app development and commissioning), West Midlands Police
(National Data Analytics Solution), financial services and contractors processing
personal data for public service delivery. Associated to this are aids to regulatory
innovation such as sandboxes and default “comply or explain” enforcement.

4. Explicability requirements – requiring algorithmic processing and decisions to be
accompanied by a suitable explanation.

5. Coding practices and requirements for audit and/or proof of performance.
6. Direct market interventions – specific transactions or data signals to nudge the

system away from inefficient behaviour or to produce relevant evidence4

4.3 Regulatory Impact Assessment

Any move to regulate algorithmic market behaviour should be assessed against better
regulation principles. These include: an ‘evaluate first’ requirement; considering the
accuracy and completeness of evidence behind the status quo ante assessment and the
counterfactual against which the proposal will be measured; explicit statement of
regulatory principles and objectives (including a framework for assessing direct and
indirect impacts on static and dynamic efficiency, competition and innovation); mod-
elling the interaction between these systems and other regulated firm behaviour; ana-
lysing the proportionality of requirements and potentially disproportionate impacts on
e.g. SMEs; and likely levels and patterns of compliance.

Among firms, this analysis can involve a form of conjectural equilibrium. Firms
that compete in prices will develop strategies that are response functions to past prices.
Eventually, they may learn others’ response functions or even reveal them directly, so
strategies are responses to response functions, and so on. For machine learning in
pricing algorithms, firms may begin by using reinforcement learning to explore demand
and cost curves (regarded as exogenous and time-invariant and therefore capable of
being learned in this way). Multiple firms can use these strategies, treating rivals as part
of the environment. If they recognise other firms’ learning, the problem changes - the
‘environment’ is no longer stationary and moreover responds to the firm’s actions. In
this environment firms should factor in how today’s behaviour influences others in the
future, combining learning with perturbing other firms to learn what they know and
signalling. Regulators using rule-driven or learning strategies become part of the
environment about which firms learn. This complexity argues for an experimental
approach, and for impact assessments with explicit provision for monitoring and
periodic review.

4 Analogous to weakening uniform-price buyer collusion by artificial demands from the seller.
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4.4 The Basic Set-Up

Firms
Firms are essentially playing a market game. This can be played on many levels. In
each level, automated decision-making and machine learning can be used to automate
and improve strategic interaction. AI serves as a faster, more consistent means of doing
what firms would ordinarily do. Sometimes, quantitative speed and scale advantages
lead to qualitatively different outcomes. For example, a cartel that is unsustainable
because firms cannot detect and respond to defections with sufficient accuracy, focus
and speed may become feasible with the use of suitable algorithms and information5.
As a result, markets may experience ‘phase changes’ in which models of opponents’
behaviour and the firm’s own action space become more sophisticated. Strategies used
by firms may include price, quantity, conjectural variation, memory, response speed,
revenue management algorithms and machine learning approach.

Firms can pursue various objectives e.g. short- or long-run profit, reputation, supply
chain dominance or IP. These can be static or evolving hybrids of simple objectives
(e.g. aProfitþ 1� að ÞConsumer surplus). To develop a theory of whether these tran-
sitions are of policy concern, it is appropriate to describe strategy levels (previous
paragraph) and see how inefficiencies could be generated at other levels e.g. whether
competition in algo-writing ‘tips’ into norms that sustain tacit collusion at market level.
Such models will be sensitive to what firms observe and seek to learn. When rivals,
customers and regulators are learning, the underlying identification problem is com-
plicated by issues of complexity and emergent behaviours6, endogenous shocks
(e.g. from experimentation), propagating risks and non-stationary demand and cost
(e.g. with experience or ‘social’ goods, or learning by doing).

The next step is to specify (or ascertain) whether AI is used to: set prices or
quantities; classify, categorise or identify customer types; structure interactions (e.g.
influence preferences or elicit further information); adjust product characteristics;
design contracts and services; identify/negotiate transactions; make suggestions to sales
reps, etc. It is also useful to describe AI ‘depth’ (e.g. rule-driven, independent learning,
interactive learning without accounting for others’ learning, aware interacting learning,
etc.) The method used to create and refine the learned model should also be specified;
this can involve reinforcement/Q learning or some form of DL.

Regulators
At a simple level, regulators can use standard data science tools to detect (possibly
high-dimensional) correlation among firms and potentially to match them to identified
strategic patterns including potentially collusive learning. This is likely to be effective if
costs and demand are stable for long enough to efficiently sample the distributions.

This analysis can be conducted on the assumption that firms behave in a simple
fashion (e.g. Nash equilibrium or full collusion). However, firmsmay be tacitly colluding
as mentioned above. The literature shows that simple ML algorithms can lead to supra-
competitive prices without overt collusion, direct communication or collusive intent.

5 For a currency exchange example, see e.g. Cave and Gelsomini [1].
6 e.g. the – possibly simultaneous – deployment of AI systems at platform or intermediary level.
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This is perhaps the most challenging part of the exercise; determining whether the
patterns detected are evidence of an underlying collusive effect or intent and whether
effective intervention is feasible and warranted. Note that effect or intent could justify
intervention to address current inefficiency or prevent future collapse of competition.

But suspicious patterns may have innocent explanations. For instance, sudden price
jumps followed by a slow return to a low price may be evidence of an Edgeworth
Cycle7; firms usually price efficiently (near marginal cost) in a ‘war of attrition’ sur-
viving on low margins. Eventually, one firm may raise prices (to milk customers
who’ve ceased actively to search or cover a revenue shortfall). In response, the rest
begin to raise prices, albeit by less because they need to retain existing clients and
attract some from the first-mover. This is unstable, so a period of downward price
competition follows. Without knowing true marginal costs, this may be indistin-
guishable from imperfectly collusive automated market behaviour.

Another example arises in a quantity competition setting if firms restrict production
when prices rise and expand it when prices fall. Without knowing the depth of the
market, we can’t tell whether they are signalling willingness to collude, restoring
discipline after a cartel punishment phase, bidding up prices by artificially restricting
supply or treating demand as exogenous but persistent and delaying sales until price is
higher.

Studying Firm Learning
If firms facing fixed (or stationary) demand sometimes learn to collude fully and
sometimes don’t, non-parametric analysis could be used to bound costs and thereby to
identify supra-competitive prices and distinguish them from near-competitive ones. If,
on the other hand, firms always learn partially to collude this identification problem is
harder because prices will lie between Nash and Collusion, but with low dispersion.

5 Programme

This paper reports early progress on a programme to provide an analytic basis for
integrating machine learning with real-world competition regulation. It proceeds in
stages.

5.1 Learning About Prices and Quantities

The first stage models simple algorithms in games played on networks. The network
programme starts with cliques (all firms observe and interact with each other), various
static networks (stars, lines, small worlds, scale-free and slow-growth) and finally
dynamic networks where firms endogenously choose other firms to monitor.

7 See e.g. Maskin and Tirole [2].
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5.2 Algorithm Dynamics

The next stage models algorithm adoption as a conventions game. Initially, there is a
finite set of algorithms from which to choose; players can change algorithms (using the
best according to current beliefs) or explore alternatives. The finite set includes algo-
rithms that are best replies to themselves. They include collusive algorithms (which are
payoff dominant) and imperfectly collusive or competitive algorithms. Thus, they
converge to more or less collusive or competitive results when matched to themselves
and produce inferior or non-convergent results when mismatched. The expected payoff
to adopting an algorithm is found by considering the behaviour resulting from the
algorithms chosen by the firm’s rivals. The dynamics are reinforcement learning; firms
choose currently-optimal algorithms with high probability and others with much lower
probability. This leads to a Markov process over the algorithms adopted by all firms.

The process converges almost surely. In a clique, all firms converge to the same
algorithm, which is not necessarily the optimal one. If the probability of choosing a
suboptimal algorithm depends strongly on expected losses, the process converges to the
risk dominant algorithm; other experimentation rules may have stable outcomes that are
neither risk nor payoff dominant. Non-clique network structures may have stable
outcomes where clusters have different algorithms and levels of collusion.

5.3 Reinforcement Learning/Q-Learning

Simulations conducted to date use a variant of the Q-learning approach to reinforce-
ment learning. This is sketched below. It involves learning a finite approximation to the
function that maps the firms’ actions to outcomes in different states; an outcome
involves a current return and a new state. Firms are not assumed to have prior
knowledge. Q-learning involves discrete sets of states and actions; the firm’s value
from choosing an action is the current payoff plus the present value of future optimal
play. Firms try an action and use the results to refine estimates of the value function. If
the process visits all state/action combinations often enough and converges, firms will
have learned all they need to behave optimally. If many firms (and also possibly
customers and regulators) are learning and this is taken into account, the state space can
grow very rapidly. What’s worse, the impact of small changes in a firm’s behaviour can
also increase rapidly, requiring finer approximations and further increases in com-
plexity. This can be artificially mitigated by imposing finite automaton learning or
Markovian strategies.

Such structural limitations may themselves be collusive; a pre-commitment to finite
memory or specific information (granularity) may increase the odds of a collusive
outcome. This can be illustrated by two simple Prisoners’ Dilemma examples (the
game used in early discussions of mutually beneficial machine learning, which shares
some features (inefficient dominant strategy one-shot equilibria) with oligopoly games).

First, suppose that firms play an undiscounted infinitely-repeated Prisoners’Dilemma
with high-price (H) and price-cutting strategies (G). This has many equilibria (the one-
shot dominant strategy one (G, G) being analogous to competitive behaviour). If the
players commit themselves to one period of memory their strategy spaces collapse to a
move at period 0 and moves in case the opponent chose H or chose G on the previous
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round - 8 pure strategies for each player. There are still multiple equilibria; the com-
petitive one is now written GGG. Reinforcement learning in this game involves each
player always using each strategy with positive probability, but sharply reducing weight
on inferior ones, which corresponds to successive elimination of weakly dominated
strategies. This version of the game proceeds until only the GGG strategy and collusive
tit-for-tat (HHG) are left with significant likelihood. At this point, HHG defeats GGG and
collusion emerges. Without finite memory, this could not be guaranteed.

A second example involves information asymmetry. Label the strategies A and B
and suppose there are two states; state 1, where A is the collusive strategy and state 2 in
which B is collusive. The first player knows the state; his move is observed by the other
player. If he uses his information, the other player will learn this immediately; both
players will choose the (dominant) competitive strategy. If the first player commits to
ignoring his information, the other player may as well do the same and the players will
partially collude – this is better for both than the outcome if they both learned and made
optimal use of their information.

This opens up another collusion possibility. If the players train their algorithms on
historical data and then use them with only minimal sampling to respond to changes in
demand, the choice of a training data set can sustain collusion.

Overall, the outcome is determined by a combination of (training) data, architecture
(observation, business model and market), algorithmic form and the (stochastic)
environment. In many settings, initial variations in the algorithms chosen will be
eliminated by their self- compatibility as described in the discussion of algorithm
dynamics starting on page 10 and in line with the standard results on ‘tipping equi-
libria’ in network games8. Of course, there are differences between the algorithms (in
the source code sense) and specific instances, given that they are trained on different
data. But these differences should not be too great and will reflect salient details of the
market structure9. Within this set of potentially- stable structures, firms could choose
algorithms that deliver additional capabilities.

Our focus here is on collusion (maintaining internal discipline), but with suitable
updating rules and training data they could also serve as predatory/punishment devices.
In networked environments – where firms have different patterns of informational and
market contact - they can be symmetric or aligned to distribute or share the costs of
punishment to provide directed punishment and to reward members for carrying out
punishments.

5.4 Q-Learning Basic Results

We start from a model in which only one firm learns. The same analysis can then be
used to describe situations in which many firms learn, but where they ignore the
learning behaviour of others (or model it as a stationary stochastic process for choosing
their strategies).

8 See e.g. Katz and Shapiro [3] and, for a discussion relevant to the outsourcing of pricing analytics,
Galeotti and Goyal [4].

9 See the discussion of learning in cliques (page 16) and networks (page 17).
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When firms are aware of others’ learning, they will take account of the fact that
their choices combine current payoff, learning about the underlying market process
associated to a given choice of action while simultaneously changing the state of that
action. This is a Bandit problem10.

Once the firm recognises that others are learning about the market and its strategies,
we are in the world of interactive learning – in addition to current payoff, learning
about exogenous processes and advancing the state of the chosen process, the firm’s
actions will change the information available to others. This is analogous to an epis-
temic inference (communication) game.

5.5 Isolated Learning

Suppose first that a firm is (or believes itself to be) the only one learning. In this model
the state consists of (random) demand together with the (formulaic) behaviour of other
firms.

The firm’s is assumed to seek to maximise the PDV of a per-period objective

U ¼ E
X

dtpi r
tð Þ

� �
ð1Þ

Its optimal action is found and that value of choosing action s in a given state
defined by solving the usual Bellman equation

V st�ijxt
� � ¼ maxsti E pi s

t
i; s

t
�ijxt

� �� �þ dE V stþ 1jxtþ 1
� �� �� � ð2Þ

If V and the state updating function are unknown, the firm can try to learn them by
adjusting an approximation Q:

Qi sjxð Þ ¼ E pi s
t
i; s

t
�ijxt

� �� �þ dE maxsi Qi si; s�ið Þjs;xð Þ ð3Þ

Where we note that

Vi sjxð Þ ¼ maxsi Qi sjxð Þ ð4Þ

Thus knowing Q allows the firm to compute the optimal strategy. A simple rein-
forcement learning strategy starts from an arbitrary initial Qt and state xt. The firm
chooses an action (e.g. price, quantity) s. The ‘usual’ version sets p ¼ the firm’s profit;
this can be replaced by alternative objectives that the algorithm seeks to maximise.
After choosing the action, the machine observes the current value of the objective pt

and the new state xtþ 1. This allows the algorithm to update the value of Q corre-
sponding to that specific combination of state and action to:

Qtþ 1 sjxtð Þ ¼ 1� að ÞQt sjxtð Þþ afpt þ dmaxs0 Qt s0jxtþ 1� �g ð5Þ

10 Gittins [5].
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xtþ 1 is the next state reached from xt when the action s is chosen. The rest of Q (in
this simple model) does not change. The parameter a measures the rate of learning. If
this process converges (e.g. in a model where the state represents the non-learning
behaviour of other firms and variations in demand) it will converge to the ‘true’ Q
function and select the optimal action in every visited state. To be sure of this, things
must be completely mixed (ergodic in a useful sense). However, because this means
experimenting with things that do not appear to be (and generically are not) optimal in
any given state, such experiments are costly and an optimal learning strategy might be a
desired outcome (hence the connection to other forms of stochastic optimisation as in
Gittens [5] or complex optimisation strategies, which go beyond our current scope).
Because this is a complicated problem, we here settle for prescribing the ‘exploration’
or experimentation phase (what actions are tried in a given state and how often). For
real policy applications, however, more will need to be known.

How will exploratory probabilities be chosen? The simplest approach is to choose
the optimal action (with the current value of Q) with probability 1� eð Þ and to ran-
domise uniformly across all actions that are currently suboptimal with total probability
e. This can be improved by letting the probability of a given ‘experiment’ be a
decreasing function of the current expected payoff; a common expression is for the
probability of choosing a given action to be log-linear in the expected cost (compared
to the current optimum). As we shall argue, this can greatly affect the behaviour of
interacting learning processes11.

The updating function gives the transition probability to a pair consisting of current
reward and the next state; it can be learned if it takes the form of a time-invariant
distribution F pt;xtþ 1jxt; stð Þ.

One form of learning is to choose the currently-optimal action with high probability
and randomise across all others. This is analogous to the learning process in games
used in analysing dynamic play of coordination games (cf. Kandori, Mailath and Rob
[6], Young [7]). The experimentation can also be made to vary over time. For example,
in this one-player environment, the costs of experimentation increase and the expected
benefits decrease as the process converges, so the programme should experiment less
frequently and less widely.

Convergence
This type of simple one-person learning process determines an irreducible Markov
Chain and thus converges almost surely. More generally, convergence is guaranteed if
the experimentation strategy

11 In an uncoupled learning environment, this will increase the chances that play converges – if at all –
to proper rather than perfect equilibria in some environments and to acceptable and predominated
correlated equilibrium play in others. When the game involves choice of learning algorithms rather
than prices or quantities this sampling rule of avoiding big ‘mistakes’ will force uniform selection
of risk dominant algorithms (or a suitable generalisation) whereas a more adventurous rule such
as uniform experimentation will have other points of convergence that are neither payoff
nor risk dominant. The Q-determined experimentation process is sometimes called Boltzmann
experimentation.

Can Machines Learn Whether Machines Are Learning to Collude? 145



• Experiments less frequently over time;
• Makes completely mixed choices at any state that is visited infinitely often; and
• Chooses the optimal action with probability 1 and time tends to infinity.

Unfortunately, this convergence may take a very long time. This is because Q must
be estimated for all combinations of states and actions, and because the ‘lessons’
(adjusting one part of Q) may have external consequences if the underlying distribution
is not fixed or varies in a complicated way. These same ‘externalities’ are even more
significant when the updating function is not time-invariant (e.g. because it reflects
others’ learning or if consumers have finite demand and are thus sampled without
replacement).

As a practical matter, the specification of the state and action sets imposes a cost of
its own, so the choice of a suitable approximation may also be important (and
impossible to verify).

Finally, the speed of convergence may be affected by the nature of the transition
function. Suppose that we represent it as a weighted network by considering the
probability of transition from a given state and action to another state as a weighted
link. For any given state, we can define the set of states that can be reached with at least
some probability p as the p-neighbourhood of that state. A slow growth network has the
property that the p-neighbourhoods of a state’s p-neighbourhood overlap substantially
with each other and the original state’s p-neighbourhood. In other words, experimen-
tation will densely explore the region around a given state within a short period of time,
leading to durable learning before moving on to consider other areas. This systematic
exploration makes convergence much faster than more diffused learning processes.

If the optimality of an algorithm takes the ‘cost of learning’ into account and the
payoff function is concave, this may be dominated by an approach that quickly settles
on a strategy that is only approximately optimal.

The multiagent version of this approach (in which each firm regards others as part
of the market environment) is independent learning.

5.6 Independent Learning

As mentioned above, firms that use this kind of simple learning mechanism may be
overlooking the fact that others (firms, customers, etc.) are also learning. Because
learning by definition induces non-stationarity in the firm’s behaviour, a firm that
ignores others’ learning will mistakenly assume that the environment about which it
learns (here represented by Q) is time-invariant. If such learning converges, of course,
this is a rational expectation. There is no guarantee that learning will converge, but if it
does so it will converge to a Nash equilibrium.

When many firms are learning, but demand is stationary (albeit random) the natural
model is a repeated game. However, without additional structure, the state space is the
set of histories, which grows as the game progresses. This complication can be avoided
by limiting the size of the state space (e.g. to finite memory or to finite automata) or
otherwise ensuring that strategies do not become too complicated. An example is
provided by positional games e.g. Noughts & Crosses, Nim, Go or Chess (within
limits) in which the current state of play is a sufficient statistic for all prior histories.
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This does not remove all complications. Consider common pool externality games,
in which some of the stock of a resource is consumed in each period; the rest is
renewed or updated before the game proceeds to the next round. Markovian equilibria
are defined by looking for strategies that solve the relevant Bellman equation in a way
that depends only on the current state.

Concretely, let St be the stock at time t, cti be the consumption by player i and
Ui cti
� �

be the associated payoff in period t. Renewal is given by the equation

Stþ 1 ¼ f St �
X

i
cti

� �
ð6Þ

A Markovian strategy is one in which consumption is determined by current stock.
Stationary Markovian equilibrium strategies bci should solve

Vi Sð Þ ¼ max
ci

Ui cið Þþ diVi f St �
X

j6¼i
bcj Sð Þ � ci

� �� �n o
ð7Þ

One way to solve this is to ‘explore’ in the Q-learning style, but this need not
converge. Solving this directly may be computationally challenging. A heuristic
method is to start at an arbitrary endpoint and work backward, retaining the future
optimal strategies. In this approach, the value function VT

i and thus the optimal
strategies depend on how long the game has left to run.

However, because of the strategic dependencies, even when the utility functions are
concave and the renewal function is smooth things become unmanageable; with 2
periods left in the game the value functions become non-concave and with three they
may become non-smooth or even discontinuous. General solutions are only possible for
isolated choices of functional form12, and can usually be improved on by non-
stationary strategies that involve threats and punishments.

In the computer science approach to these issues a range of improved approaches to
the independent learning set-up have been developed in recent years that have shown
quite impressive performance (in terms of convergence, speed and profitability)in
positional games13 and simple video games14.

This is a critical observation; it may be that reinforcement learning strategies can
learn how to punish. But as yet there are no general convergence results for such
processes – in other words, there is no reason to believe that ML-powered oligopolies
will converge to a Nash equilibrium, even of a repeated game. Therefore, analysis of
their behaviour should not be limited either to a ‘comparative statics’ analysis of
whether or not they have chosen a socially inefficient equilibrium or a concentration on
behaviour in the support of the long-term limiting distribution of a Markov chain.

12 Specifically, a stationary Markov equilibrium to which learning might converge only exists when U
is logarithmic and f is a power function or when U is linear and f is logarithmic. See e.g. Garcia [8]
or Amir [9].

13 See e.g. Silver et al. [10].
14 E.g. the algorithms developed for the game of Pong in Tampuu et al. [11].
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5.7 Mutual Learning

The Q-learning approach has the advantage of guaranteed convergence in non-strategic
learning models. However, they require finite state and action spaces; finite approxi-
mations slow learning and convergence15. Moreover, they do not take others’ learning
into account.

To take into account learning by others, it is necessary to adjust the prediction of
the next state following an action to incorporate other players’ reactions. In conceptual
analysis of dynamic games, equilibrium outcomes are identified ex post; this means
that the strategies (including exploitation and experimentation) are common knowledge
among the players and each strategy can be tested in order to see whether it is a best
reply to the others’. This approach cannot be applied when learning others’ strategies,
but some refinement can be obtained if it is assumed that each player is playing
according to an assumption about the kind of equilibrium behaviour being followed.
More concretely, the Q about which the firm learns will be a payoff function for a game
(a matrix in the case of a two-player game). In the standard approach a player with
current belief Qt will assume that the other player will play according to a Nash or
correlated equilibrium in that matrix and predict the next state accordingly16. In order
to do this, however, the algorithms would need to overcome several challenges:

• Other firms’ payoffs (profits) as well as actions (e.g. prices) may not be observable,
or only partially observable, depending on e.g. the market contact among firms –
(e.g. if two firms share output or input markets, some inference regarding the rival’s
payoff can be drawn from the firm’s own profits);

• The amount of information that has to be collected and analysed grows rapidly
because rival’s possible inferences must also be tracked;

• In the case of multiple equilibria, coordination problems (different algorithms
assuming different equilibria for the current beliefs) can rise; and

• Firms may be unable to determine whether a rival’s actions correspond to the
exploitation phase (in which case they should be viewed as equilibrium or profit-
maximising behaviour) or the exploration phase (in which case they carry little
information about the current state of the rival’s beliefs), again leading to potential
miscoordination.

To take the possibilities of mutual learning fully on board, firms that are aware that
others are learning may also re-evaluate their own choices. In a standard reinforcement
learning approach there is a sharp distinction between actions taken for profit and those
taken for learning; in a setting with multilateral or entangled learning these actions also
influence others – in other words, they constitute communication.

15 Smooth approximations to Q combined with deep learning can speed convergence by adjusting
neighbouring parts of Q as well as the one explored. Another approach developed by Google
updates separately the ‘current state’ and ‘next state’ Qt terms on the RHS of Eq. (5).

16 For the Nash case see Hu and Wellman [12]; for the correlated equilibrium see Greenwald, Hall and
Serrano [13]; for an earlier survey see Shoham, Powers and Grenager [14].
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• This implicit communication may provide the basis for future elaboration of a
suitable policy response, even though it is the algorithms of one firm that com-
municate to the algorithms of others.

• In this way, firms’ actions become loosely coupled, which may be sufficient to
sustain supranormal profits and limit competition.

Aspects of this are covered in the computer science literature that uses various
forms of deep learning, in which the deeper layers of the model correspond to other
players’ models and strategies.

Mutual Inference; the Importance of Structure
As mentioned above, when firms take into account others’ learning, there is an aspect
of communication in their interactions. The efficiency of learning depends, therefore,
on who communicates with whom and what information each can observe. In an
economic context, this may involve firms observing other firms prices or quantities –
there is a clear difference between a model in which all prices can be observed and all
firms share the same market and one in which price observations may be selective and
market externalities are determined by a network of overlapping markets17. Even in a
theoretical model, this may complicate normal analysis. In this section we give an
example.

Suppose that n firms are competing in markets with uncertain demand, and that
each firm has private information about the (time-invariant) distribution of demand. We
may represent this by saying that the demand distribution depends on a single
parameter x 2 0; 1½ � and that firm i’s information is represented by a partition P0

i – in
other words, when the true state is x, the firm is informed that the true state belongs to
the element P0

i xð Þ that contains it. The firms’ partitions (but not their actual private
information) are common knowledge – each firm knows what each other firm could
observe, but not what it has observed. The firms also have a ‘language’ in the form of a
function giving the publicly-observable action ri Eð Þ the firm would take when it knew
that the true state belonged to a set E18. For example, ri Eð Þ could be the amount
produced or the price charged when the firm knows E. Learning proceeds as follows.

Learning in a Clique
In period 0, each firm takes the action r0i ¼ ri P

0
i xð Þ� �

corresponding to its initial
private information.

It also observes the actions r0j taken by other firms. This allows it to ‘refine’ its

information; instead of P0
i xð Þ, it now knows that the true state belongs to

P1
i xjr0� � ¼ \

j6¼i
x 2 P0

i xð Þjrj P0
j xð Þ

� �
¼ r0j

n o
ð8Þ

17 Note that these networks of observation and of market interaction need not coincide; a firm can
observe rivals’ prices published on the Internet even if they sell in separate markets, and firms can
be affected by others’ prices and sales even when they do not observe prices directly.

18 Formally, E must be expressible as a union of intersections of the various events observable by the
firms – the field generated by the join (coarsest common refinement) of the partitions.
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In other words, the partition P1
i is the set of states that might have been the true

state and that are compatible with the observed actions of the other players. Note also
that

• each player will know how the other players will have revised their beliefs (in other
words, player i will know P1

j ); and

• For each player, P1
i is strictly finer (contains more information than) P0

i

After t periods, the players will have partitionsPt
i and take actions r

t
i ¼ ri P

t
i xð Þ� �

.
The updating can be written as:

Ptþ 1
i xjrtð Þ ¼

\
j 6¼i

x 2 Pt
i xð Þjrj Pt

j xð Þ
� �

¼ rtj

n o
ð9Þ

Because each partition for each player strictly refines the one that precedes it, this
Bayesian learning process converges monotonically to a unique equilibrium set of
partitions P�

i and associated actions r�i . At this point, we can also identify the common
knowledge of the agents with the meet (finest common coarsening) of the equilibrium
partition19 - in symbolsM ¼ V

iP
�
i . Of course, the actions are arbitrary; however, it has

been shown20 that the players will behave as though the common knowledge were the
only information available – in other words they will agree and take actions rj M xð Þð Þ
if the action rule has the property that, whenever two disjoint events lead to the same
action, this action will be taken when the player does not know which event occurred.
In other words, this learning process converges to a state of effectively complete
learning. One such action rule is a market choice (e.g. price) that maximises expected
profit.

This model can be used for situations of random demand and private costs equally
well. It recognises and exploits learning by others, albeit in a myopic fashion. The
analysis only shows that the process converges. It is possible, for instance, that a firm
might wish to manipulate the behaviour of others by departing from the action rule that
they use to interpret its behaviour. Outright falsification (behaving in accordance with a
state that the firm knows has not occurred) creates problems for the Bayesian algorithm,
because it produces logically inconsistent information. However, the firm could decide
to conceal information e.g. by deliberately coarsening the information structure on
which it bases its actions. This will lead to a different equilibrium (albeit with the same
common knowledge property). For instance, if a firm chooses the same initial strategy
regardless of its private information, that information will never be revealed, which in
turn will affect the ability of other firms to learn. Conversely, if each firm chooses an
action that is different in every element of its partition, the process will converge
immediately to full information revelation. This in turn is likely to have competition
consequences. For example, full cost revelation may facilitate collusion; full revelation
of customer information may facilitate competition and/or price differentiation, etc.
This further illustrates that the same set of algorithms will behave differently depending

19 Aumann [15].
20 Cave [16].
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on the information that is supplied to them, and thus that restricting the structure of
pricing algorithms may distort but not prevent algorithmic collusion.

Learning in a Network
Now suppose that we use the same set-up in a networked market environment e.g. a
circle of n firms in with each firm interacts (in terms of observation or market contact)
with the firms on either side. The first phase of the game proceeds as before; the firms
take their initially-optimal actions, observe those of their network neighbours and
revise their beliefs according to Bayes’ Rule. However, it is no longer the case that all
of the P1

j are common knowledge. Firm 3, for instance, will be able to take both firm
2’s and firm 4’s information into account, but firm 2 will not know what firm 3 learned
from firm 4. In modelling P1

3, therefore, firm 2 will know only what firm 2 chose at
round 0 and what firm 3 observed from firm 2. Of course, firm 2 will have some idea of
what firm 4 might have done since it will know that the true state will have to be one
that is compatible with firm 2’s private information and with the observed actions of
firm 1 and firm 3. So it can only form a conditional belief about firm 3’s information in
P1

3; for every state that might have led to a different action by firm 4 in period 0, there
will be a different realisation of P1

3. This in turn means that the information conveyed
by firm 3’s next action is ambiguous (conditional on P1

3).
Cutting to the chase, this means that the state space on which learning operates will

potentially expand as the game goes on. But this is not necessarily the case; firm 4’s
observation is not arbitrary. For example, if firm 4 knows strictly less than firm 3 (has a
coarser partition), then firm 2 can work out P1

3 uniquely – it will be the same as if firm
3 was not in contact with firm 4. Alternatively, the market shared between firms 3 and 4
may be such that there is no difference between the optimal actions of firm 4 across
states that firm 2 cannot distinguish (in which case again firm 2 can work out what firm
3 knows and therefore what firm 3’s next action implies).

Finally, the network may help to trim the set of possibilities. Suppose that all the
markets are replicas of each other (or sufficiently similar samples from a much larger
population). This could happen if e.g. firms 2 and 3 compete on one platform and firms
3 and 4 compete on another but the users of the two platforms are drawn from the same
distribution. Then the information generated in the 1:2, 2:3 and 3:4 markets will be
substantially similar. There may be differences in pricing if the firm’s costs are dif-
ferent, but these will be fixed factors and eventually all firms will ‘learn’ the demand
distribution. Another form of trimming may come from the structure of the network. If
the firms’ contacts form a closed cycle and the algorithms converge, the same common
knowledge as in the clique (full network) will be stable. It may not, however, be the
only point of convergence.

6 Conclusion

This paper has summarised early results from a structured exploration of the impli-
cations of machine learning for competition policy. It is linked to a range of current
policy areas including privacy, online search regulation, informational intermediation,
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digital profiling, algorithmic bias and the implications of artificial intelligence. Existing
literature shows that algorithmic tacit collusion is possible but in many settings unli-
kely. This paper argues that there are many factors that could increase the likelihood
and robustness of such outcomes. It also suggests that it may be necessary to reconsider
the legal status and regulatory approach taken to tacit collusion, because it is no longer
obvious that it can be dismissed as essentially harmless or regarded as dispropor-
tionately hard to tackle (because regulatory use of AI can to an extent help with
identifying harmful uses). Of course, if the damage to market efficiency is inadvertent
and an unnoticed, unintended or emergent consequence of algorithmic market prac-
tices, it may be neither possible nor efficient to hold user firms or programmers
responsible; instead restrictions on information exchange and a range of detection
approaches may help to diagnose problems.
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Abstract. According to the Bystander Effect, the tendency to help a
victim in a problematic situation decreases with the number of specta-
tors to whom the request for help is made The main aim of this study is
to investigate this phenomenon in an online environment characterised
by synchronous communication. This paper evaluates how some subjec-
tive variables and the participants’ familiarity with online interactions
can affect the tendency to help others. The results of the study show
that the Bystander Effect is present even in online environments. In
particular, the results indicate that the tendency to help decreases not
linearly with the increasing of the group size which received the help
request. Moreover, the familiarity that a person has with online inter-
actions has a significant association with his tendency to help. Finally,
the general self-efficacy and social desirability appear as predictors of
Bystander behaviour during online interactions with a victim.

Keywords: Bystander effect · Online social dynamics · Online
prosocial behaviour

1 Introduction

Nowadays, in a world where more than half the population has access to Internet,
and 2.5 billions of them last year used a mobile device to connect to social media
(e.g. Facebook, Tweeter) [1], the pervasiveness and importance of human online
interactions must be taken into account to understand the brand new social
phenomena occurring within a world populated by a growing number of “ICTs
users”. The impact of the Information and Communication Technologies (ICTs)
on human behaviours is currently an important field of study, in which psycho-
logical constructs such as “Altruism” [2,3],“Reciprocity” [4], “Conformity” [5]
and “Participation” [4] attracted the attention of researchers both for theoretical
research, and for many possible applications (e.g., crowdsourcing, crowdfunding,
participatory citizenship). Altruism and reciprocity represent two of the main
driving forces that make human beings as one of the most cooperative animals
in nature [6,7], and many studies described their dynamics within a plethora of
c© Springer Nature Switzerland AG 2019
S. El Yacoubi et al. (Eds.): INSCI 2019, LNCS 11938, pp. 153–167, 2019.
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scenarios [8–11]. A very famous example of such studies is the Bystander Effect,
which refers to the social phenomenon that happens when individuals are less
likely to help a victim when other people are present [12]. Alongside a large
amount of studies that have examined this kind of effect in “real” environments
and face to face interaction [13–19], only a few numbers of studies have explored
the persistence of Bystander Effect in an online environment. Moreover, all the
works that studied the Online Bystander Effect (OBE) focused their attention
on asynchronous interactions between the group members, without any manip-
ulation of the group salience [20–26]. Recent chronicles sadly confirm how the
Web can support the emergence of extreme behaviours (i.e. suicide) through the
use of online platforms, and how the specific features of the online interactions
should be considered in order to understand the human online dynamics. In this
study, to partially answer to the previous issues, the first step was to verify the
existence of Bystander Effect in online synchronous interactions, within minimal
group conditions, confirming its persistence even within an online environment.

The Bystander Effect was first investigated in the United States in the 1960s
after the famous case of Kitty Genovese. The term refers to a psychosocial phe-
nomenon that appears in emergency circumstances, and in the presence of other
people, who, despite the repeated requests of the victim, decides not to give
help. The phenomenon seems to correlate with the ambiguity of the situation
and seems to be directly proportional to the number of spectators present at
scene [12,27–30].

Literature provides two explanations of the Bystander Effect: the first refers
to the fact that in an ambiguous situation, people tend to determine the severity
of the event, partially based on the behaviour implemented by other spectators.
If no one is perceived as getting alarmed, the situation will not be perceived as
requiring an intervention [13,20,24,31].

The second explanation is that in the presence of others, people will tend to
manifest a generalized apathy caused by the spread of responsibility [20,32].

Some studies in natural environments investigated the role of several person-
ality variables in relation to the Bystander Effect [33,34]. In particular, openness
and consciousness are positively correlated to the tendency to adopt help behav-
iors in emergencies [35]. Self Efficacy has been found to increase the probability
to exhibit the Bystander Effect [36]. Interestingly, in real environments, many
fundamental psychosocial traits and dimensions, such as Social Desirability, have
been frequently found as not significantly related to the Bystander Effect [32].

In the past years, the Bystander Effect has been highly studied in both
natural and laboratory contexts [37]. Today, with the advent of new technologies,
as well as many of the psychosocial phenomena, also the Bystander have been re-
examined to be modelled within online environments. The basis of these studies
is a need to understand whether the characteristics of these new environments,
such as partial or total anonymity, physical isolation and reduced identification,
can alter the scientific evidence coming from real contexts [20–23,25].
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Previous studies highlighted that the Bystander Effect also occurs in online
contexts and how this phenomenon intensifies as the number of spectators in the
group increases [23–25,38].

About this, some authors [24] demonstrated that if an asynchronous commu-
nication mode characterizes an online context, it is more likely to receive help if
the request is made personally to only one interlocutor at a time, rather than if
the request is made through a collective e-mail.

Similar results, always in asynchronous online communication conditions,
showed that the Bystander Effect also manifests itself if the victim is a physically
present person within the formal reference group of the recipient of the help
request (i.e. university contest) [38].

Another study has shown how partial anonymity, in computer-mediated com-
munication, influences the tendency of the actors involved to help [39].

Moreover, about the role of personality variables in relation to the Bystander
Effect, some authors have pointed out that in an online environment the extent
of the phenomenon is indirectly proportional to the age of the spectator [40].

Furthermore, most evidence has revealed that there are no significant differ-
ences in the amount of help provided in relation to the gender of the victim even
in online environments [25,37].

Despite the latest evidence about the “Online Bystander Effect”, the main
results provided by literature regarding the Bystander Effect in real environ-
ments should be replicated in order to understand the impact of ICTs on this
complex psychological dynamics.

2 Aims and Hypotheses

The main aim of this study was to investigate the Bystander Effect in online
environments, for the first time in an “ecological” way for what concerns the
modern WEB based environments (i.e., under synchronous communication, and
“minimal group” conditions).

In accordance with the literature, first we hypothesized the existence of
the Bystander Effect also within online communities, characterized by the con-
straints we defined previously [23–25,38], expecting to observe a reduction of
“help actions” with the increasing of the size of the group, in which the help
request was carried out during a web-based synchronous interaction. Moreover,
we hypothesized an effect of age, following literature [40], such that older people
should give more help than the younger even within online environments.

The second aim of this study was to analyse the impact of the subjects’
variables (i.e., socio-demographic, psychological, and psychosocial dimensions)
on the adoption of online help behaviours, in order to improve, confirm and test
the preliminary results provided by the literature.

Finally, the third aim of this research was to shed light on how the familiar-
ity with online interactions (e.g., technological fluency, computer literacy) and
online environments, could impact the subjects’ tendency to give help within
such environments.
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3 Methods

In this section the design of the study will be presented, including the sample
characteristic, the modality followed in the experimental phase to collect data,
the tools and psychological measures used, and the analysis implemented in order
to verify the hypotheses.

3.1 Sample

The research was conducted in accordance with the guidelines for the ethical
treatment of human participants of the Italian Psychological Association (AIP).
The participants were recruited with a snowball sampling strategy. All partic-
ipants signed informed consent and could withdraw from participation at any
time. The sample was composed of 176 students coming from the School of
Psychology of the University of Florence, recruited utilizing a voluntary census
procedure. The sample was composed mainly by Italians (97.2%), and by females
(73.3%), with an average age of 21.87 (SD 1.89). The subjects were approached
face-to-face by the experimenter and were invited to send an e-mail if they were
interested in participating in the study. The experiment was introduced using
a fake story not to invalidate/affect data mining. They were told that they
would take part in research, including simple questions of moral reasoning, for a
study about quantum cognition. The participants were asked to have a Facebook
account, while the part related to the Bystander Effect, was revealed only at the
end of the experiment.

3.2 Experimental Procedure and Tools

The recruited subjects were contacted and instructed directly online, using a
power point presentation of the fake-study. The subjects could participate to
the experiment in an autonomous way, just using an ID code to participate. The
subjects, depending on the codes they received, were randomly assigned to 60
different online groups (i.e., composed by 3, 4 or 7 people), created specifically
as “Facebook Groups” on the web. In all of this group the participants didn’t
know each other and could not speak. Within each group a researcher’s disguised
helper was always present (i.e., a male or a female so to obtain two balanced
conditions), that at the end of each session was instructed to ask for an help
to the experimental community. In order to assess the psychological and socio-
demographical dimensions of interest two surveys were developed, adopting both
standard tools for psychological assessment and ad-hoc sections created to assess
the factors under scrutiny. The first instrument that was administered was an
online psychological survey created using Google form platform, investigating:
demographic variables (e.g., sex, age, degree, years of education, family income),
operational variables related to the usage of new technologies (e.g., frequency
in the use of the various internet services, which devices are more used and
how often, for which activities they are mainly used), the specific usage of social
networks (e.g., which platforms are used most, the aim and the contexts in which
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they are most used and the importance of the interpersonal relationships created
on these platforms), and the psychological dimensions of interest.

At the beginning of the experiment, two pairs of statements about moral
reasoning were proposed to the subjects, and they were asked to assign a score
of importance on a scale ranging from 1 to 100. Between the administration of
the first and second couple of questions, the anonymous helper posted in the
Group chat a help request to the other members in order to recruit subjects
for his or her thesis project experiments. The accomplice used always the same
standardize message as help request.

At the end of the experiment, the subjects were thanked for their participa-
tion, and a restitution survey, that also revealed the real intent of the study, was
sent to them. The final survey had the target to get some opinions and percep-
tions about the experiment, as well as to determine if the subjects believed to
the help request, how much they were affected by the group behaviours, and by
the “online” conditions in which the social interaction occurred.

The preliminary survey, assessing the psychological dimensions was composed
by the following psychological, psychosocial and personality scales:

– BEES (Balanced Emotional Empathy Scale, α = 0.87) [41]
– FNE (a brief version of the Fear of Negative Evaluation Scale, α = 0.90) [42]
– SRS (Social Responsibility Scale, α = 0.74) [43]
– BSDS (Brief Social Desirability Scale, α = 0.60) [44]
– I-TIPI (Italian Ten Item Personality Inventory) For personality dimensions

such as: extroversion, agreeableness, conscientiousness, neuroticism and open-
ness (α = 0.59) [45]

– STAI (State-Trait Anxiety Inventory, α = 0.60) [46]
– General Self Efficacy Scale (α = 0.90) [47]
– Sense of Community Scale (α = 0.88) [48]
– SIAS (Social Anxiety Scale, α = 0.88) [49]

At the end of the experiment, in order to validate the collected data, a second
survey was used to test the subjects opinion and perception about the exper-
iment. The interface of the questionnaire opened with an explanation of the
study to which the subjects had participated, and also revealed the real intent
of the research related to the Bystander Effect. The questions proposed by the
survey were all related to this part of the experiment, and investigated the prob-
ability of having understood in advance the aims of the study, which were the
factors/elements that inspired her/his action to the message of the accomplice
(whether or not to respond), and finally, if the presence or possible interactions
with the other members of the group had influenced the decision to assist.

3.3 Data Analysis

The data analysis procedures have been organized within 2 main phases. Dur-
ing the first one the data mined from the experiments have been organized,
codified, standardized and the descriptive statistics were produced, in order
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to verify the preconditions for the inferential analysis (i.e., Gaussian distribu-
tion for the continuous variables, and balance and minimal sample size for the
discrete variables), and removing, where necessary, the outliers. Thus, is been
assessed a sample size estimation in order to verify the power of the experiment
results. During this phase two brand, new variables have been defined respec-
tively as “Online Bystander Effect” (OBE) and “Provided Support”. OBE has
been defined as occurring when a subject didn’t support the accomplishes nor
with a help (Hi = 0) neither with a message (Mi = 0), instead, the variable
“Provided Support” represents the cases in which a subject said he was willing
to help the accomplice who had asked for help. As a consequence the variable
OBEi for the subject i can be expressed, as an approximation useful to detect
a possible general law that underlies the effect, by the Eq. 1.

OBEi =

{
1, if Hi and Mi = 0
0, if Hi or Mi = 1

(1)

Moreover, the answer response time of participants feedbacks have been col-
lected and introduced in the analysis. Finally, in the second phase, a multivari-
ate logistic regression analysis has been implemented to estimate the best model
describing the OBE.

3.4 Sample Size Estimation

To obtain a robust approximation of the optimal sample size, disregarding the
debate about the standard sample size estimation required for GLMM [50], it
is been conducted a power analysis by reducing the hypotheses to the case of 1
proportion test, with one sample, and under a 2-sided equality hypothesis (Eq. 2)
[51]. The results are reported in Table 1.

nb = p(1 − p)
(

Z1− α
2

+ Z1−β

p − p0

)2

(2)

with
1 − β = Φ(Z − Z1− α

2
) + Φ(−Z − Z1− α

2
) (3)

and
Z =

p − p0√
p(1−p)

n

(4)

where, P0 is the comparison value, Φ is the standard Normal distribution func-
tion, Φ−1 is the standard Normal quantile function, α is Type I error, and β is
Type II error, meaning 1 − β is power.

The analysis revealed that approximately 151 participants would be needed
to achieve 90% power (1 − β) at a 0.01 α level (α = 0.01), so validating the
sample size used in the experiment that is of 176.
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Table 1. Using the variable provided Support as discrete dependent measure, has been
designed a sample size estimation to evaluate one proportion from one sample, under
a 2 sided equality hypothesis. It is been required a Power (1 − β) of 90%, and an
Type I Error confidence level (α) of 1%. p0 is actually the null hypothesis (H0) of the
statistical test applied to estimate the optimal sample size.

Dimension Experimental Error Sample size

Percentage (p0) Required Available

Provided support 13%(7%) 8%(15%) 151 176

4 Results

In this section we report the main results obtained from the experiment, organiz-
ing the section within three subsections. In the first, the descriptive statistics of
the psychological and socio-demographical dimensions (Table 2), and of the oper-
ative dimensions (Table 3) are presented. In the second section the magnitude
of the Bystander Effect in online environments, as well as the impact of group
size on the Bystander dynamics is provided (Eq. 5). Finally, the best multivari-
ate logistic regression model describing the dynamics of the Online Bystander
Effect is provided (Table 4).

4.1 Descriptive Statistics

Table 2. Descriptive statistics of the sample

Sample descriptive statistics

Variable Average (SE) Std. Dev. Skweness Kurtosis

Age 21, 87(0.15) 1.89 2.43 8.33

Social Desirability 3.69(0.13) 1.75 0.25 −0.26

General Self Efficacy 28.28(0.35) 4.53 0.13 0.04

Consciousness 7.48(0.15) 1.90 −0.73 0.20

Openness 6.95(0.13) 1.74 −0.26 −0.57

Importance of Contacts on SNS 2.40(0.06) 0.78 0.22 −0.29

Message activity on SNS 2.68(0.07) 0.92 0.72 0.33

Number of Topics on SNS 3.52(0.14) 1.86 0.23 −0.23

Answer delay (Minutes) 22.88(4.27) 17.11 0.13 1.09

Forum Usage 16%(0.3%) 37% - -

In Table 2 the psychological and socio-demographical dimensions, as well as the
variables describing the ICTs life of the experimental subjects are presented.
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In particular, the WEB activity of the subjects assessed through the surveys
filled during the experiment emerged by these data. Participants appear to usu-
ally give not very high importance to contacts on SNS (M = 2.4, SD = 0.78;
Min = 0,Max = 5) and do not communicate very often with contacts in their
SNS list (M = 2.68, SD = 0.92;Min = 0,Max = 5). They report discussing
averagely 3 different arguments in their SNS life (M = 3.52, SD = 1.86). The
16% of subjects in the sample is active in online forums or discussion groups.
The sample is characterized by average levels of Social Desirability (M = 3.69,
S.D. = 1.75), General Self Efficacy (M = 28.28, SD = 4.53), Consciousness (M
= 7.48 SD = 1.90) and Openness (M = 6.95, SD = 1.74). Time response during
the experiment, for those who accept the request or at least interact with the
needy participant, varied from a minimum of 2 min to a maximum of 50 min,
with a mean of 24.88 min (SD = 17.11).

Table 3. Operative descriptive statistics of the sample.

Operative descriptive statistics

Variable N Percentage

Answer to the request 16 9.5%

Provided Support 13 7.7%

Bystander Effect 136 80.5%

Data reported in Table 3 shows the descriptive statistics of the experimental
observables. The 7.7% of participants showed a helpful behaviour, responding
actively to the request addressed, while the 9.5% of the sample, even without a
direct acceptance of the request, interacted with the accomplice in a supportive
manner. As a consequence, the 80.5% acted as a bystander in the experiment,
i.e. neither assisting who asked for help nor interacting with him. In order to
study the bystander dynamics, three new variables can be defined. The first was
related with the “Answer to the Request”, and indicated all those subjects who
responded to the help message of the accomplice, not distinguishing between
those who offered support and who did not offer it. The second variable was
defined as “Provided Support”, and considers only those who have helped the
accomplice. Finally, a last variable is introduced and labelled as “Bystander
Effect”, indicating all participants who, despite having read the message of the
accomplice, decided not to respond to the message, and not to help.

4.2 Online Bystander Effect: Size of the Group

The OBE has been defined by this study, extending the definitions provided
by classical literature, as the complex phenomenon that inhibits the subjects
belonging to a large enough, from both giving help, as well as from just answering
to the help request in an online environment. As previously described, in order
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to estimate the magnitude of the effect within our experiments, the Bystander
Effect has been calculated as follows in Eq. 5:

Bystander =

(
1 − (

∑N
i=1 Mi +

∑N
i=1 Si)

2N

)
100 (5)

Where, Mi represents the support message sent by the subject i, Si is the
support provided by the subject i, N is the total number of participants.

Experimental results confirm how, within the range of “small human groups”,
even in online environments the Bystander Effect appears to be consistent/robust
even when the communication between subjects is synchronous and the group
salience is enhanced; and it is related with the size of the group 1 (Fig. 1).

Fig. 1. The graph shows how increasing the size of the groups (x) the probability to
observe the Bystander effect in the groups (Y) increases. The relation appears as to be
best described by a non-linear function/trend.

A very preliminary fitting of experimental data supports the hypothesis of a
non-linear relation (e.g., apparently a logarithmic relation), between size of the
group and Bystander Effect (Eq. 6). In particular, the best fitting equation for
the real data can be written as follows:

Bi = α ∗ log(SG) + β (6)

where SG is the size of the group, and the parameters of the best fitting
equation for the experimental data are respectively α = 20, and β = 55.

4.3 Online Provided Support: Multivariate Model

Bystander Effect is a phenomenon characterized by high complexity due to the
high number of factors involved in its implementation and the interactions that
take place between them. The implementation of a multivariate model represents
a method to shed light on the main variables that could affect the occurrence of
the Bystander Effect.
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A multivariate logistic regression has been implemented in order to estimate
the best model predicting Bystander Effect in online enthronements. The actual
support provided during the online interactions has been studied taking into
account all variables collected by the survey, and the groups’ sizes.

Table 4. Logistic regression. Best model for Provided Support.

Best logistic model

χ2 Df Nagelkerke r2

Model 48.15∗∗∗ 10 0,59

Parameter Coefficient (β) Wald Exp(β)

Group Size −2.37 5.03∗ 0.094

Age 0.24 6.48∗∗ 1.267

Social Desirability −0.56 4.12∗ 0.569

General Self Efficacy −0.15 2.44∗ 0.858

Consciousness 0.42 2.40∗ 1.518

Openness 0.78 5.53∗ 2.183

Importance of Contacts on SNS 1.33 4.22∗ 3.801

Message activity on SNS 1.70 3.40∗ 5.468

Number of Topics on SNS −0.76 5.26∗ 0.465

Forum Usage 2.50 4.54∗ 12.191
∗∗∗ = p < 0.001, ∗∗ = p < 0.01, ∗ = p < 0.05

Table 4 shows the best predictors for a model aiming to prefigure the Actual
Provided Support during our experiment. The best model appears to explain
the 59% of the variance, including ten dimensions that can be divided into three
main categories: Group Size; Demographic and Psychological dimensions; and
Confidence with ICTs.

Size Effect and Demographic Dimension. The effect related to the dimen-
sion of the group on the tendency to engage in supportive actions results to be
consistent (β = −2.37), the bigger a group in which a person is, the less he or
she showed helpful behaviours. Age (β = 0.24) of participants results to affect
the implementation of help actions directly. No significant effect of gender was
found in the analysis.

Psychological Features Effects. Higher values of Social Desirability (β =
−0.56) and General Self Efficacy (β = −0.15) increase the tendency not to help
a person in the experiment. Moreover, the analysis carried out showed the effect
of some personality traits in the display of helpful actions. In this study, high
levels of openness (β = 0.78) and consciousness (β = 0.42) were found to increase
the probability to behave in a supportive way with a person in need within a
virtual environment.
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Confidence with ICTs. Some aspect of ICTs usage were found to influence the
analysed behaviour. In an online environment the importance given to contacts
(β = 1.33), the number of message exchanges (β = 1.70) and the activity in
online forums (β = 2, 50) have shown to be directly related the propensity to
answer to the request of support, conversely the number of topics addressed in
social networking activity was found to decrease the probability to help someone
in difficulty.

5 Discussion

This research aimed to investigate the Bystander Effect while the interactions
between participants (victim and spectators) are online and synchronous, in a
condition where group salience was enhanced. With the spread of Computer-
Mediated Technology (CMC), many of the social phenomena studied in the past
with face to face groups, have been resumed and studied in online groups. This
new interest is justified by the evidence that, when the interactions between
people are online, some factors that usually influence group dynamics to change
their effect. This change occurs due to the peculiar characteristics of the online
environment (e.g., anonymity and physical isolation). Indeed, how explained by
the SIDE Model [52], when people interact online, and they are deindividualized,
it is more likely that they comply with the group’s norms.

The results have shown that even in this type of online environment the
Bystander Effect is present, and as within real settings Sect. 4.3 it shows a pos-
itive relationship with the size of the group.

In particular, the research highlighted how the “tendency to help” in online
environments appeared to decrease not linearly with the increasing of the size
of the group in which the request was made (6).

Furthermore, evidence from this study suggests how some features of the
subjects, such as their technological fluency and computer literacy Sect. 4.3, show
a significant association with their susceptibility to the OBE. The main factors
that appear to mitigate the OBE occurrence were the importance given to online
social contacts, the frequency of online interactions, and the number of different
arguments debated online (i.e., the degree of dispersivity of the SNS typical
usage). In particular, those that are more interested in people met on social
networks, to interact more with messages online, participate more in internet
forums and discuss a smaller amount of topics on the social networks be less
prone to incur in the OBE in online environments.

Besides, general self-efficacy and social desirability are significant predictors
of the probability of being subject to the OBE during online synchronous inter-
actions. People who care more about the judgement of others in social contexts
and believe to be able to perform well in a task, tend to give less help.

Moreover, it has been found that high values of personality traits of openness
and consciousness reduce the phenomenon analysed (i.e., OBE) and increase the
tendency to implement aid actions.

Finally, age influences the OBE, indeed, in this study, older people were found
to help more than younger.
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This study suggests that some individual characteristics may serve as pre-
dictors to evaluate the probability of exhibit the Bystander Effect in online
environments with synchronous interactions.

Some limitations can be ascribed to in the research presented in this paper.
First of all, the sample used was composed mostly of young university students
and females, limiting the possibility to generalize the results to the overall pop-
ulation. Another limitation of the research is represented by the lack of mea-
surement to analyse the communication between participants outside the online
group specially prepared for the experiment after they took part in it. A third
limit is in the low degree of severity of the help request used by the accomplice
that may have been not enough engaging in arising help answers in the par-
ticipants. However, the adoption of this particular help request is justified by
existing literature on this topic that used a request of similar severity [24,38].
This framework can be considered as the only suitable way to validate a pro-
cedure to study the effect of any possible factor (e.g., environments and group
composition) on Bystander Effect within online environments.

Future researches may focus the effort in the investigation of the OBE
expanding the sample widening the age of the subjects involved and balanc-
ing the sex in order to evaluate the possible role of empathy trait differently
distributed among males and females population [53]. A further challenge, in
the research on the OBE, could also be represented by the validation of an
experimental environment where it is possible to monitor all communications
between participants after the begin of the experiment.
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2. Leider, S., Möbius, M.M., Rosenblat, T., Do, Q.-A.: Directed altruism and enforced
reciprocity in social networks. Q. J. Econ. 124(4), 1815–1851 (2009)

3. Fowler, J.H., Christakis, N.A.: Cooperative behavior cascades in human social
networks. Proc. National Acad. Sci. 107(12), 5334–5338 (2010)

4. Dholakia, U.M., Bagozzi, R.P., Pearo, L.K.: A social influence model of consumer
participation in network-and small-group-based virtual communities. Int. J. Res.
Market. 21(3), 241–263 (2004)

5. Postmes, T., Spears, R., Sakhel, K., De Groot, D.: Social influence in computer-
mediated communication: the effects of anonymity on group behavior. Personal.
Soc. Psychol. Bull. 27(10), 1243–1254 (2001)

6. Nowak, M.A., Sigmund, K.: Evolution of indirect reciprocity. Nature 393(6685),
573 (2005)

7. Warneken, F., Tomasello, M.: The roots of human altruism. Br. J. Psychol. 100(3),
455–471 (2009)

https://datareportal.com/reports/digital-2019-global-digital-overview
https://datareportal.com/reports/digital-2019-global-digital-overview


The Online Bystander Effect 165

8. Trivers, R.L.: The evolution of reciprocal altruism. Q. Rev. Biol. 46(1), 35–57
(1971)

9. Gintis, H.: Strong reciprocity and human sociality. J. Theoret. Biol. 206(2), 169–
179 (2000)

10. Fehr, E., Henrich, J.: Is strong reciprocity a maladaptation? On the evolution-
ary foundations of human altruism. CESifo Working Paper, No. 859, Center for
Economic Studies and Ifo Institute (CESifo) (2003)

11. Nowak, M.A.: Five rules for the evolution of cooperation. Science 314(5805), 1560–
1563 (2006)
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Abstract. Authors are the researchers working on the project “Collective
intelligence on the Internet: applications in the public sphere, research methods
and models of civic participation”. This paper contains the first remarks of this
research project. First, the authors show selected social problems of Central and
Eastern Europe, particularly the Polish-Ukrainian relations. The phenomenon of
the Ukrainians who are working, studying and settling in Poland is a context.
Next, a present state of the research on collective intelligence (CI) on the internet
and its compatibility with deliberative democracy theory is briefly presented.
The main part of the paper is a critical review of the CI research methods in
terms of their adequacy to the study of the public sphere initiatives concerning
the selected social problems. The two separate problems come together under a
single goal of enabling observation of Polish-Ukrainian interactions as mani-
festations of collective intelligence, and furthermore, the future use of collected
results to stimulate the growth of bridge capital between Poles and Ukrainians.
We focus on the possibilities of application of the selected methods in the social
field we are interested in, as well as necessary changes and modifications. The
selected methods are online deliberation and analytics with the use of IBIS
model, using the indicators measuring social phenomena – CI Potential Index
and UPVoCI scale, and finally a qualitative analysis with the use of CI Genome
framework.
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Migrations � Eastern Europe

1 Introduction

Collective Intelligence (CI) is an idea found in multiple disciplines such as computer
and web science, decision-making, economics, political science, sociology, psychology
and even biology [39]. The concept of CI is currently closely connected with the
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development of ICT networks and entails utilization of interactions between users in
online communities to create “added value” based on collective work and cooperation.
The authors of this paper are currently involved in the research project “Collective
intelligence on the Internet: applications in the public sphere, research methods and
models of civic participation”, which aim is a critical review of the CI research methods
to examine their suitability for application in the public sphere, that is, among others: in
citizen e-participation, in government crowdsourcing, and in direct e-democracy;
practical analysis of selected projects related to the use of CI in the public sphere, and
finally a theoretical reflection on the subject of existing and possible to implement
models of civic participation specific for CI initiatives implemented in the public sphere
and using the internet.

The geographical area, on which we consider these issues, is mainly Central and
Eastern Europe. This region of the world is currently affected by several social prob-
lems - both the new ones, resulting from the contemporary geopolitical conditions: the
political crisis in Ukraine and migration connected with it, as well as old ones, derived
from the legacy of post-communism: low trust in political institutions and the loosening
of social bonds, weakened norms of consensus and agreement, low quality of the public
debate [17].

Our widely scoped goal is to answer several questions about the possible impact of
the internet-based CI initiatives on the Central and Eastern European public sphere. We
consider: whether and how the organization models specific to CI initiatives can help in
solving emerging socio-political challenges of this region, among them: problems of
social integration, migrations, and citizen participation? What new areas of the public
sphere, as well as new methods of deliberation and collective action, can be reached
through this?

However, the works described in this paper, focus on a more specific goal: col-
lective intelligence and the geopolitical situation in the Central and Eastern Europe –

migrations, conflicts, and social unrest. We assume that a certain type of CI projects
implemented in the public sphere can ease the tensions related to these problems:
reduce distrust, reduce polarization, and build communities (premises for this
hypothesis can be found, among others in: [7, 44, 46]). Therefore we are looking for
research methods that could confirm or deny this hypothesis. To be prepared for
answering to these research challenges, we went through a critical examination of
currently existing methods of researching and analyzing CI on the internet. The sci-
entific literature on this subject has gone through an enormous growth in the last years.
Nevertheless, each academic discipline takes its own research approach to the issue of
CI and competing terminologies are often used to describe the same questions. For this
reason, we were forced to focus our interest on a few selected analytical approaches for
more complex analysis. During the process of the final selection, we had an additional
goal: identifying the most adequate methods of research and analyzing of CI to single
out the most important factors which would enable creation and development of online
communities responsible for determining the challenges in the Central-Eastern
European region.
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2 Selected Social Problems of the Central-Eastern Europe:
Polish-Ukrainian Relations

The situation of geopolitical crossroads, as highlighted in the title, is an apt metaphor
for the current state of Polish-Ukrainian relations. They are burdened by the afore-
mentioned conflicts in the past [15], beginning with the common and not exactly
harmonious coexistence during the Polish–Lithuanian Commonwealth period [73], the
competition during the Galician autonomy [38], the ethnic policy in interwar Poland
[12], and the tragedy of genocide in Volhynia [54]. The context of contemporary
Polish-Ukrainian relations, influencing both ordinary citizens and governments, are the
war between Russia and Ukraine, with Poland supporting the latter side, and Ukrainian
migration into Poland. The scale of immigration in comparison with other EU countries
deserves an emphasis. Poland accepted ca. 800,000 Ukrainian immigrants – consid-
ering the total population, it is a significant number. Even considering the inconstant or
oscillatory character of Ukrainian migration into Poland, the potential of permanent
residence will remain, causing a lasting shift of ethnic composition in Poland. With the
beginning of the Russo-Ukrainian war in 2014, the Ukrainian migration into Poland
changed its character. While the percentage of immigrants from western parts of
Ukraine, the former Galicia, and Eastern Borderlands, dropped, the number of migrants
from East Ukraine increased, including the areas affected by war. This turn of events
had a certain influence on Polish-Ukrainian relations, since East Ukraine is culturally
more distant from Poland than western Ukrainian territories. However, there is a lack of
quantitative and qualitative research which would help to expand this hypothesis [25].
Besides the history, there is another burden lasting on relations between Ukraine and
Poland as countries, and Poles and Ukrainians as citizens. The discrepancy is also
caused by sociological factors which can be analyzed based on social capital.

In comparison with Western Europe, levels of social capital in the former Soviet
Bloc countries indicate a social deficit [33]. This state of facts also applies to Poland
and Ukraine. Historical animosities lead to accumulation of cultural capital in the form
of internal bonding and not bridging capital [5], a factor which weakens interaction. For
this study, it is important to presume that in the relations between nations low levels of
this type of social capital lessen the possibility of added value resulting from the
emergence of collective intelligence in Polish-Ukrainian relations. Said relations are
strained not by language or cultural barrier, or historical conflicts, but by a factor
deriving from the cultural history of the region.

The present situation, an accelerated return to a multiethnic society which vanished
in Poland after World War Two, poses important challenges both for Poles and
Ukrainians living in Poland. It is obvious that both groups have their distinct concerns
and genuine problems related to coexistence. The problems faced by Ukrainians were
summarized to a certain degree in the expert talk “Current problems of Ukrainian
immigrants in Poland” [3]. The report divides Ukrainians staying in Poland into three
groups: the younger generation, those who seek international asylum, and temporary
migrants. Although their problems and needs are divergent, it is possible to extrapolate
a set of core issues which affect all groups. According to experts [3], they are:
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1. In spite of obvious similarities, there are still linguistic difficulties related to poor
grasp of Polish language among Ukrainians and, vice versa, low proficiency in
understanding Ukrainian among Poles;

2. Integration problems resulting from the lack of willingness or possibilities of
integrating both for Poles with Ukrainians and Ukrainians with Poles. Due to living
and job conditions, actual isolation of both groups happens too often;

3. Adaptive difficulties related to migration to a new country, new surroundings, and
other new conditions, the problem with solving “issues of daily life”.

Another important problem is the image of Ukrainians and Ukraine in Polish
internet discussions. The analysis of texts published in the Polish internet reveals a
large percentage of negative or strongly negative opinions regarding Ukrainians. The
percentage of such entries on the Facebook social portal is as high as 50%, a figure
similar to comments published on internet portals. For internet fora said percentage
amounts ca. 30%. The leading position belongs to Twitter, however, where ca. 60% of
content related to Ukrainians and Ukraine shows them in a negative or strongly neg-
ative light [64].

This situation is an obvious outcome of unresolved issues from the past. It is
necessary to take into consideration also the reality of information warfare and pro-
Russian activity in the Polish-speaking Internet. From the standpoint of the Russian
interests, stoking conflicts between Poles and Ukrainians gives many advantages.

The Internet in its Web 2.0 incarnation, being an instrument of participation and
interaction between users bonding through social media, forms a space where creative
intelligence can emerge with an effect more significant than in other spaces. This
becomes possible mainly through the effect of scale [29]. It will not manifest itself,
however, and the full spectrum of positive and pro-growth results of collective intel-
ligence will not become apparent if the bridging capital remains scarce. The relation
between bridging capital and Web 2.0 can obviously not be reduced to a simple
reaction of causality, but it is most likely a case of feedback with the growth of one
variable leading to another one growing - with one important restriction. Web 2.0 gives
exceptional possibilities in revealing collective intelligence, but also in creating
information bubbles which naturally increase the level of integral bonding capital [10].
The Web 2.0 projects with significant participation of Poles and Ukrainian migrants
will emerge only when all dangers coming from overproduction of internal bonding
capital become minimized and the level of bridging capital grows.

3 Analysis of the CI Research Methods in Terms of Their
Adequacy to the Study of the Public Sphere Deliberation

As a part of the work carried out so far in the project “Collective intelligence on the
Internet: applications in the public sphere, research methods and models of civic
participation”, we have made a broad review of the scientific literature on this issue.

Collective intelligence is a sphere where the collective creates possible solutions to
its problems and evaluates them; assimilates, groups, explains and compares knowl-
edge and ideas; finally – collectively makes decisions. The concept of CI is currently
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closely connected with the development of Web 2.0 and entails utilization of inter-
action between users in online communities to create “added value” based on collective
work and cooperation, structuring of the debate, synthesis of knowledge, visualization
of arguments, open innovation, reduction in the number of errors, and collective
decision making. CI is found in multiple disciplines such as computer and web science,
decision-making, economics, sociology, political science, psychology and even
biology.

There are numerous definitions of CI in the reviewed scientific literature. One of the
pioneers in the analysis of CI on the internet, Pierre Levy stated that CI is a form of
universally distributed intelligence, constantly enhanced, coordinated in real time, and
resulting in the effective mobilization of the skills [35]. Heylighen claimed, that CI is
the ability of a group to find more or better solutions than the whole of all solutions
that would be found by its members working individually. If there is no collective
cooperation in a social structure, this structure has limited capability for solving a
certain pool of problems: each person seeks solutions independently, and thus, there is
neither positive nor negative interaction. He also noted, recalling an analogy with the
life of insects, that the result of CI’s work is often not a single solution, but a kind of
shared memory, which he called the collective mental map (CMM) [23]. Malone
proposed a simplifying definition, describing CI as groups of individuals acting col-
lectively in ways that seem intelligent, at the same time highlighting goals, motivation
and incentives, as well as cognitive processes related to this kind of work. Biological
sciences evoke the term “swarm intelligence” as self-organized behaviour emerging
from swarms of social insects, in which accumulated interactions lead to an irre-
versible outcome [18]. Moreover, while Woolley defined CI as the general ability of a
group to perform a wide variety of tasks and proposed a general, single CI factor highly
correlated with the level of cognitive diversity within a group [72], several psychol-
ogists challenge this thesis connecting CI more with an average individual intelligence
level of the group and describing CI level rather as multi-dimensional vector than a
single factor [6, 16, 57].

Collective intelligence frequently manifests itself when cooperation, competition or
mutual observation gives rise to totally new solutions to the problems that the com-
munity faces or leads to an increase in the ability to solve complex problems. Empirical
studies and theoretic simulations prove that a diverse collective can achieve better
results in problem solving than a narrow group of specialists [24, 40, 60].

This knowledge has still not been efficiently used in relation to the public sphere.
The ambition of numerous researchers and policy-makers is dissemination of CI pro-
jects to make citizens engaged as “co-decision-makers” on political matters. Moreover,
they notice that since the methods of work organization and business management have
undergone a real revolution in recent years (towards participative management, agile
methods, turquoise management, etc.), methods of civic participation and political
institutions are still deeply embedded in the 19th century (see: [47, 70]). They look
forward for a new participative model of social life, whose characteristics include e.g. a
relatively low entry barrier for civic involvement, strong support for creativity and
sharing of one’s own creations with others. Therefore technology can contribute to the
generation of both new areas of the public sphere and new ways of deliberation and
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collective action. This possibility becomes particularly valuable if we consider the
erosion of the traditional public sphere, as observed by Jürgen Habermas [21].

Theories describing the public sphere from the social sciences point of view
emphasize the important role of debate in shaping civic attitudes, involvement in
community life and creating social bonds. Among modern theories, the concept of
deliberative politics derived from Habermas’ thought is of particular importance - not
only because it is very influential, but also because it emphasizes the manner of
conducting the debate, which we consider to be significant for the problem we are
investigating, i.e. Polish-Ukrainian relations on the Internet. Deliberation in this sense
is: a form of communication that requires that people discuss a common problem and
reach consensus on how to solve this problem, involving expression of reasoned
opinion, judicious argument, equal participation, independence of judgment, critical
listening, and earnest decision making. [58]. An important feature of deliberation from
the perspective of our research is its rationalism: in a deliberation no force except that
of the better argument is exercised [14]. Contemporary theorists, however, redeveloped
Habermas’ thought, allowing in communication, apart from purely rational statements,
also the emotions and interests of the participants [43], and emphasizing the role of
external experts in assessing and moderating the debate [42].

It is worth noting that the theory formulated by Habermas has features of normative
theory, and thus indicating an ideal communication situation unattainable in real-life
interpersonal relationships. In our opinion, it would be appropriate for our research
subject to reinterpret the theory of deliberation as prospective, and thus capable of
changing social reality. The need to make deliberation a practical approach is also
indicated by contemporary social scientists, who continue Habermas’ thought [13].
From the point of view of our work, this is a significant shift in emphasis.

The use of CI research methods in conjunction with the analysis of communication
as understood by deliberative theories will allow us to assess their usefulness for
studying Polish-Ukrainian online communities as well as the potential of improvement
of their work, which we understand as building bridging capital between Poles and
Ukrainians. Therefore, our goal is not a simple monitoring of debates, but examining to
what extent collective intelligence compatible with the deliberative communication is
the dominant type of debate in the area we are interested in, or maybe it is a minority.

Although some researchers consider deliberative communication as an obvious way
of implementing CI in the area of public affairs [32], we believe that it is not the only
possible and necessary model to translate CI into social sciences language. For the
description of some manifestations of CI, the agonistic model seems to be more ade-
quate, in which competition, disputes and individual respect come to the fore [2, 8, 45],
to the other projects more proper is an utilitarian model having features of free-market
spontaneous order, evaluating primarily the usefulness of the debate results [1, 63], or a
model in which collective wisdom is gradually accumulated and perfected through
repetition [31, 46]. Nevertheless, the deliberative model is a determinant of expecta-
tions for our topic.

Reviewing the available research methods, used so far for capturing different
aspects and components of CI, we took into account, among others: user behavior
analytics, logical structure of arguments and deliberation analytics [26, 27, 29, 26–27],
CI Genome – a framework designed to explain and classify the structures, processes,
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goals, and incentives emerging in various CI initiatives [40], measuring group per-
formance on a wide variety of tasks [71, 72], semantic interoperability, semantic
navigation, collective categorization and self-referential collective intelligence [34],
computational models for simulating and measuring CI [60], issues of public decision-
making, technologies of expertise, collaborative leadership [47], monitoring CI
emergence using complex evaluation index – like Collective Intelligence Potential
Index (CIPI) [55], understanding and measuring the user-perceived values of CI
(UPVoCI) [69], studying financial markets as an ideal laboratory for CI [36], studying
collective behavior of the animals and swarm intelligence [52], exploring the inter-
section of artificial and collective intelligence [41, 65], studying social influence,
cognitive diversity, biases, decision frameworks and other important CI factors [9, 10,
24], analyzing of the behavior of online community participants using the Social
Identity model of Deindividuation Effects (SIDE model) [62, 66], analyzing CI in
politics as democratic reason [32], investigating relations between the strength of social
relationships and distrust [44].

To clarify the area of our future research and choose proper research methods in
relation to it, we have ranged the features of deliberation described in the theory of
Habermas and his followers. Reviewing these deliberation features we were taking into
account their objective verifiability (from fully objectively observable and independent
of discretionary judgments, to the most dependent on subjective assessment). Then, we
selected the most appropriate methods to confirm or deny their occurrence in the online
communities. In addition, as we will show in the following sections of this paper, we
have indicated technical possibilities of their application, indicated their strengths and
weaknesses, as well as proposed changes and modifications matching the given method
to the subject of the study.

The first group of identified properties of deliberation focus on a pure communi-
cation rationality, studied at a behavioral level, as objectively and non-discretionally as
possible, including: active content assimilation and active evaluation of issues pre-
sented in the discussion; making consistent, non-biased arguments; equality of par-
ticipation (not being dominated by individuals); conducting debate motivated by
rational analysis of arguments, not prejudices or sympathies; ordered structure of the
contributions [see more: 14, 21, 22, 56, 58]. Analytical software, dedicated to gather
and process the data coming from a particular debate, seems to be the most adequate
tool to examine these features.

The second group consists of qualitative features of deliberation, to which valuation
in a graded scale of points is possible. Here it should be taken into account: the
substantive value of the arguments [14, 22]; deliberative stance - that is, opening to a
change of position and treating others as equals in mutual exchange of reasons [48],
respect and culture of discussion [56]; sensitivity of community members [14];
inclusiveness or conditional exclusivity; sense of mission and shared responsibility
[58]; civic engagement; independence of opinion [21, 22]; the opportunity to use expert
knowledge [42]; decentralization [22]. The evaluation of these features would be to
some extent possible using software, but we propose as the basic method an assessment
with composite indexes and scales used in social sciences, used by the experts, or in the
process of self evaluation, which is certainly more discretionary than machine
assessment.
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The last group includes the most subjective, qualitative deliberation assessments,
not gradable, yet adequate to describe the incentives, interests and emotions related
with deliberation process. In recent years, there has been an evolution of the position of
deliberativists on these issues: many of them have accepted the opinion that the
inclusion of emotions and self-interest is not only acceptable, but even necessary [42,
43]. This should be a way of analyzing the motivations of the participants of a debate,
as well as their individual interests (disclosed or hidden), their emotions, cognitive
styles, etc. Because these features are not subject to grading, but only a qualitative
description, a general framework to prepare such an account is selected.

Below we present our selection of the methods to conduct research on all the above
mentioned levels, as well as the tools that will allow to identify in Polish-Ukrainian
debates an emergence of collective intelligence, and within it a presence of the specific
features coming from the deliberation theory. We hope this multi-level analysis will
enable an emergence of collective intelligence in our field of interest and a search for
reinterpretation of the deliberative theory as a prospective one, i.e. one able to change
the realities of social life.

3.1 Communication Rationality: Online CI Deliberation Analytics Based
on Issue-Based Information System

The first selected method needs the use of analytical software, dedicated to process the
data coming from a particular debate and gathered on the server, to identify commu-
nication rationality, studied at a behavioral level. This approach requires using dedi-
cated IT environment - the analytics server that would calculate metrics of the online
deliberation, measuring several aspects of users behavior, identify meaningful patterns
in online deliberation and map these patterns to personalized attention-mediation rec-
ommendations for the deliberation participants, finally apply algorithms and statistical
analysis to detect meaningful anomalies from those patterns. Using real-time online
analytics would allow to measure the quality of the collective intelligence dynamics
and gain knowledge, that can make the collaborative process significantly more
effective.

One of the leading researchers in this subject, Mark Klein, based on his long-term
experience and knowledge gained during field research [26–29] proposed a system, that
supports an iterative deliberation cycle. Participants interact by posting in a “delib-
eration map” (a tree structure made up of interleaved questions, answers and argu-
ments). (…) Crowd-based idea filtering algorithms are then used to identify the most
promising solution ideas generated by the crowd. Theoretical background of this
approach is based on a scheme developed by H. Rittel in the 1970s, called the “Issue-
Based Information System” (IBIS) [49–51]. The core of this method is extracting from
the deliberation such elements as: issues, ideas, arguments for and against an idea,
decisions, and then advanced deliberation analytics, that data-mine the traces of the
crowd’s activity and generate customized metrics, alerts and reports to help the par-
ticipants, moderators and customers of the deliberation have a much clearer sense of
where the deliberation is as well as where and how they can contribute best [29].
Studies conducted with the use of this method were, among others: large-scale argu-
mentation on the use of biofuels in Italy, conducted in the University of Naples, debate
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on the controversial questions about possible changes to Italy’s election laws [26], Intel
conducted deliberation on the possible use of “open computing” [41]. All of them
showed promising results.

Looking for a technical solution to conduct this kind of analytics we considered
using MIT-created system Deliberatorium or Catalyst Deliberation Analytics Server,
which was created in the research project under 7th EU Framework Programme.
Another option being considered is the development of our own software based on
IBIS method. In this kind of software deliberation analytics take two forms: metrics and
alerts. Metrics provide summary overviews of the status of the deliberation, high-
lighting phenomena (such as controversy hot spots or balkanization) that would be
difficult to identify simply by browsing the map on a post-by-post basis. Alerts provide
user-specific notifications of what elements of the deliberation map a participant
should consider in order to maximize their contribution [28].

Using such a system to analyze large-scale online deliberation taking place in the
Eastern European public sphere would allow for gathering a large amount of knowl-
edge about the way the joined Polish-Ukrainian groups debate, identify hot spots, level
of involvement in the discussion, useful contributions, and other key issues. Among the
metrics already available in the existing software [28], we found the following as the
most important for our target group:

• Maturity - indication how mature the discussion for an issue is. Estimated by
gathering statistics on the topology of the branch (e.g. in terms of breadth and depth
of issues, ideas and arguments) for the problem;

• Controversy - returning the controversy score for every post in a given branch,
based on the ratings the posts received;

• Inequality - measuring to what extent the community support is unequal for the
ideas under an issue;

• Clusters - returning clusters of posts that tend to be liked, rated, viewed together.
• Support consistency - measuring to what extent an idea’s average rating is con-

sistent with the ratings for the underlying arguments;
• Social graph - returning a graph showing which users have interacted (rated,

commented on, responded to, or edited posts created by the other user);
• Groupthink - estimating the level of groupthink in the deliberation for a given issue.

Groupthink occurs when a crowd converges prematurely on one solution, without
giving adequate attention to competing ideas. It would be interesting to show
whether there were competitive groups in the debate, characterized by a groupthink
in their group.

We also considered extending the list of the metrics, that could be used to help us to
draw maximum research benefits from the deliberation. Therefore we reviewed the
most promising proposals of other research teams working on CI analysis. Below we
listed some opportunities in this area:

• User efficiency - Calculated by dividing the number of a user’s contributions by his
total views of others’ contributions. Metric proposed in the Gurkan et al. research
paper “Mediating debate through on-line large-scale argumentation: Evidence from
the field” [20];
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• Modified “Groupthink” metric using the SIDE model in examining relationships
within and between identified groups [62, 66]. It should be tested whether the
processes indicated by this model will occur: whether Poles and Ukrainians rec-
ognizing each other will deepen rather than eliminate existing differences between
them and whether there will be an effect of increased orientation towards their own
national group.

• Social interaction strength, level of confidence, the density of social relations, scope
of distrust, the value of interdependence – these indicators were used by the
research team from the Politecnico di Bari (I. De Vincenzo, G.F. Massari, I.
Giannoccaro, G. Carbone, P. Grigolini) in their simulation model of CI coming
from statistical physics using the Ising-Glauber dynamics [44, 67, 68];

• Collective Mental Map (CMM) is a concept introduced by Heylighen, to register
and store competitive discussion threads and alternative solutions in the form of a
shared cognitive system [23]. Having sufficient data on the preferences expressed
by individual users during the discussion, we could attempt to visualize deliberation
in this form.

The undoubted advantage of this approach is the objectivity of the recorded data.
However, a certain limitation is the fact that we only record numerical values of the
deliberation, rather than assessing its substantive properties. The greatest disadvantage
of this solution results from the fact that conducting and evaluating a deliberation
requires the application of one specific kind of software. There are two options to solve
this problem: first of them the use of analytics server to integrate several external
communication platforms which form the framework for discussion about social issues.
However, the use of analytics with different external platforms may become a source of
numerous difficulties – from human and organizational reluctance to technical obsta-
cles. Nevertheless, conjunction of external platforms (which could become, for
example, the stage for a discussion about expenses in participatory budgeting involving
both Poles and Ukrainians) would solve the question of recruiting participants and
allow the achievement of scale effect.

The second possibility is a stand-alone organization of the entire deliberation
process. This requires determination of subjects and rules of discussion, as well as the
motivation of potential participants. This approach seems necessary at least in the
initial phase of the work planned by us due to the necessity of test debates, required for
a more accurate choice of indicators and determining the best possible conditions for
the deliberation which would enable us to face diagnosed social problems.

Deliberation carried out in a laboratory environment may also help to identify the
factors important for analyzing platforms to which we do not have access from the
analytical server side (they must be studied using other methods described below).

3.2 Qualitative Features of Deliberation Valuated in a Graded Scale
with the Use of Social Indicators: CI Potential Index, UPVoCI Scale

Another approach, which we found suitable for indicating qualitative features of
deliberation which could be graded on a scale, needs adapting the typical social
sciences method: an assessment using a complex indicator consisting of several
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weighted components. Composite indexes and scales used in social sciences are
models, mainly quantitative and presented in numerical format, that attempt to measure
complex social phenomena by selecting, combining and weightening several individual
indicators that, individually, would not adequately describe the subject in question [4].

As the most promising solution of this type we identified the CI Potential Index
(CIPI), that was developed in the research project “Social Technologies for Develop-
ment Collective Intelligence in Networked Society” under the direction of A. Skar-
žauskienė [31]. Calculating the CIPI allows monitoring the CI emergence in online
communities, virtual platforms, etc.

While creating this method, several major theoretical concepts concerning CI
research and description were reviewed (among them: [9–11, 19, 24, 30, 34, 37, 53, 59,
70, 72]), and hypotheses regarding the influence of individual factors on CI potential in
online communities were formulated. These hypotheses were verified during quanti-
tative research and analyzed in qualitative research. On this basis, criteria, dimensions,
interpretations, components, and indicators were determined.

The authors of this method elaborated several sub-indexes, covering various CI
dimensions and created different components to measure each dimension. The main
sub-indexes and some of their components are:

1. CI Capacity index, whose main dimensions are:
a. Capacity for creativity; components: degree of diversity in the source of ideas

and degree of diversity in engagement forms;
b. Capacity for Aggregating Knowledge; components: degree of interdependence,

degree of adequate supply of critical mass (“swarm effect”).
c. Capacity for decision making and problem-solving; components: degree of

decentralization, efficiency of problem-solving, degree of independence.
2. CI Emergence Index, whose main dimensions are:

a. Potential for self-organization; components: adequacy in form of self-
organization to community task, degree of development of transparent struc-
ture and culture

b. Intensity of Emergence; components: degree of development of new qualities in
form of ideas, activities, structured opinions, competencies, etc. based on dis-
tributed memory system (Web intelligence).

c. Potential for adaptivity; components: degree of development of improvements
and learning processes within the community, development of life-long learning.

3. CI Maturity Index, whose main dimensions are:
a. Maturity of Social Impact (behavioural); components: degree of civic engage-

ment, degree of sustainability.
b. Maturity of Social Motivation (psychological); components: level of maturity of

social motivation of a community, level of social sensitivity of community
members.

c. Maturity of Social Orientation (cognitive); components: level of maturity of
reaction to social issues, degree of diversity in cooperating partners and
financing, level of maturity of generated content.

The main difference, compared to the earlier described method, is that using CIPI
would allow analyzing all observed online communities, regardless of whether they are
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integrated into our analytic environment or not, without interfering in any way in their
functioning, and even without revealing that they are subjected to research. Lack of
obligation to integrate our server with the external platforms opens a large space for
research and observation. Therefore we can analyze various aspects of the activities of
online communities debating public issues and consisting of mixed multinational
groups. This is important, because due to the subject of our research, we intend to
monitor the activity of grassroots civic groups gathering many ethnic groups (including
Poles and Ukrainians living in Poland, people from excluded societies, etc.) and the
place of public debate organized, for example, by local governments in which they will
take these groups.

However, the disadvantage of this method, like of all the composite social indexes,
is it’s prone to subjectivity and simplification of the reality, and sometimes errors and
misrepresentations. It is a model, imitating reality based on subjective opinions of
evaluators or self-assessment of community participants, necessarily numerous deci-
sions (such as the choice and the weighting of indicators) rather than hard data showing
the behavior of the collective.

What kind of changes and modifications did we find as worthy to consider? First of
all, we draw attention to the fact that the authors of this method in the final version of
CIPI did not use the CI Maturity sub-index due to difficulties in obtaining data.
Meanwhile, this indicator, if it could be applied, could have a significant impact on
qualitative features of deliberation, so we are planning to use it. In addition, the CIPI
components and related evaluation questions should be reviewed: not all of them can
be relevant to our topic, and the state of CI research since CIPI creation has gone
forward. We consider as particularly important:

• Reinterpretation of CI Social Maturity Index. We recognize the importance of
properly choosing reference points to illustrate complex relations, such as the
relations between the Ukrainians living in Poland and native Poles, which could
provide important knowledge before starting research in a non-designed Internet
environment. The key questions chosen by us to demonstrate those relations are: the
degree of mutual trust – defined as the conviction that the partner in a relation will
act as we expect them to do and in respect to our interests, and the capability of
long-term cooperation – defined as the ability to make compromises, the recipro-
cation of the partner in a relation, and then repetition of earlier partner moves by the
players.

• Adding a component related to the user-perceived value of CI. Weng, Yang, and
Hsiao [72] conducted very interesting research in this area. These authors proposed
their own research tool in the form of measurement scale UPVoCI, thanks to which
they were able to study the benefits of participants in enhancing interpersonal
relationship, enhancing personal reputation, improving cooperative environment,
etc.

• Verification of the possibility of using work from the research team of Politecnico di
Bari (see: [44, 67, 68]). It may be particularly interesting to include to CIPI social
interaction strength and social density indicators in the relational connection with
the scope of distrust. It turns out that in some configuration of these variables the
increase distrust level can bring salutary effects to CI efficiency. This statement
needs to be proved or falsified.
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• More nuanced measure for the cognitive diversity component: as demonstrated by
Woolley [71] too high level of diversity may lead to a decrease in the level of CI:
inverted U-shaped relationship between cognitive diversity and CI.

• The possibility of using the newly created Extended Turing Test (ETT) [61] as a
tool for measuring the level of self-organization in groups. ETT is a new approach
proposed by T. Szuba to measure the level of self-organization of the social
structure and its effect on the collective intelligence of the group;

3.3 A Subjective Qualitative Assessment: CI Genome Framework and Its
Modifications

As a complementary method to those described above, but allowing to capture the most
subjective, qualitative deliberation assessments, we selected a qualitative analysis with
the use of CI Genome framework. The CI Genome is a widely accepted concept
presented by Thomas Malone, Robert Laubacher and Chrysanthos Dellacroas [40]
from the MIT Center for Collective Intelligence. It is a framework designed to explain
and classify the structures, processes, goals, and incentives emerging in various CI
initiatives. The method is based on the development of the taxonomy of CI building
blocks (referred to as CI “genes”) and the identification of the set of behavioral patterns
under specific projects described on their basis. It has highlighted four elements which
predict the formation of the principles of Collective Intelligence: aims, incentives,
structure and participants and along lines of queries: who contributes and undertakes
the activity? Why do they perform a specific task? What motivates people to take part?
How do they operate? Research by the MIT involved such analysis of about 250
projects [40]. As Wise [70] summarizes: Malone et al. propose the existence of three
motivators or genes which serve to explain the reason why individuals contribute to CI
systems. The motivators are Money, Love Or Glory. Where money is a traditional
extrinsic motivator and the most commonly occurring one in a hierarchical gene, Love
and Glory represent more intrinsic motivators which reflect an individual’s enjoyment
of doing an activity or their desire to boast about their achievements. (…) What
question can be reduced to two simple genes: to create and to decide. (…) The How
genes classify CI systems along two lines: collection and collaboration.

Malone also called for further investigation into the application of these genomes
and an expansion of the genome framework to include emerging organizations. This
method, which was originally used primarily to study commercial projects, has been
therefore expanded by a team led by S. Wise [70] for the purpose of analyzing the
public sphere initiatives through the addition of new genes specific for the projects
related to public goals and analysis of over 120 more examples.

In our research, we take into account the use of this method to describe phenomena
and processes that are not directly transferable to numerical indicators. Many situations,
especially those related to the motivations of individuals and complex organizational
processes in groups cannot be measured with the use of parameters, but are described in
context. However, we are aware that the CI Genome Framework method is contro-
versial because of its age. Therefore, we realise that it may not stand the test of time
anymore. At the same time, it is attractive to us, because of its flexibility and ability to
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describe the incentives, interests and emotions related with deliberation process. With
the reservation made, it can be treated as an additional layer of analysis and perhaps the
necessary supplementation of our imaginarium with a qualitative rather than a quan-
titative tool.

However, it cannot be assumed that by using this tool in its original form, we will
be able to accurately capture CI manifestations in Polish-Ukrainian groups. We can,
however, suggest adding a new “gene” to this model, one that in our opinion would
better adapt this tool to the problem we want to investigate. This gene would be a
“contestation” gene which we understand as flaunting a disagreement with the existing
situation, a peculiar protest, an expression of frustration. According to our pre-tests
with randomly selected working groups, the contestation gene would be one of the
most important factors motivating the participants of the group we are interested in.
The contest can be creative or destructive, but it could certainly increase the sensitivity
of the CI Genome Framework method. Its development would be useful due to the
specific character of Central and Eastern Europe marked by street revolutions (Polish
Solidarity movement, the Ukrainian Orange Revolution and Revolution of Dignity)
based on contesting the existing situation.

4 Conclusions

The presented paper deals with two overlapping research problems. The first of them is
a social issue: the relations between Poles and Ukrainians living in Poland. This subject
has been described relatively well so far, mostly because it touches a question simply
relevant to public entities shaping immigration policy in Poland. The researchers
interested in the job market, political geography, law, and other areas also participate in
the search for conclusions in this field of research. However, in most cases, the research
remains in the Polish and Ukrainian circles. The second issue of the article is an attempt
to select research methods suitable to determine to what extent collective intelligence
compatible with deliberative communication is a dominant type of debate in this social
field. The two separate problems come together under a single goal of enabling
observation of Polish-Ukrainian interactions as manifestations of collective intelli-
gence, and furthermore, the use of collected results to stimulate the growth of bridge
capital between Poles and Ukrainians. Currently, we are still not able to reach that final
point, however, we are convinced that our research should continue and that it can
become an invitation to other researchers and incentive to test our directives in practice.

We are already able to evaluate the usefulness of CI research methods in the
relevant context, as well as to point out its strengths and weaknesses. The application of
deliberation analytics using Issue-Based Information System seems to be the most
suitable choice, due to its ability to identify communication rationality, studied at a
behavioral level, as non-discretionally as possible. This method will allow us to isolate
the space of interaction between the relevant subjects, that is between Poles and
Ukrainians communicating on the Internet. The disadvantages mentioned earlier are not
obstacles which would prevent laboratory research, but they may prove detrimental in
attempts to carry out research in the real existing Internet. Despite this, we assume the
relative usefulness of other tools discussed in the main text. In regard to qualitative
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complex indicators measuring social phenomena – CI Potential Index, UPVoCI scale,
and CI Genome framework – we detect their usefulness specifically in those areas
where the online analytic server fails, in real-life, outside-the-laboratory conditions.
However, this leads us to another problem to solve, which is the acquisition of data
necessary to use the CI Maturity Index in practice. The authors of the CIPI method in
its final version resigned from using it due to difficulties in data collection.

As a result of further research on our target group, we expect the following results

• Collecting sufficient data to confirm or deny the hypothesis that certain type of CI
projects implemented in the public sphere can ease the tensions related to Polish-
Ukrainian problems: reduce distrust, reduce polarization, and build communities;

• Verifying the suitability and correctness of using IBIS-based deliberation metrics in
our research subject, as well as extending “Groupthink” metric using the SIDE
model;

• Reinterpreting the CI Social Maturity Index by showing relations as complex as the
relationship of Ukrainians living in Poland and being in it recently, and Poles
themselves: the degree of mutual trust, the ability to long-term cooperation;

• Confirmation or denial of the relations observed in the recent laboratory experi-
ments, like the relation of social interaction strength and social density indicators in
the connection with the scope of distrust. The laboratory research stated that in
some configuration of these variables the increase distrust level can bring salutary
effects to CI efficiency. This statement needs to be proved or falsified;

• Having sufficient data on the preferences expressed by individual users during the
discussion, we could attempt to visualize deliberation in the form of Collective
Mental Map, as proposed by Heylighen [23].

• Checking the possibility of using the newly created Extended Turing Test [61] as a
tool for measuring the level of self-organization in groups;

• Checking the validity of adding a new gene to the CI Genome Framework, that
could better adapt this tool to the problem we want to investigate. That would be a
Contestation gene.

• Due to the intercultural context of our research, i.e. the problem of interaction
between Poles and Ukrainians, it seems necessary to check whether the reality
requires greater nuance approach to cognitive diversity: as the Woolley et al. [72]
study shows, too much diversity can lead to a reduction CI level, but at the same
time some level of it increases it.

Our conclusions should pass a falsification test in artificial environments of pro-
jected laboratory experiments. If it turns out to be a success, we will gain a theoretical
basis for research aiming at finding a solution for a problem which really exists in
Central and Eastern Europe and affects many people, both Poles, and Ukrainians.
Mutual cooperation will improve the living standards of both groups, but it is necessary
to research ways to stimulate it.
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Abstract. The evolution of mobile communication systems and the
availability of affordable smart-phones and advanced applications have
led to a rapid increase in the number of connected devices and cel-
lular subscriptions. Although the number of connected mobile devices
exceeded the total population of the world in 2014, two-thirds of the
world’s population still has no access to the Internet. Internet.org, also
known as Free Basics, is a Facebook led initiative aimed at providing
Internet access to the two-third of the world’s population who do not
have it. Through partnerships with mobile operators in different parts
of the world, it aims at providing the benefits of connectivity to the
poor population who cannot afford a mobile data plan. However, it has
a number of associated issues that can lead to the violation of Network
Neutrality principles. In addition, network operators have to rely on the
design principles of Free Basics applications to ensure minimum network
usage so that paid customers do not suffer significant performance degra-
dation. Due to these drawbacks, there is a need for a network neutral
solution that benefits both the operators and the end users, without
any third party intervention. In this paper we propose a controlled Low
Throughput approach, which we henceforth call LTP, for providing free
Internet access to those who need it while providing performance guaran-
tees to users of paid subscriptions. In particular, the proposed approach
is also Network Neutral.

Keywords: Network Neutrality · Free Basics · Digital divide ·
Zero-rating · QoS

1 Introduction and Background

At present, approximately 3 billion people in the world have access to the Inter-
net [24]. These account for roughly 40% of the total population of the world.
The rapid evolution of Internet technology and an increase in the affordability
of smart devices has resulted in a drastic increase in the mobile data traffic
and the number of connected devices on the Internet. Although the number of
connected devices on the Internet surpassed the world’s population in 2014,
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two-third’s of the world’s population still has no access to the Internet [3].
This is of concern because Internet adoption is growing at a very low rate of
about 9% per year. There are a number of factors that contribute to the cur-
rent digital divide between the users and the non-users of the Internet [30].
The main factors include, high cost of data plans and devices, digital illiteracy,
lack of robust infrastructure and security issues. Widening the internet access
is a necessary condition for bridging the digital divide, but not sufficient. The
mass connectivity can be further impeded by the lack of infrastructure and lack
of sufficient knowledge to be able to comprehend the information accessible via
access to the Internet. Due to the large investment required for the global infras-
tructure needed to provide Internet access, data plans offered by operators are
quite expensive. However, a majority of people in developing countries do not
have enough disposable income to spend on such pricey data plans. According
to a study by Deloitte [4], the main factor behind the low Internet penetration
rate is income level. Since the amount of video content is increasing rapidly
and accounts for the majority of Internet traffic [3], data subscription plans
are expected to remain high in the future. Therefore, it is important to pro-
vide affordable services in order to narrow the digital divide and to extend the
benefits of the infrastructure and technology evolution to the poor.

Most of the solutions offered by service providers are based on zero rating
of a few popular services. As users will naturally be inclined towards using zero
rated services instead of paid ones, such proposals might be favorable for the
zero rated content providers, but are not network neutral. Moreover, providing
access to a few walled-garden services may stifle the development of economic
and network neutral access in such areas which are already lagging far behind.
One such initiative, known as Free Basics (formerly known as internet.org), was
started by Facebook with the primary aim of connecting the unconnected to
the Internet [6]. It is supported by a number of companies such as Ericsson,
Samsung, Mediatek, Nokia, Qualcomm and a number of mobile operators.

Free Basics by Facebook provides free access to a diverse set of applications
over the Internet, with the support of mobile operators, across a number of
developing nations in Asia, Africa and Latin America. It aims at making the
Internet affordable as well as increasing awareness by providing free access to a
range of services such as AccuWeather, BBC News, BabyCenter and MAMA,
Dictionary.com, Wikipedia, Facebook, Messenger, Facts for Life, etc. According
to internet.org, they have managed to connect around 15 million people to the
Internet who would not have been connected otherwise. In addition, through
their connectivity endeavor, they have helped many application developers who
have joined the Free Basics ecosystem, to increase their customer base and overall
social impact. By accelerating Internet adoption, they have helped such appli-
cations to establish themselves in the ever growing mobile market [5]. For exam-
ple, the number of daily searches for SmartBusiness, a South African platform
for helping people to launch and run businesses, has increased five-fold since
its inclusion in the free basics platform. Similarly Maya, a website for women
healthcare support, receives 18 times more traffic every day with more than 70%
of it originating from Free Basics [5].
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Although Free Basics is claimed to be a non-profit initiative aimed at reducing
the cost of Internet access, many have voiced their objections because it violates
the basic principles of Network Neutrality as the offered services are favored over
competitors. It also violates the principle of openness as the users cannot freely
choose what they want to access over the Internet [11]. To address these issues,
they re-branded internet.org as the Free Basics platform where any application
or website that conforms to the design principles of Free Basics could be a part
of the platform [26]. However, Facebook still maintains the role of a gatekeeper
as all data for these apps must flow through Facebook’s internet.org proxy. In
addition, supporting zero-rated applications is against the principle of Network
Neutrality [19,22]. Due to its gate keeping approach, many dominant partners
in India, Brazil, Indonesia and others have withdrawn their support [14].

Therefore there is need for a Network Neutral solution that provides free or
cheap access to the Internet without any third-party intervention. In this paper,
we propose Low ThroughPut (LTP), a network neutral approach that bene-
fits both the mobile operators and the underprivileged end users by providing
free Internet access while taking the mobile operator’s resource efficiency into
consideration.

The rest of the paper is organized as follows: Sect. 2 provides an overview of
the principles of Network Neutrality; Sect. 3 includes a brief description of the
Free Basics guidelines, as an example of the existing solutions; Sect. 4 describes
the proposed approach in which we describe how both Consumers and Operators
can benefit without a third party, followed by simulation results in Sect. 5; Sect. 6
provides a brief discussion about the related work, followed by conclusions in
Sect. 7.

2 Network Neutrality

The principle of Network Neutrality advocates an equal treatment of all Internet
content by network service providers without any kind of blocking, discrimina-
tion or paid prioritization. The users must be free to access all applications and
content available on the Internet, irrespective of its source or origin. Network
Neutrality aims at protecting the openness of the Internet, by limiting any kind
of preferential treatment of any content, and ensuring that network providers do
not block or limit access to any application or website [12,21]. Over the last few
years there has been widespread discussion on the issue of Network Neutrality. It
is of importance due to its technical and political implications and the potential
impact it can have on future Internet design and development [2,13].

Supporters of Network Neutrality assert that there has been incredible inno-
vation and growth in Internet technology and applications in the past due to the
openness of the Internet and, to ensure that it continues in the future, any kind
of discrimination or paid prioritization should be banned. They argue that, in
the absence of Network Neutrality regulations, network service providers might
be tempted to discriminate (charge based on the content provider) or block con-
tent from certain application providers, which can lead to a transformation from

http://internet.org
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the market that supports innovation to one where the success of the applica-
tion or service depends on money paid to network providers [16]. Moreover, the
absence of Network Neutrality can have adverse effects on the emerging Internet
of Things (IoT) based applications. Although connected IoT devices produce
small amounts of data, the sensitivity of data to latency could cause serious
issues if service providers are allowed to block or throttle traffic at their own
will. ISPs could easily prioritize traffic from their own solutions or throttle the
traffic from their competitors, creating an unfair playing field.

On the other side of the debate opponents, including mainly network
providers, allege that if differential charging is prohibited by law, then they
might lose the incentive to invest in network infrastructure and it will be unrea-
sonable to apply the same traffic management rules to content providers whose
websites or apps contribute to heavy data traffic and to other small players
producing significantly less traffic [35].

Telecommunications regulatory authorities worldwide, including those in Bel-
gium, Netherlands, Russia, Canada, India, Japan, Argentina and Brazil [31],
have been investigating various issues related to Network Neutrality violation
and framing laws and regulations for limiting the ability of Internet access
providers to throttle, block or discriminate between the content that is available
over their networks. In the United States of America, the Federal Communi-
cations Commission (FCC) [7], proposed rules for an open internet in October
2009 and asked for reviews. Finally, the FCC’s Open Internet rules were adopted
in February 2015. However, the FCC repealed network neutrality rules in 2017,
stating that they were only focused on resolving the anti-competitiveness among
the service providers and that intervention of government in internet issues could
stifle its growth and innovation. This received a lot of opposition during the open
comment period and the debate is still ongoing [32].

In the case of the European Union, some member states including the Nether-
lands and Slovenia have already crafted laws to safeguard Network Neutrality
while the debate is still ongoing in other member states [15,23]. The European
Parliament and the Council of Ministers passed the first version of the Telecom-
munications package in 2009 with an agenda to preserve the open and neutral
Internet. It also required network providers to ensure some minimum QoS to
end users and provide QoS information transparently to them. Although it did
not impose any legal restrictions on the member states, it fired the Network
Neutrality debate.

As networks have advanced rapidly and are now capable of satisfying different
types of QoS requirements of different applications, more fine-grained Network
Neutrality rules and regulations are required. A number of such rules have been
proposed in the literature [21]. While the all or nothing approach that bans all
kinds of discrimination are over restrictive and can hinder the evolution of the
network, allowing all discrimination defeats the purpose of the rule as it would
allow blocking. A Case-by-case approach on the other hand bans discrimination
that is harmful under the antitrust standard. Such approaches might fail to
cover some important aspects of discrimination as the decision about what is
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considered as harmful or unreasonable is left for the future. Moreover, it must
be noted that the network neutrality debate is not a debate against QOS, and
proper rules for differentiating between acceptable and unacceptable forms of
QoS are required.

Recently, the focus of the Network Neutrality debate has shifted to zero-rated
applications, i.e., whether zero-rated applications should be prohibited by Net-
work Neutrality rules or not. Zero-rated applications, also known as sponsored
or toll-free applications, are those whose data usage is not counted against the
monthly bandwidth cap of the user. These applications, provided free of charge
by the mobile network operators, are gaining popularity in a number of coun-
tries. Currently more than 45% of network service providers in the world are
providing at least one zero-rated application to their subscribers [33]. The main
advantage of providing zero-rated applications is that it subsidizes the cost of
data for customers, especially for those who have never accessed Internet services
and applications. This can result in the expansion and acceleration of Internet
access leading to an enhanced awareness as well as social and economic growth.

Some supporters believe that zero-rating is less harmful than other forms
of discrimination as zero-rated applications are provided at the same QoS level
as regular applications. However, there is a price-based discrimination which
results in more users being attracted to such applications than their paid counter-
parts [22]. The network service providers either charge the content or application
providers for zero-rating their content or it may zero-rate certain applications
without charging any fee from content providers [19]. In the former case, it can
be a big disadvantage for small application or content providers who may not
be able to pay the price for being a part of such schemes. Such practices impose
entry-barriers for small players, thereby suppressing innovation. In the latter
case, although network operators might not charge for zero-rating certain appli-
cations, it is a form of anti-competitive discrimination as the content providers,
whose apps are not being zero-rated, might face difficulties in attracting users in
the presence of free substitutes. Therefore zero-rating is against the fundamental
principles of Network Neutrality.

3 Free Basics

In this section we briefly describe Free Basics as an example of currently used
solutions. The Free Basics platform can be accessed through the FreeBasics
App for the Android platform or by visiting FreeBasics.com on a mobile device.
The websites or apps that are a part of Free Basics are provided for free, i.e.
without any data charges. If the service is provided for free, more people will
be connected to the Internet and might convert into paid customers once they
experience the benefits of being connected. Hence, in the long term, this effort
can benefit mobile operators as well. Therefore, it is important to design the
applications in such a way that they enhance the user experience. As the majority
of people cannot afford smart-phones and might still be using feature phones,
it is important to design the applications so that they work well on all kinds

http://FreeBasics.com
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of mobile devices. In addition, one should ensure that the data consumption
by such free applications remains low so that there is no quality degradation
for paid subscription customers. In order to address the above two issues, the
Free Basics platform has some technical guidelines and terms of use which must
be complied with, by the websites or application, to become a part of the Free
Basics program.

For a website to be listed in Free Basics, it must not use Java script, SVG
images, WOFF font types, iframes, videos, large images, and flash and java
applets. Large data-consuming content such as videos and high-resolution images
of size greater than 1 MB are not permitted. All services are required to be
tested for different use cases such as throttled networks, disabled JavaScripts,
etc., using the Chrome Device Emulator and the Opera Emulator [5]. In addition,
all traffic from within Free Basics is routed through the internet.org proxy as
shown in Fig. 1. This is done to standardize the traffic flow and make it easy for
operators to identify the services that are a part of Free Basics and zero-rate
them. The services that are a part of Free Basics are neither cached nor hosted
by internet.org. Free Basics proponents argue that they are not anti-network
neutral [27], as the principles of universal connectivity and Network Neutrality
do not conflict with each other, and can co-exist. However, it is a closed domain,
and grants access to only a limited number of Internet destinations. As it has
the potential to influence a large percentage of the world’s population, it can
represent the entirety of the Internet for them. This may deprive them of the
additional benefits they may get from the other content and competing services.
In addition, although Facebook allows any application to be a part of Free Basics
if it follows the rules and guidelines, it still maintains a role of gatekeeper. All
data for these apps must be accessed via Facebook which benefits from harvesting
the large amount of user data flowing through its proxy [14,25,29].

request

response

FreeBasic
User

Facebook
Proxy

Internet

(Limited)
Application

Server

Fig. 1. The free basics architecture

4 The LTP Approach

In the LTP approach free Internet service is provided but at a restricted Quality
of Service. Therefore, instead of relying on application restrictions for low data
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consumption as in the case of Free Basics, we limit the throughput that is pro-
vided to LTP users. By doing so, network operators can manage their resources
through proper scheduling and ensure that premium or paid subscription users
do not suffer performance degradation as the number of LTP users increases.
Unlike Free Basics, where users have access to a handful of applications, LTP
users can access any website on the Internet as illustrated in Fig. 2. In this way,
any website or application that wants to extend its service to these free users
can develop an LTP version of their app (using similar techniques used for Free
Basics Apps but not limited in any way to those choices) so that they can pro-
vide satisfactory service to LTP users. It must be noted that it is essential for
data intensive application providers to optimize their apps for restricted QoS in
case of congestion, as it is not possible to support high traffic generated by these
apps for free, without penalizing the paid user’s QoS. This can be achieved by
using a mix of static and dynamic content, prioritizing content, and replacing
the multimedia content by a lite version of it to maintain the user experience
even in the case of restricted QoS provisioning by LTP. For instance, Google
recently announced that it will be launching a special version of its popular
products such as Youtube and Chrome, designed to provide more efficient ser-
vice to people with low-bandwidth network connectivity [34]. Such applications
can be provisioned efficiently over the LTP channel without any restrictions.
Note there is no need for any third party gate-keeping.

LTP User

Internet

(Unlimited)
Application

Server

No Discrimination
No Entry Barrier
Open Access
Direct Routing
No Privacy Issue
More Reliable

Fig. 2. The LTP architecture

In addition, the operator can allocate a fixed percentage of bandwidth to LTP
users. For instance, if 5% of the operator’s bandwidth is reserved for LTP users,
the throughput assigned to these users can be dynamically varied to achieve
this limit. In this case, the average throughput provided to the LTP users can
be increased if the number of users decreases and vice-versa. Note that paid
subscription users are not allowed to switch to LTP usage to avoid scenarios
where one switches if the number of LTP users is low. However, LTP users can
switch to a paid subscription whenever they desire. As LTP users can access the
whole Internet the operator can also set a data cap for such users. This can help
to ensure that some greedy LTP users do not occupy bandwidth for extended
periods of time.
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Network operators can use different scheduling and load management tech-
niques as well as tiered service models and pricing strategies for implementing
the LTP approach. For example, the operator can categorize the users into two
service classes: Paid users (those who have subscribed to a data plan) and LTP
users (free users who have no data plan). At any point in time let Tp denote the
total throughput of all paid users and let Tf denote the total throughput of all
LTP users. At each scheduling instant, we compute Tp and Tf . Let x denote the
fraction of capacity that is reserved by the mobile operator for the LTP users.
At each scheduling instant, if Tf

(Tp+Tf )
> x then a paid user is scheduled, else, a

free user will be scheduled. If a paid user is to be served but none require service
then a free user, if available, will be served. Similarly if a free user is to be served
and there is none, then a paid user can be served.

If Tf +Tp is less than capacity then all traffic can be accommodated and the
above algorithm has no effect. However, when Tf +Tp reaches capacity then the
algorithm ensures that Tf is no more than x times the capacity. In this way we
can ensure that the QoS achieved by paid subscription users is not significantly
affected as the number of LTP users increases. The paid users can be scheduled
by the network operator using any QoS-based scheduling approach in order to
provide their QoS guarantees [8,20].

The LTP users can be scheduled using the Proportional Fair algorithm. In
this case the throughput achieved by a user is proportional to their achiev-
able rate. Users with good channel conditions therefore achieve a higher average
throughput than those with poor channel conditions. Of course other approaches
can be used such as always serving the user in the best channel conditions. This
approach will maximize the total throughput of the LTP users but at the expense
of fairness.

When the network is lightly loaded, the LTP users get similar service to that
of the paid users. However, as the loading increases the free users will get no more
than a fraction of x of the available bandwidth. Since this fraction of the total
bandwidth is shared by all active LTP users we need to maintain some lower
bound on throughput to ensure acceptable service. One approach to do this is
as follows. If the average LTP user throughput drops below some threshold (e.g.
32 kbps) then we block new LTP connections. Once the average throughput again
rises above this threshold then we can continue to accept new LTP connections.
In addition, to ensure some degree of fairness among LTP users, we can also
do the following. If the average LTP user throughput drops below a second
threshold (below that of the above threshold) then, in addition to blocking new
LTP connections, we also drop one or more existing LTP connections. These
users can be chosen based on either the length of time they have been active
or the amount of data they have downloaded on average. This will allow new
LTP users to be added even under congestion. In addition, a daily or monthly
data cap can be set by the operator to control the amount of data used by free
LTP users. In this way we can (i) guarantee that no more than a fraction x
of available bandwidth is allocated to LTP users, (ii) guarantee that free users
achieve some minimum bandwidth if they are admitted into the system and (iii)
ensure that LTP users are fairly treated and that no user can hog the system.
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The advantages of the LTP approach over the Free Basics approach can
therefore be summarized as follows: (1) Operators have better control over the
performance of their paid subscribers since the rate offered to LTP users varies
depending on congestion (this is not the case for Free Basics); (2) The LTP
approach is Network Neutral since LTP users can access any Internet application
(content providers can choose to develop a LTP version of their site as they do
for a mobile version of their app to enhance the performance experienced by LTP
users); (3) The reliability and performance of LTP users is better since there is
no single point of failure (like the Free Basics proxy) and there is no triangular
routing (as with routing through the Free Basics router); (4) In addition, in
order to avoid abuse of the system (such as frequent downloading of large video
files) the operator can provide data caps (e.g., 5MB per day). This cap can
also be used to control the bandwidth provided to LTP users in order to limit
the effect of the service on the performance of paid subscription users. Note
that this allows the LTP users to experience services that they would not have
been able to access via the Free Basics approach. For example, they can view
a video file during a low congestion period (say late at night) since they will
achieve acceptable download rates during lightly loaded periods. This exposure
will increase the likelihood of switching to a paid subscription; The content and
application providers can leverage the unrestricted access and level playing field
provided by LTP to attract more customers by providing applications optimized
for restricted QoS and also encourage the migration to paid subscriptions; (5)
Finally there is no third party (like Facebook) involved which increases the data
privacy and security afforded to LTP users. Hence, the proposed LTP approach
ensures affordability (by providing free access to the internet, and by providing
tiered QoS plans that can be chosen by the user based on his QoS requirements
and budget), accessibility (by providing unrestricted access to all the applications
and services) and quality (by guaranteeing a minimum percentage of bandwidth
for LTP users that are admitted to the system while ensuring fairness).

5 Simulation Results

In this section, we illustrate the performance advantages of LTP over Free Basics
through simple examples. With Free Basics, free users and paid subscription
users are treated equally since one can assume that the free users will not require
significant resources because of the constraints placed on the applications as dic-
tated by Facebook. Therefore free users will have high throughput but over very
short periods. When there are many such users, the capacity, as seen by paid
subscription users, will be highly variable. In the case of LTP, since the total
throughput of LTP users is limited, then the capacity, as seen by the paid sub-
scription users, has much less variability. Therefore, even if the average capacity
made available to paid subscription users in both cases is the same, the vari-
ability differs. However, the throughput performance of transmission protocols
such as TCP drops with increasing variability [10]. The increased variability in
available bandwidth results in an increase in the variability of packet round trip
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times (RTT). The TCP Re-transmission Time Out (RTO) value is a function
of the RTT but also depends on the variation of the RTT. As the RTT vari-
ation goes up, the RTO value is increased and this results in decreased TCP
throughput.

We illustrate this with a simple simulation. We simulate a single paid user and
n free users for both Free Basics and LTP cases. These users are communicating
at the same time over a shared network of capacity 600 Kbps. The simulation
was performed using the Network Simulator-3. The paid user is downloading a
large file and hence its TCP connection is continuous. In addition, we simulated
ten free users each downloading a small file of size 60 Kbs at periodic intervals of
time. The time between transmissions is assumed to be exponentially distributed
with a mean value of 10 s.

In the case of Free Basics, the network capacity of 600 Kbps is shared equally
by the paid and the free users as there is no restriction on the throughput.
The users are just restricted to small sized files in order to minimize the data
consumption. However, in the case of the LTP approach, the total throughput
available to free users is restricted to a fraction x = 0.1 of the total capacity.
Hence the LTP users are restricted to 60/nKbps. The TCP throughput achieved
by the paid user in the case of Free Basics and in the case of LTP is shown in
Fig. 3. We clearly see the fluctuation in capacity offered to the paid user in the
case of Free Basics when compared to the LTP case. We also computed the
exponentially filtered throughput of the paid user in both cases and plotted
them in Fig. 4. We find that the average TCP throughput of the paid user in the
Free Basics case is lower because of the greater estimate of the RTO timeout.

6 Related Work

Compliance with the fundamental principles and guidelines of Network Neu-
trality is an important issue in networking as it has many political, economic
and social implications associated with it. While expanding internet access is
essential for narrowing the digital divide and for expanding the knowledge econ-
omy, proper measures must be taken to prevent network operators and ser-
vice providers from unfairly monetizing the access and usage of their network
resources. Recently, the focus of the Network Neutrality debate has shifted from
the pros and cons of no-blocking and no-discrimination to zero-rated services and
applications. Although zero-rated applications are provided at the same QoS as
other applications, they violate the principles of Network Neutrality due to their
discriminatory effect. If the network operators charge the content providers in
exchange for zero-rating their applications then it imposes a threat to innovation
as it is a form of preferential treatment and many of the newer players might not
be able to afford it. In addition, operators may provide preferential treatment to
such applications and lower the quality for others in order to attract more content
providers to pay for zero-rating their applications. In some cases, the operators
can zero-rate some applications without charging the content providers, but it
is still against the principles of Network Neutrality. For instance, the zero-rating
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Fig. 3. Instantaneous TCP throughput of the paid user

of Free Basics by different operators does not serve the purpose of providing
internet access to the undeserved communities. Instead, there is a need for a
Network Neutral solution that provides a low cost or limited access to the entire
Internet than to a small number of applications.

A number of Network Neutral alternatives to zero-rating and Free Basics have
been proposed. For example, Aircel launched a program called Free Basic Inter-
net (FBI) in India, aimed at providing low-speed Internet access at 64 Kbps to all
its subscribers, free of charge [28]. Although this initiative is Network Neutral, it
has some limitations. Since the speed is too low, video-streaming, online gaming,
video calling and other high bandwidth applications are not supported. In addi-
tion, although it provides free access to the entire Internet at a low-speed, similar
to our proposed mechanism, there are some performance issues due to which it
might not be feasible in the long run. If a large number of free users access the
network simultaneously, network congestion can increase rapidly leading to a
degradation of performance for the paid users. This can increase the network
churn in the long run. In contrast, in the proposed LTP approach, the free users
are not only restricted to a low throughput, but there is also a restriction on
the percentage of bandwidth assigned to them. Hence, the average throughput
achieved by the paid users in the case of LTP is expected to be higher and less
bursty as compared to those in the case of Free Basic Internet.
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Fig. 4. Filtered throughput of the paid user

Another alternative is an application called mCent that was launched by a
company called Jana. It is an Android application that is supported by various
operators through a backend billing system [17]. The app users are reimbursed
for downloading and using certain apps, and the free data achieved can be used
in accessing any content or application on the Internet. The app developers in
turn pay the fees to Jana depending on the number of users that downloaded
and used their apps. Similarly, Gigato is another application where users get
free data when they use other apps from Gigato’s partners [18]. Although these
app developers do not play the role of a gatekeeper to decide which apps the
users must be allowed to access, the developers of different apps still have to pay
for their applications to be advertised through these platforms. In addition, the
apps are supported only through the Android platform and users who cannot
afford these smart phones will not be able to take advantage of the service.

Mitchell Baker of Mozilla proposed another Network Neutral alternative to
zero-rating known as equal-rating [1]. The first option is to provide some min-
imum amount of data for free or at discounted prices, giving the sponsoring
companies a “brought to you by” acknowledgment. The second option includes
providing unrestricted data in return for watching advertisements. Currently
this option has been implemented by Grameenphone, a mobile phone operator
in Bangladesh, where users can receive 20MB of unconstrained data per day
after watching an advertisement. In this case, the traffic from the equal rated
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users gets the same treatment as the traffic from the paid subscribers, and hence,
there can be performance issues similar to Facebook’s Free Basics. Although a
small amount of data is provided for free, if a large number of users are online
at the same time, it can increase the congestion in the system thereby lowering
the achieved QoS for those who have paid plans.

Another solution, as discussed in [9] is to decouple the Internet access from
any content or platform and instead limit it by volume or time. However, such
a scheme may face serious performance issues if a large number of free users
are online at the same time thereby consuming a lot of bandwidth. This can
result in bursty periods where the paid user’s performance is affected adversely.
Therefore, by limiting the throughput as well as total data usage as in the case
of LTP, we aim at addressing these performance issues while conforming to the
principles of Network Neutrality.

7 Conclusion

Accelerating Internet adoption and awareness by providing the service for free is
a novel idea but it should not be done at the cost of people’s freedom to access
and use information. Although Free Basics by Facebook is aimed at reducing the
cost of Internet access and extending the benefits of connectivity to the under-
privileged, it has a number of flaws due to which it has faced strong opposition
ever since its inception. The main issue is related to the violation of Network
Neutrality. Instead of just providing free access to Facebook and a handful of
other applications for free, the mobile network operators should provide low cost,
limited access to the entire Internet. Therefore we proposed LTP, a network neu-
tral alternative to Free Basics which is beneficial to all involved parties.
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Abstract. In this paper we introduce the concept of intransitiveness for
games, which is the condition for which there is no first-player winning
strategy, and the second player can statistically win. We show that the
game can be converted into a random walk on a graph, i.e., a Markov
process, and therefore we can extend the intransitiveness concept to such
systems.

The end of the game generally consists in the appearance of a pattern
chosen by one of the player. In the language of random walk this corre-
sponds to an absorbing trap, since once that the game has reached this
condition the game itself comes to an end. Therefore, the intransitiveness
of the game can be mapped into a problem of competition among traps.

We analyse in details this problem for the Penney game (an extension
of the heads or tails game which is intransitive for sequences longer than
three), for walks on a circle and for a scale-free network, reminiscent of
the structure of the world wide web. We also introduce several variations:
traps can be partially absorbing, the walk can be biased and the initial
distribution can be arbitrary.

We found that the intransitiveness concept can be quite useful for
characterizing the properties of a graph, and that the consequences of
the above mentioned extensions are not trivial.

1 Introduction

All around the world people compete with each other, in amusement games as
well as in real life. We compete for space, visibility, benefits in general. Also
animals compete for food and commercial activities compete for the amount of
customers. We shall refer to all kind of competitions with the term “game”.

In some games there exists an optimal strategy which always wins and some
players are smart enough to find it. However, life in general is more compli-
cated and usually (hopefully) we do not have a unique winner and if one wins
a hand there can always be someone else who wins in the following match. In
game theory this defines a non-transitive game. Typical example is the game
rock-scissors-paper: rock beats scissors, scissors beats paper, paper beats rock.
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Even in this kind of games, if a player knows the competitor’s move in advance,
he/she can always find a strategy to beat him/her.

In this article we will explore intransitive games in their most general defini-
tion and we will analyze the intrinsic characteristics which those systems have
in common.

Our analysis starts by the investigation of a mathematical game, called the
Penney game [7], which provides a general and simple definition of “globally
intransitive” systems. The Penney game can be reformulated as a random walk
on a specific network, where the nodes represent the possible choices which the
players can bet on. When the betting choices have been made, the selected nodes
become targets and can be represented by absorbing traps for the random walker.

In our analysis we will observe that the intransitiveness property is strictly
related to the directedness of the graph which represents the physical support of
the random walk. This will bring us to explore the simplest example of directed
network: a one-dimensional lattice with periodic boundary conditions.

The network topology in general plays a key role in defining the outcome
of the competition in the game, as well as the strategic positioning of the trap
nodes in order to interfere with the flux of agents to control their destination.

Moreover, the intransitiveness of a system is related not only to the topology
of the network that we use to schematize it, but also to the ability of traps
to absorb walkers. For this reason we will also explore the effect of partially
absorbing traps.

The relation between intransitiveness and absorption capacity is explored at
varying the parameters of the system, both in the Penney game and in the one-
dimensional lattice. In the last example we will also observe the outcome of the
competition at varying the level of asymmetry in the cycle.

These first two models are at the same time simple and representative of the
main characteristics of intransitive games. However, the devised formalism is
general and we only need the adjacency matrix of the network to fully describe
the competitive behavior. Consequently, it can be applied to many different
cases, from competition for the best positioning of a shop in a urban network,
to the visibility of sites in the Internet network. We explored this last case in
the last section of the article, before conclusions, where we analyze an artificial
scale-free network in order to simulate the process on a Internet-like topology.

2 Intransitiveness

Binary relations are often characterized by transitivity, a property of a relation
∼ defined on a set I, such that

A ∼ B,B ∼ C ⇒ A ∼ C ∀A,B,C ∈ I. (1)

and a relation is not transitive if this condition is not valid for at least a triple.
Instead, a relation is intransitive when

A ∼ B,B ∼ C ⇒ ¬(A ∼ C) ∀A,B,C ∈ I, (2)

where “¬” denotes the negation (NOT).



206 A. Baldi et al.

Many games are based on transitive rules, but there are also games with
intransitive rules. This is the case of the rock-paper-scissors game: rock wins
against scissors, which in turn wins against paper, which in turn wins again
against rock. Games like this one are defined “globally intransitive” and are
characterized by the fact that, if a player know the strategy of the opponent,
he/she has a high probability of winning by choosing the optimal strategy.

In order to quantify the intransitiveness degree of a system, we introduce
the victory matrix V and the index of global intransitiveness σ. The first one is
defined as a square matrix of the size of the number of possible choices of the
players (three for the rock-scissors-paper game) and the generic entry Vij is the
probability that choice i wins against choice j.

The index σ is defined as:

σ = min
i=1 ... N

{
max

j=1 ... N
Vij

}
− 1

2
, (3)

Indeed, maxj=1 ... N Vij for a specific i corresponds to the winning probability
of i in the best scenario where it can win the game. Then, by considering the
minimum over index i we find the worst case, i.e. the winning probability of the
index i whom best strategy is the most losing. In order to have global intran-
sitiveness this quantity needs to be larger than one half. So, assuming that the
second player chooses his strategy after the first one:

– if σ > 0, the system is globally intransitive and the choice of the first agent
can be countered by an optimal choice of the second, who statistically wins;

– if σ = 0, the two players can “tie”, because the system permits at least two
equivalent strategies;

– if σ < 0, the system is transitive and so, if the first agent makes the optimal
choice, statistically wins against the second.

3 From Games to Random Walks

It is possible to reformulate a game as random walk on a directed network where
the nodes represent the possible choices of the players and the links describe the
competitive relations. Let us illustrate it for the Penney game.

3.1 The Penney Game

This game is an extension of coin flip game, in which two players are asked to
bet not on a single coin flip, but on a contiguous succession of heads and tails,
whose length l is fixed. This gives to each player a choice among 2l different
sequences of heads and tails. The game is won by the player whose sequence will
be extracted first.

Every possible succession has the same probability to appear in the first l coin
tosses, and considering infinite tosses every succession appears the same number
of times. These observations might suggest that betting on a sequence rather
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Fig. 1. (a) The graph of the Penney same for sequence length l = 3. Every node is
a possibly winning sequence, the links go from one sequence to the sequences which
can be obtained with a coin flip. Each link is weighted 1/2. (b) Weighted adjacency
matrix (Markov matrix) M of the system, where the nodes relative to the sequences
are ordered as binary numbers.

than on another is completely equivalent but this is not true and the reason
is that the game has a start. Indeed, once the first succession of l coin tosses
has been extracted, the second one has the first l − 1 symbols in common with
the first one, and so on for the following successions. After any succession there
exist only two possibilities for the following succession (given by the extraction of
head or tail in the subsequent coin toss). This ultimately implies that there exist
specific paths in the space of the 2l successions that one is forced to follow and
the starting sequence (which is actually random) represents the initial condition
which affects all the following extractions. The Penney game can be therefore
represented as a random walk process on a directed network with 2l nodes, where
the directed links connect successions which can be extracted in sequence. The
coin extraction process is therefore figuratively represented by the moves of a
random walker which travels the network by following the directed links. In Fig. 1
the network and the relative adjacency matrix for the case l = 3 are shown.

3.2 Partially Absorbing Traps and Biased Walks

This change of perspective allows to extend the following analysis also to other
competitions situations, like shops competing for customers. In this case we
can think of the network given by streets, approximating customers as random
walkers looking for a certain product. If they enter the first shop selling that
product, shops act as absorbing traps, and an interesting question is whether,
given a city map, there exists locations that are robust with respect to competing
shops (σ < 0) or not (σ > 0) [5].

Another example is that of the searches by web crawlers. A robot is down-
loading web pages searching for some piece of information, by navigating the
links (and eventually jumping to other pages, as in the Google algorithm [4,6]).
This again is an example of a random walk on a graphs (the web network) with
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absorbing traps (the information) and one could be interested in where to place
it in order to maximise the probability of being found, while minimizing that of
being obscured by another page.

It is also interesting to study the effect of partially absorbing traps, which
corresponds to distracted players, who do not realize that the winning com-
bination has appeared, or, more realistically, to customers which are not fully
satisfied by a given product, which however can be taken into consideration. We
shall indicate with ε the absorbency of traps (ε = 1 for fully absorbing traps).

Finally, one can be interested in studying the case of biased walks, which
corresponds to biased coins in the Penney game, or to biased walks in towns,
and weighted jumps for web crawlers. The biasing parameter will be indicated
by p (p = 1/2 for unbiased paths).

Therefore, studying σ, we can characterize the competition in systems
describable as random walk on network.

4 Random Walks, Traps and the Victory Matrix

Let us consider a random walk process on a network, which can be described as

ωi(t + 1) =
∑
j

Aij

kj
ωj ≡

∑
j

Mijωj ,

where ωi(t) is the probability of finding a walker on node i at time t, A is the
adjacency matrix, kj =

∑
i Aij is the out-degree of a generic node j and M is

resulting stochastic matrix of our Markovian process.
The victory matrix element Vij is given by the number of walks arriving at

node i without passing through node j. The simplest way to do it is to consider
nodes i and j as traps, so that we are sure that, after a fairly large number of
temporal steps, every possible path of the casual agent will end in one of the
two nodes.

We have to keep on mind that the victory matrix also depends on the initial
distribution ω(0). While for games like the Penney one it is natural to start
from a uniform distribution (at beginning no coin is shown), there are variations
(like the Texas Hold’em poker) in which one has a previous information. Also
for walkers in city and web crawlers, it may happen that the starting point is
predefined.

4.1 Victory Matrix for Fully Absorbing Traps

In order to compute Vij for fully absorbing traps, it is necessary to count the
number of paths ending at i with respect to all possible paths, and similarly for j.
Thus we need to study the asymptotic behaviour of the probability distribution
of occupation of nodes, ω̃ = ω(∞).
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This distribution evolves over time by the iteration of a modified stochastic
matrix, which takes into account the presence of the absorbing nodes i and j.
In formulae,

ω̃ = lim
t→∞

(
M [i,j]

)t
ω(0), (4)

where the matrix (M [i,j]) is obtained modifying the stochastic matrix of the
graph relative to the system in analysis, M , by setting the elements of columns i
and j equal to zero, except the diagonal elements (M [i,j])ii and (M [i,j])jj , which
are set equal to one so that, when the casual walker arrives on nodes i and j,
he/she stays there during the following temporal steps with probability one.

We can introduce the trap matrix T [ij] with is zero except for (T [i,j])ii =
(T [i,j])jj = 1, and thus

M [i,j] = M(I − T [i,j]) + T [i,j].

If the matrix M is not singular (all nodes are connected), after a large number
of multiplications, only the rows i and j of ω̃ are non-zero.

In any case, we can define

Vij =
ω̃i

ω̃i + ω̃j
.

Actually, it is possible to find an analytic expression for the victory matrix
element Vij , given by

Vij =
∑
l,k

Mil(IN − M[i,j])−1
lk ωk(0). (5)

This calculation method of Vij is surely advantageous, but the benefit to use
the first described one comes from the fact that is easily extensible to the case
of partially absorbing traps.

4.2 Victory Matrix for Partially Absorbing Traps

In the case of partially absorbing traps, we have to modify the algorithm, using
two distributions, ω as above for the walkers that stay on the lattice (not fallen
in the traps) and τ for the traps. Their evolution is given by

{
ω(t + 1) = M(I − εT [i,j])ω(t),
τ(t + 1) = τ(t) + εT [i,j]ω(t),

where ε is the absorptivity of traps. For ε = 1 this expression reduces to that of
Eq. 4.
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Fig. 2. Victory matrix (a) and graph (b) for the Penney game with l = 3.

5 Numerical Results

5.1 Intransitiveness in the Penney Game

Let us consider the Penney Game for sequences of length l ≥ 3 (Fig. 1), whose
victory matrix is reported in Fig. 2.

Every column has an element bigger than 1/2, and this means that every
sequence is statistically beaten by at least another one. This indicates that the
Penney game for l = 3 is a globally intransitive system, and this is true also for
larger sequence lengths.

The only exception is the case l = 2, where σ = 0, because the sequences 10
and 01 have the same winning probability against each other.

In this case, if we consider the competition between 01 and 11 (or 10 and
00 by symmetry), the second is statistically favoured: as soon as 0 is extracted
before 1, the sequence 01 has already won against 11. The sequence 11 wins just
in case two 1 are extracted in the first two coin tosses, and this situation happens
with probability 1/4. So, 01 has a 3/4 chance of winning against 11.

When a system is globally intransitive, we can illustrate this property using a
particular graph, considering the maximum value that appears in every column
of the victory matrix (therefore, for every sequence we consider the one that
has the greatest chance of winning against it), Fig. 2. In this case, arrows have a
precise meaning: sequences from which the arrows start are those that most likely
to beat the arrival sequences. The graph so built takes the name “victory graph”,
and in globally intransitive systems is always connected and it is characterized
by a loop of nodes within it.

Let us now investigate how this situation modify if we consider less absorbing
traps (ε < 1) or a biased coin p 	= 1/2).

Assuming the same level of distraction for the two players (the two absorbing
traps have same degree of absorbency), we note how, studying the curve of
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Fig. 3. (a) Index of global intransitiveness σ as function of ε, fixed p = 1
5
, for sequences

of different length l. (b) Index of global intransitiveness σ as function of ε, fixed l = 3
for several values of p.

σ at varying ε and the length l of the sequences considered, we can observe
dominant areas, where Penney Game is transitive and thus there is a sequence
that statistically wins against all the others.

As shown in Fig. 3-a, we note that, generally, the index of global intransitive-
ness parameter σ is an increasing function of the absorbency parameter ε. When
the system is not globally intransitive (σ < 0), as ε increases, the transitivity
degree of the system grows. The length size l also plays a key role for the intran-
sitiveness: completely transitive systems, as the Penney game with p = 1

5 , can
show a global intransitiveness zone for high values of ε by increasing the length
l of the sequences.

Fixing instead the size of the system (Fig. 3-b), studying the behaviour of σ in
the neighbourhood of 1

2 , we observe how the system can be globally intransitive
∀ ε only when we consider the fair Penney Game, while for biased coin, departing
from p = 1

2 , the transitivity zones are always present for small values of the traps
absorbency. Clearly, when only heads or tails can come out as results of the coin
tosses, the system is fully transitive and σ = − 1

2 ∀ ε.

5.2 Intransitiveness and Competition on Cycles

The Penney Game victory graph of Fig. 2 shows a cycle inside its structure. It
is therefore interesting to investigate the “core” of that graph, the cycle itself.

Let us investigate the competition of traps located on a cyclic graph, with
walkers that move in a given direction with probability p. As in the Penney
Game case, we consider the same level of absorbency for the traps. Generally,
we expect competition on a directed cycle with p = 0 or p = 1 to be the globally
intransitive system par excellence: for each node of the network where a trap
can be located, there are other nodes (the immediately preceding neighbours,
considering the direction in which the agent moves), that can “obscure” it. As an
applied example, consider a rotatory square (with periodic boundary conditions)
where two or more shops selling the same product compete for customers.
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Fig. 4. (a) Behaviour of σ in function of ε for a cycle, for different sizes of the system
and assuming an initial uniform probability distribution. (b) Behaviour of σ in function
of ε for a cycle with 10 nodes. A different initial distribution of probability is associated
to every type of line. Gaussian distribution has a standard deviation equal to 0.15.

The higher the quality and the price of goods in one shop, the higher its
appeal, and consequently its absorbency ε.

Let us analyse the competition between two equivalent (same value of ε)
traps on the cycle, initially assuming a uniform probability distribution for the
casual agents on the network. Similarly to the Penney Game, we notice that also
the one-dimensional lattice is globally intransitive ∀ ε, and that increasing the
size of the network increases the intransitiveness degree, see Fig. 4-a.

Moreover, if we consider fully absorbing traps (ε = 1), the intransitiveness
σ tends to 1

2 when increasing the size of the system, which corresponds to the
case where for each position of a trap on the network, there is at least another
position that is able to statistically obscure it.

A similar behaviour of σ is also observed considering different initial prob-
ability distributions, assuming that a zone of the cycle is more populated in a
neighbourhood of a specific node by the walkers. This can be represented by
a Gaussian distribution or by a comb-like distribution, in which nodes with a
constant initial density of walkers are alternated with nodes with no walkers.

For high values of ε, considering these initial distribution, we still observe
positive values for σ, but smaller in amplitude (Fig. 4-b). The values taken by
the index of global intransitiveness decrease because the traps can be located in
nodes where the initial density of walkers is higher. For instance, let us compare
the comb-like distribution with the uniform one in the case of fully absorbing
traps located alternated one by one on the network.

Since ε = 1, considering two traps located at distance two, in two nodes
where the density of walkers is identical and non-zero, the first one (in the sense
of the cycle) obscures the second one almost completely, catching also all the
other incoming walkers. This corresponds to the disposition of traps that allows
to one trap the maximum winning probability against any other trap. The second
trap in this case only catches the walkers which are already present here, who are
more numerous in the case we consider a comb-like distribution than an uniform.



Intransitiveness in Games and Random Walks 213

)b()a(

Fig. 5. (a) Behaviour of σ in function of p, fixed the size of the system and assigned
an initial uniform distribution of probability. (b) Behaviour of σ in function of p, for
a cycle of 10 nodes, assigned an initial step-like distribution of probability. A different
width of the step is associated to every type of line.

This causes the diminution of the amplitude of σ for the comb-like distribution,
with this effect that decreases for ε → 0.

The curve of σ considerably changes if all the walkers are initially placed
in a single node. In this case the system is always transitive, regardless of the
absorbency of the traps: if one of the latter is located in the node initially
characterized by the presence of all the walkers, even if weak, it always exerts
a greater attraction for them, who are less likely to be attracted by the other
nodes of the network, in which the opposing trap can be located. Clearly, if the
absorbency of the trap tends to one, the index of global intransitiveness of the
system tends to − 1

2 .
Based on the previous arguments, if we have a distribution of probability

equally concentrated on two nodes of the cycle at first, we always obtain σ = 0.
Indeed, placing the traps in those nodes, the casual agents who move on the
network are equally shared between the two traps.

We can also study the competition on the cycle introducing two directions of
travel for the walkers, with a symmetry parameter p ∈ [0, 1]. For this purpose,
we modify the stochastic matrix M of the system in the following way,

Mp = (1 − p)M + pMT . (6)

When p = 0 (or p = 1) we still have a directed cycle only viable in one
direction. If p = 1

2 , no direction of travel prevails in the system and Mp is
symmetric. While values of p between zero and one half introduce a drift in the
system, i.e. the casual agents statistically move clockwise (or anticlockwise).

Let us study the competition on the cycle varying the symmetry parameter p,
assuming fully absorbing traps and an initial uniform distribution of probability
of the walkers on the network (Fig. 5-a). We observe that, independently on its
size, the system is globally intransitive ∀ p.

In addition, we note that, when p = 1
2 , σ = 0: this result was expected,

because a symmetric M involves that all the possible positions of the traps on
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Fig. 6. (a) Behaviour of σ for a scale-free network with 100 nodes as a function of
the absobitiveness ε. There is an intransitive behaviour for intermediate values of this
parameter. (b) Similar behaviour of σ for the subnet shown on Fig. 7

the cycle are equivalent. Then, the increase of the size of the system induces
in turn an increase of intransitiveness degree: if the network allows only one
direction of travel to the walkers, σ → 1

2 , coherently with the behaviour of the
index of global intransitiveness shown in Fig. 4-b.

Assuming different initial distribution of probability for the walkers, the vari-
ation of p allows to show non-trivial intransitiveness zones. This is the case for
instance of an initial step-like distribution of probability (Fig. 5-b), in which the
casual walkers are initially focused in a fixed number of adjacent nodes. Such as
in the case of the variation of the absorbency ε of the traps, if the step extends
over one or two nodes, respectively σ = − 1

2 or σ = 0 ∀ η.
The situation becomes more interesting if the step extends at least over 3

nodes (Fig. 5-b). We observe a zone of transitivity around p = 1
2 , that becomes

Fig. 7. A small subnet showing the behaviour of σ vs ε as in the scale-free network of
Fig. 6.
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smaller to the increase of the step’s width, until it disappears completely when
the step-like distribution becomes an uniform distribution of probability. In these
cases, there is a dominant position where the trap can be placed.

In particular, we note that the system is transitive when p = 1
2 and so M

is symmetric: this fact suggests that the initial distribution of probability of the
casual walkers on the network generally plays a key role for the intransitiveness
of competition between absorbing traps.

5.3 Competition on the World Wide Web

A meaningful and more complicated applied example where it is important to
devise optimal navigation strategies is represented by the World Wide Web. A
web surfer crawling the World Wide Web (WWW) network going from one site
to another one by following the directed links on the different pages is a perfect
example of random walker on a complex network. Specific goals make us devise
optimized searching schemes for target nodes.

Empirical observations of the Internet network have given us the knowledge
of the specific topological rules that this graph undergoes. It is in particular clear
that it is a directed network and that its degree distribution is scale-free [2,3].
Moreover, in real WWW networks, there is a large number of “leaves”, pages
with links which are not reachable since no other page contains a link to them.

Thus, in order to reproduce the web surfing process, we analysed a network of
100 nodes which has been generated by using the Barabasi-Albert algorithm [1],
studying its intransitiveness at varying the absorption index ε. As shown in
Fig. 6-a, in this case we have an intransitive region for intermediate values of the
absorbancy index ε. By visually inspecting the scale-free network, we have found
that this behaviour is given by structures like that reported in Fig. 7, where the
large number of leaves may make it intransitive for a partial absorbancy of traps.
This is indeed the case, as reported in Fig. 6-b.

6 Conclusions

We introduced the concept of intransitiveness for games, which is the condition
for which there is no first-player winning strategy, and the second player can sta-
tistically win. Since a game can be converted into a random walk on a graph, we
can extend the intransitiveness concept to Markov processes, but this property
depends also on the initial distribution of probability.

In the case of random walks and Markov processes, the condition correspond-
ing to the end of a game is that of walkers falling on a trap. Therefore, we have
studied the competition among traps on random walks.

We analyse in details this problem for the Penney game (an extension of the
heads ot tails game which is intransitive for sequences longer than three), for
walks on a circle and for a scale-free network, reminiscent of the structure of
the world wide web. We also introduce several variations: traps can be partially
absorbing, the walk can be biased and the initial distribution can be arbitrary.
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We found that the intransitiveness concept can be quite useful for character-
izing the properties of a graph, like that of pages in the Word Wide Web, and
that the consequences of the above mentioned extensions are not trivial.
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Abstract. We study the problem of color-avoiding percolation in a net-
work, i.e., the problem of finding a path that avoids a certain number of
colors, associated to vulnerabilities of nodes or links.

We show that this problem can be formulated as a self-organized crit-
ical problem, in which the asymptotic phase space can be obtained in
one simulation. By using the fragment method, we are able to obtain the
phase diagram for many problems related to color-avoiding percolation,
showing in particular that results obtained for scale-free networks can be
recovered using the dilution of the rule on regular lattices.

1 Introduction

The percolation theory is particularly useful to analyze the flow and the diffusion
of certain quantities in many complex systems that can be described as networks,
and therefore it has many applications in the Internet science. Classic percolation
theory can be used to determine the overall connectivity of complex networks and
their resilience to the failure of some nodes, but it cannot treat the heterogeneity
of its vulnerabilities. In many real-world networks, one can identify different
classes of nodes that share the same vulnerabilities.

For example, one can separate internet routers that run different software
versions in different classes. The routers with the same software vulnerable to a
certain bug may simultaneously fail and suddenly isolate parts of the network
that were connected. In communication networks, vertices can be associated to
servers controlled by different companies. Some of them could be interested to
eavesdrop information that passes through their servers, which therefore must
be avoided for a secure communication. Even if all the companies are dangerous,
a secure communication between the source and the receiver can be achieved
by splitting messages in pieces by secret-sharing, and sending them through
multiple paths, each one avoiding one of the vulnerable classes of nodes. Not
always this methods can be applied, because sometimes between two servers
this secure paths cannot be found.

The color-avoiding percolation (CAP) theory is a recent generalization of
the percolation theory useful to treat these problems [4,6,7]. Every node of
c© Springer Nature Switzerland AG 2019
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the network is marked with a one or more colors, associated with the possible
vulnerabilities. The goal of CAP is to find the optimal redundancy of paths
between pairs of nodes that can be used to avoid all colors.

In this paper we show how CAP can be mapped into a self-organized critical
(SOC) problem. We studied the critical properties of CAP in a direct lattice
using different SOC methods, in particular with the fragment method [1].

2 Color Avoiding Percolation

2.1 Site Color Avoiding Percolation

Let us assign a color ci ∈ {1, 2, . . . , C} to each vertex i of a network. The quantity
C denotes the total number of colors. Assuming that the sets of nodes with a
certain color are disjoint, we can define as ρ(c) the probabilities that a node has
the color c, such that

∑
c ρ(c) = 1.

We assume that nodes with the same color fail together and that those with
different colors unlikely fail at the same time. Nodes carrying some colors can be
considered trusted, and it is not necessary avoiding them for sending, receiving
or transmitting some information.

We define the set of colors to be avoided as senders/receivers as

S = {cs1 , cs2 , . . . , csR} ⊆ {1, 2, . . . , C}

and the set of colors to be avoided as transmitters as

T = {ct1 , ct2 , . . . , ctT } ⊆ {1, 2, . . . , C}.

We then define a pair of nodes as color-avoiding connected (CAC) if they
have paths between them which avoid all of the untrusted node colors, with
each path avoiding a different color (sometimes the same path can be used to
avoid more than one color).

Clearly, not every node can be CAC with other nodes of the network. If a
node, for example, is linked to only one other node carrying an untrusted color,
or only with nodes that have the same vulnerable color, it cannot be part of a
CAC pair, because it would remain isolated if that color was removed from the
network.

We can also define the color-avoiding giant component (CAGC) as the max-
imal set of nodes that are mutually CAC, i.e., the largest set of nodes connected
to each other and such that any pair of vertices belonging to the set is CAC. A
method to extract this set from the network can be found in Ref. [6].

2.2 Bond Color Avoiding Percolation

Similarly to classic percolation, a color avoiding percolation problem can be
formulated, in witch vulnerabilities, i.e., colors, are associated to links and not
to nodes. In this case it is not necessary to distinguish between colors to be
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avoided for sending/receiving or for transmitting, because every node can be
considered trusted.

Similarly to site color avoiding percolation, two nodes can be defined as pair
CAC if they are connected through paths that avoid edges of a certain color, for
every untrusted color c ∈ T , and we can define the CAGC of the network.

2.3 Criticality in CAP

The relative size of the CAGC, i.e., the fraction of nodes of the network belonging
to the CAGC, is dependent on the properties of the network under study. In
the thermodynamic limit, when the number of nodes N → ∞, certain control
parameters must exceed their critical values to allow the formation of a CAGC
with a non-zero value.

The CAGC is dependent on the topology of the network. If we consider a
randomly generated network, the average connectivity k̄ must be greater than a
critical value to allow the formation of the giant component. Since CAGC is a
subset of the latter, even the color avoiding percolation threshold depends on k̄.

Clearly, the relative size of the CAGC is also dependent on the color dis-
tribution in the network. If an untrusted color has a high concentration in the
network, avoiding it may become difficult. For this reason there exists a criti-
cal value ρcrit above which the probability ρ(c) prevents the formation of the
CAGC.

3 Self Organized Criticality

In some systems, after defining a local evolution law, certain quantities show a
power law, typical of critical phenomena. These are called auto-critical systems
(they manifest the so-called “self-organized criticality”), to underline their ability
to “go independently” to the critical point, when they are allowed to evolve
in time. Known examples of auto-critic systems are the ones described in the
evolution model of Bak and Sneppen [3], and the invasion percolation model [8].

Many classic percolation problems can be reformulated as SOC system [5],
and the evolution of certain quantities can be used to obtain information on the
criticality of the systems, such as the critical values of their control parameters.

The idea of this mapping is similar to the Invasion percolation problem [8], we
shall illustrate it for a simple directed site percolation with k̄ = 2. Let us denote
by si(t) ∈ {0, 1} the state of a site at time t, where one means wet or infected and
zero dry or healthy. We assume that a site can be infected independently, with
probability p, by its two neighboring sites, while recovering in one step. This is
therefore a SIS (susceptible-infected-susceptible) dynamics. Assuming that the
evolution rule is given by the parallel application of the rule

si(t) = [ri(t) < p](si−1(t − 1) ∨ si+1(t − 1)), (1)

where ri(t) is a random number uniformly distributed in the interval [0, 1), inde-
pendently extracted for each site and each time step, ∨ is the OR operation and
[·] is the truth function which takes the value one if · is true, and zero otherwise.
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Let us introduce the quantity pi(t), which is the minimum value of p for
which the percolation cluster includes site i at time i. The quantity si(t) can
therefore be written as [p > pi(t)]. Equation (1) can thus be rewritten as

[p > pi(t)] = [p > ri(t)]
(
[p > pi−1(t − 1)] ∨ [p > pi+1(t − 1)]

)
. (2)

Now, the expression [p > a] ∨ [p > b] can be rewritten as [p > min(a, b)] and
[p > a][p > b] is equivalent to as [p > max(a, b)], thus Eq. (2) becomes

[p > pi(t)] =
[
p > max

(
ri(t),min(pi−1(t − 1), pi+1(t − 1)

)]
.

We can therefore extract the evolution rule for the pi(t):

pi(t) = max
(
ri(t),min(pi−1(t − 1), pi+1(t − 1)

)
,

which has a sort of magic: automatically (or self-critically) the pi’s evolve so that
all are above the critical value pc, which can be extracted as

pc = lim
t→∞ lim

N→∞
MIN

i
pi(t).

This method is powerful and elegant, but it can be used only if the rule can
be expressed using AND and OR operation. It is possible to think to sites as
segments initially marking all possible values of p, from zero to one. Since only
for p > a the site can be wet, the associated segment can be painted with white
(dry) from zero to a, and black above it. At beginning, all segments are black.
The AND operation is similar to taking the intersection of the black parts of
the segments, and the OR to the union of them. Since these operations keep the
black part contiguous, one has only to keep track of the lower boundary, which
is exactly pi(t).

Clearly, if the rule includes also other operations like NOT or XOR, the black
part of the segment becomes to fragment, and the evolution cannot be captured
by only a value per site. We can however approximate the evolution of a system
by iterating segments (now called fragments) sampled at many values of p, using
a multi-bit technique. In this way we can compute the parallel evolution of the
system for many values of p over the random field determined by the random
numbers ri(t). We can do this also for several parameters at one, iterating multi-
dimensional fragments [1].

3.1 The Fragment Method

The fragments in k dimensions are defined as subsets of k-dimensional unit
hypercube. A fragment in 2 dimensions, for example, is a subset of the unit
square [0, 1) × [0, 1).

The fragment method can be applied to any system that can be described
as a probabilistic cellular automaton (PCA). In a network we can describe the
evolution of the states σ(t) of the nodes with the local evolution rule

σ(t + 1) = f({σ(t)}; {[r(t) < p]}), (3)
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in which time t is a discrete variable, and f is a function of the set of states
Let’s consider a probabilistic system characterized by m control parameters

pj , with j = 1, 2, . . . ,m. The fragment method consists in assigning a fragment
in m dimensions to every node.

The important aspect of this procedure is that the evolution of the fragments
is independent of the values of the control parameters pj . These parameters are
reintroduced in the problem only in the final step of the procedure, to pass from
the fragment configuration to the state configuration.

The evolution of the fragments can be seen as the evolution in parallel of
different copies of the original system; in particular, the fragments that are asso-
ciated with the node states can be interpreted as different copies of the phase
space. After a small time from the initial conditions, these fragments are very
different from it, but, as time progresses, they interact with each other, auto-
organize themselves to the critical point, and give with their asymptotic values
a good representation of the phase diagram.

4 Applications

In this section we show some results of the SOC methods applied to different
PCA problems. We can divide the problems in two cases:

– Independent colors: nodes can have at the same time more than one vulner-
ability/color

– Exclusive colors: every node can assume only one color (cases studied in
Refs. [4,6,7])

All simulations have been made in a direct lattice, in particular in 1 + 1
dimensional lattice with N sites, in witch all percolation problems were consid-
ered in their directed formulation, i.e. with random variables renewed at each
time step. The sites i at time t are connected to k of those of the previous instant
t − 1.

4.1 Independent Colors

In the case of the independent colors we can consider for each node i at time t a
set of states {s

(c̄)
i (t)}, in which s

(c̄)
i (t) is a Boolean variable associated to one of

the untrusted color c. We consider s
(c̄)
i (t) = 1 if it is possible to arrive at node

i at time t through a path that avoids the color c, and s
(c̄)
i (t) = 0 otherwise. If

the nodes have a probability ρ(c) to be colored with the color c, the evolution
of the states can be written as

s
(c)
i (t + 1) = [ρ(c) < r

(c)
i (t)]

∨

j:Aij=1

s
(c)
j (t), (4)

where time is a discrete variable; [·] is the truth function that takes value 1 if ·
is true, and 0 otherwise; r

(c)
i (t) is a random variable associated with the node i,
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Fig. 1. Trends of the critical probability with (a) the number of colors and (b) the
average connectivity k̄ of the graph.

evenly distributed between 0 and 1; Aij is the adjacency matrix;
∨

j:Aij=1 is the

logical operation OR applied on the states s
(c̄)
j (t) if the nodes j are connected to

node i. The term [ρ(c) < r
(c)
i (t)] is a Boolean random variable, with probability

1 − ρ(c) to be 1. The logic of the previous equation is that the node i can be
reached without passing through nodes of color c at time t + 1 if the node itself
has not the color c, and if it’s connected with at least a node reachable avoiding
the color.

The equation can be rewritten considering s
(c)
i (t) = [ρ(c) < p

(c)
i (t)], where

p
(c)
i (t) can be defined as the maximum probability ρ(c) so that the node can be

reached avoiding the color c at time t.
From Eq. (4), as shown in Ref. [2], it is possible to obtain an evolution rule

for the quantities p
(c)
i (t) as

p
(c)
i (t + 1) = min

(

r
(c)
i (t), MAX

j:Aij=1
p
(c)
j (t)

)

, (5)

Assuming, for example, that in the initial moment all the states are equal to
1 (that is equivalent of writing p

(c)
i (0) = 1 ∀i), the asymptotic values of these

quantities can be used to deduce the critical value of ρ(c). The maximum value
of p

(c)
i (t) among those of all the nodes, in the limit t → ∞, is the maximum value

that ρ(c) can assume so that asymptotically there exists at least one node with
state s

(c)
i = 1, and therefore reachable with a path that avoids the vulnerability.

For this reason we can say that the quantities p
(c)
i (t) auto-organize to the

critical point, and with a single simulation of their evolution they give the critical
probability as

p(c)c = lim
t→∞ MAX

i
p
(c)
i (t). (6)

If we search paths that avoid more than one color at the same time, assuming
that all the probabilities ρ(c) are equal to each other, we can define the states
sT
i (t), equal to 1 if the node i at time t can be reached avoiding colors the
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belonging to T , and 0 otherwise. As in the previous case, we can find an evolution
rule for the quantities pT

i (t) as

p
(T )
i (t + 1) = min

(

MIN
k∈T

r
(k)
i (t), MAX

j:Aij=1
p
(T )
j (t)

)

, (7)

and from their asymptotic values we can obtain the critical probability of ρ(c) as
in Eq. (6). Since all colors are independent from each other, the critical proba-
bility to avoid separately any of the colors, as the critical probability to avoid at
the same time two or more colors, is independent of the color we are considering.
In particular, as it was defined, the probability p

(c̄)
c to avoid one vulnerability

coincides with 1−pc, where pc is the critical probability for directed percolation
in the lattice.

Some of the values of the critical probabilities obtained through simulations
are listed in Table 1. The values where calculated by varying the number of colors
avoided at the same time C, and by varying the connectivity k of all the nodes,
in a lattice with 10000 sites at the “asymptotic” time t = 100000.

In Fig. 1 we also show the trend of the critical probability by fixing the
connectivity k = 3 and varying the number of avoided colors in (a), and by
fixing C = 1 and varying k in (b).

With the fragment method it is also possible to determine the critical prob-
abilities in the case in which the probabilities ρ(c) can be different one from the
other.

If every node i has connectivity k = 3 and there are 2 untrusted colors b and
c, the local evolution rule can be written as

s
(b∧c)
i (t+1) = [ρ(b) < r

(b)
i (t)][ρ(c) < r

(c)
i (t)]

(
s
(b∧c)
i−1 (t)∨s

(b∧c)
i (t)∨s

(b∧c)
i+1 (t)

)
. (8)

We can study the density m(t) = 1
N

∑
i s

(b∧c)
i (t), i.e. the fraction of sites with

state s
(b∧c)
i = 1 at time t.

The value that the density assumes after sufficient period of time, depends
on the values of the control parameters ρ(c) and ρ(b). We therefore applied the
fragment method to obtain the phase plane associated with m, shown in (a) of
Fig. 2.

If the values of ρ(c) and ρ(b) are too great, the two colors cannot be avoided
and at the same time in the same path, and after some time the density goes to

Table 1. Critical probabilities for given number of colors C and connectivity k.

C = 1 C = 2 C = 3 C = 4 C = 5

k = 2 0.2958 0.1613 0.1107 0.0840 0.0679

k = 3 0.4631 0.2666 0.1866 0.1438 0.1165

k = 4 0.5655 0.3406 0.2416 0.1886 0.1534

k = 5 0.6356 0.3966 0.2858 0.2235 0.1831
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(a) (b) (c)

Fig. 2. (a) Phase planes of Eq. (8), (b) the same replacing the AND with a XOR and
in (c) replacing the AND with the OR.

Fig. 3. Phase planes of the bond CAP for exclusive colors and different dilutions (dif-
ferent connectivities).

zero. If instead the concentration of the two colors in the network is lower, after
a large period of time it is always possible to find sites reachable with paths that
avoid the two colors, hence a non-zero density.

We have also studied other phase planes of the density m modifying the
Eq. (8). In (b) is shown the phase plane obtained by replacing the multiplication
between the two truth functions (that can be seen as the logical operator AND)
with the logical operator XOR. In this case, the states of the nodes can be non-
zero only if the two colors are not avoided at the same time. Therefore, when
ρ(c) and ρ(b) are both small, and the colors are easy to avoid, the density goes
to 0.

In (c) the multiplication was instead replaced with the logical operator OR,
and the states are equal to 1 if at least one of the two vulnerabilities is avoided.

The plane phases were obtained with a single simulation of the evolution
of the fragments in a lattice with N = 10000, and at the asymptotic time
t = 100000.
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4.2 Exclusive Colors

In the case of exclusive colors, we studied the bond CAP. We considered a
network in which edges are colored with one of two colors, for example red (r)
and blue (b). We also considered a dilution of the network with the parameter
φ, the probability that an edge is not removed from the network. The local
evolution rule can be written as

⎧
⎪⎪⎨

⎪⎪⎩

s
(r)
i (t + 1) =

∨

j:Aij=1

[φ > r
(0)
ij (t)][p(1) < r

(1)
ij (t)]s(r)j (t)

s
(b)
i (t + 1) =

∨

j:Aij=1

[φ > r
(0)
ij (t)][p(1) > r

(1)
ij (t)]s(b)j (t)

(9)

where the states s
(r)
i and s

(b)
i evolve at the same time with the same random

variables r
(0)
ij (t) and r

(1)
ij (t), associated to the edges connecting node j to node i.

The dilution parameter φ is confronted with r
(0)
ij (t) in the first truth function of

the two equations to determine whether the connection is removed or not, while
p(1) is the control parameter compared with r

(1)
ij (t) to decide whether the edge

is red or blue.
In this case, the product between the two states s

(r)
i and s

(b)
i is of particular

interest. Indeed, the product can be equal to 1 only if the node i is reached
through at least two paths, one that avoids the red edges, and one avoiding
the blue ones, and it is not necessary to avoid the two colors in the same path.
Therefore, imposing as initial condition that the states s

(r)
i (0) and s

(b)
i (0) are

equal to 1 for all the nodes, after a sufficient amount of time the product will be
non zero only for a fraction of the nodes of the network, that can be interpreted
as elements of the CAGC (Fig. 3).

We have studied the value that assumes this product M = 1
N

∑
i s

(r)
i (t)s(b)i (t)

in the parameter space, as shown in Fig. 3. The phase planes were in this case
obtained with a single simulation of the evolution of the fragments in a lattice
with N = 10000, at the asymptotic time t = 10000, and varying the connectivity
k of the nodes. If the connectivity k is lower than 3, it is not possible to find
nodes such that s

(r)
i (t)s(b)i (t) = 1 at large times, regardless of the values of the

control parameters. Instead, for k ≥ 3 there are certain values of φ and p(1) for
which M undergoes a phase transition and passes from 0 to a non null-value.
Increasing the value of k, the region in the graph in which M 	= 0 increases its
size, and for example with k = 20, as shown in Fig. 3, it includes the majority
of the phase plane.

These figures are very similar to those reported in Ref. [7], obtained using a
Erdős–Rényi network, showing that indeed in these cases the relevant parameter
is the average connectivity.
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5 Conclusions

We investigated the problem of color-avoiding percolation on a network
[4,6,7], i.e., the problem of finding a path that avoids a certain number of colors,
associated to vulnerabilities of nodes or links.

We have shown that this problem can be formulated as a self-organized crit-
ical problem, in which the asymptotic phase space can be obtained in one sim-
ulation, analogous to Invasion percolation [8].

By means of the fragment method [1], we obtained the phase diagram for
many problems related to color-avoiding percolation, showing in particular that
results obtained for Erdős–Rényi networks can be recovered using the dilution
of the rule on regular lattices.
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Abstract. Comparing Internet Service Providers (ISP) can be a daunt-
ing task because of the many options available as well as the fact that
what is advertised may not actually be delivered. Instead of trying to
compare a wide range of options we instead focus on the ability of an ISP
to provide one service, namely internet service, at a competitive price.
This requires extracting the price to be paid if only internet access was
provided (i.e., no phone or TV options) and determining the through-
put that the customer actually achieves. We then use this information
to estimate the price that the customer would have to pay to achieve a
rate of 50 Mbps. This performance metric takes into account the ISP’s
pricing but it also includes an adjustment based on how well the adver-
tised bandwidth is achieved. We obtain the pricing information directly
from the ISP and we obtain the achieved rate for a given advertised rate
from customers of the ISP. In order to only take into account data we
can trust, we also briefly present a trust framework that we are using
for crowd-sourced data. In this framework new users are added to the
platform and can contribute data only when at least one of the users
already on the platform can vouch for them.

Keywords: Internet Service Provider · ISP pricing ·
Broadband pricing · Trust model

1 Introduction

The provision of Internet services by Internet Service Providers (ISP) has become
quite competitive because of the low returns on investment and the increasing
bandwidth demands of consumers [2,3,6,12]. Another issue is how best to handle
congestion [11]. In addition, many ISPs have been complaining that content
providers such as Netflix and Google are reaping financial benefits while making
full use of the infrastructure provided by the ISP. This has led to the whole debate
on Network Neutrality [10]. Because of the high level of competition, consumers
are always seeking the most cost effective ISP for their homes. Unfortunately
this is typically difficult to do because of the many options provided, bundled
services such as Cable TV and Telephone [7] and finally the actual performance
delivered. The latter is due to the fact that ISPs do not ensure Quality of Service
guarantees (e.g., a minimum download rate) but rather specify an upper limit
on the rate that the consumer will achieve.
c© Springer Nature Switzerland AG 2019
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In the next section we propose a performance metric that takes into account
the various issues described above. We then briefly describe a trust framework
that we use to obtain truthful feedback on download rates that people actually
receive since this information is used in the proposed metric. Finally we provide
an example of how this metric can be used to compare ISP performance.

2 Performance Metric

The proposed metric is based on certain assumptions which we now describe.
Traditionally, service providers provide Internet Service, TV Channels and Tele-
phone service (also termed triple play plans). However, in recent years we observe
two trends. Firstly, people no longer need a landline phone since they prefer to
use their mobile phone. Secondly, content providers such as Netflix [1], HULU,
HBO and even the traditional Cable channels such as CNN provide streaming
services over the Internet negating the need for cable TV subscriptions. More
people are therefore opting to forego their cable TV subscriptions. The net result
is that the major focus of a consumer has become good Internet service since
this can provide all of their needs. Hence we focus on the provisioning of Internet
in our comparison.

The second thing to note is that the need for high upload rates is diminishing
since most people now keep their content in the cloud and interact with their
data using web-based applications (e.g., Google Docs). Streaming services are
one-way (download) with negligible upload throughput required [5]. People do
upload or synchronize information such as photos and videos but, if we consider
a typical user video of a few minutes, this is quite small compared with a High
Definition Netflix movie. With this in mind we focus solely on download rates
and in most cases this also reflects upload subscription rates since they tend to
be proportional to download subscription rates.

The final issue we address is the fact that ISPs provide subscription plans
with maximum limits on the download rates as well as the upload rates. This
means that they are not required to provide those rates at all times and hence
during times of congestion the provided rates may be significantly less. The
achieved rates are therefore what is of interest rather than the advertised rates
and we can obtain this from reports from consumers. ISPs that engineer their
networks to handle periods of congestion should be more desirable than those
who do not.

The proposed metric can now be described. We require three pieces of infor-
mation from a sample of consumers of the ISP, the name of their ISP I, the
maximum download rate S of their subscription plan (even if bundled with other
services), and the download rate R that they actually achieve when running a
speed test to a server outside of their ISPs internal network. Our objective is
to determine how much the consumer would have to pay to achieve a download
rate of some fixed value, say 50 Mbps. In order to do this we need the pricing
function of the ISP.
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For each ISP, I, we can find the cost of each of their pure Internet service plans
together with the associated maximum download rate for the plan. Next we find
the best regression model fit for these plans which we denote by PI(s), which is
the predicted price of a plan that offers a subscribed rate s. Finally, if we assume
the same reduction factor at all speeds, then the subscription rate that would be
needed to achieve a download rate of 50 Mbps would be 50S/R. Therefore the
cost required to achieve a download rate of 50 Mbps is given by PI(50S/R). This
is the metric used to compare the various ISPs. Note that companies such as
Ookla [8] do provide various ISP performance metrics but one must also include
price information when making a comparison for consumers as we do.

3 The Trust Framework

If we can get samples of the information described in the previous section from
the various ISPs we can then average over consumers of each ISP to get the
average cost to obtain 50 Mbps from that ISP and then use this metric to com-
pare ISPs. However, it is quite easy for consumers to skew the results simply
by intentionally providing inaccurate data [4]. We have developed a trust frame-
work to reduce this possibility. A person can only become a member of this trust
framework when one or more of the already trusted users in the framework rec-
ommends the person. Other restrictions have been put in place to avoid other
forms of abuse.

If the users of the framework can be trusted then we can assume that the
data they provide is truthful. However, note that users may inadvertently enter
incorrect information but the system will still be unbiased since these errors
are equally likely to skew the results in either direction. We do admit that the
proposed trust framework is not foolproof but our intent is to make it sufficiently
difficult to beat the system so that the effort is not worth the reward.

The information required from the survey participant is minimal. We embed
an application provided by OpenSpeedTest [9] on the site. The user simply clicks
on this application to run the speed test and we automatically collect the required
achieved rate as well as the name of the ISP directly from the application. The
user must then enter their subscription download rate which is the sole piece
of data that is required but which can potentially be manipulated for some
personal gain. We do limit this somewhat since the user is only allowed to enter
a subscription rate that is offered by their particular ISP. Note that no pricing
or plan details are required. Users can resubmit information as often as they
wish but we only use the most recent submission for our statistics. A sample of
the information displayed from the application is provided in Fig. 1 but for an
ISP that was not included in the survey (in order to protect their identities).
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Fig. 1. Illustration of directly collected data

4 ISP Pricing Information

Typically one would expect that price would be a strictly increasing concave
function of subscription rate. This is due to the fact that more resources (and
hence cost) are required for larger rates but the cost per bps should decrease
with increasing rate.

We compare three different ISPs in this study. These as labeled with sub-
scripts A,D and F . For each ISP we determined the pricing for different
broadband rates (without additional services such as TV and Phone). Next we
determined an appropriate mathematical function to describe the relationship
between price and bandwidth in order to obtain the function Pi(s). These func-
tions were found to be as follows:

PA(s) = −319.6 + 177.5 ln(s) (1)

PD(s) = 271 + 0.333s + 0.0095s2 (2)

PF (s) = 182.5 + 1.72s − 0.000617s2 (3)

We plot the data for each ISP as well as the corresponding regression curve
in Fig. 2. The y axis represents price (in the currency of the particular country)
while the x axis represents the bandwidth or rate in Mbps. In the case of ISP A
we increased the weighting of the error at s = 50 when doing the regression so
as to increase the accuracy of the approximation at this point. We find that the
functions provide a good approximation around s = 50. The functions for two of
the ISPs are concave and strictly increasing as expected. However, the function
for ISP D is convex rather than concave. We do not have an explanation as to
why the ISP decided to use such a pricing model.



A Metric for the Fair Comparison of ISPs 231

0 10 20 30 40 50 60 70 80 90 100
0

200

400

600
P
ri
ce

fo
r
IS
P

A

0 10 20 30 40 50 60 70 80 90 100
0

200

400

600

P
ri
ce

fo
r
IS
P

F

0 10 20 30 40 50 60 70 80 90 100
0

200

400

600

Download Rate (Mbps)

P
ri
ce

fo
r
IS
P

D

Fig. 2. ISP pricing models



232 P. Hosein and S. Ramoudith

5 Numerical Results

In this section we provide results from samples provided by consumers using our
trust platform. Trusted users were asked to run an application on the trust plat-
form that determines download rates and other metrics. They were then asked
to provide their download subscription rate. The performance metric (estimated
cost to achieve 50 Mbps) described above was computed and the average μ, over
all users for each ISP was computed. The proposed metric is presented in Table 1.
We also include the approximate cost of subscribing to a plan for 50 Mbps based
on the subscription pricing of the ISP. We define Fulfillment Ratio as the ratio
of the achieved rate and the subscription rate. In some cases one may actually
achieve a rate higher than the subscription rate but in general it is lower and so
typically the fulfillment ratio is less than 1. We computed the average fulfilment
ratio to better understand the service provided. Finally, if an ISP provided the
same fulfillment ratio to all consumers then all computed performance metric
values would be the same for that ISP. Therefore the variation of the perfor-
mance metric indicates the level of fairness provided by the ISP since it reflects
the level of variation of service cost across consumers. We use the Coefficient
of Variation, which is the ratio of the Standard Deviation, σ and Mean μ, of
the performance metric to determine fairness. Another useful comparison metric
would be the cost of achieving 50 Mbps with high probability. We do this by
adding two standard deviations to the mean. If the metric had a Normal distri-
bution then this would mean that 95% of the time the consumer would achieve
at least 50 Mbps. However, since this is not the case then we cannot guarantee
that this probability would be 95% but it will be high. The most desirable metric
value is highlighted in bold.

Table 1. Various statistics of consumer ISP reports

ISP A ISP D ISP F

Mean of performance metric (μ) 336.24 377.89 302.35

Cost of a 50Mbps subscription 390 311 278

Average fulfillment ratio 1.23 0.84 0.90

Coefficient of variation (σ/μ) 0.109 0.379 0.137

50Mbps with high probability (μ + 2σ) 409.30 664.51 385.13

Percentage of respondents 6 43 51

We can note the following. According to the proposed performance metric,
ISP F is the most cost effective followed by ISP A and finally ISP D. The pricing
of each ISP plays a role but of even greater importance is the fulfillment ratio.
ISP D has the worst fulfillment ratio and hence is not always providing what
is promised and this results in a high value for their metric. By looking at the
Coefficient of Variation we see that ISP D is also the most variable in terms
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of provided service and hence is less fair across its users. If we take this into
account and determine what price would be required to ensure, with very high
probability, that 50Mbs is achieved then we get the numbers in the second to last
row. We find that ISP F is better than ISP A followed by ISP A. Note also that
ISP F is also the most popular (more than half of the submissions). Although
this is technically a better metric, we decided to use mean since more people are
familiar with averages.

6 Conclusions and Future Work

We consider the issue of providing a fair comparison of Internet Service Providers
in order to allow consumers to make wise choices. We addressed the major issues
involved in doing such a comparison namely, bundling, the fact that the achieved
rate is less than the subscribed rate and the different pricing models followed.
We developed a single performance metric and then illustrated the utility of
this metric with data for three ISPs. We have developed a platform, using the
presented trust model, for continuously collecting and displaying consumer data.
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Abstract. For the purposes of searching for various communities on the
Internet, automatic typology of text messages defined via application
of methods of cluster analysis may be used. In this paper, we address
one of the significant issues in text classification via cluster analysis,
namely determination of the number of clusters. For clustering based on
semantics, text documents are typically represented in the form of vec-
tors within n-dimensional linear space. What we suggest as a method for
determining the number of clusters is the agglomerative clustering of vec-
tors in the linear space. In our work, statistical analysis is combined with
neural network algorithms to obtain a more accurate semantic portrait of
a text. Then, using the techniques of distributive semantics, mapping of
the derived network structures into a vector form is constructed. A sta-
tistical criterion for the completion of the clustering process is derived,
defined as a Markovian moment. By obtaining automatic partitioning
into clusters, one can compare texts that are closest to the centroids with
actual content samples or evaluate such texts with the help of experts. If
the display of texts in a vector form is adequate, all informational mes-
sages from a fixed cluster have the same meaning and the same emotional
coloring. In addition, we discuss a possibility to use vector representation
of texts for sentiment detection in short texts like search engines input
or tweets.
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1 Introduction: Basic Definitions and Technological
Background

Text typologies have become a wide area of interdisciplinary research, especially
for user-generated texts from social media. In particular, it may be used to detect
online communities united by discursive features, including opinion, sentiment,
or just topicality. Text clustering is one of the most developed instruments for
forming a text typology, but the issue of pre-setting the number of clusters
remains crucial for methods as different as, e.g., topic modelling for longer [1]
and shorter texts [2] and vector-based models of clusterization. In this paper,
we suggest a method for calculation of the number of clusters that is based on
a combination of neural network algorithms with statistical analysis.

First, we would need to operationalize the terminology that we use further
in the text.

A linguistic unit (or language unit) is an element of academic abstraction
or language-based modeling that exists on a certain level of a language. The
fundamental property of a linguistic unit is that it is indivisible within the given
level of a language but it can divide into units of lower levels or unite into units
of higher levels. For our analysis, we will use two types of linguistic units, namely
words and pair syntagmas.

A word is the basic unit of language and speech. The word consists of mor-
phemes, and itself is a part of phrases and sentences [3,4].

A syntagma is a collection of several words united based on grammatical
compatibility. For our paper, only two-word syntagmas will be considered [5],
but the method we propose can be further developed to longer syntagmas. Words
and syntagmas are met in text corpora.

A (text) corpus is a set of texts selected and processed according to specific
rules to be used for the study of a language. The properties of text corpora
include them being electronic (they must exist in an electronic form), represen-
tative, marked-up (with the help of tags), and pragmatically oriented (created
for a specific task) [6,7].

Statistical methods for the selection of language units are diverse. One well-
proven method is based on artificial neural networks. These networks are built
from neural-like elements with a temporal summation of signals, to form a sta-
tistical portrait of the text. With the help of Hopfield neural networks [8,9], can
make up a semantic renormalization of weights in the text [10,11]. As a result of
the text analysis, the network of basic concepts and their weight characteristics
is automatically extracted from it. As a semantic portrait of a text, not just a
list of keywords is considered but a network of concepts, which is a set of key-
words or stable phrases related to each other. Each syntagma gains some weight
which reflects the significance of this syntagma in the text [12,13]. The relation-
ship between syntagmas also casts some influence upon weight assignment. The
use of these relationships, or links, allows weighting the concept of text more
accurately [14,15].

This method is implemented in TextAnalyst semantic analysis technology
independent from the language and subject area [12,13,16]. An essential feature
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of this approach is the ability to automatically establish the relationship between
the identified critical concepts of the text. When identifying links, the statistics
of the pairwise appearance of words in the semantic fragments of the studied
text are taken into account [17]. Further, statistical indicators of keywords are
recalculated into semantic weights taking into account similar characteristics of
other critical concepts associated with them, as well as numerical indicators of
links.

After recalculating the statistical characteristics of text into the semantic
ones, fundamental concepts that are not relevant to the structure of the text
gain low weight, and the most representative are endowed with high rank. The
resulting semantic network allows performing various types of textual analysis.
It reflects the internal structure of the text and the significance of the selected
key concepts, and also shows the degree of relatedness of the concepts in the
text.

2 The Binary Relation of Associativity and the
Construction of Dictionaries

Semantic analysis is a stage in the sequence of actions of the automatic text
analysis algorithm which consists of identifying semantic relations and forming
a semantic representation of texts. In general, the semantic representation is a
graph (semantic network) reflecting the binary connections between two seman-
tic units of the text. In our case, the meaning-bearing units are words, and binary
relations are carried by pair syntagmas.

We will now turn to the formal description of a homogeneous and associative
semantic network [15]. Will assume that are dealing with some pragmatically
oriented corpus of texts X, composed of messages xi of some social network,
where

X =
⋃

i=1

xi.

Definition 1. A first level vocabulary G1 (elementary dictionary) is a linearly
ordered alphabetical set of words from the corpus of texts X, where each word
associated with a natural number equal to the number of occurrences (frequency)
of the word in the corpus X. Words from dictionary G1 will be denoted as gi

and their frequencies as wi.

Consider the Cartesian product G1 × G1.

Definition 2. The binary relation of associativity R ⊂ G1×G1 will be the set of
all paired syntagmas from the corpus of texts X. For ordered pairs (gi, gj) ∈ R,
we will use a special notation: < gi, gj >.

Remark 1. It’s clear that if all ordered pairs of R are syntagmas, then there are
no cases when the first word in the pair is the last in the previous sentence, and
the second word is the first in the next sentence.
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Remark 2. The binary relation of associativity has nothing to do with the alge-
braic property of associativity.

Any binary relation R can be represented as a directed graph [18]; in our
case, each ordered pair < gi, gj > from R is a minimal oriented subgraph
with two vertices gi and gj . The left element of gi of an ordered pair is called
the main word of a syntagma, the right element of gj is the word-associate, which
is the semantic feature of the main word gi. The word-associate gj is separated
from the vertex gi by one link. The connection (edge of a directed graph) is
directed from the main word to the word-associate, that is, from the vertex gi

to the vertex gj .

Definition 3. An asterisk < gi, < gj >> is a directed subgraph that includes
all ordered < gi, gj > pairs where the index i for main word gi is fixed, and the
index j of words-associates gj runs through all its possible values.

That is, the subgraph asterisk < gi, < gj >> consists of the main vertex gi

and all its vertices-associates gj . The asterisk edges are directed from the main
words to the words-associates. The number of edges in the asterisk subgraph
is equal to the number of vertices-associates. The set of all gj , the vertices-
associates of the asterisk subgraph < gi, < gj >>, is called its periphery.

Definition 4. The semantic network N for the corpus of texts X is the set of
all asterisks < gi, < gj >> composed of the words of the dictionary G1. That
is, a semantic network is a directed graph consisting of all possible subgraphs
< gi, < gj >>, made up of words from the G1 dictionary.

Definition 5. The second-level vocabulary of G2 is the set of paired syntagmas
< gi, gj >, linearly ordered. Alphabetically, it first conciders the main words gi

and then the words-associates gj.

The most crucial moment of building a semantic network is determining the
weights of paired syntagmas from the dictionary G2. The complexity of solving
this problem is as follows. Initially, weights Wi of the first vertices of gi for the
asterisks < gi, < gj >> is calculated as the sum of the frequencies wj of all the
words-associated with gj , which are the periphery of this asterisk. However, some
principal vertices may be associates for other principal vertices. Thereat, their
frequencies wi from the first dictionary G1 are replaced by the newly calculated
weights Wi. Therefore, the weights of the primary vertices must be recalculated
several times (from 5 to 10). Moreover, only after the end of the recalculation of
the weights Wi one can proceed to the determination of the weights of syntagmas
from the dictionary G2. For uniformity of the record and its brevity, we will call
the frequency wj of a word-associate its weight. If the central vertex of some
asterisk is a word-associate in another asterisk, then its weight is Wj = wj .

Definition 6. The weight Ωij of the paired syntagma < gi, gj > belonging to the
dictionary G2 is the sum of the weight wi of the main word gi and the product
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of the weight wj of the words-associates gj and the weight vij of the edge of the
connecting vertex gi and gj

Ωij = wi + wj · vij .

The weight vij is equal to the number of occurrences of the syntagma < gi, gj >
in the corpus of texts X.

The dictionary G2 can be considered as a linearly ordered set of triples
{gi, gj , Ωij}, where gi is the main word of a pair syntagma, gj is a word-associate,
Ωij is the syntagma weight of < gi, gj >. Since the dictionary G2 is a linearly
ordered and finite set, all its elements can be numbered by natural indices.
Therefore, for the syntagms from the G2 and their weights, we will use another
designation: < gi, gj >=< G2 >h and Ωij = Ωh, respectively.

3 Distributive Semantics and the Vector Representation
of Texts

Distributive semantics is a field of linguistics engaged in calculating the degree
of semantic proximity between linguistic units by their distribution in the corpus
of texts [19]. Each linguistic unit is assigned its context vector. A set of vectors
forms a verbal vector space. The semantic distance between concepts expressed
by linguistic units is usually calculated as the cosine distance between the vectors
of the verbal space

ρ(a, b) = 1 −
∑n

i=1 ai · bi√∑n
i=1 a2

i · √∑n
i=1 b2i

where a = (a1, a2, . . . , an) and b = (b1, b2, . . . , bn) are vectors between which the
distance is calculated.

Within this method, we study an ordered set of universal procedures applied
to the texts of a language. This set allows for identifying the primary levels of
the linguistic units (phonemes, morphemes, words, or phrases), classifying them,
and establishing compatibility relations between them.

As a way of representing a mathematical model, the vector space is used. The
latter contains information on the distribution of linguistic units represented as
multi-digit vectors that form a linear space. The vectors correspond to linguistic
units at different levels of the language, and dimensions correspond to contexts.
The coordinates of the vectors are numbers that indicate how many times a
given word or phrase has occurred in a given context.

The distributive analysis is widely used to study semantics. Recently, a large
number of various distributional-semantic methods and corresponding software
have been developed. These software tools allow for automatically comparing
contexts and calculating semantic distances between them.

However, when applying distributive-semantic models in real world, some
problems arise. One of those is high dimensionality of the vectors that cor-
responds to the large amount of contexts represented in a text package.
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As a consequence, there is a need to use methods that reduce the dimensionality
and sparsity of the vector space. At the same time, it is necessary to save as
much information as possible from the original vector space.

One of the methods for reducing the dimensionality in distributive-semantic
models is the removal of some dimensions following linguistic or statistical cri-
teria. The vector representation is a common name for various approaches to
modeling and processing natural language when words or phrases from a partic-
ular dictionary are associated with a set of vectors from IRn [20,21].

For clustering texts from the Internet, we will construct the correspondence
between the network representation of the texts and the vectors from IRn. The
orthogonal (but not normalized) basis of the linear space is the dictionary G2.
The length of each ort is equal to its weight Ωij = Ωh.

The dimensionality of the constructed linear space is reduced by removing all
syntagmas whose weight satisfies the inequality Ωh < M . The value of the con-
stant M can be chosen experimentally depending on the dimension of the linear
span by basis vectors that correspond to the syntagmas of the G2 dictionary.

The coordinates of the vectors corresponding to the texts xi from the X
are calculated as follows. If the syntagma <gi, gj> = <G2>h is present in the
text at least once, then the corresponding coordinate h is numerically equal to
the product of the weight of the syntagma Ωh and the frequency of occurrence
<G2>h in xi. In all other cases, h = 0. The distance between the text vectors is
measured using a cosine measure.

4 The Agglomerative Algorithm of “Single Linkage”

One of the particular and essential tasks of information retrieval on the Internet
consists of clustering documents for the automatic typology of groups of seman-
tically similar texts from a specific pragmatically oriented corpus. The principal
difference between clustering and classification is that groups of documents are
formed only by pairwise proximity of texts. At the same time, unlike for classi-
fication, neither the significant characteristics of these groups of documents nor
the number of clusters are known in advance.

An arbitrary clustering algorithm is the map

A :

{
X −→ IN
xi �−→ k

that maps any element xi from the set X to the only natural number k that is
the cluster number to which xi belongs. Thus, the clustering process splits the
X into a set disjoint subsets Xh called clusters:

X =
m⋃

h=1

Xh,

where for ∀ h, l | 1 ≤ h, l ≤ m : Xh ∩ Xl = Ø.
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Therefore, clustering sets an equivalence relation on X. Independent repre-
sentatives of these classes are the vectors called centroids. In the n-dimensional
linear space IRn, the coordinates of the centroids are equal to the arithmetic
average of the corresponding coordinates of all vectors included in the cluster.
If each vector from IRn identifies with the material point of unit mass, then the
centroids can be considered the centers of mass of the clusters [22].

For clustering of texts, a hierarchical agglomerative algorithm of single link-
age has been proposed [23,24]. Elsewhere, we have re-interpreted this method
as follows [22,25].

Let X = {x1, x2, . . . , xm} is a sample set (corpus of texts) in which any
xi ∈ X belongs to the n-dimensional linear space IRn.

In the space IRn, a cosine metric is given.
If sample X contains m vectors, then, initially, it is assumed that X is divided

into m clusters containing one element at a time. Moreover, the cluster centroids
coincide with them: Xh = X̂h for each h such that 1 ≤ h ≤ m.

Iterations of the A algorithm that implements the “single linkage” method
can be described as follows. The first step of the first iteration of A1, for the A
algorithm, is the construction of a diagonal matrix of cosine distances between
the clusters Xh.

Then we determine the minimum distance between the clusters:

F1 = min(ρ(Xh,Xl)),

where 1 ≤ h, l ≤ m and h < l.
Thereafter, the clusters Xh and Xl for which the distance ρ is minimal, are

combined into one cluster which we denote as X1, and its centroid is X̂1. The
clusters Xh and Xl are replaced by the centroid X̂1. Thus, after A1, the sample
X is split into m − 1 clusters.

Without loss of generality, we assume that at the beginning of the g-th iter-
ation of Ag, the agglomerative clustering algorithm A, sample X is divided into
p clusters. The first step Ag, is the construction of a diagonal matrix of cosine
distances between clusters.

Then, just as with A1, the minimum distance is determined

Fg = min(ρ(Xh,Xl)),

where 1 ≤ h, l ≤ p and h < l.
The clusters Xh and Xl, for which the distance ρ is minimal, are combined

into a cluster which we denote as Xg. Its centroid X̂g has coordinates equal to
the arithmetic mean of the corresponding coordinates of all vectors from Xh or
Xl combined into Xg. At the end of Ag, the clusters Xh and Xl are replaced by
the centroid X̂g. Thus, after the iteration of Ag is completed, the sample X is
split into p − 1 clusters.

The main advantage of the method of “single linkage” lies in its mathematical
properties. The results obtained using this method are invariant to monotonic
transformations of the similarity matrix; its use is not hindered by the presence
of coincident data; compared to other clustering methods, it is highly stable [24].
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5 “Approximation-Estimation Test”

An essential problem of cluster analysis is determining the most preferred num-
ber of clusters. Defining the end of the clustering process is related to solving
this issue. The criteria for determining the number of clusters and the criteria
for completing the clustering algorithm depend on each other.

The decision on the moment of completion of the clustering algorithm (deter-
mining the preferred number of clusters) can be approached within the theory
of sequential statistical analysis [26,27] and the optimal stopping rules [28,29].
If there is no criterion for the completion of the clustering process, then after
the m− 1 iteration of the “single linkage” method, the sample X will merge into
one cluster, which is an absurd result.

The set of minimum distances obtained after m−1 iteration of the algorithm
described above has the form {F1, F2, . . . , Fm−1}. It is linearly ordered from the
numerical values of elements: 0 ≤ F1 ≤ F2 ≤ . . . ≤ Fm−1. We use this set to
derive the statistical criterion for the completion of the agglomerative clustering
process that implements the “single linkage” method in the linear space IRn.

When clusters merge or when an isolated point joins one of the clusters, a
sharp jump in the numerical value of the minimum distance should occur, which,
by common sense, coincides with the moment of completion of the clustering
process. Moreover, the character of the increase of the ordered set of minimum
distances should change from linear to nonlinear [22,25].

To determine the moment when the nature of the monotonous increase of
numerical sequence changes from linear to parabolic, we use the previously con-
structed “approximation-estimated test” [30,31]. For this, we need to formally
define the “linear increase” and “parabolic increase” of a numerical sequence.
The approximation nodes for the yn are ordered pairs (i, yi), where i is the value
of the natural argument, yi is the corresponding value of the sequence yn. Since
the subscript of the sequence yn uniquely determines the value of the natural
argument, the node of approximation (i, yi) will be considered identical with the
element yi.

The quadratic approximation error for the f(x) function is the sum of the
squares of the differences for the values of the numerical sequence at the approxi-
mation nodes and the approximating function with the corresponding argument:

δ2f =
k−1∑

i=0

(f(i) − yi)2.

We will distinguish the linear approximation in the class of functions of the form
l(x) = ax+ b and the incomplete parabolic approximation (without linear term)
in the class of functions q(x) = cx2 + d.

Quadratic errors on k nodes for linear and incomplete parabolic approxima-
tion will, respectively, be equal to:

δ2l (k) =
k−1∑

i=0

(a · i + b − yi)2; δ2q (k) =
k−1∑

i=0

(c · i2 + d − yi)2. (1)



Network Presentation of Texts and Clustering of Messages 243

If, in our reasoning, the number of approximation nodes is obvious from the con-
text, then the corresponding quadratic errors will simply be denoted δ2l and δ2q .
When comparing δ2l and δ2q , three cases are possible:

δ2q < δ2l ; δ2q > δ2l ; δ2q = δ2l .

We say that the sequence yn has a linear increase if yn is monotone and
the quadratic errors of the linear and incomplete parabolic approximations are
related by the inequality: δ2q > δ2l . If the inequality holds true: δ2q < δ2l , then
we say that the sequence yn has a parabolic increase. The node yk−1 is called
critical if for the set of approximation nodes: y0, y1, . . . , yk−1, equality is fulfilled
δ2q = δ2l .

We calculate the coefficients a, b by the least squares method for the linear
function ax + b and the coefficients c, d for the incomplete quadratic function
cx2 + d that approximate the nodes y0, y1, . . . , yk−1.

a =
6

k(k2 − 1)

k−1∑

i=0

(2i + 1 − k)yi; b =
2

k(k + 1)

k−1∑

i=0

(2k − 1 − 3i)yi. (2)

c =
30

k(k − 1)(2k − 1)(8k2 − 3k − 11)

k−1∑

i=0

(6i2 − (k − 1)(2k − 1))yi; (3)

d =
6

k(8k2 − 3k − 11)

k−1∑

i=0

(3k(k − 1) − 1 − 5i2)yi. (4)

In order to determine the moment when the character of increasing of
a monotone sequence yn changes from linear to parabolic, we create an
“approximation-estimation test”.

We assume by definition that, for the nodes approximation: y0, y1, . . . , yk−1,
the criterion

δ2 = δ2(k0) = δ2l (k0) − δ2q (k0)

fulfills. In this case, we assume that y0 = 0 is always true. It is easy to achieve
this condition at any approximation step using the transformation:

y0 = yj − yj , y1 = yj+1 − yj , . . . , yk−1 = yj+k−1 − yj .

We calculate, using the formulas (1)–(4), coefficients for functions of the
linear and incomplete parabolic approximations over four points y0, y1, y2, y3.

ax + b =
1
10

(−y1 + y2 + 3y3)x +
1
10

(4y1 + y2 − 2y3);

cx2 + d =
1
98

((−5y1 + y2 + 11y3)x2 +
1
98

(42y1 + 21y2 − 14y3).

Then we get an explicit expression for “approximation-estimation test”:

δ2(40) =
1

245
(19y2

1 − 11y2
2 + 41y2

3 + 12y1y2 − 64y1y3 − 46y2y3).
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It can be said that, near the element yk, the character of increase for the sequence
yn changed from linear to parabolic, if for nodes y0, y1, . . . , yk−1 linear approxi-
mation is not worse than incomplete parabolic, that is δ2 = δ2l − δ2q ≤ 0, and for
a set of points, y1, y2, . . . , yk, shifted by one step of discreteness, the inequality
holds δ2 = δ2l − δ2q > 0 [30,31].

6 Applying Statistical Sequential Analysis

Let T = 1,m − 1, be a bounded subset of the natural series containing the first
m − 1 natural numbers (we note right away that m can be arbitrarily large).
Then the indexed family ξ = {ξt, t ∈ T} of random variables ξt = ξt(ω) given
for ∀ t ∈ T on the same probability space (Ω,F ,P) is called a discrete random
process.

Each random variable ξt generates a σ-algebra, which will be denoted as Fξt .
Then the σ-algebra generated by the random process ξ = {ξt, t ∈ T} is the
smallest σ-algebra containing all Fξt — that is,

σ(ξ) = σ

(
m−1⋃

t=1

Fξt

)
.

A discrete random process ξ = {ξt, t ∈ T} can be considered as a function
of two variables ξ = ξ(t, ω), where t is a natural argument, ω is a random event.
If we fix t, then, as mentioned above, we get a random variable ξt, but if we fix
a random event ω0, we get a function of the natural argument t, which is called
the trajectory of the random process ξ = {ξt, t ∈ T} and is a random sequence
ξt(ω0).

Consider the clustering of a finite set X from the linear space IRn as a discrete
random process ξ = ξ(t, ω). Fetching the sample X from IRn is a random event
ω ∈ Ω. Theoretically, any point x ∈ IRn can belong to the sampling X; therefore,
the σ-algebra from the probability space (Ω,F ,P) contains IRn, any finite set
X from the space IRn, all possible countable unions of such sets, and additions
to them. Denote this system of sets as S (IRn) and call it “selective σ-algebra”.

F = S (IRn) .

The same reasoning is valid for any σ-algebra Fξt ; therefore, σ(ξ) = S (IRn) .
Note that this σ-algebra is “poorer” than the Borel σ-algebra: S (IRn) ⊂ B (IRn) .
Indeed, a countable union of at most countable sets is countable; therefore,
S (IRn) does not contain intervals.

We will now assess the problem of testing statistical hypotheses H0 and H1.
There are two hypotheses H0: “the random sequence ξt(ω0) increases as linear”,
and H1: “the random sequence ξt(ω0), increases nonlinearly”. H0 will be called
the null hypothesis, H1 will be called the alternative hypothesis.

It is necessary to construct a criterion as a strict mathematical rule which
would prove or reject the hypothesis. Any statistical criterion is based on a ran-
dom sample X. Two cases are possible. In the first one, a sample X is extracted
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from IRn simultaneously and has a fixed size. In the second one, when a sample
X form at the period, its size is a random variable. In the latter case, statistical
sequential analysis and the construction of a stopping time are used [26,27].

Let (Ω,F ,P) be a probability space, then the indexed family of σ-algebras
F = {Ft, t ∈ T} is called a filtration if for

∀ i, j ∈ T | i < j : Fi ⊂ Fj ⊂ F .

Moreover, if for ∀ t ∈ T right Ft = σ(ξi, i < t), then the filtration is called
natural filtration.

The random process ξ = {ξt, t ∈ T} is said to be adapted to the filtration F
if for ∀ t ∈ T : σ(ξt) = Fξt ⊂ Ft. Any stochastic process ξ = {ξt, t ∈ T} is an
adapted process with respect to its natural filtration. The mapping τ : Ω −→ T
is called Markov moment or stopping time (with respect to the filtration F) if
for ∀ t ∈ T the preimage of the set is {τ ≤ t} ∈ Ft [27,29].

In other words, let τ be the moment of occurrence of some event in the
random process ξ = {ξt, t ∈ T}. If for ∀ t0 ∈ T . One can definitely say whether
the event τ has happened or not, provided that the values of ξt are known
only in the past (to the left of t0), then τ is a Markov moment with respect
to natural filtration of F, random process ξ = {ξt, t ∈ T}. In this case, for a
random sequence ξt(ω0), the natural filtration is adapted with the process that
is the selective σ-algebra S (IRn) .

In the case of statistical sequential analysis, one can define the Markov
moment (or stopping time) of the experiment as the values of t in which the
change occurred like an increase in the random sequence ξt(ω0) from the linear
type to the nonlinear type. As such, we reject the null hypothesis H0 and accept
the alternative hypothesis H1.

Thus, the statistical criterion for stopping the agglomerative clustering pro-
cess based on the “single linkage” method in the IRn can be formulated as follows.

Let {F1, F2, . . . , Fk} be a linearly ordered set of minimum distances, and let
the set {y1, y2, . . . , yk} to be a “trend set” obtained using the transformation
yi = Fi + q · i, where q is a “trend coefficient”, i is the iteration number of the
A agglomerative clustering algorithm.

The clustering process is considered complete at the k, iteration, if for the
nodes yk−3, yk−2, yk−1, yk, inequality δ2 ≤ 0 is true, but for the set of nodes
yk−2, yk−1, yk, yk+1, the inequality δ2 > 0 is true. In other words, the Markov
time of stopping the clustering algorithm A is equal to statistics:

τ(F1, F2, . . . , Fk, Fk+1) = min{k | δ2 > 0}.

7 Possible Application to Short Texts from Social Media

Above, we have suggested a procedure where the Markovian moment helps define
the appropriate number of clusters for vector-based text clusterization. But real-
world applications of our method may see some challenges that we feel necessary
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to state in particular, for the studies of short, unstructured, and noisy texts such
as tweets or user search queries.

The first problem is that biterm syntagmas do not work in short texts the
way they do in longer texts. The well-known problems of abbreviation and non-
following the grammar rules disrupt the scholarly expectations of representing
the texts as efficient vector spaces and/or networks. Despite this, it has been
shown in our earlier research [2,32] that biterm-based algorithms work better
than others in probabilistic clustering of tweets, namely topic modelling. For
text clusterization based on hard partition clustering like k-means with vec-
tor/network representation of tweets, an experimental comparison with other
methods is needed. E.g., we need to prove whether the fixation of optimal clus-
ter number works better for short user-generated texts than the bag-of-words
approaches which, in theory, may come closer to the nature of the tweets by
considering them small collections of lexicons non-connected grammatically.

Also, fixation of the number of clusters with the Markov moment needs to be
tested on corpora of varying nature. Thus, in Twitter research, either one tweet
or pooled one-user tweets may be used as a unit of analysis, and the results may
vary greatly depending on the length and composition of the pools.

Third, the use of the suggested method depends on the choice of the cluster
centroids. So far, in the research literature based on the datasets from social
media, centroids have been worked with but differently from what we suggest
in this paper. E.g., a centroid is seen as a sentence in a large document [33]
(which is not suitable for short texts) or a word in a dataset with reduced text
dimensionality that deprives words from their relations with other words [34].
But the problem of random centers of clusters remains, just as the problem of
defining the number of clusters. To resolve the issue of random centroids, several
papers have shown that centroids can be preliminarily assigned depending on the
research task, e.g. popular tweets may become centroids (see [35] as an example).
We seem to be the first to offer an instrument for the automated detection of
centroids based on a neural network; but, for the cases when centroids are to be
pre-assigned, the algorithm of calculation of centroids must be re-thought.

8 Conclusion

The task of clustering texts cannot be considered entirely resolved, because the
problem of determining the preferable number of clusters is not solved. Most of
the research prefers either methods using visual analysis of dendrograms or the
k-means method.

Evaluating dendrograms can help in concluding about the preferred number
of clusters. However, this approach is heuristic, and the essence of heuristic
methods is that they are based on some plausible assumptions, and not on
rigorous mathematical conclusions.

The k-means method has three significant drawbacks. First, it does not guar-
antee the achievement of a global minimum of the total quadratic deviation, but
only that of the local minima. Second, the result of clustering depends on the



Network Presentation of Texts and Clustering of Messages 247

choice of initial centroids, and their optimal choice is unknown. Initial centroids
are chosen randomly. Third, and most important, the number of clusters must
be specified in advance, which, in practice, turns clustering into a classification.

Two new techniques for automatic text classification are presented in this
paper. First, the texts are initially described as associative semantic networks
based on paired syntagmas. The subsequent transformation of the network model
into the metric space using the methods of distributive semantics allows the
implementation of a clustering algorithm, which retains all its advantages, as
a tool for automatic typology. Second, an “approximation-estimation test” is
derived to determine the time of completion of the clustering algorithm, which
allows for the construction of statistics that calculates the Markov moment of
its stop.

The suggested innovations are still to be tested against several options of
data pre-processing and the choice of centroid, as well as against the results by
the bag-of-words approaches, but we see the suggested combination of methods
as efficient for a wide range of cases of text clusterization.
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Abstract. This paper outlines the design of a Hybrid Intrusion Detec-
tion System for a Web-Server hosting a heterogeneous cluster of web
sites. This system was trained using the Classification and Regression
Tree (CART) technique, with the Gini index as the measure of impurity,
and allows for a headless operation once deployed. The model utilizes
information that was mined from the Access logs of a web server. The sys-
tem automatically performs pre-processing, classification and the black-
listing of those IP addresses deemed to be harmful. This model relies on
the correlation between the server issued status codes, HTTP Methods,
types of files being accessed, the geographical location of the client and
the prospect of that being malicious. This system, which was made open
source for both public use and development, achieved an accuracy score
of 94.5% on the test set. This paper is aimed to Internet as a complex
network Conference.

Keywords: Intrusion detection · IP Blacklist · Decision tree ·
Geolocation

1 Introduction

As the internet grows in both size and user-base, so does web based applications
and services. These applications and services are also gradually becoming more
complex and are a core part of multiple industries. This mixture of a large user
base and accessibility means that the prospect of a malicious attack directed to
the architecture of these applications and services is high [10].

Cybersecurity is a subset of the system architecture designed to safeguard
networks, data, unauthorized access and any malicious intent. The intrusion
detection system (IDS) is an essential element in a cybersecurity system and can
be split into three main types: Misuse-based, anomaly based and hybrid. Misuse-
based refers to systems that detect attacks based on signatures of those attacks.
Anomaly-based refers to the identification of anomalies as deviation from regular
usage. Anomaly-based can be seen as advantageous due to its ability to detect
zero-day attacks. Hybrid systems refer to a mixture of both Misuse-based and
Anomaly-based [3]. From a cybersecurity focused point of view, the fall-out of
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a successful cyber attack can be detrimental with the average cost of an attack
being $1.1 million USD [9].

The web server typically stores the files used to serve requests for web pages
by a user. The user’s browser requests the page using the HyperText Transfer
Protocol (HTTP) and the server issues the corresponding data to the HTTP
request. By default, most of these web servers collect log files which detail a list
of actions that occur on the web server. The two main types of logs kept by
these servers are Error and Access Log files, with the Error Logs storing any
critical errors encountered by the server and the Access Logs storing all users
that access the server’s files and their method of access. It is a common practice
to perform data mining techniques on these log files to classify user patterns and
user classification [5,8,11,13] as well as performing anomaly detection [12].

In this paper, we describe the design of a machine learning based hybrid IDS
which utilizes a decision tree classification system based on features that were
data mined from the access logs of a given web server. This model was designed
on the assumption that there is a correlation between the type of file being
requested by the client, the country associated with the IP and the prospect
of a malicious attack as it can be observed that some types of attacks utilize
certain file types (e.g. Injection and Buffer Overflow attacks use .php files). The
access logs were pre-processed and the following features for each row of data
was extracted: HTTP Method (e.g. GET, POST, etc.), the type of file being
requested from the server, the status code sent from the server to client, the last
file visited on the server before accessing the current file and the country of the
Internet Protocol (IP) address of the client. The IPs associated with malicious
activity were then added to a blacklist and therefore banned from accessing the
server.

The access log data-set originated from an Apache2 server and consisted of
53485 lines. It was split into both training and testing sets utilizing 75% of the
data in the training and the remaining in the testing. This data-set was obtained
on a server that hosts over 100 school sites. Each school site is managed by sys-
tem administrators of the school. They use a wide range of content management
systems and the school system administrators are typically not trained on pro-
tecting their sites. Therefore our objective is to use a CMS agnostic approach to
protect these school sites which are constantly under attack.

2 The Decision Tree Model

2.1 Log File Processing

Data was obtained from the Trinidad & Tobago Network Centre (TTNIC) [1].
TTNIC offers a pro-bono service to educational institutes in Trinidad & Tobago,
whereby they are granted a domain name and web server space. The educational
institutes are made aware that they are responsible for the security of their web
servers. Traditionally, these institutes do not have the resources and expertise
to establish a robust level of protection, which in turn led to the creation of this
system for use by TTNIC to add protection over these servers.
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The data supplied was stored in a string format with an array of classi-
fication types for each line. The classification types were of three categories:
Safe, Unknown and Malicious with each being represented numerically as 1, 2,
3 respectively. Pre-processing was needed in order to convert this data into a
relational model and also to extract essential features.

The access logs reside in the server and reports on all requests that are
processed by the server. The access log data-set was supplied in the custom
log format "%h %l %u %t ‘%r’ %s %b ‘%Referer’ ‘%User-agent’" with the
features being described in Table 1. An example of a line from the access logs
with the IP address redacted is:

xxx.xxx.xxx.xxx - - [31/Jan/2019:04:28:04 +0000] "GET /xmlrpc.php

HTTP/1.1" 200 42 "-" "Mozilla/5.0 (compatible; MSIE 9.0; Windows

NT 6.1; Trident/5.0)"

To properly convert and extract the desired features, a regular expression
for the log string was developed and applied on the entire dataset. The country
location for each IP address was found through the use of the IPInfoDB API [6].
This was then coded into numerical categorical values for training. For example,
a sample entry of one row of the final uncoded data-set used for training is
“Get, .html, 200, edu.tt, US, 1” corresponding to the “HTTP Method, File
Type, Status, Referer, Country and Classification” fields.

Table 1. Custom log format

Log features Description

%h IP address of client that made a request to the server

%l Remote logname

%u User ID of the person requesting the file

%t Timestamp of the log line

%r The request from the client to server and the HTTP method used

%s Status code issued by the server

%b The size of the object returned to the client from the server

%Referer The location that the client was referred from

%User-agent Information about the client browser

2.2 The Training Process

The non-parametric classification and regression tree (CART) technique [2] was
used in the training of this classification model. This decision tree was formed
as follows. Assume the training vectors xi ∈ Rn, where i = 1 . . . l and the label
vector y ∈ Rl, where l is the number of sub collections in the set. Let the data
given at node m be defined as D. Partition the data into Dleft(θ) and Dright(θ)
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by evaluating possible candidate split θ = (k, tm), which utilizes feature k and
threshold value tm:

Dleft(θ) = (x, y)|xj <= tm, Dright(θ) = D \ Dleft(θ) (1)

The impurity at node m was given through the use of the Gini impurity function,
Gini(θ) defined as

G(D, θ) =
|Dleft|
|Dm| Gini(Dleft(θ)) +

|Dright|
|Dm| Gini(Dright(θ)) (2)

The parameters are selected such that the impurity is minimized:

θ∗ = argminθG(D, θ) (3)

When the output is a classification for node m, which represents a region
Rm and Nm observations, the proportion of class j observations in node m is
given by

pmj =
1

Nm

∑

xi∈Rm

I(yi = j), (4)

with the measure of Gini impurity being

Gini(Xm) =
∑

j

pmj(1 − pmj). (5)

This process is repeated until the maximum depth is satisfied.

3 Classification and Access Control

The decision rules obtained from the previous section were then used to detect
fraudulent IP addresses and then blacklist them. The model was scheduled with
a time-based scheduler for Unix operating systems (a cronjob) on the web server.
This scheduled the model to run at user set intervals performing data pre-
processing on the logs, followed by classification and addition of the flagged
IPs to a blacklist. The interaction of the scheduling and blacklisting processes
are shown in Fig. 1.

Clear
Log Files
then Wait
Time T

Read Log
files (OS,
Apache,
CMS)

Classify
Source IP
Addresses
from Logs

Add
Malicious
IPs to

Blacklist

Fig. 1. Overview of the detection and blacklisting processes
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4 Numerical Results

Several combinations of the features outlined previously were used in the gener-
ation of various decision tree models. The accuracy of each combination is com-
pared in Table 2. These results were determined through the use of the Jaccard
Similarity Score [7]. The combination of the features “Country, Status Issued,
HTTP Method & File Type Requested” resulted in the highest classification
accuracy of 94.5% and is referred to as Model Opt for the remainder of this
paper. Note that the model trained on the feature “Country” alone resulted in a
relatively high classification accuracy of 82.6%. The decision rule based on coun-
try was simply that access from local IPs were deemed safe while access from
foreign IPs were deemed unsafe. In other words, we found that a large majority
of attacks were generated outside the home country of the sites.

Table 2. Accuracy comparison of decision tree models with different features

Features used in decision tree model Accuracy

Country 82.6%

Country & Status Issued 72.8%

Country, Status Issued & HTTP Method 94.3%

Country, Status Issued, HTTP Method & File Type Requested 94.5%

Country, Status Issued, HTTP Method, File Type Requested & Referer 94.3%

There are various performance metrics that are typically considered fro
comparisons including Precision, Recall and F1 Score. These metrics are
defined by

Precision =
TruePositives

TruePositives + FalsePositives
(6)

Recall =
TruePositives

TruePositives + FalseNegatives
(7)

F1 Score = 2 ∗ Recall ∗ Precision

Recall + Precision
(8)

and are provided in Table 3. The time taken for the model to pre-process, classify
and populate the IP Blacklist was 2005.8 s for a data-set of 53485 rows with 3748
unique IP addresses. The pre-processing without the call to the IPinfoDB API
was estimated to be 6.78 s, and 1880.76 s with the call to the API.

5 Monitoring Effectiveness of Approach

The system was scheduled to run every 12 h over a 120 h time period. Figure 2
shows the number of new IP addresses added to the blacklist every 12 h. The
three countries with the greatest contributions to the list are color coded
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Table 3. Performance metrics for model opt

Class Precision Recall F1 score

Safe 0.94 0.93 0.93

Unknown 0.42 0.22 0.29

Malicious 0.96 0.99 0.97

Weighted average 0.93 0.94 0.94

and identified. After the 120th h, the blacklist grew at an average of 135 new IPs
every 12 h. After the first 12 h the largest number of IP addresses were added.
This rate decreases over time as the system may have prevented attacks origi-
nating from already blacklisted IP addresses.

Fig. 2. Number of new IP Addresses blacklisted over 120 h at 12 h intervals

6 Conclusions and Future Work

We investigated a simple IDS for protection of web sites. Through the measure of
impurity by using the Gini Index, decision tree models were generated utilizing
different feature combinations.
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The model trained with the combination of features “Country, Status Issued,
HTTP Method & File Type Requested” resulted in the highest accuracy of
approximately 94.5%. This classification model had a high accuracy of detecting
malicious actions in terms of the F1-Score (0.97). Classifying safe actions also
yielded a relatively high F1-Score of 0.93 while unknown actions had an F1-Score
of 0.29.

The time taken to pre-process records for new IPs are relatively high due
to the bottle-necking at the IPinfoDB API call. Future improvements in run-
time can include use of a local IP database for geolocation services. Various
ways of verifying the origin of the IP addresses should also be considered as the
possibility exists that the user’s true IP addresses are being masked.

This platform has been deployed for the protection of a web server hosting
over 100 school sites and has already proved to be very effective in reducing
attacks as well as reduction of resources (bandwidth, CPU, memory) utilized
by these attackers. The program files and models were made open source after
development and can be found on github [4].
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Abstract. The paper questions the role of public service media in the digital
era. The Internet has in fact disrupted previous patterns of production, distri-
bution and consumption of information. Concerns arose on social media effects
on well-being and how mainstream platforms design affects information con-
sumption. The paper is an interdisciplinary contribution structured as follows.
Firstly, it critically analyses the risks resulting from social media’s usage, with a
special focus on personalization practices. Then, it explores the development of
Public Service Broadcasting and questions the role that Public Service Media
(PSM) has to sustain media quality, information diversity and, more generally,
its traditional values. Thus, arguments in favor of a renovated and proactive role
of Public Service Media are provided. In particular, an agonistic approach to
social media, an ‘architecture for serendipity’ and the role of attention man-
agement are advocated. Finally, drawing from information architecture and
nudging theory, the paper introduces the concept of ‘meta-design’ as the ability
to re-shape a digital environment by browser extensions in order to change
design choices as well as to inform and educate users. The conclusion is that
improving user experience by meta-design can actually represent a novel
experimental role for PSM and, eventually, a soft regulatory tool for sustaining
individuals and the general public interest.

Keywords: Public service media � Social media � Design � Nudging �
Browsers

1 Introduction

Online communication is at a critical juncture that entails global phenomena such as
polarized news coverage, hate speech, misinformation and, more generally, market
concentration and the crisis of journalism [1–3]. In particular, there are several negative
effects of social media on well-being [4]. Moreover, personalization of media content
can limit the access and the exposure to diverse information [4, 5] and, as a result,
weakening democracy [6]. Also, there are increasing concerns about the potential usage
of persuasive and ‘hyper-nudging’ techniques that threaten the autonomy of users
[7, 8]. As a reaction to this emerging media environment, policy-makers, designers,
engineers and ethicists are discussing potential solutions. Yet, for many reasons the
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risks and consequences of the Internet and its usage are very hard to prove [9] and,
eventually, to counteract, especially regarding algorithms, personalization and so-called
filter bubbles [10].

Much has been discussed about the role of public service media in the digital era
[11–15]. Apart from relatively few examples, however, Public Service Broadcasting
(PSB) and its digital version Public Service Media (PSM) have never been at the center
of media reform activities. Despite the urgency to find new strategies, PSM would need
to take shape in a concrete manner. So far, such inability to evolve has actually
represented an impending ‘crisis of imagination’ [16]. Thus, the article aims to address
the following key issues; what might be the role of PSM in the emerging media
landscape? Can it represent an institutional mediator able to proactively help solve
media crisis and, more generally, reinforce democracy and human rights? How can
PSM concretely counteract the detrimental principles that shape social media today
such as superficiality and hedonism, while sustaining media pluralism and PSB tra-
ditional values, such as diversity, universality, publicness and quality?

The paper is a theoretical and interdisciplinary contribution structured as follows. In
Sect. 2, the paper analyses the risks of social media with a special focus on media
pluralism and personalization. Contrary to recent research minimizing phenomenon
such as filter bubbles, arguments in favor of a precautionary approach are indeed
provided. In Sect. 3, after a close examination of its evolution, the paper questions the
role that PSM has in the current social media landscape. Approaches to favor a ren-
ovated and proactive role of PSM are then discussed in Sect. 4. Subsequently, in
Sect. 5, drawing from insights on information architecture and nudge theory,
paradigmatic browser extensions and aggregators are briefly presented to eventually
frame the concept of meta-design. To conclude, limitations are critically explored and
final considerations are made in Sect. 6.

2 The Internet, Social Media and ‘Diversity Exposure’

The Internet constitutes a significant challenge to established media policies and the
role of PSB. With large media providers no longer serving a gatekeeping function, the
consumption of information turned on the choices of individual users and algorithms.
Existing models of information and news production, distribution and consumption
have thus radically changed. Social media, in particular, is nowadays at a critical
juncture that entails global phenomena such as polarized news coverage, hate speech,
misinformation and, more generally, users’ data exploitation, market concentration and
the crisis of journalism [1–3]. More broadly, there are increasing concerns that social
media can have several detrimental effects on well-being [7].

Above all, in order to provide relevant information to users, the epochal transition
from information scarcity to information abundance brought the need for a balance
between a pull and a push approach [17], between explicit and implicit personalization
[18]. In other words, between autonomy of choice and algorithmic/platform delegation.
Online personalization indeed performs a fundamental role of knowledge management
to restrain information overload, reduce complexity and satisfy individuals as well as
preserve their time and attention. It is, however, an imperfect tool subject to political
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and commercial manipulations. The landscape of today’s social media is indeed
characterized by an oligopolistic market in which users’ attention is treated as a
commodity in what has been described as ‘surveillance capitalism’ [1]. This small
group of platforms act as the ultimate gatekeepers for billions of users worldwide. They
provide personalized experiences (mostly implicit) but very little control over the
information filtering processes [17, 18]. As such, short-term pleasure, soft news,
homophily, entertainment and advertisement occupy a privileged place.

Academic literature describes how online content personalization can limit diver-
sity, and create filter bubbles at individual level [4] and echo chambers at group level
[3]. The major concern is that users may end up in a self-reinforcing cycle of opinions,
hardly pushed to discover alternative and challenging standpoints in the so-called
‘marketplace of ideas’. As a result, individuals could reduce opportunities to self-
determination as well as their ability to build productive social capital [4]. At the
collective level, media pluralism could be weakened as well. Thus, the audience
become increasingly fragmented and people – especially the less skilled and literate
– become more politically polarized and vulnerable to censorship and propaganda [3].
Media pluralism and autonomy of choice can indeed be threatened, and so can
democracy.

Currently, however, research is contradicting, ambiguous and, to some extent,
unreliable [9–11, 20]. The risks of social media usage [9] and personalization [10, 21],
in fact, are very hard to prove and, eventually, to counteract. Most research is often
inconsistent and inconclusive, mainly because it is based on small or unsatisfactory
samples. In the light of the rapidly changing media landscape many studies quickly
become out-dated. Platforms are indeed constantly changing their algorithms and
business models. There is a crisis on the study of algorithms [10]. Significant gaps in
research remain as well as in a consensus on a common set of definitions [20]. While
insights on the main causes and risks are currently known [9] little is known about the
extent of these consequences and the potential socio-technical solutions. Of course,
many proposals to counteract such risks have been discussed. While some have
focused on improving diversity by design [13], others focused on users behavior and
media literacy [19]. In any case, there has not been sufficient evidence to justify any
strong legal intervention.

The concept of media pluralism and diversity are intertwined and well-established
democratic principles, especially in Western Europe’s media research and policy since
the 1960s. Indeed, the Council of Europe [21] and European Commission [22]
explicitly recognized diversity as a policy goal that “embraces a number of aspects,
such as diversity of ownership, variety in the sources of information and in the range of
contents available” (p. 5). Yet media policy has mainly aimed at organizing the supply-
side of pluralism through various sources that focus on content diversity [13]. The
practical implications of this policy have long been associated with PSB. Given the
mutated media landscape, the paper specifically questions the role of PSM. There are
still discussions on how PSB and its digital counterpart PSM can adapt and, eventually,
steer its development, in particular to preserve (or even enlarge) an audience that is
fragmenting and to ultimately sustain end-users to make sense of information in the
digital era. Fundamental questions need to be answered so far: how can PSB and PSM
still survive and maintain a relevant role in shaping the social media landscape?
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In particular, in what ways might PSM sustain the consumption of diverse information
and a more fruitful public discussion based on the principles that guided PSBs in the
past? In other words, what are the media instruments with which PSM might intervene
more effectively?

3 The Role of Public Service Media in the Digital Age

The notion of public service in relationship to media was developed in the early 20th
century under a specific set of political, technological and social conditions. Perspec-
tives on this relationship changed across time and space. Yet there remained ‘an
overlapping consensus on certain core normative criteria’ that can be categorized into
three main principles, where the latter two are derived from the first [23, 24]:
(1) Enhancing, developing and serving social, political and cultural citizenship;
(2) Universality; and (3) Quality of services and output. Van Cuilenburg and McQuail
[25] identified three phases in Western communication policy-making paradigms that
show the evolution of these principles: (1) emerging communications industry policy in
the period before the Second World War (WWII), (2) public service media policy after
the War until the 1980s, and (3) new communications policy since the end of PSB
monopolies.

The first phase was characterized by public monopolies with the limited goals of
protecting the interests of government and nation, promote innovation and provide an
efficient public service, whereas the second phase was characterized more by normative
and sociopolitical rather than technological and economic considerations. Media policy
started to promote diversity of ownership and content, limit monopoly and deal more
effectively with the press. Such policies went much further in Europe than in the US, in
particular regarding PSB, despite significant differences from one country to another. In
the last phase, the rise of commercial television, which, from the 1980s, led to a
majority of private stations by the mid-1990s, gradually reversed the monopoly PBSs
used to have. Even if it retains some legitimacy and popularity, the normative policy
paradigm of the postwar era declined in authority and scope and changed in the means
for achieving its goals. This was not much due to technological changes but mostly to
economic and political forces legitimized by the ambitions of media companies and
governments. As soon as PSB became the exception rather than the rule, its activities
and funding, if not its very existence, began to be considered as a disturbance of market
relations [11]. PBSs indeed changed their programs to better adapt to audiences and
advertisers while taking over certain orientations of private competitors, such as
competition and cost awareness. As a consequence, PSB core values began to be
eroded [25].

Despite differences that relate to the national context of PSBs, it is still widely
believed that basic functions, such as a low-cost and universally available reliable
provision of information, education and culture, and the catering for minority tastes and
interests, cannot or will not be sufficiently served by the commercial market [11]. Yet,
it is believed that PSB should not be restricted to remedying ‘market failures’ but to
respond to the needs of citizens – which are indeed different from those of consumers.
Thus, not only should it provide a counterweight to the commercial media but it is
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expected to set quality standards for the whole media landscape. Anyhow, fierce
competition and new consumption patterns in the television landscape made it
increasingly difficult to attract and sustain audiences.

At the beginning of the digital revolution, the discussion about the future of PSB
revolved around two competing visions: those who were critics of the further com-
mercialization of PSB and those who simply wanted to save PSB by adapting it to the
system (most of the PBSs themselves and policy-makers). In particular, the European
Broadcasting Union (EBU)1 followed the second path. The EBU Digital Strategy
Group [26] considers PSB as an ‘island of trust’ amidst multimedia companies offering
linear broadcasts and online programs. Public broadcasters have learned to adapt to
predominantly commercial media markets, by choosing a middle way between popu-
larization and purification in their program strategy.

As a consequence of the new emerging landscape, the transition from PSB into
PSM was debated.2 In general, this implied the extension of public services beyond
radio and television to encompass the full specter of the Internet. As a consequence,
public broadcasters were to redefine their relation to the public. One of the main
challenge remained the gradually diminishing reach of PSB among minorities and
‘problematic groups’ such as younger generations, migrants and the less educated [14].
To overcome this, many PBSs have started experimenting with new ways of legit-
imization, accountability and transparency towards citizens and society. PSBs initially
started using social media to reach and engage new audiences. Such turn to the digital
environment also stimulated PSBs in Europe to experiment with a public version of
“social TV”. Online participation has been considered a key-strategy to regain position
in national arenas. Such commitments, though, do not appear particularly effective in
shaping information consumption, and therefore are often considered insufficient.

4 Towards a New Role of PSM

Most scholars agree that PSB as well as PSM require new forms of justification, not
simply to save its role as a public institution but to educate a generation grown up in a
global multi-platform world. A new media policy paradigm is indeed needed, and the
three main paradigms discussed earlier highlight the deterministic influence not much
of technology but of social values.

Some scholars advocated alternative and radical proposals such as a ‘Public Service
Internet’ [28] or ‘Public Service Algorithms’ [15, 29]. Burri [15] also advocates the

1 EBU is an alliance of public service media (PSM) organizations, established on 12 February 1950,
made up of 72 members in 56 countries, yet unrelated to European Institutions. Its main objective is
to assist its Members in this period of unprecedented technological changes.

2 Splichal [27] gives a concise definition of PSM: “In normative terms, public service media must be a
service of the public, by the public, and for the public. It is a service of the public because it is
financed by it and should be owned by it. It ought to be a service by the public – not only financed
and controlled, but also produced by it. It must be a service for the public – but also for the
government and other powers acting in the public sphere. In sum, public service media ought to
become ‘a cornerstone of democracy” (p. 255).
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idea of a “Public Service Navigator” as a mechanism for influencing the conditions of
access to content, particularly its visibility, discoverability, and usability. Yet, other
scholars have been skeptical of the possibility to reform the public service system as
such. The debate has thus mainly revolved on platforms’ regulation versus self-
regulation [30]. Generally, it is thought that existing tools such as consumer data
protection and antitrust regulation can be applied to the these new challenges and that,
more generally, media should be left to self-regulation. In the European media policy it
is in fact assumed that in most cases soft law promotes self-regulation, even if doubts
concerning its effectiveness and the transparency of certain tools remain. A paradig-
matic example is in fact illustrated by EBU which is currently seeking to support its
members as they struggle with both the opportunities and challenges of Big Data
through the EBU Big Data initiative, an interdisciplinary network launched in 2015 that
aims to guide PSM in the implementation of data-driven strategies. Yet, more recently,
media policy is moving towards a cooperative responsibility, that is, the result of the
dynamic interaction between platforms, users and public institutions such as PSM [31].

4.1 Legitimizing a New Role of PSM

To legitimize any radical policy intervention as well as to guarantee an online media
environment aligned with the most profound individual and societal needs, PSM
should especially focus on the individual cognitive factors that challenge the experi-
ence of diversity online [32]. This means to employ a user-centric perspective and to
especially focus on media literacy. To achieve this, we introduce three radical per-
spectives. Firstly, we argue the need to acknowledge the significance of power rela-
tions, that is, applying an agonistic approach to media pluralism. This could result in
providing tools for contestation and for proactively seeking – but also be exposed to
– challenging and minoritarian information. Relatedly, we advocate the need for an
‘architecture for serendipity’, that is, increase by design the access and exposure to
alternative perspectives that intersects a user profile. Finally, we introduce an often
underestimated element to improve users consumption: attention – the main com-
modity of the Internet [1] – which can be translated into ‘attention self-management’ to
actually counteract the risks of addictive and superficial usage of social media and,
more generally, the Internet itself, so as to foster a slow and more constructive con-
sumption of media [33].

To begin with, media pluralism as a normative principle is vague and under-
theorized, and it is not a reliable indicator of a society’s level of freedom and it can also
create only the illusion of content diversity [34]. Moreover, in the digital age it is
becoming less clear in which sense it is meaningful to speak of media pluralism, if the
consumption is potentially characterized by limitless choice. As such, Karpinnen [ibid]
advocates the idea of ‘agonistic pluralism’ to the context of media politics. The starting
point is that media pluralism cannot be conceived only in terms of heterogeneity and a
diversification of options but it needs to be analyzed in connection with the structural
relations of power that define the criteria that guide information selection and limit
available choices. Such perspective helps to defend concrete institutional arrangements
in media policy. PSM can indeed be seen as a key tool in creating a plurality of power
structures that is more open to democratic contestation, that resists the hegemonic
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tendencies of the market, and that reduces semantic inequalities. By analyzing digital
tools that help to burst filter bubbles and weaken echo chambers, Bozdag and Van den
Hoven [6] concluded that not all democratic models are represented in these tools, and
that agonistic elements should also be included so that the needs/voices of minorities
can be heard.

To achieve media diversity, there is also an increasing recognition that the design
for serendipity in personalization has the potential to prevent the threats of filter
bubbles and echo chambers [35]. In the last couple of years, emerging literature on how
to research and cultivate serendipity in digital environments stimulated the academic
debate. Serendipity is indeed an abstract but stable analytical category that can be used
to detect and define public interests, so as to be inscribed as a design principle in digital
environments and, at the same time, be used to build a sustainable strategic policy
approach towards the media field. In general terms, its design implies diversification of
information and interactive control. As such, it complements the value of diversity with
paternalism and users’ empowerment. From a theoretical perspective, instead, it rec-
ognizes the intrinsic limitations of personalization and profiling practices and, there-
fore, represents the attempts to overcome them.

Further, research on serendipity also investigates it as a capability of self-learning.
The increasing role of accidental news consumption in the formation of individual and
public opinion has been acknowledged, also called Incidental Exposure to Online News
(IEON) [36, see also 37]. IEON is a promising behavior to encourage in the online
environment as it may have a positive role in informing citizens and facilitating peo-
ple’s political participation. The majority of these studies are indeed based on the
concept of incidental learning. Of course, there are still many limitations in this new
field of study. Because information behavior varies so much across people, situations,
and objects of interest research is not easily generalizable. Yet it informs how to
experiment and, eventually, implement more ‘serendipitous architectures’ for social
media.

Finally, to regain a relevant role in shaping users’ information consumption and
sustain knowledge acquisition, a special focus must be given to attention and its
management. Attention management is indeed considered one of the most important
skills for the 21st century, even replacing time management [38]. The ability to control
distractions and stay focused is indeed essential to produce higher quality results in all
aspects of life, particularly in hyperconnected societies [39]. Yet, the Internet is
nowadays mostly based on the so-called ‘attention economy’ and related surveillance
practices [1]. Mainstream platforms, in fact, conceive the attention of each user as a
commodity that is then used to identify patterns of consumer behaviours, preferences,
tendencies, etc. The attention of the users is, therefore, exploited, as it was – to a much
more limited extent – in the pre-digital era. As such, users hold in a subordinate
position. It is therefore imperative for PSM to counteract systems that are designed to
capture users’ attention and to provide tools that give them the autonomy to opt-out
from certain design choices and better manage their own attention – also called
attentive user interfaces. Psychological factors and media literacy are indeed paramount
to overcome the challenges to experience diversity online and, more generally, for
public discourse [32, 40].
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5 Improving User Experience by ‘Meta-design’

In this paper, it is argued that a renovated PSM could provide affordances and tools for
the Internet – and especially in social media – according to its traditional values, yet
with updated goals. Drawing from insights on information architecture [41] and nudge
theory [42], a review of current examples of browser extensions, aggregators and tool
that empower users is done3. On the one hand, in fact, information architecture is a
primary contributor to the shaping of the dialogue between the digital and the real and,
thus, it is an ideal starting point to frame the concept of meta-design. On the other hand,
nudge theory provide insights on its ethical framework. It is indeed possible to nudge
users without introducing manipulative measures [43]. For example, Floridi [44]
advocates for what he defines as ‘pro-ethical design’ which aims to modify the level of
abstraction of the choice architecture by educating users to make their own critical
choices and to assume explicit responsibilities.

As such, the concept of meta-design is preliminary framed as the re-design of a
digital environment in order to change design choices as well as to inform and educate
users; more broadly, as the act to reshape and enrich a website’s or platform’s infor-
mation architecture and design throughout user-friendly tools such as aggregators and
browser extensions so as to primarily influence and improve user experience as well as
to sustain media literacy. In such endeavor, a user-centric perspective is implicitly
applied to reflect on ways to extract value from users’ profiles meaningfully, to
illustrate blind-spots, and to ultimately sustain the experience of diversity. Importantly,
the paper also shows that most of these architectural modifications can be done without
necessarily dealing with social media platforms. In fact, it is possible to help users to
navigate the complexities of the new and fast-changing media landscape by exploiting
the potential of ‘meta-design’. The following analysis provides insights on a potential
multi-layered meta-design based on personalization and discovery tools on the one
hand, and design choices and user interfaces on the other.

5.1 Personalization and Discovery Tools

A majority of PSM in Europe are currently moving in the direction of digital and
algorithmic personalization [45], assuming the role of a public service navigator [13].
The encouragement of content discovery to disrupt filter bubbles has been already
stressed by EBU [46]. Actual specifications for recommender systems (RSs) are,
however, still to be developed. Due to fears of filter bubbles and echo chambers, the
attention of EBU in the attempt to steer such development, for instance, was focused
exclusively on exposure to diversity—at the cost of considering the need for common
arenas of discourse, thus the values of universality and publicness, and how

3 This selection was not an easy task. Unfortunately, there is no specific tag to collect those that might
have been interesting to analyze. There are already hundreds of browser extensions inherent
education in browser stores. As a consequence, the choice was to take most of them from an article
review role on online media consumption. Others, instead, were collected from personal experience
and online search. As such, the selection is limited yet sufficient to show the main features of the
tools.
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broadcasting and interactivity/choice can reinforce each other [14]. Moreover, many
institutions with similar histories and comparable media system frameworks are taking
up different positions. Some consider the possibility to reach the value of universality
through personalization, while other consider personalization to work against it. Also,
some privilege implicit personalization over explicit one, with very different outcomes
on PSM goals.

In practice, it could be possible to design personalization to balance conflicting
values throughout information architectures that favor exposure, exploration and
awareness. In this respect, the idea to create an architecture for serendipity has been
advocated [35]. This would eventually translates into four major goals; on the one
hand, to design RSs that (1) provide a certain amount of non-personalized content,
(2) provide content that intersects users profiles, so that a user might discover new ideas
and interests outside one’s filter bubble, and (3) to provide content that is politically
and ethically challenging in order to temper the effects of echo chambers. On the other
hand, design for serendipity is more generally intended (4) to provide empowering
tools to increase information findability and discoverability. Also Sunstein [3] stressed
how an architecture of serendipity as such would sustain ‘chance encounters and shared
experiences’, which are considered preconditions for a well-functioning democracy.
For example, he proposed a ‘serendipity button’ during political elections in order to be
exposed to cross-ideological content. Importantly, serendipity may work against the
accuracy of recommendations and, therefore, it can threaten PSM’s commercial needs.

An interesting example of an exploratory and serendipitous tool is provided by the
MIT project Gobo, a social media news aggregator with sliders that users can control to
filter information.4 This project sheds light not only on the possibility to provide sliders
to filter media content based on certain democratic principles but, more interestingly,
the possibility to aggregate and re-filter the information a user might want to consume
in social media. Hence, it shows the possibility to bypass the algorithmic curation of
information intermediaries. This, however, applies only to public posts. Yet, there may
be implemented specific privacy settings to permit them to opt-in so that their posts
may be included in the re-filtered feeds. Similar aggregators can be designed also for
PSBs’ websites and video sharing platforms like Youtube in order to increase infor-
mation discoverability and the experience of diversity.

5.2 Design Choices, User Interface and Dashboards

A paradigmatic example of meta-design in social media is Social Fixer, an extension
that improves user experience in Facebook and allows several design choices changes.
Interestingly, it can set Facebook’s NewsFeed to switch to “Recent Stories First” – the
chronological feed, which is not to algorithmically curated. By default, in fact, Face-
book only shows you the top stories rather than every post made by your friends. Yet
anytime one logs out of the website, the algorithmic curation reset by default the

4 Other similar news aggregators are Newsbird, Allside, News 360, Digg and Flipboard [see 18].
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NewsFeed. Such simple design choice would permanently free users from the algo-
rithmic influence of Facebook. Another example is the possibility to hide any metrics’
posts in order not to get captured into so-called ‘trendism’, that is, be influenced by
comparative quantifications (e.g. likes and shares). This could help users to self-control
more effectively their attention. Yet, not only this project highlights the potential for re-
shaping certain design choices but also the potential to communicate with messages
and, thus, inform and educate users during their navigation.

Another significant mean to gain more influence over information consumption is
by being aware of the production and consumption of information (what and why
information is filtered and how one consumes it) [see 17]. For example, it is possible to
encourage blind-spots explorations. In this respect, a notable example is the visual-
ization tool developed by Nagulendra and Vassileva [47] which displays to users their
filter bubbles, showing them which categories and friends are in their bubble and
which ones are not, allowing them to control the algorithm by manipulating the
visualization to escape the bubble, by adding or removing friends of a certain category
to the filters. To our knowledge, this is the only attempt to show filter bubbles to users.
Yet the quality of the design can certainly be improved and its scope expanded. While
data collection may prove to be limited, users may opt-in to provide their personal
data.

Further, extensions like Data Selfie provide insights on what algorithms think about
you, your inferred personality and your vulnerabilities. This might be helpful given that
persuasive technologies have different outcomes on diverse personality types, and the
awareness of one’s own vulnerabilities could truly help users in their self-management.
Even simple design choices can be extremely effective. For instance, Social Fixer
affords the option to disable the auto-loading of posts (similarly to the auto-play
function for videos which is usually set by default). Hence, one can decide to scroll n
posts anytime one logins, without being persuaded in an endless stream of content.
Equally important, notifications management could be useful too to avoid distraction.
Eventually, so-called information nutrition labels [48] can also help to manage your
attention as well as increase awareness. For example, they can show the time reading,
style and reliability of any article by text analysis.

6 Discussion

The above browser extensions, visualization tools and aggregators provide insights on
the potential role of PSM in improving users’ experience according to its values. It is
by no means a ready-made framework any PSM could operationalize. Yet it highlights
how certain extensions and tools are bringing innovations that PSM might replicate and
eventually ameliorate. Despite technical challenges, meta-design can actually help
PSM to collect data about users to better understand them, then inform, educate and
nudge them towards its values. If such potential is employed, it might help to set the
standards on a more mature information consumption, afford novel conditions to
participate and benefit from social media usage and, eventually, contribute to solve the
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main challenges to experience diversity online [see 32]. At the same time, it would
sustain the four modalities of expressing voice5 [see 18]. Ultimately, it aims to preserve
not only media pluralism and users’ experience of diversity but, above all, their
awareness and autonomy of choice. In addition, it has the potential to help to overcome
some of the major identified causes of the crisis of PBSs (such as outdated values, harsh
competition and government control, see [11]).

One may thus wonder why such tools have not been institutionally employed so far.
To the knowledge of the author, in fact, there are in fact no noteworthy experiences of
public efforts towards the creation of similar news aggregators, nudging by design or
visualization tools. One explanation may be the widespread assumption that users are
fully autonomous players able to manage the complexities of online information
consumption. And although user-centred solutions may better foster the transparency of
RSs, for example, they have significant shortcomings: they shift the responsibility and
accountability for the protection of rights and utility to the users, and this may result in
inefficiency such as insufficient privacy protection [49]. This is also partially true for
media consumption.

Further, there is mainly a lack of scientific evidence, both about the risks of Internet
usage and the effectiveness of these tools. Also, political challenges may be paramount.
Citizens may not want to use these tools, while platforms proved to be difficult
stakeholders to engage with whenever their revenues are threatened. It is evident the
potential opposition of the platforms in which these tools may be experimented, so that
they may be easily sabotaged. Somewhat paradoxically, another significant element is
likely to be that such public intervention would more likely account for an irrelevant
share of investments given to PBS and PSM. Clearly, these tools are extremely cheap
compared to the content produced by PSB. Thus, economic incentives in this respect
appear to be very weak for an institution that is especially struggling with funding.
However, considering the rising awareness in the public opinion of the risks of social
media and the educative potential of browser extensions, there is room to expect their
employment in the near future.

Despite obvious political challenges, there are certainly several other limitations
concerning the outlined preliminary framework. First of all, as said, its effectiveness, in
particular concerning personalization and the attempt to provide users with exposure to
challenging information. Interactivity might indeed threaten the principles of public-
ness and universality and not fulfil the goal of maintaining a common sense and
belonging. The political consequences of exposure to dissimilar views, then, have long
been a subject of polarization research, but findings are largely mixed. For example,
polarized individuals may polarize further while exposed to challenging information
(so-called backfire effect). Another related-risk is that users do not exploit such tools –
they do not always want to be in control (e.g. the paradox of control). As a conse-
quence, inequality may be even strengthened. These issues certainly require more
understanding of users’ information behaviors as media landscape changes rapidly and
steadily. It is not possible to make harsh generalizations: the heterogeneity and nuances

5 Building on the work of sociologist Hirshman, Harambam et al. [18] intend ‘voice’ as “the
possibility to exert control over the data-driven processes that shape news provision”.
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of users must be better comprehended. These challenges actually represent additional
reasons to begin experimenting with meta-design in order to understand and eventually
exploit its opportunities.

7 Conclusions

Public Service Media (PSM) is striving to adapt to the digital revolution. There are still
many opportunities to explore and challenges to face. As such, in Sect. 2 the article
provided an updated and extensive review of research on the risks of social media
usage. By doing this, a precautionary approach has been advocated, in particular due to
the heterogeneity of the audience, intrinsic research limitations, the oligopolistic social
media landscape, and the rise of increasingly sophisticated and subtle techniques of
behavioral modification. In Sect. 3, a critical analysis of the role and the evolution of
PSM was done. A renovated role of PSM is advocated, especially regarding asym-
metrical power relations between platforms and users, the opportunities to improve user
experience and the rising of PSMs’ recommender systems.

In Sect. 4, it is argued that traditional PSMs’ values such as universality, public-
ness, interactivity and diversity can be mediated and reinforced by an architecture for
serendipity and an agonistic approach to design, that is, empowering users to sustain
their motivations, raise their awareness and increase their skills to experience diversity.
To achieve this, a core focus of media pluralism should be media literacy, through
interactive education and, particularly, attention management. Further, in order to
understand how to actually increase the experience of diversity as well as to sustain
media pluralism and, more generally, the traditional values of PSM, a brief review of
paradigmatic browser extensions and aggregators was also done in Sect. 5. It is argued,
in fact, that these tools represent an undervalued, if not neglected, mean to experiment
with digital environments, especially to better understand emerging audiences. No
experience of institutionally-mediated browser extensions has been detected so far.
Thus, an analysis on significant private and academic experiences was conducted and,
eventually, the concept of meta-design was initially framed. In short, this is intended as
the act to by-pass the design of websites and extract value from users’ information
consumption – primarily by browser extensions – so as to raise awareness and agency
of worldwide users without having to legally deal with platforms themselves.

The outlined preliminary framework certainly needs empirical research. Despite
outlined challenges, there is room to design architectures and tools able to nudge users
according to PSM values. The role of meta-design might radically inform, educate,
empower and nudge users. Of course, operationalizing such an endeavor is not a trivial
task. In this paper, only an initial attempt to advocate for such a proactive role of PSM
has been made. Although faced with many technical, social and political limitations,
the presented concept of meta-design can represent a novel mean of soft and/or co-
regulation and audiences’ analysis for PSM institutions, particularly in Europe where
the regulation tradition of media pluralism and PSB could favor the legitimization of
such innovations.
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Abstract. The International Register of the Ideas and Innovations (IRI) is a
“visionary” and at present an experimental project that wants to protect all over
the world the intellectual work leveraging on the blockchain paradigm (BC). IRI
protects all the intellectual work not only the traditional ones (patents, trade-
marks, copyright, industrial design, geographical indication) but also those not
protected by traditional offices such as ideas, projects, models, services, arte-
facts. The starting point is how to generate trust between many and different
subjects engaged in the innovation value chain in order to create, build and
collaborate in the developing of innovation. For this reason BC is also used to
certify the actions, activities and relationships between researchers, inventors,
students, innovators, funders, industries, user communities during the creation,
construction and marketing of innovation. Detaching from the main BC plat-
forms that need the consensus of the transaction based on a mechanism of
proofing (especially regarding the financial area like bitcoin or Ethereum) the
core of the project is the Proof-of-Originality algorithm (PoOr) that detects and
compares the originality of the proposal. The challenge is to verify how the
publication on IRI of an idea, project, …, assumes a “de-facto” protection. If an
innovator can protect the idea and if the actions and the relationships that
allowed the realization of the innovation are certified, he can share it and this
allows the co-construction, the development and at the same time this generates
trust for the selling or the search for funding.

1 Introduction

Recent market changes have shown the urgency to find new paradigms, new solutions
for growing new opportunities: we need much greater collaboration among idea cre-
ators, funders, R&D, and policy makers, to create more effective and faster pathways to
innovation and to create value from human brain. The convergence of technologies, the
use of the network and the grouping of minds and intelligences in virtual communities,
have created a “free innovation”, driven by the need to resolve problems. According
von Hippel, “free innovation” has today achieved important successes. In a recent
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research [1] that focuses on 6 countries (USA, UK, Korea, Japan, Canada and Norway)
he shows that there are more than 25 million innovators, many of which are not
recorded by official statistics. They produce innovations aimed at responding to the
needs of the community to which they belong. Chesbrough shows [2, 3] that an
innovative model that creates new business and new revenues is based on open
innovation; value is generated by the ability to enhance external expertise that can be
integrated into the value chain. Otherwise entrepreneurial innovation goes off over
time. Making is connecting; you have to connect things (material and ideas) to create
something; new ideas, information, resources, opportunities and trust move and
transform through networks of relationships without necessarily adhere to what the
company organization chart says [4]. The relationship between the production and the
networking features the added value of contemporary economy, and there is also a
large number of people which is not only the audience, but produces things standing in
the network. As the result of the changing of the paradigm in which new ideas have
social origins (within or outside organizations), innovation and new opportunities are
based on the exchange of ideas, on the circulation and sharing of information and the
necessity to identify skill gap between idea and the market. Innovation is not “an
aspect” of the company, reduced to just research and development or new technology.
It’s a dimension that affects every area of the enterprise and the nature of the business.
The hint of “bet” on the intelligence and, in general, human capital, is making its way
as an alternative to the social, economic and financial impoverishment. Taking up the
challenge to put together different users’ communities in the whole value chain of
innovation should enable the community of policy makers and educators to discover
directly on the field new methodologies, drive new design processes, identify new
business models. The paths leading to business in a collaborative perspective can also
provide useful outcomes for social actions. Collaboration and social partnership, get-
ting individuals actively included, provides new opportunities in business along all the
value chain needed for the design and production of goods, products and services.

2 The International Register of Ideas and Innovations (IRI)

We think we can give an answer to the needs expressed in the previous chapter. We start
from the concept that innovation can be driven by an ecosystem in which all the users
interested in the innovation value chain are grouped in the same social network. At
present we assist to a proliferation of social networks but each of them is based on the
needs of a portion of interested people. Research, market, science, nurturing and com-
position of ideas are aspects of the innovation and innovation needs of all these com-
ponents. This requires that different people are engaged in the same value chain. To
compose a new idea people needs methods to compose and nurturing the cue in order to
became the idea; this needs collaboration, science, research, to bring the idea to inno-
vation; but how to acquire funds, according the potential market is the important
step. When the idea is born in the brain and needs collaboration to nurture and growmust
be bring to the market. How the engagement of different people can create the
ecosystem? Creating trust. This is the main challenge from a social point of view. But
people are together if they get something of value; and to get something of value it is
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necessary trust: trust in order to create collaboration, trust in order to find funds, trust in
order to sell or acquire innovations, ideas, projects. The platform proposed is a provo-
cation. It wants to follow the innovation from the birth to the adjustment up to the search
for financing and the market. For these reasons must be based on trust. The challenge is
how trust can be created by BC. At last, how to get trust in exchanging currency is the
base point of the bitcoin “experiment” proposed by Satoshi Nakamoto (SN) [5]. Tra-
ditionally to exchange currency I trust a bank, but what if the third party (the bank) is
excluded by the transaction? We need a mechanism that supplies the trust of the bank:
this is the base concept of bitcoin. IRI is a platform in which user can publish and protect
an idea, an innovation, a project, a research, an artifact, …, all the types of intellectual
work. Moreover the platform certify any action necessary for the implementation of the
proposal. The need to create, collaborate, research and build is based on trust. But how to
build trust on the internet? We create a technical platform based on BC paradigm that
answers these questions. Why should I accept collaborators for improving my project if I
haven’t trust? Why should entrepreneurs finance innovations or ideas or why should I
share data and information without trust? And how can I govern the value chain of
innovation? Trust, governance, protection and collaboration are the face of the same
medal. To create innovation, collaboration is needed. To collaborate, find funds or sell
ideas, trust is needed. The publication on IRI of the products of the human brain certifies
a protection “de-facto”. The certification of the actions done in order to build the pro-
posal creates trust. We want to demonstrate how the new paradigm BC can be useful to
create trust between the people engaged in the innovation value chain. This comes in two
ways: IP protection of innovations and ideas and each product of human brain and the
certification of the actions and activities using Smart Contract (SC); the interaction
between users and the transactions are controlled by SC.

3 The Blockchain Paradigm

The BC paradigm has these fundamental features: it is a distributed (but it is more
correct to say “replicated”), shared, decentralized and encrypted dataset; it ensures
immutability and incorruptibility of all information; it is transparent and allows
everyone (if permissioned) to access information; based on the consent for which can
be modified only with the consent of all the participants to the network. BC paradigm
was born as solution to cope with problems created by the exchange of cryptocurrency
in order to ensure transaction correctness, avoid double-spending, remove the third
party, maintaining privacy and trust. For reaching these results SN used and composed
the technical features in order to build a shared, decentralized and encrypted dataset
using specifics algorithms that guaranteed the goal. It is interesting to note that BC
characteristics, theoretically, are required for different domains - in some cases high-
lighting some to detriment of others, making some less stringent or applying them only
to part of the information managed – but certainly with the necessary architectural
changes. But often the architectures developed afterwards have not proved completely
suitable to resolve the problems for other domains of interest. These architectures has
been used tout-court or with many changes producing the illusion to use them as the
answer to different needs for different domains. Bitcoin introduced the consensus
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mechanism (transaction correctness and 3-party exclusion), but in a cooperative and
permissioned environment it assumes a different meaning. If in the first case the need to
incentive the nodes to confirm the transaction has originated the Proof-of-Work con-
sensus [6], in the case of permissioned network (as Hyperledger) [7] probably the
incentive could be not necessary (for example in the healthcare environment). Different
ways for managing consensus are born, in some cases the concept is not the mechanism
of reaching consensus but (as in Ethereum [8]) the concept of verification of the
transaction. The technology changes up to consider only a restricted numbers of val-
idators the delegated in the DPoS [9] used in closed networks or up to Proof of
Authority (PoA) in which an authority is delegated to the validation re-introducing the
3-party agency excluded by SN. Moreover, the initial idea of the BC paradigm created
by SN predicted a ledger shared, copied (once consent has been reached) on all the
nodes, all the information necessary for the transaction is recorded on it. But whereas
for the cryptocurrency exchange the necessary information is light, in other domains
the object of the transaction could be very large and complex for example the
descriptions of the object for which the intellectual propriety is claimed (as in IRI), or
the Electronic Health Record of a patient in healthcare domain [10]. On the other hand
the object of the transaction must be explicit because it cannot risk being modified. This
problem requires to re-consider the ledger as a pure transactional database, but the
reference to the object must be considered and this must be subjected to the same
conditions of immutability and incorruptibility. Smart contract have been introduced
also partially to resolve this problem, and this has increased the complexity of the
architecture. IRI it is a challenge that wants to verify the usage of the BC paradigm in
the innovation ecosystem that needs collaboration between different subjects and for
this reason the transactions must be based on trust. The platform is mainly based on
two workflows. Each actor inside the innovation ecosystem can build, develop and
adjust an innovative project searching collaboration in compete trust because each
action is certified by BC and SC. Eventually actors can publish an idea, innovation,
model, project, research … on the IRI, using the BC. The publication establishes a “de
facto” status protecting IP of the product of the human brain.

4 The blockchain (BC) for the IRI

We will start from the BC paradigm in order to understand as these information
features (distribution/replication, sharing, decentralization and encryption) can be
useful (at what form and in which grade). This central feature of BC results in obvious
challenges to implementing solutions that share sensitive data, where only a restricted
number of recipients should be given access to a piece of data, or a cryptographic
artefact that can unlock a piece of data stored off the BC. Innovation value chain has the
need to maintain reservation in searching collaboration in order to complete the idea or
in order to sell it; and protection when the idea is published into the register and
everyone can consult it without changing it. The BC implementation responds to 2
needs: maintaining security and reservation during the phases of completion and
adjustment of the idea/research/artefact and the guarantee of transparency, reservation,
not replicability during the publication into the IRI. These 2 features ensure trust in the
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whole innovation value chain from the birth of the idea up to the selling or funding
request. During the idea construction each piece of data has one user (owner) who can
share a piece of data they own with other users or groups at varying levels of access
(summary versus full data). To limit full access, and instead enable summary access,
each piece of data consists of a descriptor, viewable to anyone on the BC network, a
summary, and content, which are stratified at different access levels. Therefore, having
summary access gives the receiver only access to the descriptor and the summary,
whereas full access provides all the components. Data sharing between users is mod-
elled by a system where users can share data with other users and groups, as well as
receive data requests from other users at any access level. If a user responds to a request
by granting data access, a cryptographic artefact is exposed to the receiver in a way that
allows only that receiver to view data at the specified access level. Given the com-
plexity of the information that describes the innovative idea or the artefact the system
ensures that sensitive information (including all documents) is never exposed on the
BC. BC allows the link to the information describing the idea and ensures immutability
when the idea is published. BC technology is not usually designed for large transaction
data loads, so building a data sharing system, we prefer to store data in a separate
software solution that can provide a global reference to uniquely identify the
idea/research/artefact to publish. Because data is stored within an external storage
solution, the BC component is responsible for executing Smart Contracts that, refer to
idea information and provide info on how data is owned, retrieved, and decrypted.
Moreover, since BC is not built for data queries based on a set of user criteria, the
platform includes a component that enables users to build indices to enable this
capability. Application services act as the public endpoint in the system and cover all
higher order business logic which leads to the creation of -and interaction with- smart
contracts and data retrieval within the BC infrastructure. The high-level abstraction
layer allows the interaction with SC that turns as the workflow for the actions on the
information managed by BC. SC are responsible for requesting and accepting col-
laboration; for publishing ideas and innovation into the register and for accessing the
idea in order to be financed or bought. Innovation is composed by the description of
idea based also on economic values; it depends by the grade of originality; in order to
evaluate the idea it is necessary to describe the steps are been needed to build it; who
are the people involved and what was their engagement. These information generate
trust to sell the innovation or to seek funds, or to complete the idea searching experts
and ask for collaboration. We build these information in a sort of chain of blocks.
Publication on IRI generates a time stamp (indicating the date of publication) and the
stuff published can no longer be modified. The mechanism ensures not modifiability,
transparency, the uniqueness of the “work of intellect” against plagiarism and copying,
certifying a state “de facto”. The architecture is composed by a set of software tools that
are composed and adapted according the real needs in the innovation ecosystem. The
components will be grouped in the following sets. (1) The access and participation to
the network: permissioned in a public – private environment. (2) The traditional
consensus method (the information has to be verified by at least half of the participants,
and will only be approved if this half reaches a consensus), fundamental in financial
area is not necessary for the domain we intend to cope. We introduce an algorithm the
PoOr (Proof-of-Originality) that detects and compares the originality of the innovation

The International Register of Ideas and Innovations 279



published on IRI. (3) How the object value is embedded or linked to the mechanism of
block creation. (the valuable information we intend to treat could be complex and not
directly embedded to the chain.) (4) In this context the concept of “ledger” as defined
by SN as list of transactions is out of scope. This implies a revision of the traditional
ledger as the dataset that describes the features of the idea the innovator wants to
publish. In our case we need to certify the immutability of the proposal described in the
valuable information treated. On the other hand, the portfolio built with information
blocks tend to be quite transparent. All participants in a distributed ledger system can
see the transaction, which further helps to reduce fraud. The BC proposed, at core, is a
shared database that has entries that must be confirmed and encrypted when being
filled. The best way to think of them is as a very secure document. This document
composition is the idea/innovation that is published on IRI. Any document entry should
have some form of a logical link to the other predecessors when being keyed into the
BC. The document entries are supposed to be added as blocks to the resulting trans-
action chain. Additionally, they also have to implement cryptographic signatures,
commonly known as a hash, to make the information secure and eliminate the ability to
edit it. (5) Smart Contract (SC) development as mechanism to ensure the activities done
and the transactions. Transaction in this case is not just referred to cryptocurrency but
to each modification of the state of the chain referred to a valuable information. Once a
transaction is processed, the files are time stamped within the portfolio, and each is
given a cryptographic signature. The material published -consisting of a chain of
blocks- describes the publication. In it will be recorded: the grade of originality of the
idea; the steps that were necessary for the implementation of the proposal, the CV of
the proponents and any transactions. The grade of originality will be provided by an
algorithm: “Proof-of-Originality”. The description of the steps that were necessary to
achieve the final state of the proposal highlights the complexity of the activity done.
These actions will be added as immutable blocks and certified by third parties when
requested (Fig. 1).

(6) The construction of a “descriptive” ledger. Up to now the ledger is the container
of the transaction referred to the value object transacted. In our case the ledger is a
portfolio: the data set in which are described the features of the idea, project, solution
that I want to protect. It will contain the following blocks. The link to the project
description (in order to maintain the portfolio light). It generates a new chain of block

Fig. 1. The description of innovation: the portfolio schema
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based on immutable document describing the innovation signed by hashing algorithm.
The PoOr algorithm result (the measure of originality). And the information for the
trust: the certified steps which allowed the realization of the project; the certified
actions to reach the goal; the certified relevant information about the presenters of the
proposals. These information could be reserved, but if declared will allow the
increasing trust in the project. And at last the information will be certified because
connected to a SC that will describe the action done immutably. Our BC implemen-
tation ensures:

Idea identification: Unique innovation identifier is provided with contributed
information validated as a side chain;
Idea tracing: Allows makers, developers, consultants, producers, collaborators,
distributors to provide tracing information in shared ledger with automatic verifi-
cation of important information;
Idea verification: Creates system and open solution to verify product identifier and
other contributed information;
Information requirement: Can create shared ledger of product and transaction
information including verification of licensure information.

5 The Proof-of-Originality Algorithm (PoOr)

Innovation is not a bulb that lights suddenly. Innovation is the result of work, study and
improvement of other proposals: generally the grade of innovation depends on the
improvement. The time of publication is the time-stamp from which the originality is
calculated. Originality is not an absolute concept but depend on the time. The algorithm
“Proof-of-Originality” analyses the similar proposal structured in a set of sections
(including input, outcomes, details) defining the difference about the concepts through
a text analysis. Proposals must be described according the same types of sections, in
order to make the extraction of concepts comparable. These observables are the fea-
tures of the proposal and are joined together as bound states. Innovation is the measure
of how much an object changes depending on the observables. Text search algorithms
will extract the concepts embedded into the observables. It will be evaluated the
number of occurrence defined as similitudes, cues, improvements. The value of orig-
inality tends to 0 for ideas similar and acquire high value if originality growth. The
algorithm is based on the exploration of occurrences between proposals to compare.
The first step is the utilization of text mining algorithms, it explores and analyses large
amounts of unstructured text data in each topic and identify concepts, patterns, topics,
keywords and other attributes in the data extracted. A learning algorithm learns from
the proposals analysed. Occurrences could be declared by the authors, found equal or
similar by the extraction algorithm. The number of occurrences found is an estimation
of originality and describes as the proposal derives from other studies. The distance
between the concepts is evaluated in a neighbourhood and it is represented as a cloud of
similarity. Originality is defined from a sum of functions described by each cloud and
the resulting function can have peaks or valleys, diverging or nullifying. The cloud is
evaluated through the difference between the 2 functions: if the density of the cloud
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increases with decreasing neighbour originality decreases whereas the lower the density
the higher the originality. The functions define the state of a system based on the
observables. The cloud calculated in the neighbour is a measure of uncertainty. The
measure of originality as a part of the chain of blocks describing the proposal is
unchangeable and signed with a hash function.

6 Conclusions

The project was born as provocation and as a method to implement collaborative
pathways so that the ideas, projects, solutions, and knowledge are transformed into
socio-economic value. The starting point is to create a trusted certified network of
ideas, projects, proposals, that based on the measure of originality and the trust visi-
bility will give the bases for future collaborations in research and industry, allowing
business. The proposal (ideas or innovations) is published as a chain of blocks
immutable signed by hash functions. It acquires a measure of originality through the
PoOr algorithm. IRI certifies the publication and the activity done during the devel-
opment of the idea or innovation, based on BC and SC as guarantee for lenders and
business angels who want to fund the idea. IRI associates through BC, the ownership of
the intellectual work with the sale of the “object” ensuring transparency and correct-
ness. In recent years the certification of a state “de facto” has assumed a sort of acquired
intellectual property for jurisprudence. Trust will be generated by the evidence of the
network of relationship of the members of the working group. Sharing the portfolio
allows all the actors to check the network of relationships which allowed the realization
of the idea. This “certification” create trust for who accepts to join the working group or
to buy the exploitation of the idea/products created. The challenge we are facing
regards the test how BC technology and Smart Contracts can provide trust for all the
actors of the innovation ecosystem and generate collaboration and business.
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Abstract. The article proposes a new vision for the smart city operation center
combining blockchain and virtual reality. The objective is to achieve high syn-
chronization among the different operators, an enhanced operator performance
and the creation of a trustworthy communication layer to record all the decisions
taken in the virtual environment and to share data among the operators securely.

Keywords: Blockchain � Internet of Everything � Trust � Smart city operation
center � Virtual reality

1 Introduction

A Smart City is a socio-technical system of systems because they unite technology,
such as automated processes or sensors, and social and organizational elements, which
are embedded in the system and interact each other through complex relations [2]. In
fact, we consider a socio-technical system complex if the interactions between single
elements result in non-linear outcomes that are hard to predict [3, 4]. This non-linearity
often results in “intractability” [5]: even if all involved elements and their individual
behaviors are known, the system’s performance is difficult, if not impossible to predict,
even for experts [3]. Furthermore, such systems are open to influences from the
environment. In complex socio-technical systems, failure can even arise when all
involved components are working as expected [6]. These systems are exposed to
constant pressures emanating from both internal and external factors, and to which they
have to adapt continuously [7]. To maintain the system functional, its human operators
need to deal with the uncertainty created by its unpredictable and intractable behavior
[7]. Failure-focused safety-approaches are considered insufficient to deal with unex-
pected disruptions that are likely to happen in such systems. Resilience engineering
aims at enabling human operators to keep the system functioning by providing them
with the means to make decisions under uncertainty and coping with the local impacts
of overall system variability [8, 13].
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Public transport, healthcare, public security, and so forth, represent systems of a
complex socio-technical SoS (…) highly interconnected and interdependent. A failure
of only one of these systems could have severe and unexpected consequences (cas-
cading effects), which is why they should be capable of sustaining operation under both
known and unknown conditions.

Enhancing the resilience of urban systems, with particular focus on the response to
disruptive events, such as natural catastrophes or acts of terrorism, requires improved
cooperation and coordination between multiple stakeholders that operate across urban
critical infrastructures and services (urban police, fire department, civil protection,
health care, and the like). To address this need a new class of Command and Control
tools capable to exchange real-time information among locally distributed decision
makers is expected., the growing presence of technology at every system level, pushed
by the Smart City trend, which is in turn supported by the Internet of Everything (IoE),
makes Knowledge-Information-Data (KID) generated by the city, one of the most
critical resources and therefore, one of the key factors to be considered when
addressing urban operation [1, 14]. The IoE considers People, Things, Data and Pro-
cess as a part of a whole ecosystem composed of heterogeneous connected devices and
sensors. It establishes an end-to-end ecosystem of connectivity that enables a signifi-
cant enhancement of the monitoring and control capability in the Smart City, by
improving the granularity and breadth of knowledge and awareness about the system
status and dynamics, continuously collecting Big Data from heterogeneous data
sources/streams. These new possibilities reflect the growing interest in creating the so-
called Smart City Operation Center (or Command & Control), where city operators can
monitor the status of the city in real time and take more informed decisions during
many scenarios, then ever.

However, the data generated by the Smart City is becoming overwhelming.
Operators must deal with a considerable number of heterogeneous data simultaneously
to manage even more complex situations. Thus, in order to avoid the constant risk of
information overload and achieve high operational coordination and resource allocation
optimization among existing OCs, they require a trustworthy and wider (potentially
unlimited) informative space to share, sense-make, manipulate KIDs and take decisions
(actuation), that existing physical OCs, cannot allow. In synthesis there is an urgent
need for effectiveness and trust in all Smart City operating phases. This is where the
combination of Virtual Reality and permissioned blockchain technology come to help.

2 Trusted Virtual Operation Center

As complex socio-technical systems are confronted by constant pressure to adapt [12],
monitoring and decision making are not exceptions but rather a permanent necessity
that more and more assumes an iterative nature across multiple stakeholders. A key
aspect of the complexity that makes a case for the resilience approach resides in the fact
that in socio-technical systems such as cities, people nowadays work “across organi-
zational, geographical, cultural and temporal boundaries” [12]. Standards also recog-
nize that achieving resilience requires organizations to integrate and coordinate their
activities also across boundaries with other stakeholders (BS 65000) and that
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information need to be shared in a timely manner with such stakeholders (ISO/DIS
22316:2016.). Thus, the growing complexity of socio-technical systems requires a shift
from centralized decision making to distributed and collaborative decision making [9].
Leveson and colleagues argued that this requires “top-down systems thinking that
recognizes safety as an emergent system property rather than a bottom-up, summation
of reliable components and actions” [6]. This means that instead of just focusing on
running their own functions as smooth as possible, operators need an updated view on
the bigger picture to develop an understanding of how, on one hand, their function
contributes, under the given circumstances, to the maintenance of system performance,
and on the other hand, their function relies on the performance of other coupled
functions with the supply chain or process flows.

Hence, the main reasons to move towards a Trusted Virtual OC (T-VR-OC) are:
(1) decision makers require access to reliable multisource data, allowing analyzing the
specific system they are dealing with, (2) decision makers needs to reach a better
situation awareness while reducing mental workload and information overload and
(3) decision makers need to collaborate across organizational borders in a partial
trustless condition. The requirement (1) is addressed by the blockchain (blue layer in
Fig. 1) that acts as a secure channel of data exchange and event recording. The
requirement (2) is addressed by the Virtual Reality (yellow layer in Fig. 1) where high
density and heterogeneity data/information are properly represented in order to take
well-informed decisions. The requirement (3) is addressed by the replication of the VR
based OC in other organizations and the implementation of a consortium based
blockchain (Fig. 2).
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(View, 3D inspection, execution) 

Blockchain
(events & hash of data)

API Layer
(Big Data,  Sub-systems automation, cameras,…)

Trusted C&C
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Fig. 1. Trusted virtual operation center concept
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Fig. 2. Scenario of usage of trusted virtual reality operation centers
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In [10], for instance, is claimed that the “presentation of alerts should lead the
operator through the perceptual (initial detection), decision making and psycho-motor
(action required) processes concerned with handling that alert”. In classical OC design,
alerts are designed for the one specific actor who is capable of manipulating system
variables, such as the performance level of sub-systems. For example, a pressure alert is
displayed to the person in charge of handling respective valves. This is different in a
VR based collaborative OC: usually, a direct relationship does not exist between the
alert and what most recipients of the alert may do about it. As an example, consider a
road disruption blocking a major street in the city, causing a traffic jam. One operator of
the collaborative system could be devoted to adapt nearby traffic lights to redirect
incoming traffic while another one might send urban police and ambulance services to
take care of the situation. Others might simply need to be informed about the event and
the response measures adopted to advise travelers on public transport. Thus, the
responses to a critical event in a city should not be as direct as in single-organization
control rooms, because of the cascade effects of such an event require the management
of high number of informative inputs so that the alerts need to be translated into
complex responses. On the other hand, the information on which the decisions are
taken should be reliable. Moreover, the decisions taken by the operators need to be
recorded in a trustworthy manner for eventual ex-post investigation on misbehavior or
missing actions.

2.1 Permissioned Blockchain Based Trustworthy in OC

We consider an OC trustworthy if all incoming and outcoming data are registered in a
blockchain ledger and all software – applications or system software in devices (e.g. 3D
devices) – can be monitored to detect an eventual infraction or intrusion. Moreover, the
KID sharing among organizations can be entrusted using Smart Contract (or chain-
code). In fact, in this way it is possible to encode, in a script formal procedure,
constraints for inter-organizational communication of sensible information, speeding
up operations. Differently from the permissionless one, with the permissioned block-
chain (e.g. Hyperledger [22]), it is possible to share only the information that an
organization actually wants to share, securing data privacy among the organizations
involved in the network (channel feature).

All these activities developed to ensure trusted data and trusted procedures may be
designed following the guidance of the theoretical model named Mirror Model (MM).
The Mirror Model [18] is a simple formal model that provides the general and formal
conditions to yield trusted data and trusted procedures (that in the MM are mathe-
matical functions) i.e. to guarantee by design that a process is safe event in the case of a
complex process such that involved in a Smart City Operation Center. In MM, are
identified three domains: Reality, Representation and Trust. In particular, “Reality is
where things objectively exist, independently of any efforts made by humans to design
or control the Reality, Representation is a model conceived by architects or engineers
or scientists to depict the aspects of interest or concern in the Reality and, finally, Trust
is a structure of validation of the Representation of Reality whose aim is to make the
Representation and its data dependable” [18]. Through the Trust and Representation
domains we can act indirectly on the Reality to make it more reliable and secure for the
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benefit of humans and the environment in which they live. Thus, according to the
Mirror Model for blockchain adoption on real life scenario, the T-OC can be entrusted
as depicted in Fig. 3.

It is worth to notice that the blockchain is not used to mirror the data model used at
the Representation Level, but only to record the event and the snapshot of the data
related to it. In fact, the blockchain should not be considered as a general-purpose
storage like a database with some security features. Its application should be considered
only when evidences related to a designed event needs to be shared and preserved in an
untampered way [20, 26]. In our context, the events related to user interaction occurred
in the VR that can be intercepted are: clicks, widget open/closed, widget relocations,
points of view change, 6-Axis body movement, etc.

The technology adopted in the experiment is Hyperledger Fabric [22], a permis-
sioned blockchain that allows peers to interact after a X.509 certificate-based authen-
tication. Moreover, it supports chaincode implementation, a program written in a
generic programming language (e.g. Go, Node.js or Java) that is executed on a dis-
tributed system composed by the network of the peer nodes. Hyperledger is configured
according to the consortium dimension and it is distributed with virtualizing docker
technology.

A chaincode is connected to the virtual environment and is invoked each time an
event occurs registering type of the event, time, user, and any other information useful
to identify the action and who has performed. It is also important to record the status of
the system at the time of the event te. Thus, at te, a snapshot of the data
available/displayed in the VR is cooperatively saved with Interplanetary File system
(IPFS) [21] within the blockchain consortium. This scenario is depicted in Fig. 4.
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Fig. 3. Mirror model based T-OC design
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Another critical action on OC that can be entrusted by the introduction of permis-
sioned blockchain, is the cross-organization data sharing and communication. According
to MM, the data and communication can be mirrored into the blockchain and shared
exploiting the blockchain secure ledger replication, so that the organization belonging to
the consortium can directly access to the data from its own node instead of investing
resources to avoid sniffing and other attacks on the communication channel (Fig. 5).

The data sharing is supported by a chaincode deployed on the Hyperledger peers
that allows data sharing along the organizations involved in the consortium (running a
peer mode) and belonging to a specific channel.

2.2 Virtual Reality for OC

The usage of VR provides a complete control over the wearer’s visual and auditory
experience as they interact within a completely synthetic environment. This control over
the environment can provide virtual experiences of either subdued or amplified versions
of reality [17]. In this respect, a VR based OC extends the physical environment and
devices capability in two dimensions: interactions and space. The interaction capability
is enhanced including a number of new classes of action based on spatial gestures,
movements and sounds. The possibility to manipulate and inspect artefact in a 3D
fashion allows users to be more effective in managing information complexity. More-
over, the capability of the VR of being customized, portable, cost effective and easier to
create mental models of the system’s functioning [11], makes this technology attractive
in different domains such as nuclear plant [16] or medicine [17].

VR Control Room

Monitorng & interaction

communication
Chaincode

Action/DSata

Blockchain
Peer 1 

Blockchain
Peer 2

VR Control Room

Monitorng & interaction

communication
Chaincode

KID Trusted Communication

Fig. 5. Blockchain-based KID trusted communication
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The technology adopted in the experiment is based on head mounted OCULUS Rift
hardware [23], the open source framework (REACT 360) to develop the virtual envi-
ronment and a PC with a dedicated 3D NVIDIA graphic board. The decision to use
OCULUS is related to the availability of software libraries, while the decision of
exploiting open source framework respect to the well-known solution as Unity, is
derived by some restrictive condition of usage that could be an obstacle in case of
business distribution of the tool. In Fig. 6 is represented a multi-widget video wall with
cross-widget interaction that represents streaming videos, maps, tables, chart, etc. into a
semi-circled environment. In this way the operators are involved in an environment with
high information complexity but with the possibility of manipulating and organizing the
space according to his way of thinking. The widgets/objects can be opened, closed,
moved and positioned in any part of the 3D space (up, down, in front, behind, left, right).
In order to enhance the interaction capability of the operators, have been considered the
exploit gestures and body movements as a source for triggering actions in the VR. Body
movement is characterized with respect to the sagittal, vertical and transverse axis of the
body. Its detection requires sensors able to implement at least six degree of freedom
(DOF). Secondly, the tracking of body movement, requires sensors capable to acquire
samples at the appropriate rate: for instance, the frequency range of human body motion
is around 10 Hz [24]. In order to implement a body motion solution able to track the
intended variables, has been selected the open source UDOO Go board with 9 axes1, a
microchip that integrates accelerometer, gyroscope and magnetometer. The imple-
mented 3 chips mounted on one arm to track its movement. This solution has been
combined with the sensors embedded in Oculus that already tracks head movement for
spatial navigation. Then, a number of gestures/movements have been associated to
events in VR. For instance, each time the operator extends his arm frontally, the selected
object in VR is moved far away and vice versa. The gesture mapped in the study are: arm
extension and rotation. Each of them is associated to specific operation as virtual key-
board activation-deactivation and widget movement/positioning. The interactive sys-
tem, to be properly used, requires a training phase for the operator as well as a
calibration phase in order to enhance the precision of the interaction.

3 Conclusions

This article presents the first result of a work-in-progress industrial research and
development activities on Trusted Virtual Reality Operation Center for Smart City
integrating VR and Blockchain technology together. The proposed system can be
evaluated according the framework proposed in [19]. In particular the solution is non-
regressive since the validity of the approach is not affected by the introduction of new
features (e.g. recording more events in the control room). It also may trigger rebound
effect creating additional demands (new features) thanks to the increment of trust and
interaction capability [19]. The results show that the usage of VR to remotely operate in
a most effective and cost-reduced way, combined with the capability of permissioned

1 http://www.udoo.org/download/files/datasheetsdatasheet_udoo_go.pdf.
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blockchain of supporting trusted events recording and data sharing among different
organizations, is promising. Finally, the effort needed to obtain the same functionalities
in the classical operation center is strongly reduced (1/100).

According to this evaluation, the usage of virtual reality (VR) headsets to remotely
operate in a most effective and cost-reduced way combined with the capability of
permissioned blockchain of supporting trusted decisions recording and data sharing
among different organizations, is promising for the future of complex system command
and control.
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Abstract. In the past few years, Internet of Things has become of com-
mon use in various areas, and especially in agriculture. There are many
ways to increase the production using technology on agriculture. One of
the most used is monitoring systems to follow characteristic properties
and, in some cases, to control them by triggering a process that would
correct an unwanted situation. Therefore, knowing the usefulness of this
type of system, the present work proposes the monitoring of an environ-
ment using Internet of Things (IoT): Wireless Sensor Networks (WSN)
are placed in strategic location in order to collect and send data to a
web service. Currently, two topologies were tested to monitor the tem-
perature and soil moisture of a soccer field. The samples were stored in
a database and the next step is to integrate the system within the web
application that we have already developed.

Keywords: IoT · Monitoring · Wireless Sensor Network · Agriculture

1 Introduction

Agriculture is an extremely important activity because of the source of vari-
ous elements of human food it provides, from vegetables to grains. With the
increasing technological development, this sector has received several tools that
contribute to the increase of production and quality control of the same. In many
countries this activity also plays a fundamental role in the economy, as in Brazil
where it is one of the main activities.
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In this context, Brazil has invested in technologies to improve the sector.
In terms of output growth, Brazil generally opts for productivity gains from the
application of improvements in factors of production [7]. One way to increase this
production is automating the environment, using sensors and physical parame-
ters to control factors of the environment, or simply monitor the environment
to follow these physical parameters.

Therefore, observing environment is an alternative that gives clues to have
gains in the agriculture production. One of the most used technologies to build
such system is Wireless Sensor Networks (WSN). According to [4] the use of WSN
in conjunction with Internet of Things (IoT) has a promising future, because they
allow the global interconnection of heterogeneous physical objects.

In this context this paper proposes a WSN to monitor an environment col-
lecting soil information to help the analysis of this area. The proposed tool is part
of an international project whose aim is to collect automatically and frequently
data in order to see the impact of soil features in the environment. Currently, two
topologies were tested to monitor the temperature and soil moisture of a soccer
field. The samples obtained from the experiments were stored in a database and
the next step is to integrate the tool within the web application developed in [6].

The paper is organised as follow. In Sect. 2, we present related works.
Section 3 describes the proposed tool: the hardware and the environment used
to do the experiments. We give the results in Sect. 4 before concluding in Sect. 5.

2 Related Work

Monitoring an environment using different technologies is a recurrent alterna-
tive to solve many agriculture problems, and it has become a topic of interest
unmissable those last years. We present in this section some of the existing sys-
tems used to monitor an environment and different applications of those tools
in agriculture.

There are different technologies applied to build a monitoring system in the
area of farming. In [1], the authors propose a web platform, called CLUeFARM,
to monitor farms from a distance through this web application. In [5] the same
platform was used to monitor exclusively the soil, and the results were positive,
showing that this kind of application contributes to the management of farms
and agricultural activities.

Dasgupta et al. [2] has developed, beside the monitoring system, a mechanism
to control the irrigation of large- and small-scale plantation. This mechanism has
two operating modes, one manual and the other autonomous. The autonomous
mode uses a data collection provided by a monitoring system to define the rate
of irrigation according to the present physical parameters. In this system, two
sensors were used: the DHT11 for the ambient atmospheric temperature and
humidity and a resistive humidity sensor for the soil humidity. They use the
Arduino as a controller.

Yue et al. [8] has developed a monitoring system to feed an Artificial Neural
Network used to measure the progression of the monitored parameters in an
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infrastructure and to additionally create correlations among them. The exper-
imentation were led during two months and consisted in monitoring the water
content of soil and some other parameters. Unfortunately, the hardware (type of
sensors) used is not explicit in the paper and we do not have a basis of compar-
ison to our work.

In [6], a WSN is proposed to monitor the soil with the main objective to
build a big database. To give a friendly access to the collected data obtained
from the WSN a Web-Service has been provided. The WSN was made using
Xbee to send data and two sensors: LM35 for temperature, and the same we use
for humidity. The authors used the NodeMCU ESP8266 to send the collected
data to the server.

Our tool is based on sensors and a controller chosen according to some envi-
ronmental constraint and to the cost. Indeed, the aim of the tool is to cover an
area of hundred of kilometers, therefore a big amount of sensors will be deployed
on an hostile area for electronic components (very humid). In fact, a huge con-
straint in Brazil is corrosion and the capacitive humidity sensor SEN0193 of
DFRobot we use has a special protection to prevent it. The temperature sen-
sor used is water proof, unlike LM35, then it is more appropriate to deal with
humid environment. Our choice for the controller, ESP32, is based of the WiFi
connection it provides. No other device to complement it is therefore neces-
sary. Furthermore, the ESP32 is cheaper than Xbee, given that a large number
of nodes is necessary for the covering of the area. All the chosen technologies
are compatible with the web-service developed in [6]. The final objective is to
implement our tool within this platform.

3 Monitoring an Environment: An Implementation Using
WSN

As mentioned, the use of technology to increase the agriculture production has
grown in the last few years. Environmental monitoring is one of the most popular
and efficient tools since it provides the farmer with a profile of this environment,
generating data that can be used as a set point for the activation of mechanisms
or even to point out unwanted scenarios.

In agriculture, two of the most important properties to monitor are the soil
temperature and humidity. According to [8] they perform an important role on
the crops, having impact in the growth, quantity and quality of the production.

3.1 Wireless Sensor Network

We have used a Wireless Sensor Network to monitor the selected environment.
In this section, we describe the technology that has been used, the topologies
that we have tested in our experimentation as well as the quantity of devices.

The components of the network, called nodes, are devoted to different func-
tions. They are classified according to three types: end device, router and coor-
dinator. The end device is responsible for collecting samples via its sensors.
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The router sends the packets containing the data of the samples until they reach
the coordinator. The coordinator receives and organizes all collected data and
makes them available to the final user [3], in our case the Web Service. The tech-
nology used to build the node of our WSN is the ESP32 devKit. We describe it
properly in Sect. 3.2.

Another important aspect to be defined is the topology, that is how will be
all the devices linked to each other. We have tested and compared two different
topologies: the star topology and the tree topology (Fig. 1). In the star topology,
there is a central node (the coordinator) and all the other devices are connected
to it. In the tree topology, the root is the coordinator, the leaves are the end
devices and the internal nodes are the rooters.

The number of devices used in our experimentation was low. Currently, we
have just developed a prototype that will be adapted to the final application on
an area of around hundred kilometers. In the star topology we have used four
end devices and one coordinator, as showed in Fig. 1a. And, in the tree topology
was used four end devices, two routers and one coordinator, as illustrated in
Fig. 1b. In each end device was connected one temperature sensor, one humidity
sensor and one 450 mAh battery.

(a) Star Topology (b) Tree Topology

Fig. 1. Topologies of Wireless Sensor Network

In both topologies the data collected by the end devices are organized by the
coordinator node to be published in the web platform of the Guyamazon project
SenCSoil. The aim is to have all data collected online to facilitate the access
to all the information. Therefore, the coordinator also works as a gateway and
sends the data to the cloud. This setting is only possible because the ESP32 has
a WiFi connection and does not need any other device to play this role.

3.2 Hardware

As mentioned before, the main device used to build the WSN is the ESP32
devKit, shown in Fig. 2. This device has a microcontroller, an interface for many
types of sensors and is able to send packets using wireless connection.
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Fig. 2. ESP32 devKit

The communication protocol of the WSN was implemented in the ESP32
using the Arduino IDE. In star topology two different algorithms were embed-
ded, one for the coordinator (Algorithm 1) and the other for all end devices
(Algorithm 2). In the first one, the device listens to a defined channel, waiting
for a packet, when a packet is found it receives and organizes the data. The
second one makes one read using the sensors in a defined interval of time. The
collected values are organized and sent to the coordinator, after the reading step,
the device sleeps until the next read, to save energy. In the tree topology the
end device sends to the router node instead of the coordinator, the router device
has a different algorithm (Algorithm 3): listening to the channel, receiving the
packet and sending to the coordinator. The coordinator algorithm is the same
used as in the star topology.

Algorithm 1. Coordinator node Algorithm
1 Coordinator(){
2 DefineChannel();
3 if(SomethingOnChannel()){
4 ReceivePacket();
5 }
6 else{
7 stillListen();
8 }
9 ReceivePacket(){

10 ReadMessage();
11 SavetheData();
12 }

In addition, this device has a lower cost than many technologies, such as Xbee.
Note that, contrary to the ESP32 devKit, a device such as Xbee, in addition to
its higher price, needs an extra microcontroller as an Arduino for instance.

The ESP32 also provides a low consumption of energy, by using for the
end devices the sleep mode to save energy when it does not take a measure.
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Algorithm 2. End Device Algorithm
1 EndDevice(){
2 DefineChannel();
3 ReadSensors();
4 BuildPacket();
5 SendPacket(Coordinator or Router);
6 }

Algorithm 3. Router Node Algorithm
1 Router(){
2 ListenChannel();
3 if(SomethingOnChannel()){
4 ReceivePacket();
5 SendPackettoCoord();
6 }
7 else{
8 stillListen();
9 }

10

The complete node is equipped with connectors to add sensors, a 9 V battery
and a voltage regulator - to ensure that the right voltage will be sent to it.

In this experimentation, we have used two kind of sensors: a temperature
sensor and a humidity sensor. Both sensors will be fixed on the soil. Each read
has been launched within an interval of 2 h leading to 25 samples per end device.

Temperature Sensor. The temperature sensor used was the DS18B20, a water
proof, low cost sensor and 1-wire Bus connection. The sensor, shown in Fig. 3a,
fits perfectly to the application, because of its size and probe format that facili-
tates soil fixation.

The DS18B20 can give the temperature value in Celsius, Kelvin or Fahren-
heit, but in this experiment all values are in Celsius. This device has a low
cost (less than one dollar) and operates with a voltage compatible with ESP32
(3.3 V–5 V).

Humidity Sensor. The humidity sensor used was the DFROBOT SEN0193,
shown in Fig. 3b. This sensor is a capacitive sensor that, compared to the resistive
sensor, provides greater accuracy. Also contrary to resistive sensors, this sensor
does not have problems with the corrosion.

To make the data acquisition, the sensor was threaded into the ground
respecting the limitation given by the manufacturer. Also a calibration was made
to define the equivalence between the read value and the soil humidity. To get
the upper and lower bounds, various reads were made with the sensor fixed in
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(a) DS18B20 Temperature Sensor (b) Capacitive Soil Humidity
Sensor

Fig. 3. Used sensors

a dry soil, fixed in water and outside the soil. The humidity was defined in the
following scale: value on water - 100% humidity, value outside the soil - 0%
humidity.

3.3 Environment

Our experimentation has been led in a soccer field with a area of 1225 m2 (see
Fig. 4) in a inner city of Maranhão, Brazil.

In the future, our prototype will be used to collect information on a huge
area with various kind of vegetation in order to determine the soil characteristics
for research studies, but also many other applications to irrigate the field, follow
the growth of the plants, etc.

Fig. 4. Observed soccer field

As mentioned earlier, just a few nodes, 4 for the star topology and 6 for
the tree topology, were used to build the proposed WSN. Therefore in the star
topology, just half of the field was monitored. The distance between each node
was 2 m, and the more distant node was 15 m from the coordinator. In the tree
topology, it was possible to locate the nodes less close from each other, however
the coverage area is still the same because of the quantity of end devices.
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4 Results and Discussion

All devices has been fixed on arbitrary locations: as mentioned previously they
are 2 meters distant from each other in both topologies. To carry out the experi-
ment a prototype was developed, see Fig. 5, using a plastic protection to prevent
natural events, such as rain, that may reach the device or damage the board.

(a) Board of End
Device Node

(b) Device Fixed on Soil

(c) End Device Node Lateral View

Fig. 5. Developed prototype

The 9 V batteries were sufficient to manage the experimentation of 2 h each
one. The batteries were used just in end devices, the routers were with constant
energy supply. The coordinator was connected to a computer to have constant
energy supply and to send the data to a database.

The used sensors have a good behavior, resisting to big changes of humidity
and temperature, and its shape was ideal for the application, since both were
fixed to the soil without any problem. Future tests will be made in order to
integrate this WSN into the Web Application used to publish the data, proposed
in [6] and with a bigger interval of reads.

In each experiment, illustred in Fig. 6, using star topology the devices were
fixed in the red X position and using the tree topology the devices were fixed
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in the blue X position and the routers are represented by the R. We have taken
as a constraint to use the same number of end devices for the two topologies.
A total of 25 samples from each end device has been collected, in an interval of
2 h. Each sample has one value of identification of the device, one temperature
value and one humidity value. All collected temperature and humidity values
are plotted in the graph in Fig. 7.

Fig. 6. Proposed configuration of WSN

In the same Fig. 6, it is possible to notice the main advantage of the tree
topology compared to the star topology, because with the first the range of the
network is bigger. For the star topology, it is necessary that all end devices
reaches the coordinator, so the range is smaller. The use of router devices on

(a) Temperature Values Star Topology (b) Humidity Values Star Topology

(c) Temperature Values Tree
Topology

(d) Humidity Values Tree Topology

Fig. 7. Plot of collected data
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tree topology allows us to reach the other side of the field, that is to say to
obtain a good covering of the field.

In Fig. 7b one can see that high values were received, this occurred due to
the contact of a small quantity of water with the soil in this region. In the others
figures one can see that there are no notable changes during each 5 min.

5 Conclusion

The use of WSN to monitor areas is very common and more and more popular.
However, different technologies to build those networks are constantly studied
to see what type of network fits better with a defined scenario. In this paper a
brief study was made using the ESP32 as node, DS18B20 sensor to read the soil
temperature and a capacitive humidity sensor to collect the soil moisture.

An experiment was made and it has shown that the WSN is able to collect
the desired data. In the future the data collected will be available in a Web
Application, to make more easy its visualization by researchers and farmers.
Another work is to test other sensors and to use different intervals, according to
the desired features we want to measure.
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Abstract. Data crossing seeks the extraction of novel knowledge
through correlations and dependencies among heterogeneous data, and
is considered a key process in sustainable science to push back the cur-
rent frontiers of knowledge, especially to address challenges such as the
socio-economic impacts of climate change. To tackle such complex chal-
lenges, interdisciplinary approaches and data sharing methodologies are
ubiquitous, with a strong focus on data openness and ensuring that the
fair principles hold. Data lakes are data repositories, recently developed
to store such big heterogeneous data that are then available for cross-
ing and be exploited without a priori objectives regarding their usage
(unlike data warehouses). Such data lakes can then be used to populate
Open and Linked Open Data in a central location regardless of its source
or format. In this context of no prior knowledge regarding its usage, it
may be tempting to store and share all the available data. However, this
comes with two main disadvantages: (1) overwhelming amount of data
that could prevent end users from exploiting the data, (2) and environ-
mental reasons (energy consumption of data storage). Moreover, data
of poor quality may deserve the lake usability and be deleted. We thus
claim in this position paper that a data life cycle must be designed so
as to integrate data death for some of the data. The choice of the data
to be stored regarding the ones to forget is then of crucial importance in
data lakes. We propose here some first positions for this aspect of data
governance.
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1 Context

Data crossing is often considered as a key for discovering new knowledge and
developing advanced models for phenomena understanding, as for instance cli-
mate change and its impacts on societal impacts For this reason, data shar-
ing, especially data opening through Internet and the Web of data is a crucial
challenge.

Data lakes [9] have been designed for allowing data retention before their
usage. In such data repositories, data are made available from various data
sources and can be exploited by data analysts to serve end users’ needs with
the idea that the larger the data, the better the results.

However in this paper, we state the conjecture that data perennity is no
longer an option for a sustainable science despite the availability of massive data
storage capacities. This raises the challenge of the lifespan of stored data, while
maintaining its ability to generate the knowledge necessary for the users over
time (consumers). How to make decisions regarding the lifetime and death of
data when you only have the present knowledge of its usage, without further
planning? How to ensure that the decisions taken regarding each data lifespan,
with not entail a potential future loss of knowledge?

We consider mainly the case where the laws regarding the life cycle of the
data is not imposed (ex: GDPR that forces the destruction or confidentiality of
personal data).

We might think that a strong element to guide such decisions is to account
for the data producer and consumers profiles. However, there is no guarantee
that current behavior might dictate properly the ‘forgetting function’ definition.
Thus in this position paper, we wish to distinguish both aspects, and not assume
that they are necessarily interdependent over a certain time interval. This brings
about the question of determining the criteria underlying the formal definition
of the forgetting function (most probably time dependent), and thus the death
concept.

2 Background

Data bases have been studied for the last 50 years from the very beginning of
computer science. When dealing with data, their management is a key topic has
been intensively addressed. The way they are collected, stored and exploited is
managed through the so-called data governance process [7]. Regarding scientific
data in particular, the concept of data life cycle1, described by Fig. 1 is often
referred to as a key principle. In such a process, the question of deleting data
and purging data bases has been discussed.

In particular, the question of big data management imposes to consider the
infrastructures to be deployed. Some works have pointed out the necessity to
build large data repositories in order to keep them sustainable [6].

1 https://www.dataone.org/data-life-cycle.

https://www.dataone.org/data-life-cycle
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In the context of big data, data lakes are one of the emerging models to
manage such huge repositories. In [9], data lakes have been defined as a logical
view of all data sources or data set, in their raw format, available and accessible
by data scientist or statistician to find new insight.

– A data lake is governed by a metadata sources index to guarantee the data
quality.

– A data lake is controlled by rules, tools and processes to guarantee the data
governance.

– A data lake is limited to data scientist or data statistician access to guarantee
data security, data privacy and compliance.

– A data lake access all type of data.
– A data lake has a logical and physical design.

A data lake is a key element of the information architecture and a new step on
its evolution.

Data lakes must be distinguished from data warehouses as data warehouses
are rather dedicated to answer a priori known key performance indicators regard-
ing several analysis dimensions, which impose a fixed multidimensional model,
data sources and data preprocessing while data lakes are repositories for raw
data whose further usages are not a priori known.

Indeed, [2] and [3] consider data lakes as a data storage management place-
ment populated by all data sources in a raw format or as-is data. Data governance
is pointed as being crucial and the information architecture is discussed. In the
IBM redbook [5], the notion of data reservoir is associated to the data lake term
and used as same meaning. The concept a metadata catalogue guarantees the
respect of data governance to prevent the data lake to transform into a data
swamp.

Fig. 1. Data life cycle.
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Internet of things supports such approaches since sensors produce huge vol-
umes of data that are not all consumed but that are usually considered as
potentially interesting. It should be noted that data lakes store raw data, which
excludes preprocessing. However, new models are emerging with fog computing
that consider that some treatments can be embedded within the sensors.

3 Method

In this paper, we claim that some data must be deleted from (or not even put
in) data lakes by the organization in charge of the lake. The questions are then:

– can some data be retained for a (given) period, never put into the data lake
or even deleted from the lake at some period? For example, we may think
about an analogy with the withdrawal of a medicinal product that threatens
or could involve risk patients.

– when data is put into the data lake, to which spatial and temporal scale must
the data be considered?

We report and discuss below some first research positions:

– providing solutions to extend naive data aggregation and sampling (e.g.,
choosing data distributions);

– providing decision support systems to help end users deciding on where to
point the cursor between storing all data as raw data or preparing and sam-
pling data;

– relying on and copying supply chain principles to decide what data and when
putting into the data lake.

3.1 Forgetting Functions

When dealing with large data with the idea of saving storage memory consump-
tion, it may be interesting to compress the data. This is even the case before
storage when data are collected as sensors are designed for measuring at some
time periods.

[1] has proposed so-called forgetting functions in data warehouses with two
main principles, either sampling the data or aggregating.

We propose to extend this approach so as to be used in data lakes. The main
challenge is then that it is difficult to evaluate the utility of the data regarding
their usage as data lakes are not meant to serve immediate needs but rather
store data in case it may be useful in the future.

Moreover, if the data are aggregated in order to be compressed, we claim
that distributions must be used rather than simple functions as mean, median,
min, max. This will allow to describe and model the uncertainty, imprecision
and variability of the data. Formalisms as fuzzy logic or possibility distributions
may be used for this purpose.
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3.2 Providing Decision Support Systems

The goal here is to design and build decision support systems that will drive the
management of available data. As previously mentioned, storing and managing
all the data fed to the lake is antinomic with a sustainable science. Thus some
data must either be removed from the lake or idled, compressed and left aside.
The criteria that will guide the decision making need to be defined. A common
approach can be to define criteria through usage, frequency, etc. We state that
other properties of the data can be relevant to maintain a sustainable data lake,
or data lakes, as a dynamic resource. Considering the features of interest is one
venue that might hold over a certain period but might be reconsidered further on.
Part of the research is to seek functions that will determine criteria for managing
the life span of the data.

3.3 Imitating Natural Data Lakes

Natural lakes are ecosystems with many organisms which are subjugated (gov-
erned) by chance and necessity. Chance is gene mixing, mutations, etc. Life
reproduces itself with a prolixity far superior to the level of acceptance of the
system. There are therefore regulations that are carried out through the mecha-
nism of natural selection (only the fittest ones survive and reproduce). Natural
selection is the constraint imposed on living things. Chance does not produce
information; it only produces complexity in the sense of Kolmogoroff [8]. Neces-
sity is the one that produces information. In the nature, information is what has
managed to evolve [4].

Complexity in a data lake can be illustrated by the addition of new data, the
heterogeneity of the data but also by the product of data crossover (relationship
search for example). The need is to retain the data that will provide useful
information and eliminate data that will never be used. So we have to imagine
a system that retains the potentially useful data.

To complicate the comparison, it must also be noted that nature sometimes
keeps useless things (for example, there are DNA sequences that are never coded
into proteins and therefore seem useless). So nature does not really delete all the
data, it probably puts it to sleep. DNA that is not translated into protein can
be altered (mutation) without, on the face of it, any consequence for the system
(organism, ecosystem). The homeostasis of the system therefore depends on both
a sorting by natural selection and a preservation of elements apparently not used.

This can be compared to data lakes (DNA being comparable to raw data)
for which we thus claim for the necessity to delete data without eliminating
everything.

3.4 Imitating Supply Chain Management

The supply chain is a set of integrated corporations and processes which is
included sourcing the raw materials, manufacturing the products and transfer-
ring the finished products to the customers [11]. Supply chain management is a
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manner to coordinate and organize all processes and activities according to the
supply chain goals [12]. Since data lakes collect all types of data and transform
them for the final user, we can consider data as a product and data lakes and
data governance as supply chain management.

There are some supply chain strategies that reduce or eliminate the useless,
non-valuable or destructive products or activities, as for example lean man-
agement and green supply chain. Lean management is beneficial strategy that
improves quality and profit by emphasizing on wast reduction. The main pur-
pose of lean strategy is to wipe out all processes and products which do not
create value for the chain [10].

In recent years, successful supply chains do not only try to gain more profit,
improve product quality, increase service level and reduce final price regard-
less of ecological affairs, but also they attempt to pay more attention to the
environmental consideration and issues which influence on economic and social
systems [13], the firms and companies are pressured from ecologists and govern-
ment to reduce or eliminate the pollutant processes and materials throughout
the supply chain which have destructive effects on the environment.

Green supply chain management has become popular and strategic to
improve environmental performance by green procurement and production
throughout the entire Stages of a products life cycle. The green vision encom-
passes all decision-making process of the supply chain, as for example Eco-design,
considering environmental criteria for supplier evaluation, green production,
green transportation, green purchasing and revers logistics (disposal) [14].

There are a lot of standards and criteria to build a green supply chain.
According to these standards, all of the products and activities that have eco-
logical and environmental standards remain in chain otherwise they do not have
permission to be present in supply chain.

We can define the proper criteria and standards for the products that are
allowed to enter in supply chain or remain in it up to the last stage of the
chain and if the products or activities do not have appropriate standards and
requirements they will not be allowed to enter into the chain and if they were
entered, they would be removed form it.

Data in data lakes act like products in supply chain. Therefore, if some data
are poor and do not meet the criterion will not get into the data lakes, from our
point of view, data in data lake could be never put into or deleted from data lake
when they threat the veracity of data lake just like the harmful or non-valuable
products in green supply chain.

4 Conclusion

Efficient data governance could be a practical solution to preserve data lakes from
huge amount of useless data. Therefore, we can easily answer to the questions of
this issue, some data can be retrained for a period or be removed form the lake
if they increase the risk of data lake’s authenticity.

In this work, we propose preliminary directions based on comparisons with
supply chain management and natural lakes on the one hand, and on forgetting
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functions and decision support systems on the other hand. Criteria and solutions
will be developed in our future work and assessed on real data lakes from both
scientific and business data.
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Abstract. In this paper, we propose a multidimensional mapping app-
roach for heterogeneous textual data that exploits firstly the spatial
dimension and secondly the thematic dimension. Based on the Spa-
tial Textual Representation (STR) as well as the Geodict geographic
database, the contribution presented in this paper integrates the the-
matic dimension of documents. To support our proposal on mapping
textual documents, we evaluate the different aspects of the process using
two real corpora, including one corpus that is highly heterogeneous.

Keywords: Text mining · Spatial and thematic dimensions ·
Heterogeneous data

1 Introduction

Over the last few decades, the improvement of data collection and storage tech-
niques have raised new issues around the Big Data area. Big Data is characterized
by three V’s: Volume, Velocity and Variety. In this work, we focus on the hetero-
geneous dimension of data, the Variety, and more particularly on the mapping
of textual data. The heterogeneity of textual data is characterized by the variety
of structures (e.g. narrative, data table, etc.), formats (e.g. txt, xls, pdf, etc.),
sources (newspapers, social networks, etc.), language or vocabulary used. To
identify matching links in such data, new representation models and appropriate
similarity measures are required. We thus propose a multidimensional mapping
approach for heterogeneous textual data that exploits the spatial dimension and
then the thematic dimension. For the spatial mapping of textual data, we have
proposed a dedicated representation: the Spatial Textual Representation (STR)
[6]. The STR is a graph representation that is composed of connected spatial
entities (i.e. vertices) according to their spatial relationships (i.e. edges).

In this paper, we focus on the integration of the thematic dimension of doc-
uments and present a new contribution to enhance textual mapping documents
c© Springer Nature Switzerland AG 2019
S. El Yacoubi et al. (Eds.): INSCI 2019, LNCS 11938, pp. 310–317, 2019.
https://doi.org/10.1007/978-3-030-34770-3_25
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on the spatial dimension. Generally, the thematic dimension of a document is
associated with a set of keywords (or phrases). These keywords can be obtained
automatically or by using resources built by experts (ontologies, thesaurus, dic-
tionaries). We propose to use different collections of keywords (terminologies)
associated with the general themes of our corpora. In the context of the the-
matic mapping, we integrate terminologies from the study case domains and
obtained by text-mining approaches. Finally, we propose a new transformation
of the STR based on these terminologies to answer the following questions: What
themes connect spatial entities? Can these new relations improve the mapping
of the spatial dimension? To support our contributions, we evaluate the differ-
ent aspects of the process using two corpora, including one highly heterogeneous
corpus. The results obtained on these real data show that our proposals that inte-
grate thematic information to the spatial dimension improve the task of linking
heterogeneous data.

2 Thematic Relationships

2.1 Preliminaries

Q90Paris

FranceLa Ville Lumière

(48.7508, 2.7905)

Capital

Additional information

Co
un
try

Toponyme

Alias

Coordinates

Class
Ge
o f
oo
tp
rin
t

Fig. 1. Information related to the Paris spatial entity

To compare documents through the spatial dimension, a common representa-
tion is required. To this end, in previous work [6], we defined Spatial Textual
Representation (STR), a graph structure generated from spatial features iden-
tified in a document. A STR is composed of two components: spatial entities
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(i.e., vertices) and spatial relations (i.e., edges). A spatial entity is a named-
entity located in a defined space [4], this associated with a set of 4 properties: a
toponym (place name), a geographic footprint (coordinates), a class (e.g town,
country) and additional information (e.g. alternates place name). An example of
the available data is given in the Fig. 1. A spatial relation connects two spatial
entities, e.g., adjacency, inclusion, distance. To generate a STR, a geograph-
ical knowledge database, also known as gazetteer, is required. Here, we pro-
pose Geodict1 [7], a gazetteer generated from three sources: Wikidata, Open-
StreetMap and Geonames. In [6], we conducted experiments with graph matching
algorithms [5] to match spatial features integrated into the STR. We designed
two STR transformations: the Abstraction and the Extension. The abstraction
increases the matching probability by replacing entities with their parent in the
spatial hierarchy (Paris → France). To increase the matching probability, the
extension adds new entities close to the existing ones. Figure 2 illustrates an
STR and its associated extension (adjacency relations in green and inclusion
relations in red).

The matching between corpus generated STR is performed using graph
matching [10] algorithms. Different results based on the transformation of the
STR and the graph matching algorithms are evaluated using a set of 4 criteria
(See Sect. 2.4).

La Tour Eiffel Orly

musée du Louvre

Paris

(a) A normal STR

La Tour Eiffel

Orly

musée du Louvre

Versailles

université de Paris

Paris

(b) Extended Version

Fig. 2. Example of a STR and its extension (Color figure online)

2.2 Thematic Entities

In order to improve the spatial matching process between two documents, we
propose to integrate new information into the STR. The hypothesis assumes
that linking thematic concepts to spatial entities will increase the number of rel-
evant features in the representation for spatial matching. The main issue dwells
with the automatic extraction of thematic entities related to the documents.

1 Geodict is available at this address: http://dx.doi.org/10.18167/DVN1/MWQQOQ.

http://dx.doi.org/10.18167/DVN1/MWQQOQ


Mapping Heterogeneous Textual Data 313

A thematic entity is associated with a phrase2 as well as a set of variations
used according to language or context (Table 1).

Table 1. The thematic entity: land lot

Language Label Alias

English Land lot Lot, plot tract of land, parcel of land, real
property, real estate

French Parcelle

2.3 Extraction and Integration of Thematic Relations in the STR
Structure

The thematic relation extraction process is context-sensitive. First, thematic
entities need to be extracted. To identify thematic entities, we exploit terminol-
ogy resources stored in specific dictionaries, thesauri and ontologies. Thus, we
selected different terminologies for each specific corpus (See Sect. 3.1). Once the
thematic entity extraction is performed, the next step is to connect identified
thematic entities to the spatial entities.

In our work, a thematic relation exists between a spatial entity and a
thematic entity if they belong to the same context-window in the document. In
the following, we present two context-window

1. Pattern based

Example 1. [Determinant] [city or region or department] + [Determinant] +
[Spatial Entity] + [Verb] + [Determinant] + [Thematic Entity]
⇒
“The city of Montpellier retrieves organic waste to produce fertilizer [...]”

2. Sliding window based. This windows can be defined on a number of tokens or
a specific structure (sentence, paragraph).

Example 2. The city of

sliding window of size 5
︷ ︸︸ ︷

Cerberus helps farmers in their transition to organic
agriculture.

Figure 3 illustrates the enrichment of the STRs presented Fig. 2 by adding
the corresponding thematic nodes and links (thematic nodes in red and thematic
links in blue).

If the corpus is highly heterogeneous, pattern-based extraction could be a real
issue. For this reason, we chose to use the sliding window to identify relationships
between the spatial entities and thematic entities.

2 Group of morphemes or words that follow each other with a specific meaning.
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La Tour Eiffel

Orly

musée du Louvre

Paris

capital

monument

city

(a) A STR with thematic information

La Tour Eiffel

Orly

musée du Louvre

Versailles
université de Paris

Paris

capital

monument

city

(b) an extended STR with thematic information

Fig. 3. Example of STRs enriched with thematic nodes (in red) and thematic links (in
blue) (Color figure online)

2.4 Matching Process: New Criteria

In [6], the matching quality was evaluated through four criteria:

– Shared Spatial Entities (SSE). The criterion is validated if the two STRs
share at least one common spatial entity.

– Close Spatial Entities (CSE). The criterion is validated if one or more
spatial entities share proximities with a different entity in the other STR.

– Significant Spatial Coverage (SSC). Dense and significant groups of spa-
tial entities located close to one another may be found in STR.

– Strict Spatial Coverage (SCSC). Distinct groups of spatial entities can
be found in STRs.

In this paper, we add two new evaluation criteria based on the feedbacks of
experts on the previous results given in [6]:

– Average Distance (AM). It is based on geographical distance average
between the space entities belonging to the STRs. The distance is normalized
between 0 and 1 then reversed (1 - average distance).

– Percentage of shared spatial entities (PSSP). To measure the similarity
between the two sets of spatial entities of two corresponding STRs, we use
the Srensen-Dice index (or Dice coefficient) defined as follows:

PSSP (STRi, STRk) =
2 ∗ |ESSTRi

∩ ESSTRk
|

|ESSTRi
| + |ESSTRk

| (1)

with ESSTRi
the set of spatial entities of STRi.

The evaluation process is then performed through 6 criteria. The best results
are the ones maximizing the overall criteria, see Table 2.
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3 Experiments

3.1 Datasets and Thematic Ressources

The proposed matching process aims to be generic, thus work on both hetero-
geneous and homogeneous data. Therefore, we select two corpora, one highly
heterogeneous (AgroMada) and one homogeneous (PadiWeb). The first corpus,
PadiWeb, corresponds to a set of press articles related to animal epidemiology.
The second corpus, AgroMada, corresponds to a set of data produced during
a project related to agroecology.

AgroMada. In the last decades, CIRAD has been involved in the development of
sustainable agricultural practices in Madagascar. During this period, the CIRAD
has produced a significant amount of data including theses, reports, technical
manuals, field data, and presentations. Compared to Padi-Web, this corpus is
highly heterogeneous. The original corpus is composed of 13 742 documents in
different file formats. Based on this corpus, we selected documents correspond-
ing to a specific thematic focus (i.e. agroecology) and a specific location (i.e.
Madagascar). The final corpus, AgroMada, is composed of 5552 documents in
English and French.

For this corpus, we have selected 4 vocabularies to evaluate the thematic
entity extraction:

– INRA, Thesaurus formed from different dictionaries produced by INRA3,
– Dev.Du., the vocabulary of sustainable development proposed by the French

Ministry of Culture4,
– Biotex BVLAC, vocabulary extracted using the Biotex software [8],
– Biotex + LDA BVLAC The Biotex software combined with LDA (Latent

dirichlet allocation) [2].

Padi-Web. Padi-Web [1] is an epidemiology surveillance system implemented
by CIRAD (Agricultural Research for Development) in collaboration with INRA
(French National Institute for Agricultural Research). Padi-Web produces a clas-
sification and extracts information from unofficial sources (Google News) dealing
with the emergence of epidemics to remedy delays in the publication of official
decrees. To evaluate the volume and accuracy of the extracted information, a
gold standard corpus, composed of 500 documents, was built.

Concerning this corpus, we selected 3 vocabularies and terminologie to eval-
uate the thematic entity extraction:

– BiotexPadi500 → Vocabulary extracted using the Biotex software on the
PadiWeb corpus,

– BiotextPadi35k → Vocabulary extracted using Biotex software on a 35000
corpus document extracted using PadiWeb,

3 https://dicoagroecologie.fr/en/.
4 http://www.culture.gouv.fr/Thematiques/Langue-francaise-et-langues-de-France/

Politiques-de-la-langue/Enrichissement-de-la-langue-francaise/FranceTerme/
Vocabulaire-du-developpement-durable-2015.

https://dicoagroecologie.fr/en/
http://www.culture.gouv.fr/Thematiques/Langue-francaise-et-langues-de-France/Politiques-de-la-langue/Enrichissement-de-la-langue-francaise/FranceTerme/Vocabulaire-du-developpement-durable-2015
http://www.culture.gouv.fr/Thematiques/Langue-francaise-et-langues-de-France/Politiques-de-la-langue/Enrichissement-de-la-langue-francaise/FranceTerme/Vocabulaire-du-developpement-durable-2015
http://www.culture.gouv.fr/Thematiques/Langue-francaise-et-langues-de-France/Politiques-de-la-langue/Enrichissement-de-la-langue-francaise/FranceTerme/Vocabulaire-du-developpement-durable-2015
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– Disease Infect. → Terminologie providing a list of names of infectious
animal diseases, as well as their variations.

3.2 Results

In [6], we propose a matching evaluation protocol based on different crite-
ria. In this protocol, we evaluate different combinations of STR types (nor-
mal, extended, generalised) and different graph matching algorithms. In this
paper, new experimentations are presented including the proposed extension of
the STR based on thematic entities. We divide the different algorithms in two
categories. The first category regroups the structure-based algorithms that
only compare vertices, edges and their attributes. The second category regroups
the pattern-based algorithms that compare high-level graph concept such as
sequence, shortest-path, topology. As in [6], we selected a panel of graph match-
ing algorithms. Concerning structure-based algorithms, the Vertex/Edge Overlap
[9] (VEO), the Maximum Common Subgraph [3] (MCS) or an approximation of
the Graph Edit Distance were selected. As for pattern-based algorithms, graph
kernels, graph embedding and an Bag of Cliques (BOC) have been selected. To
evaluate the potential of such combinations (STR and graph matching), we use
different baseline approaches, such as BOWSE that computes the cosine simi-
larity between each document vector, composed of the frequency of toponyms
in the document.

The Table 2 shows the combinations of graph matching algorithm, type of
STR that obtains the best performance. Different filters based on the STR
size (i.e. number of spatial entities) are used to observe if different behaviours
appears.

Table 2. Best combinations (STR type, graph-matching algorithm, Vocabulary)
obtained on the different datasets, and with or without filters

Corpus # Spatial
Entities (E)

Graph matching
algorithm

Type of
STR

Terminology

AgroMada |E| > 0 MCS STR –

|E| > 46 BagOfCliques STR –

|E| > 72 BOWSE STR Ext. 1 Biotex + LDA BVLAC

PadiWeb |E| > 0 MCS STR Disease Infect

|E| > 4 MCS STR Disease Infect

|E| > 7 MCS STR Biotex + Padi 35k

As we concluded in [6], structure-based method like MCS obtains higher per-
formance in text mapping based on the spatia dimension. Integrating relations
between spatial entities and thematic entities in the matching process allows
to increase matching performances based on the defined criteria, especially in
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the PadiWeb corpus. As for vocabulary, vocabularies extracted from Biotex
are useful on larger STR (i.e. number of spatial entities). Conversely domain-
vocabulary (i.e. built by expert) such as Disease Infect. obtains better results
on STR highly and lowly spatialized (STR size).

4 Conclusion

In this paper, we propose a new matching approach for textual document based
on the spatial and thematic dimensions. We explore in more details how thematic
information could improve the performances. Results are interesting and show
disparate impacts according to the context of the data used. Specific corpora
seem to have more powerful effects when taking the two dimensions into account.
The vocabularies used for thematic entity extraction play a crucial role that
needs to be deepened in future works.
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Abstract. Many approaches have been proposed to allow customers’
segmentation in retail sector. However, very few contributions exploit
the existing semantics links that may exist between objects and result-
ing groups. The aim of this paper is to overcome this drawback by using
semantic similarity measures (SSM) in customers’ segmentation to pro-
vide clusters based on product’ topology instead of numerical indicators
usually used (i.e. monetary indicators). More precisely, we intend to
show the main advantage of SSM with a product taxonomy in the retail
field. Usually, traditional approaches consider as similar three customers
buying respectively apple, orange and beer. However, human intuition
tends to group customers who buy orange and apple because both are
fruits. Our approach is defined to identify this kind of grouping through
SSM and abstract concepts belonging to product taxonomy. Experiments
are conducted on real data from a French Retailer store and show the
relevance of the proposed approach.

Keywords: Customers segmentation · Semantic clustering · Semantic
similarity measures · Retail

1 Introduction

As a recurrent issue, outcomes of statistical analyses lack of semantics and their
interpretability for decision-making purposes remains challenging. Data summa-
rizing tools are required to provide more explicit aggregated or global indicators
[1]. However, they do not improve the knowledge base (Customer Relationship
Management - CRM) about customers of a given supermarket brand. As a result,
they provide too much macroscopic insights which remains useless to determine
information to advantage retailers in attracting and retaining customers. For
a long time, retailers know the importance of data driven decision-making to
capture customers behaviors and then use results to propose a customer driven
approach in the retail industry. However, they focus on identifying good cus-
tomers by mainly considering numerical values such as revenue, margin and the

c© Springer Nature Switzerland AG 2019
S. El Yacoubi et al. (Eds.): INSCI 2019, LNCS 11938, pp. 318–325, 2019.
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frequency of customers [2,3,6,23]. Furthermore they do not consider the seman-
tics that can be associated to products. Indeed, a customer that regularly buys
fish and vegetable has obviously a closer behavior to a customer that usually
buys meat and salad than to a customer that only buys sanitary products or
seasonal items.

This type of inference clearly refers to approximate reasoning based on prod-
uct similarity that symbolic artificial intelligence can automatically carry out.
In this paper, we intend to introduce such reasoning on products purchased
to provide semantic group of customers, i.e. groups derived from the hierarchi-
cal abstraction structure of products into classes (e.g., Greek yogurt is a kind
of yogurt which is in return a type of dairy product, etc.). Our objective is to
identify customers’ clusters depending on their conceptual purchasing behav-
ior. Products could be organized within a taxonomic partial order defining an
abstraction hierarchy. Products sold are the most specific classes of the partial
order. We make the following hypothesis: the more specific products customers
share, the closer they are. Assessment of the similarity of two customers is based
on approximation over this product taxonomy (Sect. 3.1). Such reasoning clearly
induces new semantic clustering techniques of customers based on the hierarchi-
cal taxonomy. Some approaches also consider a taxonomy [2,23], but do not
consider nor semantic measures nor information content to define compared sets
of items. Thereby, this study proposes a semantic clustering approaches where
customers are considered as digraphs of product classes and then clustered. The
rest of the paper is organized as follows. In Sect. 2 we address related works
concerning customer segmentation. Section 3 introduces preliminary definitions
to carry out our semantical clustering proposal.

2 Related Works on Customer Segmentation

In the retail world, the clustering of customers, usually called ‘Customer Segmen-
tation’, consists in dividing heterogeneous customers groups based on common
attributes. It requires to handle a large variety of customers [9,10]. Usually,
the following kinds of data are considered: (a) Demographic data (e.g. gender,
age, marital status); (b) Psychographic data (e.g. social class, lifestyle and per-
sonal characteristics); (c) Geographic data (e.g. area of residence or work); (d)
Attitudinal Data (e.g. perceived data gathered from surveys); etc. Many differ-
ent segmentation approaches are also applied. To name a few, RFM Recency,
Frequency, and Monetary or CLV Customer Lifetime Value criteria are mostly
used [3–5], for clustering [6], classification (e.g. neural-networks, decision trees)
[4], models based on associations (association rules, Markov chain) [4], sequence
discovery, forecasting [5]. Other researches focus on the mix of the products or
product categories that customers have bought in their whole purchase history
[11]. Even if our goal is also customer segmentation, the data used are the prod-
ucts bought by the clients and our approach is driven by the product classes.
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3 Preliminary Definitions and Proposal

3.1 Hierarchical Abstraction and Taxonomies

Our main objective is to provide interpretable clusters of customers using similar-
ity measure guided by the product organization. The similarity measure relies
on the taxonomical structure of concepts. A taxonomical structure defines a
partial order of the key concepts of a domain by generalizing and specializing
relationships between concepts. Taxonomies give access to consensual abstrac-
tion of concepts with hierarchical relationships, e.g., Vegetables defines a class
or concept that includes beans, leeks, carots and so on, that are more specific
concepts. Taxonomies are central components of a large variety of applications
that rely on computer-processable domain expert knowledge, e.g. medical infor-
mation and clinical decision support systems [8,12]. They are largely used in
Artificial Intelligence systems, Information Retrieval, Computational Linguis-
tics... [13]. In our case, customers clustering will be based on product taxonomy
that defines a partially ordered set (poset) of products. An example of partial
product taxonomy is shown in Fig. 1. In retail world, product taxonomy can be
achieved by different means. Retailers or other experts can build this commod-
ity structure. Most approaches usually introduce the Stock Keeping Unit (SKU)
per item [14] or product categories (e.g. Meat, Vegetables, Drinks, etc.). Some
researchers adopt the cross-category level indicated by domain experts and/or
marketers [15].

Fig. 1. Example of partial product taxonomy

3.2 Similarity and Informativeness Based on Taxonomy

Thanks to a product taxonomy, semantic similarity measures can be applied
to define similarity/dissimilarity between customers. Those similarities compare
sets of concepts associated to customers with groupwise measures [7]. These
measures are themselves based on pairwise measures allowing the calculation of
similarity between two concepts of the taxonomy [8]. Some of pairwise measures
required Information Content (IC) associated to concepts, that is the amount
of information associated to a concept (more a concept is specific, higher the
information content of the concept is). There are several groupwise measures, in
the same way there are several pairwise measures and several definitions of IC.
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Groupwise measures allow comparison of sets of concepts related to objects
(customers). There are two main categories: Direct and Indirect measure. Direct
groupwise measures compare sets of concepts irrespective of their position in
the taxonomy (i.e. Jaccard). Indirect groupwise measures aggregate similarity
between concepts achieved by pairwise measures (i.e. BMA which stands for
Best Match Average [16]). State-of-the-art approaches are divided in two kinds
of pairwise: the first one based on the Information Content (IC) (i.e. Resnik
pairwise measure [17]) and the other one based on the shortest path in the
taxonomy (i.e. Wu & Palmer pairwise measure [18]). Finally, we discern two
kinds of Information Content (IC): intrinsic and extrinsic. Intrinsic IC (i.e. Seco
IC [19]) take only topological properties of the taxonomy into consideration
while Intrinsic IC (i.e. Resnik IC [17]) used in addition frequency of concept in
a observation bases (i.e. an ordinary corpus/data-set).

3.3 Methodology

Our goal is to identify sets of customers (clusters) with similar purchase behav-
iors. The main issue is to define appropriate similarity between customers. In
practice, all customers’ baskets are different whereas we intuitively make the
difference between the two following customers: customer that mainly buys food
product and customer who only purchases household laundry, cleaning products
and textile.

Thanks to the use of the product taxonomy to compare customers, we obtain
semantic clusters that are more interpretable by retailers. To this end, we used
SSM with the Best Match Average [20] for the groupwise measure combined with
the Resnik pairwise measure and Resnik IC [17]. This combination provides a
matrix of similarity/dissimilarity between customers. Finally, this allows us to
perform Hierarchical Clustering (HC) with Ward’s method, which minimize dis-
tance inside each cluster (intra-clusters) while maximize distance between clus-
ters (inter-clusters) [21]. The study tends to propose an approach of semantic
clusters of customers close to the human intuition. In the following section, we
present the application of semantic clustering on a real case. For more informa-
tion about Semantic Similarity Measure, the reader is invited to refer to Harispe
et al. studies ([8]).

4 Experiments and Results

Experiments have been conducted with real world data from one store, located
in Paris (France) with 32 500 sales for 1 025 customers over a month. Table 1
describes some statistics about the dataset.

It contains data with different perspective: an overall vision, an average vision
per customer and an average per sales receipt. For example, we can notice that
the 1025 customers (fidelity cards) bought in average 25.36 different product
categories (Level 1 on the product taxonomy). In other words, each customer
probably purchase 25 different kinds of products. As explained above, to gather
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Table 1. Some statistics about the dataset

Number Average per
customer

Average per
sale receipt

Number of customers 1025 - -

Number of sale receipt 3692 5.75 -

Number of product bought 32552 48.54 8.63

Number of different categories 692 25.36 6.78

Number of different products 4979 31.70 7.47

Revenue 66590 102.45 18.22

customers, we used HAC method that cluster set of customers two by two,
depending on their similarity. The key feature of the HAC is the identification
of the ideal number of cluster. For the experiments, we used Ward’s method
besides a defined limit. Indeed, ideal clusters could be one customer per cluster
but retailers try to identify a limited set of clusters. They try to figure it out
“fictitious customers” that stand for as many customers as possible without
loosing capital information. So, we varied the number of clusters from 2 to 25 and
analyzed which number of clusters minimize the intra-class inertia and maximize
the inter-class inertia. For the experiment, we obtained an optimal number of 4
clusters, nominated respectively “C1” to “C4”.

Fig. 2. Purchase frequency per product categories and clusters

The Fig. 2 represents the average frequency per product category level 1 (cf.
Fig. 1) and per cluster. This information corresponds to the average basket of
customers for each cluster. First of all, the analysis of the clusters’ specificities
underline that more than half of customers (591 customers) are gather in the
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cluster “C1”. It seems that people from this “set of customers” came to pur-
chase equally likely products from all different categories (Level 1 on the prod-
uct taxonomy). The three others clusters “C2”, “C3”, “C4” have respectively
137, 148 and 149 customers which is approximately the same order of magni-
tude (≈15%). However, each of them has its own particularity. Customers from
clusters “C2” mainly purchase products from LIQUID, SALES GROCERIES
and NON-DAIRY FEES. This is the cluster that only purchase products from
three categories (Level 1 on the product taxonomy). Clusters “C3” and “C4”,
for their part, are opposed by categories SWEET GROCERIES and DAIRY
FEES. Indeed, customers from cluster “C3” will mainly purchase DAIRY FEES
products while customers from cluster “C4” will mainly purchase SWEET GRO-
CERIES products. We can notice that customers from those clusters (“C3” and
“C4”) will never purchase product from the discriminant category of the “oppo-
site” cluster. Note that those customers, from clusters “C3” and “C4” shared
their purchase between four categories Level 1 on the product taxonomy.

To make cluster more understandable by retailers, we give a label to each
cluster. We used the most discriminant product categories to label clusters “C3”
and “C4”. Thereby, they have respectively the label “DAIRY FEES Customers”
and “SWEET GROCERIES Customers”. Specificities of Cluster “C2” came
from the lack of purchase in previous category used. That’s why we agreed
to label it as “N0-DAIRY FEES & N0-SWEET GROCERIES Customers”.
Finally, cluster “C1” does not have any specific category. That’s why we labeled
it as “ALL PRODUCTS Customers”.

5 Conclusion

The aim of the paper is to identify similar customers depending on their purchase
behavior. Semantic clustering is based on the product taxonomy and should
brings results more understandable for retailers. This approach allows retailers
the identification of abstract purchase behavior (i.e.) thanks to the taxonomy.
The final goal of customers’ segmentation (or customer clustering) is to identify
“good” customers based on retailers’ preferences. With this semantic approaches
results are based on their own business what underline the added value of the
proposed approach.

Note that we used HAC to cluster customers, but other clustering meth-
ods and/or other configurations of Semantic Similarity Measures (IC, Pairwise,
Groupwise) could be used. In this paper, our objective was to introduce semantic
approach in retail. We believe that a comparison of clusters from different stores
may allow improvement by defining generic “pattern” of customers. To go fur-
ther, we can suppose that clusters’ trajectory analyses could be done to identify
changes in customers’ behaviors. This will allow stores to be more preventive
than reactive towards new trends (i.e. Vegan Customers). After all, if retailers
validate resulting clusters, classification methods can be used to associate any
new customers into thus clusters [22].
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Abstract. In this paper, we consider the problem of herding behaviour
in a Stock Exchange. Herding occurs when amateur investors follow the
advice of financial gurus since they do not have the time, expertise or
finances to do the research that is typically performed by these gurus.
Although herding is well understood, many of the previous analyses have
been through the use of statistical techniques. In this paper we have a
second look using Machine Learning and demonstrate its effectiveness.
We use a dataset obtained from the Singapore Stock exchange. Stocks
were grouped into different portfolios based on the number of shares
traded per day. Results from the algorithm show that herding is evident
in each portfolio. We also find that herding is more pronounced among
stocks that have higher volumes of shares traded.

Keywords: Herd behavior · Machine learning · Regression

1 Introduction

The theory of market efficiency states that a stock market is efficient if the prices
reflect all available information at any given time and investors therefore have
a rational expectation about the evolution of future prices. Behavioral finance
has been proposed as the solution to anomalies in stock markets that could not
be explained by traditional financial models. Behavioral finance suggests that
investors are not rational. They are influenced by their own biases and make
errors that can lead to wrong decisions and loss of investments. Investor herding
is one such behavioral anomaly.

Herding can be defined as a rationale of less sophisticated investors, who
attempt to mimic financial gurus or follow the activities of successful investors,
since using their own information or knowledge would incur a higher cost [4].
Herding patterns in stock markets can cause prices to stray from their inherent
values. Herding information can therefore be beneficial to policy makers and
regulatory bodies as it can aid in identifying reasons for pricing inefficiencies
and their role in market stability. Herding therefore challenges the validity of
the theory of market efficiency as investors are not necessarily rational in their
decisions and do not always evaluate future share prices by rational analysis of
firms, but by observing and following the actions of other investors [9].
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Herding can be a result of either rational or irrational decision making. The
former can result from employees or agents of financial institutions that make
decisions that can best protect their reputation as their performance is evaluated
based on their success in purchasing. The latter on the other hand is the tendency
of investors who irrationally ignore their own beliefs and sources of information
and follow the actions of others even though they may not agree with it. They
may do this to eliminate uncertainty of their own decisions and fulfills the need
to feel confident [9].

2 Previous Work and Contributions

There are different factors that can occur within a stock market that can
cause investors to follow the actions of others. Incomplete information disclo-
sure in emerging markets and macroeconomic information can cause investors
to herd [3]. A study conducted on a stock market in China reveal that herding
is more prominent when the market is falling and trading volume is high. When
examining stock markets in India, it is revealed that herding in this stock market
is irrelevant of level of trading volume [9]. Herding may therefore be a result of
different factors in different countries. Studies conducted have reported evidence
of herding behaviour on the Singapore stock market [4]. Other studies conducted
however, report otherwise [8]. Herding may manifest itself in return data and it
can be detected by examining the relationship between equity return dispersion
and the overall market return [5].

Earlier studies conducted on herding behaviour use Cross Sectional Stan-
dard Deviation (CSSD) as a measure of dispersion of returns of securities in a
stock market. This measure however, does contain a significant drawback as it
is sensitive to outliers [6]. More recent studies have adopted the use of Cross
Sectional Absolute Deviation (CSAD) as a measure of return dispersion as it
is less susceptible to outliers [3]. The International Monetary Fund (IMF) have
conducted studies where they have compared machine learning methods to tradi-
tional stochastic methods of forecasting macroeconomic variables, such as gross
domestic product (GDP), in different countries [7]. From this study, the authors
have reported that machine learning algorithms were able to outperform bench-
mark forecasts by the IMF World Economic Outlook Forecasts. The authors
also report that further research can be done into the application of machine
learning to the field of economics. A study has also been conducted comparing
the performance of different machine learning algorithms on time series fore-
casting [1]. The authors report that training the models can have a significant
impact on performance. The authors also report that Multi-Layer Perceptrons
and Gaussian Processes perform best in time series forecasting.

A number of studies have been done to analyse herding patterns in various
stock markets around the world using various statistical methods. This paper
contributes to the literature by analysing herding patterns using machine learn-
ing techniques. This paper also attempts to contribute to the literature of apply-
ing machine learning to the field of economics. To the best of our knowledge,
machine learning has never been applied to the analysis of investor herding.
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3 Herd Behavior Analysis

3.1 Description of Stock Market Data

A very rich data set containing stock prices on over six hundred stocks from
2005 to 2015 in Singapore was used for this study. The data set contains the
opening and closing price as well as the volumes traded for each stock on given
days. Table 1 shows a sample of the data set.

Table 1. Data set sample

Symbol Date Open High Low Close Volume

5EF 21-May-15 0.029 0.03 0.029 0.03 300100

5EF 22-May-15 0.03 0.03 0.03 0.03 199600

5EF 25-May-15 0.031 0.032 0.031 0.031 2476900

5EF 26-May-15 0.031 0.031 0.03 0.03 1205100

5EF 27-May-15 0.03 0.03 0.029 0.03 1910300

The opening price of any stock refers to the price at which a stock is first sold
on the opening of the exchange on a trading day. Similarly, the closing price refers
to the price at which any stock is sold on the closing of exchange on a trading
day. The volume column indicates the number of shares of a particular stock that
has been traded on a given trading day. A significant amount of information is
available on this stock market due to global analyst coverage which, in itself,
can influence investor behavior.

3.2 Herd Behavior Detection

We do not limit this study to herding on the aggregate market. We attempt to
find herding by grouping stocks into different portfolios based on volume of shares
traded per day. We do this because investors may tend to herd in defined market
subsets. We use the Cross Sectional Absolute Deviation (CSAD) as a measure of
dispersion of stock prices on any given trading day. If market participants follow
aggregate market behaviour and ignore their own information during periods of
large price movements, the relationship between CSAD and market equity would
be negative [3]. This negative relationship is shown in the following regression:

CSADt = α + γ1Rmt + γ2R
2
mt (1)

where CSADt refers to the cross sectional absolute deviation of the stock prices
on trading day t and Rmt refers to the market return on trading day t.

A negative γ2 parameter indicates the presence of herding. We build on this
theory by applying a machine learning algorithm to develop a model that can
best represent this relationship. A variation of the linear regression machine
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learning algorithm using gradient descent was used to develop a model to deter-
mine the presence of herding on the Singapore Stock Market (SGX). The cross
sectional absolute deviation specified by [3] is calculated as:

CSADt =
1
n

n∑

i=1

|Rit − Rmt| (2)

where n represents the number of stocks in a given portfolio, Rit represents the
return of stock i on training day t and Rmt refers to the market return on trading
day t. The returns for a stock on any given trading day is given by

Rt = 100 × [log(Pt) − log(P−1)] (3)

where Rt refers to the return of any stock at time t and Pt represents the daily
closing stock price.

3.3 The Regression Algorithm

A non-linear regression algorithm was used to detect herding in our data. This
algorithm allowed us to fit a second order polynomial to the dataset and deter-
mine the relationship between CSAD and market equity. Gradient descent was
used to iteratively reduce the error of the regression model until we find the
global optimum (smallest error) [2]. The sum of the squared errors was used as
the performance metric.

4 Numerical Results

The algorithm described above was applied to different volume stock portfolios in
the SGX dataset. The regression algorithm was able to detect significant evidence
of herding on the Singapore dataset. Figure 1 shows the relationship between
cross sectional absolute deviation and market equity for the stock portfolio with
the highest volumes traded.

After training the model on only the positive market equity values, the model
was able to detect a nonlinear increasing relationship between the CSAD and
the market equity. This regression model is given by:

CSADt = 0.6068 + 0.9693Rmt − 0.1343R2
mt (4)

The algorithm was trained on three different stock portfolios. Coefficients
after training for the three different portfolio are given in Table 2.

Results in Table 2 show a negative γ2 coefficient for all three stock port-
folios indicating the presence of herding. This table also shows that portfolios
with higher volumes of trading have γ2 coefficients that are more statistically
significant than those portfolios with lower trading volumes.
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Fig. 1. Illustration of herding behaviour

Table 2. Results

Portfolio α γ1 γ2

1 0.3729 1.7897 −0.5477

2 0.6068 0.9693 −0.1342

3 0.0701 1.7329 −0.0845

5 Conclusion and Future Work

This paper investigates herding in the Singapore stock market using machine
learning. The dataset containing stock prices for over 600 stocks was separated
into three different stock portfolios based on the volume of shares traded per day.
The algorithm was able to detect strong evidence of herding at the aggregate
market level for all different stock portfolios. Results also show that the statistical
significance of the Rmt coefficients are greater for stock portfolios with higher
volumes traded. This may indicate that herding is more prevalent among stocks
with greater volumes of trading. Therefore, we can conclude that investors tend
to follow the behaviour of others in stocks with higher volumes of shares traded.
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Abstract. The ageing of our society, due to the technological advance-
ments brought in our lives, its a sign of how better we can now live
compared even just to a decade ago. Because of this, one of the impor-
tant aspects that our society is now focused on is bringing proper care
to all of the senior citizens that take advantage of these technological
improvements.

Music has become one of the reference points in elderly care, especially
for the benefits it has brought in the treatment of neurodegenerative dis-
eases. This is why in this paper the idea of a cyber physical system
involving music playing and user monitoring is presented, in order to
propose a designed system that could also be useful in the above men-
tioned elderly care.

Keywords: Cyber physical system · Elderly care · Music therapy

1 Introduction

We are currently living in a more and more ageing society. In the last few years
our life expectancy has increased thanks to the multiple technological advance-
ments and improvements we now have available, and our society has become
more invested in designing and developing programs addressing the proper care
of senior citizens. These programs may have different aims, just as provid-
ing entertainment, encourage mobility or increase socialization, but the more
widespread are the ones concerning health and wellbeing. Because of the impor-
tance it has in their life [6], music is one of the things that has often been involved
in the last mentioned programs for elderly care, especially those linked to the
treatment of different types of dementia and other neurodegenerative diseases
[4].

Because of this, we would like to present a project concerning the usage of
music for different applications, which include the ones described above. In fact,
the aim of the following paper is to present the idea of a cyber physical system
(CPS), physical istantiation of the concept of agent in the enactive paradigm
of artificial intelligence, whose task is to monitor the physiological reaction of
a certain subject and to combine it with external inputs in order to manage
a playlist of audio played to the subject him/herself. The management of this
c© Springer Nature Switzerland AG 2019
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playlist should then influence the emotional state of the user, helping him/her
maintain or change the way he/she’s feeling.

The paper is organized as follows: Sect. 2 will introduce the state of the art
regarding different approaches in elderly care done with the support of music and
a panoramic look at what are the performed experiments on music and physio-
logical reactions; Sect. 3 will present the design of the proposed CPS, explaining
its functioning and what kind of work needs to be performed in order to lay the
foundations for its development; Sect. 4 will then present a closer look at the
necessary preliminary steps. Finally, in the conclusion, the contents of the paper
are sum up and a final nod to the challenges and the use of the system is made.

2 State of the Art

As discussed in [6], music has a powerful and influential role in the life of the
elderly. The work presented by Hays and Minichiello focuses on understanding
what kind of impact and role music has, and the participants to their informal
interview reported how this particular medium affected several aspects of their
life: identity and understanding of the self, connection to oneself and to others,
wellbeing and therapy, health, emotions, fantasy and motivations, beauty, spir-
ituality... From the words of these older people we can see how music can let us
reflect upon ourselves and influence the way we interact with others, uplift our
spirit and help during illness and treatment, elicit emotions and so on, in more
ways than one depending on the person asked.

But the great impact of music is also proven when used as a practical thera-
peutic tool, not only for its positive effect on the psyche and on the spirit of the
patients: in fact, music therapy is now a feasible non-pharmacological treatment
to be used in providing temporary relief from the symptoms of neurodegenera-
tive diseases. One of the most researched applications for music therapy regard
the treatment of Alzheimer’s Disease [5], where different studies assessed how
patients subject to this kind of therapy showed improvement in their cognitive
functions, memory and self consciousness, while their anxiety, depression and agi-
tated behaviour seemed to diminish. Other than that, studies on the treatment of
Huntington’s Disease [2] and Parkinson’s Disease [9] have been conducted, iden-
tifying the same beneficial impact brought by music to the patients’ conditions
and quality of life.

Turning now to the topic of audio listening and emotion recognition, there is
no shortage of experiments that tried to tackle the particular problem of under-
standing what a subject is feeling while subjected to different stimuli. In fact,
as showed in [7], there have been multiple experiments concerning emotion elic-
itation and recognition through the observance of physiological signals recorded
during the sessions. The experiments have been various, with differences rang-
ing from the stimuli used during the sessions to the sensors used for the signals
recording, to the emotion classification model used and to the number of subject
recorded.
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Nevertheless, this approach of using physiological signals for emotion recog-
nition has potential, and experiments using audios and music are already been
performed [8], proving that this is a course worth exploring and studying.

3 The Cyber Physical System

As was said before, the aim of this paper is to present the design of a CPS
whose task is to generate a playlist of audios able to maintain or influence the
mood of the user by gaining informations from his/her physiological response
and by interpreting external inputs which may give further data to take into
account. This external input may include information about the time of the day,
the activity the user is performing, the emotional state the user wants to reach
and so on, giving context to which the playlist must adapt just as much as the
physiological signals observed from the user.

Fig. 1. Workflow cycle of the proposed CPS.

Figure 1 introduces what the CPS workflow looks like, and the process
described in the diagram can be explained by the following sequence:

1. Select an audio for the playlist at random from a previously classified dataset
to initiate the process

2. Play the audio to the user
3. Detect the physiological response of the subject and, subsequently, analyze it

to gain information about his/her current emotional state
4. Update the audio emotional classification by using the current state of the

user himself/herself if the user’s response contradicts the emotion the audio
was supposed to elicit

5. Detect eventual external inputs that could modify the system current course
of action

6. Select a new audio for the playlist from the dataset and repeat the process.
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This system should be able to work with every kind of audio, ranging from
classical music to rock and to nature sounds, and should support enough inter-
action with the user to be able to obtain input commands to modify its strategy
of playlist management.

The core of this CPS resides in the selection process, where the system has to
incorporate reasoning computational models (rule based or ontology-based) in
order to make the correct audio choice: taking into account the available audio
tracks, the physiological signals coming from the user and the external inputs
that need to influence the user’s state, the CPS should be able to select the
best audio required in the situation presented by processing all the information
provided by the various entry channels described before. Therefore, the system
should learn how to behave (select the audio) by looking at the environment (the
physiological and external data) and acting on it (influencing the user), following
a mode of action similar to the one implemented by enactive agents [3].

But, as the workflow above may suggest, this CPS should be able to do at
least a couple of tasks more besides creating and managing the audio playlist. In
fact, the system relies on two principal functions to ensure its proper operation
and enhance the user experience:

1. Classification of new audios in order to consider them correctly when evalu-
ating their inclusion in the playlist

2. Correlation of the physiological response of the user to an emotional label to
correctly maintain or modify the system course of action

These two tasks fall under the profiling and personalized experience that this
system should offer: because of different personal experiences, tastes and physical
functions, everyone could approach the usage of this system in a different way,
feeding it with unique data, and the CPS should be able to tailor its work to
the final user’s personal characteristics.

Because the experience customization is one of the principal characteristics
of our system, we need to develop this aspect correctly by firstly executing some
initial work aimed at gaining information and experience about this particular
profiling task. Formally, we need to investigate (i) the emotional value that
different audios can have, in order to understand if we can deduce what kind
of emotion an audio can elicit starting from its objective features, and (ii) the
relationship between the mood of the user and his physiological response, to
better understand how the body of the subjects react when they are feeling a
certain way.

4 Initial Work

Following the difficulties in the system working highlighted in the previous
section, we identified two different preparatory tasks that have to be performed:
the creation of a “ground truth” for the audio dataset and the interpretation of
the physiological response of the subjects.
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For the first task we could use an already labeled dataset like the one pro-
duced in [1] to train a classifier that could then be used to analyze and label new
audios with the probability values regarding a given set of emotions, creating
a classification based on objective audio features. The purpose of this training
should be identifying in different audio tracks some objective features on which
to base the emotional classification we need for our system. This task could be
performed by using a cellular neural network (CNN) or a similar classification
method. Figure 2 shows how this classification step should work.

Fig. 2. Schema about audio classification.

For the second one, we can identify different states and link them to a subjec-
tive response from the person we are observing by correlating data from different
sensors, acquired through an ad-hoc experiment. The purpose of this experiment
should be becoming able to identify what kind of values we can expect from differ-
ent physiological signals when observing a particular emotional state of a certain
subject. This kind of work can be done by setting up an experiment structured
as to follow part of the CPS functioning, in particular the steps from 1 to 3
presented in Sect. 3. Moreover, this experiment could be designed to already use
as input certain songs or musics familiar to the elderly subjects in order to tune
their response on audios which could be used in different therapy programs and,
for example, in experiments like the ones highlighted in [4].

Figure 3 shows a diagram depicting the concept for the experiment.

Fig. 3. Schema about subject response acquisition and classification.
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5 Conclusion

In this paper, the design of a cyber physical system able to auto-adjust a music
playlist considering external input and physiological response from its user is
presented, and then two different preparatory tasks for its development are
introduced.

Of course the tasks described above address just the foundation of the work
that has to be done in order to render this CPS operational, since they are only
concerned about emotion recognition and audio classification. But, as we said
before, in order to properly create this system we need to fully understand how
to tackle the problem of experience customization and profiling: being able to
successfully understand how a user is feeling and how music could make him/her
react is a fundamental step towards the creation of a functioning system. After
this, the work regarding every other step in the workflow can be started and
linked to the rest.

If effectively designed, this system could be used as a powerful tool in the
treatment and medical area, especially after seeing how music can become a pow-
erful support to elderly treatment and well-being, by providing further insight
on the mental and emotional state of senior citizens.
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Abstract. In the last years, a rapid increase of life expectancy has been
observed and thus ageing is becoming a hot topic in different research
fields. Ensuring the wellbeing of elderly people has a positive impact on
healthcare, economy and social equality and thus developing a system
that takes into account and integrates physiological parameters, cogni-
tive and physical training, elderly-user experience and perception of the
system itself, may represent an innovative multi-modal mean through
which ameliorate older people wellbeing.

Keywords: Ageing · Health monitoring · Multi-modal signal
processing

1 Introduction

The population is ageing. Life expectancy is rapidly increasing as depicted by
the World Population Prospects 2019 (https://population.un.org/wpp/) maps.
Making a comparison between the projections in 2005–2010 (Fig. 1) and in 2020–
2025 (Fig. 2), we can notice that the life expectancy at birth in the sole Europe
will increase by 5 to 10 years.

Therefore, ageing is becoming a challenging topic, bearing an impact on
healthcare, economy, social and environmental interactions.

Being able to ensure the wellbeing of elderly people requires an easier and
more accessible healthcare monitoring, which should take into account the issues
arising from the ageing process itself: difficulties in moving in a not-always elderly
friendly environment, deterioration of physical and cognitive conditions, possible
lack of social interactions maybe due to the aforementioned impairments.

Knowing all this, we suggest a system for ageing process monitoring decou-
pled from a clinical environment and thus serviceable in a personal space, focus-
ing principally on the sensing devices and their data processing.

In the following we describe the system components and how they exploit
low-cost physiological devices, signal processing techniques and networking to
enable a multi-modal analysis for:
c© Springer Nature Switzerland AG 2019
S. El Yacoubi et al. (Eds.): INSCI 2019, LNCS 11938, pp. 341–347, 2019.
https://doi.org/10.1007/978-3-030-34770-3_29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-34770-3_29&domain=pdf
http://orcid.org/0000-0002-4405-8234
http://orcid.org/0000-0002-6279-6660
https://population.un.org/wpp/
https://doi.org/10.1007/978-3-030-34770-3_29


342 A. Saibene and F. Gasparini

– constant health monitoring and data access by a physician (PU);
– elderly-user (EU) self evaluation thanks to health goals daily completion;
– training suggestion based on daily acquired data;
– environment parameters calibration, being the user provided with an in-home

domotic system or some smart devices, like virtual assistants.

Although we are aware that a system like the one proposed requires high
accessibility, dependability and security, taking into account the necessity of
managing a great amount of personal data, we will not discuss in the present
work how to solve the problems arising from the listed topics and we redirect
you to the outstanding review by Dey et al. [4], which outlines similar critical
issues in the Cyber Physical System domain while addressing some of them.

However, we highlight the importance of mental and physical training for a
healthy ageing, considering the necessity of having elderly-user-friendly training
applications.

Fig. 1. Life expectancy at birth, both sexes, 2005–2010. Image obtained from https://
population.un.org/wpp/. The color scale begins from a yellow color corresponding to
age 40–45 and increases to a blue color representing an age range between 80 and 85.
(Color figure online)

2 Background

To allow a better understanding of the related work, we give here an intuition
of the proposed system.

Suppose that an elderly person wants to go to the local street market (in
the following we call it LSM scenario). An immediate necessity is to know the
weather forecast; also, it could be useful to obtain the time table of the available
public transportation. Will these conditions influence the decision of going to
the street market? Will they be cause of stress?

https://population.un.org/wpp/
https://population.un.org/wpp/
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Fig. 2. Life expectancy at birth, both sexes, 2020–2025. Image obtained from https://
population.un.org/wpp/. The color scale begins from a greenish color corresponding to
age 50–55 and increases to a blue color representing an age range between 85 and 90.
(Color figure online)

A way to predict and/or access these data is to have a system that com-
bines different type of sensing devices and that takes into account the level of
confidence that an elderly-user has in managing technology.

In particular, the possible devices that could help this type of analysis are:

– a video camera to monitor the EU behaviour while using his/her smart device
to access the required information;

– some physiological sensors that could be intertwined to a shirt and/or part
of a smart watch to allow a non-invasive recording of data like the galvanic
response, known to be an easier stress indicator [6];

– a weather station to access the possible environmental influence for decision
making.

The LSM scenario let us understand that the wellbeing of an elderly person is
a summation of his/her physical and mental states, bounded to his/her everyday
life and the environment he/she lives in.

Thus, the idea of having a system that allows health monitoring outside
medical centers is justified.

3 Related Work

Nowadays, sensor technology has improved significantly and allows to measure
physiological signals remotely as well as to register daily life activities (e.g. iner-
tial sensors, video and audio recordings). Several sensors can be easily integrated
into smartphones or wearable devices [8], making them more comfortable and

https://population.un.org/wpp/
https://population.un.org/wpp/
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usable even for elderly people or patients affected by differently impairing dis-
eases. Moreover, according to de Veer et al. [3], even though the study was
representative only of the Dutch population, a good number of older people
use mobile devices and the 63.1% is open-minded towards the use of interactive
applications for e-Health, in particular as healthcare provided through Internet.

Another interesting datum emerges from the aforementioned work: of the
favorable sample, the 37.1% has stated that, even though the use of interactive
applications would be an aid to maintain a certain independence and easily
contact professionals, their experience in using them is not pleasant.

Thus, another important factor to take into consideration is the necessity of
having elderly-user-friendly and centered applications to encourage older peo-
ple interaction with the new media. In fact, numerous conditions may influence
the choice of using or not an application. For the acceptance of personal health
devices Sun et al. [7] identified factors that span from attitude towards technol-
ogy to perceived usefulness.

In any case, e-Health, here generically intended as the remote healthcare
based on information technology, became popular as a significant support to
traditional healthcare assistance.

Several e-Healthcare Systems have been proposed in recent years with differ-
ent purposes [5]. Firstly, most of them are devoted to constantly monitor phys-
iological parameters of people affected by several types of chronic diseases such
as obesity and diabetes, or degenerative ones, such as dementia and Alzheimer.
Secondly, to reduce the cost of healthcare systems, a great effort has also been
dedicated in developing systems able to make an early detection and diagnose
peculiar diseases. In particular, several attempts have been proposed for mon-
itoring elderly people daily life activities and vital signs, producing alarms or
emergency help requests for relatives or physicians.

These systems are mainly focused on physiological parameters and their mon-
itoring, but in the work of Bamidis et al. [1] the importance of preserving and
enhancing brain health has been identified as a critical factor for elderly people
wellbeing and associated to cognitive and physical training. This training could
represent a mean through which delay the first cognitive declines, like memory
loss, and enhance brain plasticity.

In fact, there is evidence that at least physical training with targeted exercises
is an ally to maintain brain health during ageing, especially if the training is
tailored to the person who has to perform it [2].

In the following, we describe the proposed system, which wants to exploit
the discussed technologies, systems and knowledge, to have an integrated and
tailored designed elderly-friendly health monitoring application.

4 System Proposal

We propose a system composed by three main modules, thought to allow a
bidirectional interaction between the elderly-user and the system: subject-based
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sensing (SBS), environment-based sensing (EBS) and signal processing (SP)
modules.

Before describing them in detail, we point out that a proper smart device
is provided to the elderly-user to ensure the interaction with the system. The
device allows:

– the collection of the answers given by the EU for a questionnaire defined by
the physician, being a mean through which access the general wellbeing of
the EU;

– the access to the training application for health goals completion (physical
and cognitive exercises), that will change on a daily basis considering the
feedback given by the modules to the system;

– the visualisation of the EU general wellbeing.

The PU has also access to the EU information through a web application and
he/she will receive alerts in case of peculiar physiological recordings to consider
a possible intervention.

Having these premises in mind, we now describe the modules that influence
the whole system operation.

The SBS module is deputed to behavioural and physiological data recording.
We define behavioural sensing a set of sensors that (1) allows the monitoring of
the elderly-user interaction with the environment and the given smart devices
and (2) acquires the answers to the questionnaire given from the physician to the
EU. Thus, the SBS behavioural sensing considers data that could be uncontrolled
or controlled by the EU.

In the first case the system will use in-home video cameras for non-verbal
data acquisition and the EU access history to the dedicated application in a given
smart device. The questionnaire filling is defined in the controlled condition case
due to the necessity of having a precise subjective response.

For what concerns the SBS physiological sensing, the EU is provided with a
set of physiological monitoring devices that works in an uncontrolled task-free or
uncontrolled task-dependent condition. The smart shirt and watch represent the
mean through which record galvanic, pulse, pressure and temperature signals
in uncontrolled situations, while the low-cost wireless electroencephalographic
device has to be worn in combination with the aforementioned tools only during
the questionnaire filling (specific task) for cognitive workload assessment.

In the presented LSM scenario the SBS behavioural sensing is used in an
uncontrolled condition: being interested in a spontaneous response to the envi-
ronment and the smart devices usage and thus on video footage and dedicated
application history. Also the SBS physiological sensing records the physiological
data in an uncontrolled task-free condition, having to monitor an every day life
situation.

Another important module is the environmental-based sensing one that works
in an (1) uncontrolled condition, whenever the information about day, weather,
location data are required for environmental influence assessment, and (2) in
a controlled condition when the elderly-user has the necessity to decide the
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customisation of his/her smart devices, e.g. lights, roll-up shutters in case of a
in-home domotic system or ask for a certain type of music to the virtual assistant.

In the LSM scenario the EBS module could be used in both its conditions:
the uncontrolled information may present an alert about weather conditions,
being for example a time range in which the sun is too strong or the risk of
incurring in a downpour; the controlled condition could be exploited by the EU
to roll-down the shutters while he/she stays out and automatically roll them up
when he/she returns to his/her home.

The key components of the described modules are presented in Table 1 and
in italics are highlighted the sensing and conditions used in the LSM scenario.

Lastly, we present the signal processing module that is deputed to managing
the data acquired by the SBS and EBS modules and combine them in a multi-
modal approach.

Having data that are time-varying, behavioural (discrete and categorical)
and environmental (mainly scalar), proper algorithm are defined to analyse them
both at a low-level (data pre-processing) and at a high-level (classification).

Table 1. System modules detailed description

Module Sensing Condition Sensors and signals

SBS Behavioural Uncontrolled Video monitoring for non-verbal data

Controlled Questionnaire

Physiological Uncontrolled task-free Physiological (galvanic,

electrocardiogram, body temperature

and pressure) devices for health

monitoring

Uncontrolled task-dependent Wireless electroencephalographic

device for cognitive workload

assessment and physiological devices

for stress assessment during

questionnaire filling

EBS Environmental Uncontrolled Day, weather, location data for

environmental influence assessment

Controlled Domotic system for parameters

customisation

5 Discussion

New technologies and advances in the study of ageing effects are driving the
interest of developing systems that could enhance the wellbeing of elderly people.

Moving from this principle, we propose a system that has the elderly-user
as its main actor. A bidirectional interaction allows the EU to have tailored
physical and cognitive exercises to promote an engaging experience more than
an enforced training menu.

Even though the health monitoring is intended as both the training data
analysis and the physiological parameter acquisition, the physician intervention
is only required in case of great risk of danger for the EU health and for the
definition of the questionnaire. Thus, the system is not intended for the diagnose
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and constant monitoring of diseased people, but as a tool to ameliorate elderly
people wellbeing.

The new aspect of our proposal is to exploit different sensors, the already
developed ideas about e-Healthcare systems, the studies about elderly peo-
ple perception of technology to create a multi-modal and interactive analysis
of cognitive and physical elderly people conditions while enhancing their user
experience.
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Abstract. Mind Cognitive Impairment is one of the most common clin-
ical manifestations affecting the elderly. In this paper, we report the work
in progress (in the frame of our SENIOR project) to provide elderly
with new Nudge theory driven advices for influencing their interest to a
conscious and functional participation to “targeted” social communities
where suggestions on the overall wellness can be shared, recognized as
usefull by users and supported by health care providers.
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1 Introduction

Mind Cognitive Impairment (MCI) is rapidly becoming one of the most common
clinical manifestations affecting the elderly. It is characterized by deterioration
of memory and cognitive function that is beyond what is expected based on age
and educational level. MCI does not interfere significantly with individuals’ daily
activities. It can act as a transitional level of evolving dementia with a range
of conversion of 10%–15% per year [18]. Therefore, it is crucial to protect older
people against MCI. The SENIOR (SystEm of Nudge theory based ICT appli-
cations for OldeR citizens) project will create an advanced coach ICT system,
collecting and integrating significant physiological and behavioral data for inter-
acting with elderly people and to provide them personalized suggestions about
preventive measures, social participation and overall wellness according to the
Nudge theory approach [15]. In this respect, the SENIOR virtual coach system
will be a not invasive but disappearing technology and will assist senior citizens
in a ergonomic manner to preserve healthy conditions and social well-being as
long as possible, also in relationship with caregivers.

The personalized virtual coach is currently planned with two major compo-
nents: a wearable device/app for the patients and a cloud back-end server for the
c© Springer Nature Switzerland AG 2019
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health professionals. The patient daily behavior is collected by the app, seam-
lessly, without user interaction; the app sends data continuously to the remote
back-end. Finally, the retrieved data patterns are processed with machine learn-
ing techniques to produce the suggested actions to patients. The challenge of
SENIOR project will be to move many elderly patients towards a conscious and
functional use of new technologies by exploiting the advantages of being con-
nected, not only for being clinically monitored, but for keeping on contacts with
a targeted audience of friends and (clinically) profiled patients able to share
homogeneous experiences, objectives and interests. This perspective follows an
interesting research area where networks (i.e., conceptually, graphs) are taken
as models for explainable recommendations [11,12,22]. Following these ideas,
we will take advantage of specific user-user relationships to model the situa-
tion where patients could be interested to meet or contact some other users,
for sharing information even with available health providers. In fact, most real
domains are best described by structured data where instances of particular
types are related to each other in complex ways (i.e., graphs). In these contexts,
relationships (e.g. expressing similarities or differences between instances) can
provide suitable source of information to inference mechanisms in data mining
and machine learning problems. Such an approach has been proved useful for
both classification and clustering in many situations, see e.g. [5,6] for molecular
data analysis, [14] for network data, or [16] for a broader view of fundamentals
in cluster analysis.

In our case, the SENIOR’s social engine will operate to identify sub-groups
of homogeneous users (e.g., friends or clinically profiled patients) and at the
same time to support and stimulate them to a functional participation through
a corresponding Nudge-based “activity”. It is clear that, a proper handling of
procedures and data is fundamental in order to convert available information
into useful formulation that leads to particular (induced) communities. In fact,
to this respect, the SENIOR engine is designed as a specific Nudge-based Rec-
ommender Systems (RS) able to leverage social public information to influence
elderly for sharing similar experiences and interests, or promoting discussions
about received treatments even to obtain more targeted suggestions from spe-
cialists and doctors.

More specifically, from a computational point of view the SENIOR’s RS for its
social engine functionality can be formally expressed as the problem of finding
the largest cohesive sub-groups of users within an input network (e.g., [7,9]).
Therefore, here we approach this issue from a theoretical perspective, first by
formulating the corresponding computational problem, then by reporting both
an heuristic algorithm for the considered problem and preliminary numerical
results for a set of simulated data.

Please notice that the intent here is to introduce the fundamental concepts of
the SENIOR’s social “engine” (Sect. 2), in particular by detailing the optimiza-
tion modeling as discussed in Sect. 2.2. Perspectives and future development of
this work will be reported in Sect. 5.
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2 Targeted and Optimized Communication

2.1 Nudge Driven Approach

The “Nudges” could be defined as the attempts at influencing people’s judg-
ment, choice or behavior in a predictable way, that is made possible because of
cognitive boundaris, bias, and habit in individual and social decision making,
posing barriers for people to perform rationally in their own self-declared inter-
est, and which works by making use of those boundaries, routines and habits as
integral parts of such attempts.

The application of the Nudge theory have gained wide spread traction and
have been disseminated into many different sectors of public policy including
public health. Nevertheless, the systematic use of “Nudges” to induce behaviour
change such as making helpful choices easier has yet to develop.

In this context, SENIOR will develop Nudge advises for the promotion of
an active healty behaviour in older people with MCI. In particular, SENIOR
will cope with an active social (clinical oriented) participation by designing a
specific Nudge-based Recommender System (RS) able to leverage social (public)
information to influence elderly for sharing similar experiences and interests, or
promoting targeted discussions about treatments and even to obtain suggestions
from specialists and doctors.

2.2 Optimized Communication

Although Nudges can effectively be applied to virtually any type of human rela-
tionships where the alteration of people’s thinking and decision-making may be
beneficial for those people, and to wider society as a whole, much more work
remains to be carried out for sharing “an optimized” information content in a
social space.

In this regard, the SENIOR’s social engine is formulated as an optimiza-
tion problem in such a way that the largest number of “similar” users can be
identified, and at the same time supported by the corresponding Nudge advises
to participate consciously and effectively in the identified cohesive social com-
munity. In other terms, the “best” social space (i.e., the largest community
of elderly with MCI) will be suitably and continuously induced and updated by
both Nudge-based activities and optimization procedures aiming to identify sub-
groups of homogeneous people who can share their interests, being characterized
for example by similar clinical profiles or friendships.

2.3 Problem Formulation

Finding a network’s cohesive sub-graph is a well-known problem that has been
applied in several contexts with different objectves and perspectives [1,20,21].
Computationally, graphs are abstract objects which represents relationships
between elements, V (vertices), through a set of edges, E. A typical approach to
compute dense sub-graphs is the identification of cliques. We recall that a graph
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is a clique if it is a complete graph, that is a graph where each pair of vertices
is connected by an edge. Moreover, a graph is an independent set if no pair of
vertices is connected by an edge. Therefore, given a graph G = (V,E) and a set
V ′ of vertices, with V ′ ⊆ V , we denote by G[V ′] the graph induced by V ′, that
is G[V ′] = (V ′, E′), where

E′ = {{vi, vj} : vi, vj ∈ V ′ ∧ {vi, vj} ∈ E}

Proceeding this modeling, our goal can be then formulated by identifying,
within the observed population, the largest clique with particular properties. In
more general terms, in order to adapt our formulation to a set of individuals
that could be either cases (e.g., patients affected by some disease) or sampled
controls, we furtherly require for our modeling to separate as much as possible
healthy subjects from the case group. In our context, a clique might be ideally
used to provide a set of homogeneous patients (i.e., clinical profiled elderly with
similar interests or experiences). Similarly, an independent set of vertices, well
separated from that clique, could ideally be used to instantiate other control
subjects. Finally, before providing a formal description for our maximization
objective we can give the following definitions.

Definition 1. Given a graph G = (V,E), G is a Sparse Split Graph if V can
be partitioned in two sets V1 and V2 such that G[V1] is a clique, G[V2] is an
independent set and, for each vi ∈ V1 and vj ∈ V2, {vi, vj} /∈ E.

Definition 2. Given a graph G = (V,E) and a graph G′ = (V,E′), we define
the agreement of G and G′, denoted by A(G,G′), as follows:

A(G,G′) = |E ∩ E′| + |((V × V ) \ E) ∩ ((V × V ) \ E′)|

Informally, A(G,G′) represents the number of edges that belong to both E
and E′ plus the number of pairs of vertices in V that are not connected by an
edge both in G and in G′.

Now, we are ready to give the following definition that could be used to
optimize our objective.

Problem 1. Maximum Sparse Split Graph Problem (MAX − SSG)
Input: a graph G = (V,E).
Output: a graph G′ = (V,E′), such that G′ is a sparse split graph.
Objective function: A(G,G′) is maximized.

The goal of our approach is then to obtain a suitable partitions of the given
input network in two sets, a clique (elderly) and an independent set (controls),
such that no edge connecting vertices of the clique with vertices of the indepen-
dent set are allowed.
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3 A Genetic Algorithm for the Community Detection

MAX − SSG is the complement of the Minimum Sparse Split Graph Prob-
lem [13], where given a graph, it is asked to partition the graph in two sets, a
clique and an independent set, such that there is no edge connecting a vertex of
the clique with a vertex of the independent set, and the number of modified rela-
tions (edges removed or inserted with respect to the input graph) is minimized.
Since Minimum Sparse Split Graph is NP-hard [13], the same complexity holds
also for the Maximum Sparse Split Graph problem, thus making optimization
potentially impracticable for large input instances. We present here an approach
based on genetic algorithms [17] to seek faster approximation solutions1.

Given an input graph G = (V,E), the proposed GA represents a solution,
i.e., a partition V = {V1, V2}, in such a way that V1 is a clique and V2 is an
independent set, as a binary chromosome c of size n = |V |, and vi ∈ V1 if
the ith-vertex is part of a clique; 0 otherwise. Note that, with a slight abuse of
notation, we will denote by G[c] the sub-graph of G induced by the representation
of chromosome c. Similarly, V [c] and E[c] will denote the set of vertices (V ) and
edges of G[c] = G[V ].

During the offspring generation, chromosomes are interpreted as hypotheses
of feasible solutions, undergoing to mutation, crossover and selection. The muta-
tion process applied here aims to modify parsimoniously the set that a vertex
belongs to: if a vertex belongs to an independent set then it is moved to the
clique; if it belongs to the clique, then it is moved to an independent set. More
specifically:

– A random sample of vertices with low degree in the original graph takes
value 0 over the chromosomes (i.e., these vertices are considered as part of
the independent set).

– A random sample of vertices from cliques of size three of the original graph
takes value 1 over the chromosomes (i.e., these vertices are considered as part
of the clique as they can be computed efficiently - in time O(n3), and they
represent possible subsets of larger cliques.).

– Mutation: Each individual from current population is modified with proba-
bility 0.1.

– Crossover is applied with probability 0.8.
– Elitist selection (or elitism) when constructing a new population from an

existing one is applied to allow the best individuals in the current population
to be part of the next generation. It is known that such an approach can
be used to guarantee that the solution quality does not decrease from one
generation to the next [2].

– Finally, the fitness value for chromosome c is defined as the negative (max-
imization problem) of the Hamming distance between the adjacency matrix
of the current evaluated graph G[c] and the adjacency matrix of the input
graph.

1 See, for example, [10] for further details.
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Table 1. Models and parameters. ER: Erdos-Renyi model; BA: preferential attach-
ment (Barabasi). GA parameters: population size, generation, elitism, crossover prob-
ability and mutation probability.

Type Pop. Size Generat. Elitism Cross Pr Mut Pr

ER(10, 1/2) 100 17.7 10 0.8 0.1

ER(50, 1/2) 500 64.3 50 0.8 0.1

ER(100, 1/2) 1000 106.6 100 0.8 0.1

ER(200, 1/2) 2000 176.2 200 0.8 0.1

BA(10) 100 15.1 10 0.8 0.1

BA(50) 500 41.1 50 0.8 0.1

BA(100) 1000 53.9 100 0.8 0.1

BA(200) 2000 46.4 200 0.8 0.1

Table 2. Models and results. ER: Erdos-Renyi model; BA: Preferential attachment
(Barabasi). Results: Fitness value, CPU time: user, system, elapsed (in seconds) and
Relative mutation rate, percentage of mutations (edge addition and edge deletions) in
a graph among all the potential mutations in the original graph.

Type Final CPU Relative Mut. rate

Fitness Value User Sys Elaps.

ER(10, 1/2) −13.0 1.777 0.00 1.778 28.9

ER(50, 1/2) −508.0 29.918 0.470 30.442 41.6

ER(100, 1/2) −2196.1 153.196 0.360 153.727 44.7

ER(200, 1/2) −9182.5 1365.656 62.717 5277.984 46.4

BA(10) −8.0 1.512 0.000 1.517 17.8

BA(50) −54.0 25.207 0.040 26.378 4.1

BA(100) −130.1 73.594 0.112 272.099 2.5

BA(200) −372.0 231.403 6.769 239.079 2.2

4 Simulation and Numerical Results

The genetic algorithm described in the previous paragraph was coded in R using
the Genetic Algorithm package [19]. We run the process using synthetic data by
sampling graphs from two typical random models (Erdos-Renyi and Barabasi).
Erdos-Renyi model, ER(n, p), [4] is used to generate graphs with n vertices with
constant edge probability p. Barabasi, BA(n), uses a simple random mechanism
to generate graphs with n vertices through preferential attachment [3]. For each
model, we sampled 10 graphs using different values of n in {10, 50, 100, 200}.
We increased the size of the population accordingly (see Table 1). The results
are given in Table 2. We stop the execution of GA when the fitness value does
not increase after 15 generations. As shown in the same table, the final fitness
value (as expected), decreases as the number of vertices increases. Moreover,
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we observe that for ER model this value is smaller than BA. Accordingly, the
required CPU time for convergences is greater for graphs sampled from ER
than for graphs from BA. Our results show that the genetic algorithm has good
performances on simulated data. Even for graph with 200 of vertices. In this
case the algorithm was able to converge in a reasonable time (approximately
1365 s for samples from ER and approximately 231 s for samples from BA).
In the analysis we consider the relative mutation rate, that is the percentage
of the number of modifications (edge additions and edge deletions) in a graph
among all the potential mutations in the original graph. Interestingly, this value
is significantly lower in graphs from BA than in graphs from ER. Moreover, in
graphs from ER this value increases as the number of vertices increases, while in
graphs from BA we observe the opposite behavior. This fact suggests that graphs
from BA have a structure that is closer to that of a Sparse Split Graph with
respect to the graphs from ER; furthermore, this property becomes stronger as
the number of vertices increases.

5 Conclusions

SENIOR’s social ambition is the creation of targeted Nudge driven communities
of elderly with MCI where social information is leveraged to foster engagement
and partnership with consumers, to change their behaviors and to fight against
unhealthy life styles.

We reported how an optimization procedure based on a soft computing
method can be applied to get homogeneous communities of empowered patients
supported by specialists. In this respect, a new Nudge based inductive engine is
fundamental, not only to vehicolate social information but in order for elderly
citzens to easily recognize suggestions as correct and useful. In this paper, we
considered this issue from a computational point of view: first by defining a vari-
ant of a well known computational (optimization) problem. Then by applying
(due to the intrinsic computational hardness of the formulated question) a GA-
based heuristic for obtaining approximated solutions (i.e., see also [7,8]). Our
interest for future implementation of this research will be focused on the vali-
dation of the SENIOR’s social engine using real and more complex structured
data.
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