Bifurcations of Limit Directions at ®)
Codimension-2 Discontinuities of Vector Checicfor
Fields
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Abstract In this paper, nonsmooth vector fields are considered, where the discon-
tinuity is located in a codimension-2 subset of the phase space (called extended
Filippov systems). Although there are continuously many directions which are
orthogonal to the discontinuity set, the trajectories of the system typically tend to
the discontinuity along a few specific directions (called limit directions). During
the current research, we present two types of bifurcations related to these limit
directions: the tangency bifurcation and the fold of two limit directions. The analysis
of this type of discontinuity is motivated by three-dimensional contact of rigid
bodies in the presence of Coulomb friction.
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1 Introduction

Filippov systems are nonsmooth dynamical systems which possess codimension-
1 discontinuities in the phase space (see [1] or [2] for an overview). One of the
physical sources of these systems is dry friction with the assumption of the Coulomb
friction model. But when spatial (three-dimensional) contact of rigid bodies is
modelled by dry friction, the resulting dynamical system contains more complicated
discontinuities in their phase space.

In the limit case where the contacting bodies are completely rigid and the contact
area is infinitesimally small, the simple three-dimensional Coulomb friction leads
to codimension-2 discontinuities (see [3]). This type of vector field can be called
an extended Filippov system, whose basic definitions and properties have been
published recently (see [4]). Note that the assumption of finite contact area with

M. Antali (<) - G. Stepan
Budapest University of Technology and Economics, Budapest, Hungary
e-mail: antali@mm.bme.hu

© Springer Nature Switzerland AG 2020 87
W. Lacarbonara et al. (eds.), Nonlinear Dynamics of Structures,
Systems and Devices, https://doi.org/10.1007/978-3-030-34713-0_9


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-34713-0_9&domain=pdf
mailto:antali@mm.bme.hu
https://doi.org/10.1007/978-3-030-34713-0_9

88 M. Antali and G. Stepan

drilling friction and rolling resistance (see [5, 6]) would lead to higher codimen-
sional discontinuities, which systems are not covered by the present analysis.

In the present work, we focus on the bifurcations of the so-called limit directions
of extended Filippov systems. These objects are the possible directions where the
trajectories of the system are connected to the discontinuity set.

2 Extended Filippov Systems

2.1 Definition of Extended Filippov Systems

Consider the vector field F(x) where x = (x1, x2, ..., X,) and n > 3. Assume that
F(x) is defined everywhere in R” except for the set

Y ={x:x1=x=0}={0,0,x3,...,x,)}. (D

As the vector field F(x) is not defined in ¥, the n — 2 dimensional space X is called
a codimension-2 discontinuity set of F.
There are continuously many unit vectors orthogonal to X', denoted by

n(¢) := (cos¢,sing,0,...,0), 2)

where ¢ € [0, 2m) shows the angle around the discontinuity set. Let us formally
calculate the directional limit depending on the angle ¢ at a point x° € X:

FY(0)@) = lim F(O 4 en(g)). 3)

At a chosen x°, we denote the limit vector field shorty by F*(¢).

Definition 1 (Extended Filippov System) A system

d
)&:d—);zF(x), F:R'\ ¥ - R" @)
is called an extended Filippov system, if the following three properties are satis-
fied:

(a) The vector field F(x) is smooth on R"” \ X.
(b) The limit (3) exists for all x° € ¥ and ¢ € [0, 277).
(c) Forall x°€e X, there exist ¢1, ¢» € [0, 27r) such that F*(x%)(¢1) # F*(x°)(¢2).

In other words: the discontinuity is restricted to X (see (a)), there is indeed a
discontinuity in all points of X (see (c)), and the discontinuity is regular in some
sense (see (b)).
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In the definition of extended Filippov systems, the state space could be an open
set in R and X' could be a smooth n — 2 dimensional manifold (see [4]), but the
restricted definitions above can be used without loss of generality. Note that F'(x) is
not defined on X. By using a convex combination (see [4]), the vector field can be
extended to some parts of X, but this is not covered by the current paper.

2.2 Limit Directions

Consider a point x? € X of the discontinuity set. The orthogonal complement of ¥
at x¥ is a plane defined by

05 (%) = [x0+(x1,x2,0,...,0)}, (5)

which is referred simply as orthogonal space. Let us write the limit vector field
F*(¢) into the form

F*(¢) = F(9) + F7(9) = R(@®) -n(¢p) + V($) -n(p +7/2) + Fr(¢) ,
orthogonal to X' tangent to X
(6)
where F(¢) lays in the orthogonal space and Fj (¢) is tangent to X'. The scalar-
valued, 27 -periodic functions R(¢) and V (¢) are defined by

R(¢) := F{'(¢) cos ¢ + F; (¢) sin,

7
V($) = F5 (@) cosp — F{ (@) sing, 7
where F" and FJ are the first two components of F*. The component R(¢)
describes the radial part of the limit vector around the discontinuity set X'. The
component V (¢) describes the circumferential dynamics around X. This structure
gives the idea to transform the system into polar coordinates (see the next section).
To describe the structure of the dynamics in the vicinity of the discontinuity set
X, we look for the trajectories which are connected to X. Although the vector field
F(x) is not defined in X, the trajectories of F(x) can tend to X' in forward or in
backward time. Assume that a trajectory of F tends to a point x° € X and the
trajectory has a well-defined asymptote at x* with a direction of ¢y measured
around the discontinuity set. Along the line of the asymptote, the orthogonal part
F{,(¢) must be parallel to n(¢). Then, we can see from (6) that the circumferential
dynamics V (¢g) vanishes. This motivates the following definition:

Definition 2 (Limit Direction) Consider a point x0 € ¥ with the functions defined
in (7). If V(¢o) = 0 for ¢9 € [0, 27), then the angle ¢y is called a limit direction
of x0.
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Fig. 1 Example of different types of limit directions. Left panel: the phase portrait of the system
F(x) = (—x1/GF +xD)12 +2x2/(x2 4+ x2) — 1/2, —x2/(x? + x$)/2, —x3) projected into
the orthogonal plane of x® = 0. Right panel: the radial R(¢) and the circumferential V (¢)
components of the dynamics and the phase portrait of the associated system (11). Attracting direc-
tions: @2, @3, ¢4, Ps, g, repelling direction: ¢;. Dominant directions: ¢3, ¢s, isolated directions:

1, 92, P4, d6

The limit directions have important role in organizing the dynamics in the
vicinity of X (see Fig. 1). If x* possesses limit directions then all trajectories of
F (x) connected to x% must tend to x° along one of these limit directions. In some
sense, the limit directions are similar to the eigenvectors of nodes and saddles of
smooth systems, but there are some fundamental differences: The limit directions
are uni-directional, and it can be shown that the trajectories reach the discontinuity
in finite time along a limit direction. It is possible that x° does not have any limit
directions, that is, V (¢) # 0 for all ¢ € [0, 2x).

2.3 Types of Limit Directions

Let us categorize the limit directions according to the structure of the surrounding
trajectories. According to the radial component, the trajectories either tend towards
the discontinuity set X' (attracting) or they move outwards from X (repelling). These
two cases can be separated according to the sign of the radial component R(¢) of the
dynamics:

Definition 3 (Attracting and Repelling Limit Directions) Consider a point x* €
XY and a corresponding limit direction ¢y satisfying V (¢o9) = 0. The limit direction
is called attracting if R(¢9) < 0 and it is called repelling if R(¢g) > O.

The sign of the derivative V' := dV/d¢(¢o) decides whether the nearby
trajectories are getting closer or further to each other in the circumferential direction
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as the time is evolving. If the sign of R(¢g) is considered, as well, we can decide
whether the trajectories are contracting in the direction towards the discontinuity set:

Definition 4 (Dominant and Isolated Limit Directions) Consider a pointx° € ¥
and a corresponding limit direction ¢ satisfying V (¢9) = 0. The limit direction is
called dominant if R(¢g)-V'(¢o) > 0 and itis called isolated if R(¢g)-V'(¢g) < O.

The change of the type of a limit direction causes structural change in the
dynamics in the vicinity of the discontinuity set. In the next section, we create a
2D system by projecting F (x) into the orthogonal space Oy (x"). The analysis of
that system helps to explore the bifurcations of limit directions.

3 Analysis of the Associated Smooth System

3.1 The Associated Smooth System in Polar Coordinates

For each point x° of the discontinuity set X, we create an associated smooth system,
whose equilibrium point corresponds to the limit direction of the original system.
Let us express the variables x| and x; in polar coordinates in the form

X| =rcos¢o, Xy =rsing, ®)

where r > 0 is the distance from the discontinuity set X' and ¢ € [0, 2r) is the
angle around X which we have already used. The dynamics of these variables is
given by

F = Fi(x)cosd + Fa(x)sind, ¢ = % : (Fz(x)cos¢> _ Fl(x)sinqb), )

where F| and F> are the first two components of F.

Let us restrict (9) to the orthogonal space Ox (xo) (see (5)) and take the
projection of F'(x) into this orthogonal space. Then (9) leads to a planar dynamical
system of the variables r and ¢ in the form

1
F=F(r, ), ¢="Fp(r.¢), (10)

where F, and Fy are smooth functions on (r, ¢) € [0, co) x [0, 27).

Note that (10) is singular at 7 = 0, which corresponds to x = x° € X. Let us
introduce a new time variable t defined by dr/dt = r-r, where the dash denotes the
differentiation with respect to the new time variable. Then, it can be shown that (10)
becomes



92 M. Antali and G. Stepan

dr/dt = R(¢) - r + S(¢) - r* + OG),

1)
dp/dt = V(§) + W(¢) -r + O,
where R(¢) and V(¢) are the same functions we defined in (7), S(¢) and W (¢)
are 2m-periodic functions, and O denotes the higher order terms in r. Note that the
terms R(¢) and V (¢) originate from the discontinuous part of F (x), while the terms
S(¢) and W (¢) originate from the linear part of F(x).
The equilibrium points of the system (11) are strongly related to those of the limit
directions of the original system. As (11) is a smooth 2D system, a usual bifurcation
analysis can be applied to its equilibrium points.

3.2 Equilibrium Points and Bifurcations

The trivial equilibrium points of (11) are (r, ) = (0, ¢9) where V(¢p) = 0. The
Taylor expansion around an equilibrium (0, ¢g) is given by

dr/dc R(¢o) O r R ,
B ' — $0)?). 12
(d¢/dr) (W(¢o) V’(¢>0)> <¢>—¢0) +007% (¢ = ¢o)) (12)

It can be seen from the Jacobian matrix that the eigenvalues of the equilibrium are
A1 = R(¢o) and 12 = V'(¢o).

Bifurcations of the equilibrium points can occur when one of these eigenval-
ues becomes zero. These are expressed in the following two theorems. The theorems
can be proved by careful but straightforward application of the general conditions
of the basic bifurcations (see, e.g., [7, p. 338]).

Theorem 1 (Transcritical Bifurcation) Consider a family of the systems in the
form (11) depending smoothly on a scalar parameter p. At p = 0, consider an
equilibrium point (r, ) = (0, ¢o) satisfying V(po) = 0, and assume that the
following statements are true:

R(¢o) =0,  V'(#o) #0,  S(o) - V'(do) — W(¢) - R'(¢o) # 0. 13)

Moreover, assume that by considering the dependence of the parameter p, the
derivative dR/dp is non-zero. Then, a transcritical bifurcation occurs at (r, ) =
(0, ¢o) and p = 0.

In the case of this transcritical bifurcation, the examined trivial equilibrium
passes over a non-trivial equilibrium with » # 0 for p # 0. The coordinate r
of this non-trivial equilibrium would change sign at the critical parameter value
p = 0. However, the region r < 0 is not part of the phase space of the system, that
is, the non-trivial equilibrium exists either below or above of the critical parameter
value p = 0.
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Theorem 2 (Saddle-Node Bifurcation) Consider a family of the systems in the
form (11) depending smoothly on a scalar parameter p. At p = 0, consider an
equilibrium point (r, ) = (0, ¢o) satisfying V(¢po) = 0, and assume that the
following statements are true:

V'(¢o) =0, R(¢o) # 0, V" (¢o) # 0. (14)

Moreover, assume that by considering the dependence of the parameter p, the
derivative 3V /dp is non-zero. Then, a saddle-node bifurcation occurs at (r, ¢) =
(0, ¢o) and p = 0.

In this saddle-node bifurcation, two trivial equilibria are involved on the line
r = 0. Due to this bifurcation, the number of the trivial equilibria changes by two,
which is simply the number of roots of the function V (¢) on [0, 27).

4 Bifurcations of the Limit Directions

4.1 Relation Between the Associated System
and the Original System

Based on the results of the associated smooth planar system presented above, we
can analyse the bifurcations of the limit directions in extended Filippov systems.

The line » = 0 in the system (11) corresponds to the selected point x° of the
discontinuity set in the original system (4). Moreover, the location of the trivial
equilibria of (11) is determined by V (¢9) = 0, which coincides with the condition
of Definition 2. That leads to the following statement:

Proposition 1 Each limit direction ¢y of x° € X, corresponds to an equilibrium
point of the associated system (11) at (r, ) = (0, ¢o).

When we want to transfer the results about the bifurcations to the original
system (4), we should not forget about the effect of the projection performed at
the creation of the associated system (11). It is possible to repeat the calculations
of the previous section in the whole space R", where the polar coordinates r and
¢ are complemented by coordinates x3, ..., x;, of Mex (see (1)). Then, it can
be showed that the bifurcations presented in the previous section do not suffer a
qualitative change by the projection.

Consequently, we can transfer the bifurcations declared in Theorems 1-2 to
the limit directions of the extended Filippov system (4). Note that the parametric
dependence of the system (4) is not considered. However, the choice of x° modifies
the associate system (11) as a dependence of n — 2 parameters. Therefore, the
simple codimension-1 bifurcations of (11) become n — 3 dimensional bifurcation
surfaces in the discontinuity set X'. These surfaces divide X' into parts according to
the structurally different kinds of behaviour of the trajectories in the vicinity of the
discontinuity.
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In case of both bifurcations, we first define the new type of bifurcation and then
state a theorem about the structural properties of the bifurcation. The proof of these
theorems are the direct consequences of Theorems 1-2 and Definitions 2—4.

4.2 Tangency Bifurcation

Definition 5 (Tangency Bifurcation) Consider a point x° € X with the functions
defined in (7). Assume that there exists ¢g € [0, 277) such that V (¢g) = 0, R(¢g) =
0, V'(¢o) # 0 and (S - V' — W - R')(¢o) # 0. Then, we say that a tangency
bifurcation occurs at x°.

Theorem 3 (Structural Changes at the Tangency Bifurcation) In the tangency
bifurcation, one limit direction of x° is changing from attracting to repelling or vice
versa. In the meantime, the limit direction is changing from dominant to isolated
or vice versa. The corresponding limit vector F*(¢q) is tangent to the discontinuity
set X.

Note that the non-trivial equilibrium involved to the transcritical bifurcation
of (11) corresponds to the intersection of the nullclines of Fy(x) and F>(x), which
causes the tangency of F*(¢y) field to X' at xq. The phrase tangency bifurcation is
based on the strong analogy to the tangency bifurcation of classical Filippov systems
(see [1]). Note that for the evaluation of the conditions of Definition (5), the linear
part of the vector field F(x) is required (contained in S(¢) and W (¢)).

4.3 Fold of Limit Directions

Definition 6 (Fold of Limit Directions) Consider a point x0 € X with the
functions defined in (7). Assume that there exists ¢g € [0, 277) such that V (¢g) =
V(o) =0, R(¢pp) = 0and V" (¢pg) # 0. Then, we say that a fold of limit directions
occurs at x*.

Theorem 4 (Structural Changes at the Fold of Limit Directions) In the fold of
limit directions, two limit directions are joined and destroyed. Both limit directions
are either attracting or repelling. One of the involved limit directions is dominant
and the other one is isolated.

The term fold (or saddle-node) bifurcation is a natural choice based on the
corresponding bifurcation in Theorem 2. Independently on the linear and higher
order terms of F(x), this type of bifurcation depends on the limit vector field

F*(¢) only.
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5 Conclusion

Limit directions have an important role in understanding the structure of trajectories
tending to the codimension-2 discontinuities in extended Filippov systems. At each
point of the discontinuity set, an associated planar smooth system was created in
polar coordinates. The results of the bifurcation analysis of this smooth system were
transferred to the original nonsmooth system. A bifurcation of the limit directions
can occur either when the limit direction turns around (tangency bifurcation) or
when two limit directions merge (fold bifurcation). Both types of these bifurcations
have been identified in mechanical systems containing dry friction between rigid
bodies (see [3]). Further research will explore the detailed mechanical consequences
of these bifurcations.
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