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Preface

With pride we present the conference proceedings of ICEC-JCSG 2019, a
collaboratively hosted event that marked the 18th edition of the IFIP International
Conference on Entertainment Computing (IFIP-ICEC) and the 5th edition of the
International Joint Conference on Serious Games (JCSG). Both conference series share
the mission to bring together researchers and practitioners from diverse backgrounds in
the fields of entertainment computing and serious games. Consequently, they decided
to bring both networks together for this conference event. In addition, there is a
continuing desire to create a real global community, connecting researchers from all
parts of the world to further the science of entertainment computing and serious games.
Therefore, after hosting ICEC 2018 at the IFIP World Computer Congress in Poland
and previous conferences in Japan (ICEC 2017) and Austria (ICEC 2016), and hosting
JCSG 2018 in Germany, as well as before that in Spain (JCSG 2017) and Australia
(JCSG 2016), this time the ICEC-JCSG shared conference was held in Arequipa, Peru,
at the Catholic University of San Pablo (UCSP). As a further connection with industry,
the conference was colocated with the local games industry conference COIDEV.

Entertainment computing and serious games operate on the multidisciplinary
intersection of Design, Art, Entertainment, Interaction, Computing, Psychology, and
numerous Serious Application Domains, and brings together researchers in all these
fields. Two workshops were organized: “Towards Inclusive Co-creation of Inclusive
Games” and “Designing Serious Mobile Location Based Augmented-Reality Games.”
The shared conference received a total of 88 submissions, and after an extensive
review-process, 26 full papers, 5 short papers, 11 poster papers, 2 demonstrations, and
3 workshop papers were selected. The ICEC-JCSG 2019 Program Committee was
composed of 41 experts from 16 different countries, comprising a unique representation
of the global entertainment computing and games communities. We thank all the
members of this committee and all the additional external reviewers for their work and
commitment. The importance and credibility of these proceedings are sustained by the
competence and dedication of these professionals.

The conference program was furthermore enriched by three keynote speakers:
Prof. Magy Seif El-Nasr of Northeastern University, USA, who gave a keynote on
“Game User Research: Building Games That Make Social and Educational Impact”;
Renzo Sanchez of ArtiGames, Peru, who gave a keynote on “How To Produce a AAA
Independent Game in Peru”; and Prof. Soraia Raup Musse of Pontifical Catholic
University of Rio Grande do Sul, Brazil, who gave a keynote on “Crowds Behavior
Analysis and Simulation”.

Next to the keynotes, we would like to thank the local chair Alex Cuadros-Vargas
for hosting and taking care of the local organization with the help of others at the
Universidad Catolica San Pablo, the university itself, our sponsors, the Peruvian



government and the ICEC and JCSG steering groups, without whom this unique shared
conference would not have been possible.

September 2019 Erik van der Spek
Stefan Göbel

Ellen Yi-Luen Do
Esteban Clua

Jannicke Baalsrud Hauge
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Diminished Reality Based
on 3D-Scanning

Erwin Andre and Helmut Hlavacs(B)

Faculty of Computer Science, Entertainment Computing Research Group,
University of Vienna, Vienna, Austria

helmut.hlavacs@univie.ac.at

Abstract. In this paper a new method for diminished reality is
explored, which uses a 3D model of a room to fill in missing regions when
removing objects in real time on a video. The room is scanned before, so
it is possible to recreate missing pieces in all their detail. The proposed
method allows freedom in movement and rotation and is demonstrated
with an application on a mobile device, detailed results are shown.

1 Introduction

Diminished reality (DR) aims at removing visual objects (a.k.a. targets) from
our field of view. DR is thus considered to be the opposite of Augmented Reality
(AR) [8], since AR aims at adding visual objects to our field of view. There
are two common methods for removing targets from videos or images: the first
one fills in the missing regions by using readily available background images or
essential information captured beforehand, the other one uses the information
around the target or the similarity of textures to artificially produce the filling
content (usually using some deep learning technique), an approach also known
as image inpainting.

Both methods have their limitations. For the first approach, it might be infea-
sible to capture the visual information used for filling in image regions occluded
by the target, for instance in live video situations. In the inpainting approach,
it may not be possible to correctly guess the occluded image information from
the surrounding pixels, e.g. if the background contains many details.

In this paper a new method for diminished reality is explored by using 3D
scans as stored information to remove targets from live video feeds produced by
the camera of a mobile device. 3D scanning analyzes objects or whole environ-
ments (in this paper: whole rooms) by capturing depth data to reproduce the
structure of objects and color data to reproduce their appearance. 3D models
can be created by mapping these data correctly. As a consequence, the cam-
era producing the video feed where targets are removed may move freely in 3D
space, and also chose its orientation freely (resulting in 6 degrees of freedom),
because the 3D room scan can be rendered from arbitrary positions and angles.
Currently none of the existing DR techniques for live video streams from mobile

c© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
E. van der Spek et al. (Eds.): ICEC-JCSG 2019, LNCS 11863, pp. 3–14, 2019.
https://doi.org/10.1007/978-3-030-34644-7_1
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devices allows this much freedom in movement and rotation during the dimin-
ishing process.

2 Related Work

Diminished reality and image inpainting have been topics of research over the
past few years and there are already many different approaches [10]. Most are
not used in live video feeds, but show how to remove targets from images or
videos off-line.

Kawai et al. [7] discuss different approaches on removing targets, both
inpainting and diminished reality methods. They also present their own method,
which is a mix of diminished reality and inpainting. In their method they have to
manually select a visual target and then use SLAM (Simultaneous Localization
and Mapping) to track feature points. SLAM is also used in the work presented
in this paper. Kawai et al. start with initializing the camera pose and feature
points. Afterwards a target region is selected manually by the user and the image
is analyzed and divided into multiple images to improve the inpainting quality.

Hackl et al. [3] explore a method for removing targets from live video feeds
and show their results with an android application. They use previously captured
images to remove objects, images are stored in a large data structure called
the frame store. However, the authors only achieve change or orientation, a
translation of the mobile device is not allowed.

Yagi et al. [14] present a method on how to remove pedestrians from videos
taken with a hand-held camera. This method can only be executed after the
video was taken and is not supposed to remove pedestrians in real time. First, the
pedestrians get detected and marked. After that a 3D model of the background
is created from the video frames with SfM (Structure from Motion) to replace
objects later on, by projected 2D frames from this model. Afterwards the camera
positions are estimated and frames from the model are extracted. Finally, the
original and projected images are blended together and frames with removed
objects (pedestrians) are generated. It has to be mentioned that the color of a
hidden pedestrian is different from the rest of the image.

Broll et al. [5] propose a method which removes objects from a live video
stream. This approach consists of two main tasks: object selection and tracking
as well as image completion. Objects are manually selected by drawing a contour
e.g. with a mouse on a laptop, then a mask is generated. Image completion uses
a patch based inpainting algorithm to fill in the selected area. The quality of
such a method is reliant on the input and the area around the target that will
be removed. This was one of the first applications on a mobile device which was
able to remove targets. The removal quality is not affected by the area around
the target, which is the same in this paper’s implementation.

All these different methods remove targets from videos or images, but only
a few are able to perform this in real time. It is even more difficult to run
diminished reality applications directly on mobile devices, like [11], who proposed
a similar app like ours, but rely on the AR toolkit Vuforia.
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3 The Structure Sensor

3D room scans can be created with various devices but for our work it was
required to run the application on a mobile device. The recently launched Google
ARCore does not have the capability to create 3D room scans, so the only feasible
possibilities left were Google Project Tango and the Structure Sensor (cf. Fig. 1).

Fig. 1. The Structure Sensor mounted to an iPad

At first Google’s Project Tango looked promising, but it did not match the
scanning quality of the Structure Sensor [6], this also might be due to the fact
that the Lenovo Phab 2 Pro that we used is already 3 years old. Furthermore
Tango has been discontinued by Google, and so is no longer an option.

When comparing scans from both sensors (cf. Fig. 2) there are some sig-
nificant differences. The textures of the scan with the Tango device are blurry
and rendered images from this mesh would be a bad replacement for removed
targets. When comparing both images, the scan with the Structure Sensor looks
much better since it does a very good job on capturing plane surfaces. On com-
plex structured surfaces, however, there are some white holes, meaning that the
sensor did not capture textures there. The holes, though, can significantly be
reduced with better lighting. Overall, the above comparison favours the use of
the Structure Sensor for the task at hand.

In more detail, the Structure Sensor is a commercial depth sensor designed
to work with iOS devices, e.g. an iPad or iPhone, but there are possibilities
to run the sensor on other devices as well (with OpenNI). The device consists
of a NIR laser-projector and a NIR camera [9] which work together with the
native camera of an iOS device to add 3D vision. The recommended range for
the sensor is between 0.4 and 3.5 m, longer ranges are possible but are hurting
the sensor’s accuracy. At a range of 0.4 m the accuracy is within 0.5 mm and at
a range of 3 m within 30 mm. The sensor features two resolutions for capturing
depth data, either 640 × 480 or 320 × 240. For our implementation the resolution
of 320 × 240 is used.
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(a) Lenovo Phab 2 Pro (Project Tango) (b) iPad 6th Gen. (Structure Sensor)

Fig. 2. Comparison of a Google Project Tango room scan and a scan with the Structure
Sensor

4 The Proposed Method

The main idea of our method is to use the 3D scan of a room to create a 3D
model and remove real world targets by filling in missing regions with projected
images from the 3D model. The quality of this method depends heavily on the
quality of the 3D scan which depends on lighting and how steady the device
is moved while scanning. For a good scan a well-lighted room and no harsh
movement during the scan are required. The pipeline for this diminished reality
approach consists out of five core parts:

1. 3D Scanning: The first step to diminish objects is to create a 3D model
of the room with 3D scanning enabled by the Structure Sensor. It is not
necessary to scan a whole room, it is possible only to scan parts of a room.

2. Positional Tracking: For each synchronized depth and color frame output
by the sensor the position are updated with the SLAM engine of the Sensor’s
Structure SDK.

3. Object Detection: Detection of objects which will be removed later on with
either color or face detection.

4. 3D to 2D Projection: This is used to render a 2D image from the 3D room
model at the current camera’s position and orientation, which is required for
replacing the detected target.

5. Stitching: The current camera image is blended together with the extracted
2D image from the 3D model.
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The above points are discussed in the following.

4.1 3D Scanning

Before any target can be removed the first step is 3D scanning the room and
creating a 3D room model. A full room scan is not needed but possible. Objects
will be removed only if that area was scanned before. Just before the scanning is
started, the camera position is initialized. After that, the sensor data and camera
data are used to store point clouds and keyframes during the scanning process.
While calculating the 3D mesh the sensors need to be stopped, which only takes a
few seconds. Before the sensors are stopped, the current position is saved to later
initialize the tracker with this position, so the camera and the mesh are matched.
The device should not be moved during the rendering. Unfortunately basic hand
movement cannot be prevented 100 %, but since the projected image gets aligned
with the camera image later on, this does not influence the overall quality too
much. The triangle-mesh is calculated with the depth data and colorized with
the color data stored in the keyframes. For the 3D scanning the SLAM engine
of the sensor’s Structure SDK is used, which includes 3D mapping, tracking
and scanning features. For communicating with the sensor, the SDK’s sensor
controller is used, which allows to start and stop the sensor and to get the status
of the sensor.

4.2 Positional Tracking

The positional tracking is always active if the sensor is running, since the pro-
jected image should have the same viewpoint as the iPad’s camera, in order to
match the current camera’s view as closely as possible when replacing targets.
The position is updated with each synchronized depth and color frame output
by the camera of the iPad and the Structure Sensor. This process also uses the
SLAM engine and is driven by the SDK.

4.3 Object Detection

For each frame output by the video camera, either color detection or face detec-
tion are applied to the image. In our app, the detection type can be chosen by
the user. Multiple objects can be detected and removed at once and the shape
and size of the objects can vary. A binary mask is generated during that pro-
cess which is needed to remove the targets. In such a mask, targets that should
be removed are shown with white pixels, while the rest of the mask are black
pixels, meaning they do not get removed. When using face detection, if a face
is detected, a circle is drawn around the found face and filled with white pixels
In case of color detection, if the object color is detected it will be replaced by
white pixels.
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4.4 3D to 2D Projection

To extract the image from the mesh two matrices are needed: the camera extrin-
sic parameters (e.g. translation, rotation), which describe the coordinate system
transformations from 3D world coordinates to 3D camera coordinates and the
camera intrinsic parameters which represent the characteristics of the iPad’s
camera (e.g. focal length, image sensor format) [4,13]. Both matrices are needed
to render the image from the same position as the camera. The projection image
is the same size as the camera image which is important to stitch them together
later. The 3D to 2D projection is described by the following equations [6]:

P 2 = P 3 ×M (1)

P2 being the 2D image and P3 being the 3D model which is transformed by M ,
the perspective projection matrix.

M = K ×R (I − C) (2)

M is defined by the camera extrinsics K, the camera intrinsics R and the coor-
dinate matrix of the camera origin C in the world coordinate frame (I is the
identity matrix).

4.5 Stitching

Due to inaccuracies in the tracking process, after a target is detected and the
frame is extracted from the mesh, the camera image and the mesh image need
to be aligned. This is done in order to blend both images together and make
them look like one image. The alignment uses feature detection to find matching
feature points, then a transformation matrix is calculated from the matches.
After the projected image is transformed both are stitched together using the
binary mask which is created during the object detection. One single image is
created with the target object being removed.

4.6 Implementation

Since the Structure Sensor is designed to work mainly with iOS, we developed an
iOS app using Xcode. The app is written in objective C and C++, the latter was
needed to use the OpenCV library [1]. OpenCV 3.4.4 is used to manipulate the
images from the camera and generate a binary mask to remove targets. OpenGL
is used together with the Structure SDK to render the 3D mesh, render the color
image from the camera to the view or to render an image from a specific position
from the 3D model.

For detecting colors, color keying is used by the inRange method provided by
OpenCV. Therefore, the image needs to be converted from RGB to HSV, because
it is hard to define a range of colors in the RGB color space. In the HSV color
space it is easier to define a range of similar looking colors. The inRange method
specifies a color range between two HSV scalars. After the inRange method has
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been used, the image still has some white and black holes which are unwanted.
That is why multiple morphological transformations are applied to the image.
Before applying morphological transformations to the image it is downscaled to
half the size which speeds up the mask generation tremendously (being about
70 % faster than without the downscaling), after all the transformations the
image is upscaled again. A binary mask is created which is used later during the
stitching process (Fig. 3).

(a) input image (b) binary mask

Fig. 3. Mask creation from green colored objects (Color figure online)

For detecting faces OpenCV’s Haar feature-based Cascade Classifiers [12] are
used. There is another option available with LBP-based Cascade Classifiers but
the Haar feature-based Cascade Classifiers are usually more accurate. Before the
detect MultiScale method is applied to the image, it has to be converted to a
greyscale image. The detected objects are marked with a circle (Fig. 4).

(a) input image (b) binary mask

Fig. 4. Mask creation from a detected face
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4.7 User Interface

The User Interface is kept very simple, so it is easy to use and understand. Any-
body should be able to use the application after watching a demonstration video
of the app. There are no complex settings or preferences implemented which the
user can choose from. After starting the application, a short information message
is shown to the user welcoming him and explaining what he can do with this
app. Before the scanning is started, the range of the scan can be adjusted using
the slider located at the bottom of the screen. By default it is set to 5 m which
is already a long range considering the sensor works best between 0.4 and 3.5 m.
A range between 0.5 and 10 m can be selected. The scanning range makes sure
that no objects further away than the selected range can be scanned.

5 Evaluation and Discussion

In this section the results and the quality of the target removal of our application
are evaluated. We provide a comparison to inpainting and a case study on the
iPad in this section.

5.1 Removal Quality

The quality of the application’s target removal capabilities seem good when
compared to other solutions like inpainting or the application of Hackl et al. [3],
but there are some factors which determine the quality of the diminished images.
Since room scanning is very instrumental for this method, the quality of a room
scan is also important to the whole method. For a good room scan the user has
to stand on one position and scan the whole room from this position, also the
handling of the device is important since harsh or too fast movements result in
a bad scan. Blurry scans or cuts in the textures of the scan tremendously reduce
the effectiveness of the feature matching algorithm used to align both images
and results in stuttering of the diminished output video. That is why a steady
hand movement can make a huge difference although it has to be mentioned
that the sensor is very fast and when something unexpected happens the scan
can be restarted easily.

Another factor for the quality of the removal is the light, there needs to be
good lighting in order for the application to achieve optimal results. Faint light
makes the color detection very hard because under different light the HSV values
do not match anymore and for instance no green color may be detected.

Lastly the structure of the scanned environment is also important to the
generated 3D model and influences the removal quality. The more complex the
structure of the environment is, the more clunky the scanned 3D model seems
to be, this might be caused by the fact that a lot of data has to be processed at
once. Object scans are a lot more accurate in comparison to a room scan because
only a single object is being scanned.

In Fig. 5b, problems of the Structure Sensor can be seen, caused by scanning
complex surfaces. The sensor has difficulties creating an accurate 3D model. At
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the top of the replaced texture the book seems to be curved a little bit, although
it should be straight if compared with the input image (cf. Fig. 5a). In general the
textures at the top do not match properly, but that is because of the inaccurate
scan.

As mentioned before scanning should be done from only one position, but
it is possible to change position during the diminishing process and still receive
accurate textures although the angle has changed. Of course textures which are
hidden during the scanning will not be there during the diminishing process.
Changing positions is made possible thanks to the 3D model which can be ren-
dered from different view points. Obviously this is also having limitations on
giving good results, there are around 45◦ in each direction from the originally
scanned position where the rendering of the transformed viewpoint works well.
That means there are at least 90◦ overall where the object removal works good.

5.2 Comparison to Inpainting

In this section the results of the proposed method are compared to inpainting,
providing the input image and the results of both methods. For this comparison
the inpainting functionality of Affinity Photo is being used which is similar to
the inpainting from Adobe Photoshop.

When both outputs of the images from the face detection are compared,
inpainting is not able to reproduce the textures hidden by the face and a wrongly
inpainted image is created (cf. Fig. 5c). The proposed method however is able
to fill in the missing regions quite accurately (cf. Fig. 5b).

5.3 Case Study

The purpose of this case study was to find out if people recognize that there are
two images stitched together in the diminished view. For someone who knows
the application spotting some stuttering in the replaced region is easy although
it is difficult to be seen. The research question was: Does someone who does not
know what the app does notice the stuttering caused by minimal inaccuracies
in the filled in region?

We captured a short video sequence (approx. one minute) using color detec-
tion and moving around the iPad. Minimal stuttering in the diminished view
can be noticed. The video was shown to the participants telling them to men-
tion everything they notice during the video immediately. 10 people participated,
saw the video, and should mention it the second they saw something out of the
ordinary.

When looking at the table (cf. Table 1) it is interesting that 5 people did not
notice the filled in region at all, which means 50 % did not notice it. However
from this group all are older than 46 years and 2 participants are in their mid 70s.
To some extent not noticing any stuttering might be caused by visual perception,
which worsenes when getting older [2]. Three people could spot the diminishing
during the first 10 s of the video. Surprisingly one person was able to spot the
stuttering after three seconds. It can be said that 70 % of the participants did
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(a) Input image (b) Proposed method

(c) Affinity Photo Inpainting (d) Stuttering

Fig. 5. Comparing face detection to inpainting, and stuttering

not spot the diminishing in the first 40 s of watching the video. Between 37 to
40 s there is some stuttering in the video, which can be seen in the images (cf.
Fig. 5d) but it is easier to notice when watching the video because it looks like
something is moving. It is also noticeable that there is a trend that people with
less visual acuity spot the difference faster than people with higher visual acu-
ity. It must also be mentioned that most participants were really concentrated,
showing higher attentiveness to small video artefacts than usual viewers might
show.

In summary it can be said that it seems to be difficult to detect the stut-
tering artefacts when watching the video for the first time. However, highly
concentrated and focused viewers can identify it to some extent.

During 3D scanning the app runs with 30 fps, when targets are removed the
fps drop, depending on the target detection method used. For color detection,
the performance is between 10 and 12 fps which is not completely smooth, but
good enough to use the application to demonstrate this method. When using face
detection, between 6 and 7 fps are possible. When comparing the application to
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Table 1. Case study data

Age Sex Visual acuity (in diopters) Time to recognized (s)

24 Male 0 10

27 Male 0.75 40

27 Female 0 6

39 Female 0 41

46 Male 6 –

49 Male 0.75 3

51 Male 0 –

52 Female 3.5 –

74 Female 3 –

77 Male 2.5 –

the one developed during the work of Hackl et al. [3], similar speed is achieved
with this prototype.

The calculation of the 3D model takes around 0.5 to 3 s depending on how
much was being scanned. This is very fast when comparing to the Lenovo Phab
2 Pro were the calculations took up to a minute, but this device is also 3 years
older than the iPad.

6 Conclusion and Future Work

During this project a method was explored, which uses 3D scanning for dimin-
ished reality. Our application is able to remove target objects from live video
feeds recorded on a mobile device by using a previously created 3D model of
the environment to replace them. Diminished reality is a field where already
some methods have been published over the last years, but no method so far has
utilized 3D scanning. The proposed method delivers good results and compares
favourably when compared to existing diminished reality methods, especially
due to its 6 DoF for the mobile device, and the real time use case. Furthermore,
the case study shows that the quality of the replaced image is very good and a
difference between the real image and the diminished image is hard to spot.

Though our results are promising, there is still room for improvement regard-
ing the application’s performance. Currently all the image manipulations are cal-
culated by the CPU which slows down the application a lot. If OpenCL would
be available for iOS, parallelization could be used to make this application much
faster. Maybe on other platforms it is easier to use the GPU. Although the per-
formance is the biggest weakness of the prototype, the application can still be
used to demonstrate this method.

The next step to improve this diminished reality method could be to use
surface or pointcloud matching. Surface matching matches 3D data, e.g. depth
data from the sensor and the 3D mesh. No more alignment would be needed,
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only the mask needs to be applied to the images. The tracking is not needed too,
incoming depth data will be matched with the 3D mesh. Also storing the last
position during the calculation will not be necessary. Surface matching would be
hard to do if implemented with the Structure SDK because the pointclouds from
the depth frames cannot be accessed easily. Some conversion methods would
be needed in order to use surface matching algorithms. OpenCV for example
provides a surface matching algorithm.
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Abstract. When developing educational games we face the problem of
finding the right design for making the learning activities as intrinsic
to the game mechanics as possible. Nevertheless, in many cases it is not
possible to fully integrate the learning content into the game play, result-
ing in the well known “chocolate-covered broccoli” game design.

The long term goal of the work presented here is to determine whether
a personalized selection of game mechanics for the playful part, the game
mechanics around the learning part of the game, can improve the satis-
faction of the player and therefore make the whole learning experience
more enjoyable. The first step towards that goal is to obtain a model
for the preferences of game mechanics for a particular type of game, and
later use that model to guide the selection of game mechanics.

In this paper, we present Enigma MNCN a treasure hunt for mobile
devices designed for the National Museum of Natural Sciences of Spain
and some experimental results intended to identify preferences for game
mechanics in that type of game across demographic variables. The main
finding of these experiments is that preferences in game mechanics get
shadowed when combined with a mostly disliked learning mechanic.

Keywords: Serious games · Informal learning · Games in museums ·
Games for education · Augmented Reality

1 Introduction

The current challenge for museums is how to successfully turn their institutional
knowledge and authority into meaningful, engaging experiences by leveraging
the appropriate technological media in the context of their physical settings,
and for heterogeneous audiences [10]. In order to solve this problem, a growing
number of initiatives integrating serious games, gamification, augmented reality
and virtual reality through mobile devices have appeared in the last years [6,9].

In this paper we present results from a project that intends to promote infor-
mal learning in a natural history museum through a treasure hunt type of game.
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The game incorporates image recognition, mini-games, 3D virtual reconstruc-
tions and augmented reality elements, being part of a growing number of initia-
tives that seek to exploit the use of augmented reality and related technologies
in informal science learning sites [4].

As designers of educational games we face the problem of designing just a
new version of the well known “chocolate-covered broccoli”, a term first intro-
duced by Amy Bruckman in a presentation at the Developers Game Conference
in 1999 [1]. Actually, she used the term “dipped-covered broccoli” for an app-
roach used when combining learning content with gameplay where the gaming
element of the product is used as a separate reward or sugar-coating for complet-
ing the educational content. This is an intrinsic problem of educational games.
Although digital games may be capable of providing activities which are intrin-
sically motivating in their own right, it is critical to consider the effect of adding
learning content to an intrinsically motivating game [5].

Ideally the learning goals in an educational game should be attained through
activities that are intrinsic to the game play. For certain subjects or learning goals
the use of intrinsic game mechanics with learning purposes can be straightfor-
ward, for example when the game serves as some kind of simulator of the target
content. On the other hand, some types of learning content are very hard to turn
into game mechanics, such as factual knowledge, as the one we want to include
in our game for a Natural History museum. Therefore, either we accept that
games are just adequate for certain types of learning content or we accept some
broccoli in our game recipes.

Enigma MNCN is a treasure hunt for mobile devices designed for the
National Museum of Natural Sciences (referred to by its Spanish acronym
MNCN) in Madrid, one of the oldest museums of Natural History in Europe
and the most important in Spain. This is the second game in the Enigma saga1,
after Enigma Galdiano released in 2016 and designed to be played at the Lázaro
Galdiano Museum in Madrid [2].

Enigma MNCN, described in more detail in Sect. 2, is designed for kids from
8 to 12 years old. The kid plays as a Paleontologist apprentice who has to find
some objects in the collection and solve some puzzles and quizzes along the
way. The learning content in the game is provided through a field notebook
with images and textual information about pieces in the museum, which pages
are revealed as goals in the game are fulfilled. In order to make the reading of
the field notebook more intrinsic to the game, we include quizzes which answer
is included in one of the pages of the notebook, usually the last one that was
revealed.

Enigma MNCN includes a number of mini-games and treasure hunt mechan-
ics, the chocolate, in order to cover a reading task, the broccoli. The long term
goal of the work presented here is to determine whether a personalized version
of the playful part, the game mechanics around the learning part of the game,
can improve the satisfaction of the player and therefore make the whole learning
experience more enjoyable. Keeping up with the metaphor, we want to deter-

1 http://www.padaonegames.com/enigma/.

http://www.padaonegames.com/enigma/
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mine whether a personalized chocolate recipe can make the chocolate-covered
broccoli taste better. The first step towards that goal is to obtain a model for
the preferences of game mechanics for this particular type of game, so that we
can later use that model to guide the selection of game mechanics.

In this paper we present the different game mechanics included in Enigma
MNCN and the results of several experiments trying to determine the preferences
for those game mechanics among kids from 8 to 12, based on age and gender. We
run experiments with two different versions of the game, the full version including
the learning component (field notebook), and a reduced one without the learning
component, in order to measure the variability in preferences for game mechanics
in a treasure hunt game versus an educational version of the game. The main
finding of these initial experiments is that preferences in game mechanics get
shadowed when combined with a mostly disliked learning mechanic. We can
detect significant differences in preferences for game mechanics when evaluating
those preferences in the purely playful version of the game, but those differences
get blurred when measured in the educational version, with broccoli (i.e., reading
tasks) added in.

The rest of the paper runs as follows. Next Section describes the game
mechanics in Enigma MNCN. Section 3 details the experimental set-up along
with the results from the experiments and our conclusions about those results.
Finally, Sect. 4 presents related work and concludes the paper.

2 Enigma MNCN

Enigma MNCN is a treasure hunt for mobile devices designed to be played at
the National Museum of Natural Sciences of Spain, in Madrid. The players,
kids between 8 and 12 years, are committed to become the new assistant of
Dr. Anning, one of the paleontologist in the museum, helped by two of her
current assistants: Pérez and Neand. The three of them, depicted in Fig. 1 will
alternatively propose new challenges that will let the kid to demonstrate her
merits to join the team. The theme of the exposition where the game is played is
the evolution of life on Earth, from the first micro-organisms to Homo Sapiens,
through a collection of fossils, skeletons, reconstructions and illustrations that
recreate the life on Earth at different points in time.

The core game mechanic in Enigma uses the camera of a mobile device to
recognize an object in the museum (we use VuforiaTM and Unity 3DTM as
underlying technology). The object to be found is indicated to the player with
its scientific name, such as Brachiopoda Strophonema, Calamopora Spongites or
Ammonitida Ammonitina Perisphinctidae. We want the kids to pay attention
to the signs in the exposition and make sense of the organization of the objects,
where, for example, every fossil from the Ammonitida family is in the same
showcase. Once the name of the object to be found has been read, the mobile
turns into “search mode” becoming the “Paleo lens” in the game, as depicted in
Fig. 2.

In some search tasks of the game just one object has to be found while in
others we provide up to three different names of objects that have to be found
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Fig. 1. Enigma MNCN characters

in any order. Depending on the complexity of the search we can also provide a
hollow silhouette of the target object in order to facilitate its identification. Since
the player will typically forget the exact name of the object, she can ask Pérez,
our friendly sloth, to remind her the name (see the sloth in the right bottom of
Fig. 2).

As an additional clue, we can also provide the time depicted in the showcase
of the object to be found. The exposition uses the well known metaphor of
mapping the history of Earth into 24 h, so for example first fossils appear at
5:36 am and humans at 11:58 pm. Once the camera is pointing at the target
object, it will be recognized and the task will have been fulfilled. We do not
used QR codes but the actual objects in the collection. Since kids are usually
unfamiliar with this technology, the game begins with a tutorial explaining: how
the Paleo lens can be used to recognize objects in the museum; that you can ask
Pérez to remind you the name of the object; and that it is possible to give up
and quit a search if you can not make the Paleo lens to see it (kids almost never
give up in their searches).

Fig. 2. Paleo lens while searching
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In addition to the Paleo lens searches we have 4 different types of mini-
games in Enigma MNCN : Packaging, Skeletons, AR Hunt and Magic Fields.
Every mini-game comes after a Paleo lens search and usually relates somehow to
the object just found. This serve to give some context for the mini-game, since
we know where is the kid in the museum and we can use in the mini-game those
elements in front of her.

Packaging, Fig. 3 left, is a puzzle game where the kid has to put all the pieces
appearing to the right of the box, inside of the box. Following the narrative of
the game, the kid is helping the museum by packaging some fossils that need to
be sent to another museum. The fossils in the mini-game are similar to those in
the showcase in front of the kid.

Skeletons, as Packaging, also require visual-spatial skills to be solved. As
shown in Fig. 3 right, a partial skeleton is provided on the left with some missing
bones on the right. The goal is to place the bones at the right positions. To
provide and contextualize the task, the game has taken the kid in front of that
same skeleton in the museum (a Deinotherium in the example of Fig. 3), so that
she can look at the original to get inspiration.

Fig. 3. Packaging and skeletons

Magic fields are 3D reconstructions of prehistoric life. The Museum already
displays large panels with illustrations of prehistoric life (an example is depicted
in Fig. 4 left). A magic field is a 3D scene that is loaded after a search task that
has led the player in front of the illustration panel, making that illustration come
alive. The goal in the mini-game is to move around the 3D scene, through the
gyroscope of the mobile device, and find a particular prehistoric animal, which
usually corresponds to an skeleton we have seen before in the game.

AR hunts use augmented reality technology to insert an image of a prehistoric
animal into one of the illustration panels of the museum, as shown in Fig. 4 left
where a Meganeura, an extinct insect from the Carboniferous period, is moving
around the illustration as seen through the camera of the device. The goal is to
capture the moving animal by tapping it.

For the educational version of the game we add two more elements: the field
notebook and the quizzes.
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Fig. 4. AR hunt and magic field

The field notebook plays the role of the notebook of Dr Anning, where the
paleontologist is writing down some of the main facts about the pieces she find,
which are actually the ones that we found in the game. After every search,
one more page, as the one showed in Fig. 5 left, is added to the initially empty
notebook. In order to motivate the kids to read the contents of the notebook we
include a new game mechanic: the quizzes.

The quizzes, as the one showed in Fig. 5 right, are multiple choice questions
with a humorous tone where there is only one right answer. There is time limit
to answer the question of 30 s, but the kid can stop the timer by opening the field
notebook and reading it. Every time, the right answer to the quiz is provided in
the notebook.

Fig. 5. Field notebook and quiz

The first version of the game used for the experiments consists of 8 stages,
where each stage includes a search or multi-search and a mini-game, roughly
including two mini-games of each type. In average it takes between 20 and 25 min
to complete this version of the game. The educational version includes, in addi-
tion, 4 quizzes, every 2 or 3 stages, and adds between 7 and 8 more minutes to
the gameplay time.
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3 Experiments and Results

3.1 Experimental Set-Up

The experiments are run in the museum, when it is closed to the general public.
In every run of the experiment we have a group of between 10 and 14 kids playing
the game individually, using the same type of device, a LenovoTM TAB3 10
Plus, provided by the museum. The choice of the size of the group seeks to find
a balance between the effort to run the experiments and the bias from having
more people playing the game at the same time. Imagine that if you see five
kids pointing their devices at the same point then maybe you should be pointing
there too. In our experience, the variability in the time that the kids need to
find the first objects alleviates this bias, and they quickly distribute among the
different searches.

In the game we collect metrics obtained during game play, including data
such as the time spent in every task, whether the task is successful or not, and
how many times did the player make use of the help. Although the game is
implemented in Unity 3D which offer some functionality for metrics collection,
we have developed our own system that collects the metrics of interest and send
them, at the end of every task in the game, as JSON files to a server where they
are made persistent. The opinion of the kids about the game play mechanics
are collected at the end of the game, and also made persistent as metrics in the
server for later analysis.

For the experiments described in this paper, satisfaction is our main variable.
We collect satisfaction data through a questionnaire integrated at the end of the
game. On the questionnaire there is a question for every mechanic included in
the game, with an image from the game to remind the kid what mechanic is
she being asked for (see Fig. 6). Answers are given by selecting among a smiley,
a neutral or a sad face, to make it more appealing for kids. Since most of the
answers were smiley faces, we decided to dichotomize the answers into “positive”
(smiley face) and “negative” (sad or neutral face), in order to increase the power
in our analysis.

Fig. 6. Satisfaction questionnaire
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We ran two sets of experiments. The first one with the treasure hunt game
without learning mechanics (quizzes and field notebook), and the second one
with the full version of the educational game.

3.2 First Experiment: Treasure Hunt game

The sample of the first experiment consisted of 30 subjects with an average age
of 9.4 years (SD = 0,56; 17 subjects of 9 years and 13 of 10 years). Of the 30
subjects, 14 were boys and 16 girls. We consider it a specially homogeneous
sample since they all attended fourth grade at the same school. Due to the small
size of the sample on this experiment, we decided to run only non-parametric
analysis.

Average satisfaction was above 80%, an encouraging result for the game, but
our main goal was to determine whether we can detect differences in preferences
for the different mechanics. For this purpose we have analyzed differences in
preferences based on gender, Fig. 7, and age, Fig. 8.

Fig. 7. First experiment: differences by gender

Although results are not statistically significant (p values higher than .05 for
each chi square analysis run), we can observe that boys have a larger preference
than girls for the Paleo lens, packaging and skeletons mechanics, while girls tend
to prefer AR hunt and magic fields. Considering the type of activities in the game
mechanics we can conclude that boys prefer instrumental activities, focused on
action, while girls tend to prefer expressive activities, focused on aesthetics and
emotion. It is interesting to see this tendency, usually observed in adults [11], to
appear in young kids.

Regarding age, even with such a little age difference, we can observe some
differences between 9 and 10 year old kids, as shown in Fig. 8 right. Again not
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Fig. 8. First experiment: differences by age

statistically significant results point in the direction that 9 year old kids find
more enjoyable less complex mechanics, such as Paleo lens and magic fields,
while 10 year old kids tend to prefer skeletons or packaging that require a more
complex problem solving abilities.

These initial results make us think in the possibility of finding some corre-
lation between game mechanics preferences and demographic data such as age
and gender.

3.3 Second Experiment: Educational Treasure hunt

A total of 213 children participated in the second experiment. A part of them
did not finish the game (N = 28, which is 13%), and from the remaining 185 an
additional 20% (N = 36) were outside of the established age range. Therefore,
the results refer to a sample of 149 subjects, in the age range from 8 to 12
(M = 9.60, SD = 1.17). Of these 73 were boys and 76 were girls.

Average satisfaction is again above 80%, as shown in Fig. 9, except for the
additional learning mechanic: quizzes. Regarding differences based on gender we
can observe in Fig. 10 that differences are at most of 3% points, or 4 in the case
of quizzes, what does not introduce any significant difference.

Higher variability can be observed when considering age differences, as shown
in Fig. 11. Nevertheless, again the differences are not statistically significant, as
shown by the results of Pearson’s chi-squared test (χ2) in Table 1.

Our hypothesis is that although differences in preferences for game mechanics
can be observed just by considering demographics data as study 1 shows, such
differences mostly disappear when adding a mechanic that has a much lower
acceptance value, and therefore make the rest of mechanics equally acceptable
in comparison.
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Fig. 9. Satisfaction by game mechanic

Table 1. Pearson’s chi-squared test (χ2) on age differences

8y 9y 10y 11–12y χ2 p

Pos Neg Pos Neg Pos Neg Pos Neg

Paleo lens 10 3 33 2 43 9 23 2 4.26 .23

Packaging 11 2 29 6 45 7 21 4 0.24 .97

Skeleton 9 4 31 4 43 9 21 4 2.56 .46

AR Hunt 10 3 31 4 41 11 20 5 1.63 .65

Magic field 10 3 31 3 44 8 23 2 2.52 .47

Quizzes 4 9 20 15 29 23 16 9 3.98 .26

4 Related Work and Conclusions

Research on personalized content for serious games is a growing area of interest.
Once it has been accepted that digital games are an appropriate instrument
for applications beyond pure entertainment, in training and communication, the
question of how to personalize serious games is being raised to increase their
effectiveness. In this sense, we find works that show that the effectiveness of
serious games improves with personalization in adults, and others that advance
in the definition of instruments to facilitate such customization.

In [7] some initial results are provided showing the importance of tailoring
games for change in the context of a game designed to improve healthy eating
habits. Tailoring the game design to players’ personality type improved the effec-
tiveness of the game, as was later shown in [8] with a large-scale study of more
than 500 participants where their results reveal that people’s gamification user
types play significant roles in the perceived persuasiveness of different strategies
in serious games.
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Fig. 10. Second experiment: differences by gender

Regarding related work on instruments designed to facilitate the construc-
tions of customized games, in [13] a conceptual framework of player preferences
based on game elements and game playing styles is presented. Such framework
can be used by designers to create games that are tailored to their target audi-
ence. Applying these ideas to serious games, [12] presents a general framework
for personalized gameful applications using recommender systems, by describ-
ing the different building blocks of a recommender system (users, items, and
transactions) in a personalized gamification context.

In this paper we have presented some initial results of experiments conducted
in order to determine whether a model for game mechanics preferences can be
found for an specific type of games: treasure hunts in museums with educational
purposes for children. We have experimentally analyzed differences in preferences
based on demographics, which are easier to measure than other potentially more
informative differences such as temperament or cognitive capacities that we plan
to measure in the future. Accepting that in some situations it is not possible to
find an intrinsic game mechanic that serve the learning purposes of an educa-
tional game, our goal is to find if by tailoring the selection of accompanying
game mechanics we can improve the whole educational experience.

For this purpose, we first ran a set of experiments with a non educational
version of the game, and obtained initial values of variability in preferences
along age and gender axes. Although not statistically significant, we found some
indication of the existence of a preference model.

In a second run of experiments, with a larger population, we measured again
preferences for game mechanics, but using the full educational version of the
game. In this case differences in preference for game mechanics were hardly
measurable, invalidating our initial results.

Our hypothesis is that although differences in preferences for game mechanics
can be observed just by considering demographics data, such differences mostly
disappear when adding a mechanic that has a much lower acceptance value,
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Fig. 11. Second experiment: differences by age

and therefore make the rest of mechanics equally acceptable in comparison.
This effect resembles the “contrast effect” from Psychology, or the “contrast
principle” as defined by [3]. We need to collect additional data in order to test
this hypothesis, and we will do in future work.

Also as future work, we want to measure the effect of the time spent with
the educational content, in our case reading the field notebook in the game,
both in terms of the quality of the answers for the quizzes in the game, and for
the general satisfaction of the player. It would be a positive result if we could
demonstrate that making use of the educational content in the game promotes
learning, and does not decrease the quality of the playful experience.
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Abstract. Memories of Carvalhal’s Palace – Haunted Encounters is an Aug-
mented Reality (AR) location-based game which involves players in uncovering
the mystery behind the haunted aspects of a museum premises. The game
deployed at the Natural History Museum of Funchal makes use of mobile
interactive AR and gaming strategies to promote the engagement of teenage
visitors (digital natives) in museum experiences. Through this game, the audi-
ence embarks in a journey through the museum spaces, collecting scientific
information about selected exhibits, while interacting with their tridimensional
(3D) AR models. The audience’s interactions with the museum exhibits are
rewarded with pieces of a map, which will guide them to a hidden location, the
scientific library of the museum. There participants can finally unlock the
mysteries they have been summoned to solve. The game’s goal stems from the
fact that digital native teenagers are identified as an audience group that is often
excluded from a museum’s curatorial strategies [1] and as consequence, they
appears to be generally disinterested in what museums might offer [2]. In this
article, we present the description and rational behind Memories of Carvalhal’s
Palace: Haunted Encounters mobile gaming application and then discuss the
results of first empirical tests performed to evaluate the usefulness and usability
of the game.

Keywords: Museums and cultural heritage � Digital natives � Gaming �
Augmented Reality � Interactive storytelling

1 Introduction

As museums move away from being places where exhibits are collected and displayed,
they become spaces where people can actively engage in personalized discoveries and
challenges [3]. Traditionally, support for museum visits was limited to audio guides
and interactive kiosks. However, the fast and wide uptake of interactive and mobile
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technologies is making audiences more eager to engage in active experiences. Muse-
ums are trying to keep up this challenge and enhancing their context to provide more
engaging opportunities to interact with the exhibits secured behind glass shelves [4].
Many studies underline the importance of providing museums with improved user
experiences both at individual and cooperative levels [5]. Games and narrative ele-
ments are proven to ameliorate engagement, motivation and learning within edutain-
ment environments [6]. Moreover, Falk reports on museums experiences that “one size
does not fits all” [7], in particular when addressing the “digital natives” generation
(currently 15–19 years old), whose beliefs and behaviors are quite different from their
previous generations [8]. While museums often offer guided tours for children and
adults, very little is designed for the digital natives [1].

Here we present Memories of Carvalhal’s Palace – Haunted Encounters (MoCP-
HE), a location-based game which involves players in uncovering factual and fictional
elements of a museum premises and collection. We designed MoCP-HE as treasure
hunt experience which makes use of AR in order to engage digital native teenagers in
pursuing scientific knowledge about the museum exhibits. The goal of this project is to
use gaming and narrative elements to influence our target group engagement with the
museum content. The experience is currently being studied in order to understand
teenage dynamics and preferences in museums providing a way to analyze the complex
relationship between context of use, technological solutions, engagement and learning
effectiveness. In the rest of this paper we first discuss related work, including museums
related location-based games and stories. Then we describe the game mechanics and
technological platforms used inMemories of Carvalhal’s Palace: Haunted Encounters.
Lastly, we report on some first preliminary user testing carried out with young gamers
and users and provide some concluding remarks and indications for future work.

Fig. 1. The opening screen of the Memories of Carvalhal’s Palace game (right side) and a
screenshot of the two main characters that call the player for action (left side)
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2 State of the Art

2.1 Mobile and Context Aware Guides for Cultural Heritage

The evolution of smartphones and tablets with technologies like GPS, gyroscopes,
accelerometers and AR enables the development of a new generation of games with
great potential to be applied in location-based experiences [9]. For instance, gamified
tour experiences can be tailored to visitors by calculating their position and orienta-
tions. Referred to Long et al. [10], as the position-aware handheld intelligent tour, these
mobile apps are capable of orienting visitors around public spaces and provide them
with custom-fit information [10]. Support and gamified elements of the tour can be
accomplished and delivered by interpreting the user behaviour; physical movement
within the space and how they interact with the object or artefact of an exhibit, a
monument, or another element of interest [11]. The user’s information combined with
HCI concepts and location-aware systems can augment the engagement of the user,
support their everyday activity and gain more effectiveness in the mobile delivery of
information (links, audio messages, images, videos, 3D models) [11]. Exploration and
enhancement of environments with 3D and 360VR modelling, allow the exploration of
reconstructions of public spaces. Examples include, Mehringplatz neighbourhood in
Berlin [12] or the convent of São Francisco in Funchal [13] helping not only in the
narrative of the stories but also facilitating acquisition of knowledge in regards to the
physical space. In addition, many experiences are designed to work using different
platforms that complement the participant interaction within the physical space, making
connections between displays, context-aware, storytelling, and historical events [9].
Recently several research projects developed around context-aware experiences and
personalising edutainment in cultural heritage grounds. Personal Experiences with
Active Cultural Heritage (PEACH), aims at developing educational and entertaining
experiences (edutainment) tailored to the user background, needs and interest of the
audience [14]. Immersive experiences like 360º Mobile Reality (MVR) are more
accessible thanks to the devices affordance and advancement in mobile technology.
The rapid growth of these technologies creates new research and design opportunities
widely desirable and enjoyable by a wide range of users [14]. Nevertheless, in order to
be widely adopted in public settings we need to overcome several design and technical
challenges [13]. As a consequence several guidelines for the development of interactive
context-aware systems in physical spaces, especially, those devoted to tourism and
cultural heritage have been identified: (1) flexibility to enable visitors to explore and
learn in their own way, controlling their own pace; (2) content-aware information tailor
to their context (personal and environmental); (3) Support for dynamic information –

aware of changes in venues, times, menus, opening and closing hours of events, need
always to be updated; and (4) Remote access to interactive (online) services [15].
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2.2 Serious Games in the Cultural Sector

Several projects in the area of serious games in the cultural sector are supported by
museums. Examples include, Yong’s China Quest Adventure [16]; The China Game
[17] about Chinese traditions; Fascinating Egyptian Mummies about the spiritual
beliefs of the ancient Egyptians; The Great Bible Race [18] dealing with the religious
roots of the Western civilization; and, the Mosaica project [19] developed a Jewish
heritage game. In the past few decades, a variety of game-based applications were
designed for different media platforms and visitor types [20]. Those games are fre-
quently entailed with the goal of using mobile devices to guide families’ explorations
through solving mystery and treasure hunting [21, 22].

Cabrera and colleagues [21] built an interactive museum guide called Mystery in
the Museum, deployed at historical/cultural museums, which allowed students to play
and perform tasks related to certain artifacts while stimulating their imagination. The
game mechanics involves exhibits related puzzles such as scrambled images of specific
exhibits and verses from manuscripts of the museum. The study revealed that some of
the users (13–19 years old teenagers) lost interest in the interactive guide due to the
complexity of the tasks, while others switched the focus from the displayed artifacts to
the handheld computers.

Ghost Detector [23] is a story-driven location-based museum game for children. In
this game, ghosts of various museum artefacts appear on the screen of the visitors’
mobile device and challenges them to find the artefacts that the ghosts are representing.
While evaluating this game, children were observed running through the corridors,
paying attention to the feedback on the smartphone as well as the artefacts surrounding
them. This study highlights how the introduction of the ubiquitous game undoubtedly
influenced that level of excitement and engagement with the museum premises.

Intrigue at the museum [24] is a plot-driven mobile game for children structured
around exploration and tasks performance. It is a single-player game, and its plot
invites visitors to search for a thief in the museum among a set of virtual characters.
Clues are given to the players and as they solve riddles after scanning tags deployed in
the building. Following a constructivist approach, the game allows children to explore
the museum environment freely, according to their interests and agenda. Moreover, AR
gaming and storytelling and cultural sector experiments are proliferous and date back to
the beginning of the new millennia [25, 26] [ref]. From the related work reported,
location-based mobile games seem to represent a relevant learning tool and offer
potential for further research and improvements.

2.3 Gaming as a Strategy to Involve Teens in Museum Experiences

While gaming and narrative as strategies to engage young audiences has been exten-
sively studied, the particular application of these techniques to engage teenage public in
museum is somehow still in development. Teenagers and participatory design within
museum studies are covered by some papers in the Interaction Design Children
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(IDC) Community. For instance, the study Digital Natives [27] where teens (currently
15–19 years old) collaborated with designers, programmers, anthropologists and
museum curators to create four digital installations for an exhibition. The case study
Gaming the Museum [28] is another example that started from everyday practices
where children’s (14–15 years old) everyday engagement was strong and thus com-
puters games and online communities were chosen to start a process of creating a game
for a museum.

According to formal studies about teenage preferences regarding museum
engagement, Cesário et al. [29, 30] identified that mobile experience for museum’s
teenage audiences should first and foremost include (1) Gaming and storytelling
aspects, secondarily teens look for (2) Interaction elements, (3) and Social media
connections and last but not least (4) Museum and exhibits relevant information. Based
on these findings and in accordance with the museum goals, the authors in collabo-
ration with a team of creatives and developers, designed Memories of Carvalhal’s
Palace – Haunted Encounters, an interactive mobile game experience, engaging teens
in solving a mystery thorough exploring the museum and its embalmed species
collection.

3 The Mobile Game Experience

The Memories of Carvalhal’s Palace – Haunted Encounters is a location-specific non-
linear game deployed at the Natural History Museum of Funchal (NHMF). The
museum was once the residence of a noble Madeiran family, the Carvalhal’s, before
being donated to the city municipality in order to be transformed into a museum. The
game builds on the historical backstory of the building enhanced by the embalmed
species. The game suggests the premises are haunted by mysterious forces which are
disturbing the status quo. At the beginning of the game, two characters ask the player to
help them solve the mystery behind the upsetting circumstances in which the museum
verses (Fig. 3). Through a game of shadows, the audience is challenged to find and
interact with the exhibits displaced around the museum as they match the shadow
presented to them on the screen (Fig. 2). By finding the correct animal, the players
unlock an AR 3D model of it (Fig. 4, left side) and are prompted with a multiple
answers quiz style question that require them to closely check the species in display. As
the players progress in their quest, they are rewarded with pieces of a map that will lead
them to find the hidden scientific library of the museum. There they are encouraged to
look for a treasure chest. inside which they will find the final answers to satisfy their
pleading senders (Fig. 5).
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3.1 Game Mechanics

The game unfolds encompassing a series of game mechanics which are described
below in details.

• Call for action. Upon launching the app (Fig. 1), two fictional characters – Meara
and Isabel – ask the user for help (Fig. 1). Two different museum tours and game
endings are delivered, depending on which character the players chooses to
help. Meara leads the player to explore the marine species collected the museum,
while Isabel steers them to get to know the terrestrial fauna. One character will lead
the audience to discover a ghost, who has been haunting the museum for almost a
century, while the other will haunt the players herself with a malignant turn of
events.

• Game of shadows. For the player to uncover the truth about the haunting of the
museum he/she needs to interact with the species in display on the glass shelves.
The players engage in a game of shadows (Fig. 2), where they have to match
museum exhibits with the silhouettes proposed by the application, one at the time.
By identifying the correct species from its shadow, the players gain some scientific
knowledge about the animal and an Augmented Reality (AR) three-dimensional
(3D) model of it, which they can manipulate and examine in detail as if it was
outside the protected shelves (Fig. 4, left side). In order to identify the correct
species for each shadow the game offers a tip that are available clicking on a help
button, on the top right corner of the device. As the players answer quizzes and
learn about the marine and terrestrial fauna of the archipelago, the audience is
rewarded with pieces of a map for each carried out interaction. Once completed the
map will finally disclose where they can find the answer to the mystery they have
been engaged to solve.

Fig. 2. One of the 12 Rune marker (right side of the figure) used to unlock the 3D model of the
Butterfly. Each Rune is related to a different exhibit. This specific rune is related to the Butterfly,
as it signifies “change”. Screenshot of the game of shadows interface (left side of the figure).
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• Markers and Augmented Reality Artifacts. Not all the species in display are part of
the game. Twelve special markers (six per different characters journey) have been
designed in the shape of Runes (ancient Nordic divining alphabet) to contradis-
tinguish the species that are part of the game. When the user finds the animal that
he/she recons corresponding to the shadow displayed on the app, he/she can capture
the Rune shaped marker (Fig. 2). If the exhibit is the correct one, the user is
rewarded with several scientific facts and curiosities about that animal, and a 3D
model of it.

• The AR 3D model artifact – freeing species from the shelves. Once the 3D model is
triggered, the audience can manipulate it through an AR interface and explore it in
details from all its sides by rotating it in all directions, zooming in into its features,
complementing the knowledge gained from the observing the exemplar in the glass
shelves with the curiosity generated by manipulating the AR 3D model.

• Quiz. After capturing the marker and the corresponding AR 3D model, the app asks
the audience to answer a quiz related to the taxidermied animal, exhibited in the
shelves. The quiz questions are designed to prompt the viewer to look closely at the
exhibited species as the quiz is related to some physical details of the animal. After
answering the question, either rightly or wrongly, the audience is presented with a
text reporting on several additional scientific facts about the animal.

• The puzzle and the treasure hunt mechanism. For every completed interaction, from
finding the silhouette corresponding animal, to receiving the scientific information,
the audience is rewarded with a piece of a puzzle, representing a map. Once
completed, the map will guide the players to a hidden location, the scientific library
of the museum. In the library, the audience is encouraged to look for a small chest,
containing the answer to their search for the truth. The chest is a small wooden box
hidden among the scientific publications of the library. Opening the chest, reveals a
last Rune, which will lead them to two different ending, depending which character
they decided to help in the beginning.

• Conclusion: exposing the haunting. When the user finds the treasure box and
captures the last marker, the game is completed. If they had been helping Meara,
they will uncover the presence of a restless ghost, once landlord of the place,
haunting the museum premises (Fig. 5). If, on the other hand, the players were
helping Isabel, they will be met by the evil ghost of Isabel herself (Fig. 5). She will
deny them any satisfaction, take all of their points, and warn them not to wander
about the museum site as it once was her house, and she doesn’t like strangers
walking around!. To quench her wrath and recover their points, the players are
given one last option: they need to rightly answer one last question regarding the
museum tour.

• The reward, a token for later reflection. In the end, independently from who they
have been helping, all the players receive a reward for finishing their quest. They
can take a selfie photograph with the encountered ghost and their game punctuation
which will be emailed to them. Moreover, they will receive a book (in PDF
printable format) containing pictures and scientific facts of the animals that they
have interacted with during the tour (Fig. 4). The book also contains the
Runa/markers which can be recaptured at any time and release the AR 3D models of
the species.
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3.2 Implementation

Haunted Encounters makes use of the Unity3D engine, chosen for its flexibility and
extensive community support. Some widely known applications that are built upon the
Unity3D engine are Pokémon GO and Magic Arena. Unity3D was also chosen for
being compatible with the Vuforia Engine, which provides a set of tools such as the use
of custom images presented in the real world as in-game triggers, using the custom
images’ features for recognition.

Fig. 3. Screenshot of the ending of the game according to the two different characters that open
the game: Isabel, (left) and Meara (right).

Fig. 4. Left side of the image: user interacting with the 3D model of the Butterfly displayed as
Augmented Reality. Right side of the image: two pages of the digital book. It is possible to reload
the 3D models of the animals by capturing the rune charms of the book pages.
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The Vuforia Engine allows the recognition of these custom images by uploading
them to a database and performing a feature extraction process, determining the quality
of the image as a marker for Augmented Reality during the process. This results in a
black and white image with emphasis on the highest contrast points. As a rule of
thumb, an image with a greater number of features provides for a better target for the
AR application. In terms of logic, the bulk of it is in the quiz part, where it follows the
behaviour of the Factory software design pattern and builds a list of quizzes. While
loading, new instances of the quiz pre-set are created and populated with the correct
information relative to the displayed species. Each quiz consists of a set of questions,
related to the species to which the marker is associated. To proceed, the player must
select the desired species and find the correct image in the physical environment.
Vuforia triggers the image recognition event, causing the application to display a
question along with a set of possible answers, with a correct answer being worth full
score and a wrong one only a fraction of it. Once all the questions have been answered,
a new scene will load, tasking the player to find the last image. This will trigger the
ending part of the application, starting the playback of videos while showing the
surroundings to the player. The video format chosen was webm, for the support of
transparency and its light-weight characteristics.

4 Evaluation

4.1 Pilot Testing and Preliminary Findings

Before the formal evaluation the game was piloted with two young girls of the age of
12. The experimenters followed the users during the trial taking notes and collecting
loose feedback. An open-ended interview was made to the players to better understand
their perception and experience with the game. With this pilot, we aimed at testing the
flow of the game, general usability of the interface and gather some preliminary
impressions. A summary of insights from the open-ended interview with the young
teens is summarized below.

Both users found the game interesting and engaging (“because we played and
understood more about the animals.”, C1 and “It was fun to find the animals and take
photos” C2). They found the main game challenge (matching the shadow to the correct
exhibit and answering quizzes) demanding and referenced the tips as a necessary help
(“Not so easy. … the tips helped.” C2). C1 mentioned that she’d like to have more tips
and take more photos that could then feature in the game (“we should be able to take a
photo when we found the animals and put in the game… More hints instead of only
shadow…” C1). One of the girls suggested to add a time challenge to the task of finding
the animals corresponding to the shadows (“A time challenge that give us finite time to
find the animal corresponding to the shadow” C1). They also appreciated the AR 3D
realizations of the animals, and the fact that they could manipulate them (“They were
cool” C1 and C2…” Specially because you could touch the screen and manipulate
them (turn them around)” C2). The treasure hunt was their top favorite element of the
game (“Looking around the museum for the animals, the treasure hunt, looking for the
chest, and then the ghost thing.” C2. They positively remembered the ghostly
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encounter at the end of the game and the game payoff, in the form of the pdf printable
book (“We found a ghost it was cool.” C1 and C2. it was cool because we had the
book… and could capture the markers again and see the 3D animals. C1). Finally, they
mentioned the game enhanced the museum experience (“In this museum, we learned
much more than in other museums”, C2, “I was in many museum and this idea is very
cool”, C1) and would recommend to friends and classmates (“Yes, but our class is quite
troubling and I don’t think they would behave.” C1 and 2).

Preliminary Insights from the Pilot. The pilot highlighted the positive impact of the
game on the young players. They were both highly engaged and had fun, mostly
appreciating of the treasure hunt mechanism and learning outcomes. Attention should
be paid to balance difficulties of the challenges proposed in the game with the tips
given to help solve them. Overall, the flow of the game (the timing, engagement and
level of challenge) worked well, but the pilot exposed an interesting addition: a time
constrain to some of the challenges. The AR element were also appreciated together
with the possibility of re capturing them through the PDF book markers later on. After
the pilot study, we proceeded to conduct a more focused evaluation of some of the
game features, before deploying an on site study of the game. In the next section, we
will describe the usability evaluation carried out after the pilot, while a complete study
of the game onsite is being conducted as we speak.

4.2 Formative Usability Evaluation

The game was further evaluated with 16 students from a single school (14 male and 2
female – mean age: 17.25; standard deviation: 1.29). After trying the game the students
compiled two different questionnaires: the Multimedia Guide Scale, measuring the
reactions to the usefulness and usability of multimedia guides [31], and the AttrakDiff
[32] measuring the attractiveness of the experience. Due to the constrained protocols
and schedule of the school, the tests were set up in our lab premises where we repli-
cated the control conditions found at the museum. This enabled us to gather data on the
general usability, learnability, quality of the interaction and attractiveness of the
application.

Procedure. The users were split into two even groups (8 users per group) who per-
formed the evaluation with the same protocol into two separates but equally sized and
equipped rooms. In order to interact with the mobile app., we provided one smartphone
shared by every two students. In preparation for the study we photographed and printed
A4 sized posters of all the museum exhibits that are covered in the Haunted Encounters
game (Fig. 5). These posters contained the picture of the exhibit photographed on the
museum shelf and its associated marker on the side. The lab evaluation consisted in the
students playing the game in pairs, as they were in the museum, finding the requested
exhibit poster and capturing its corresponding marker in order to unlock the content
and answer the quiz related to each exhibit. The posters were distributed on a table in
the lab room. After the interaction with the mobile app, participants were required to
compile two questionnaires one for the Multimedia Guide Scale and the other for the
AttrakDiff.
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Usability Results. Within the Museum Guide Scale (MGS) scale, the parameter of
General Usability scored an average of 2.57 (median: 2.50) out of 5 points. As lower
than average values in this parameter indicate participants not finding usability issues.
Hence, results show that some usability issues might be at play in the Haunted
Encounters Museum game and its usability could be improved.

The parameter of Learnability and Control with the mobile guide scored an average
of 3.58 (median: 3.67) out of 5 points. Higher values in this parameter mean partici-
pants understood and could control the multimedia guide. Results from our test indicate
that users found the application quite easy and intuitive to grasp, and master.

The parameter of Quality of Interaction with the mobile guide scored an average of
3.90 (median: 3.67) out of 5 points. Higher values in this parameter mean participants
enjoyed the quality of interaction of the multimedia museum guide. In our test, the
Quality of interaction scored relatively high compared to the other measures. In sum,
the participants reported enjoying the experience of interacting with the application,
also thanks to the intuitiveness of its feature, which helped them overcome the usability
issues encountered.

The overall results from the Attrakdiff scale are very positive: this scale scores from
−3 to 3. Hence, values near 3 are strongly positive. In particular, the Pragmatic quality
parameters, describing traditional usability and task related to the design aspects, i.e.
efficiency, effectiveness and learnability, scored 2.10 (mean 2.14). The Hedonic quality
parameters (identity and stimulation), describing aspects of the product connected to
the product qualities, such as originality and beauty for example, scored respectively
2.46 (mean: 2.50) and 2.21 (mean: 2.14). The Attractiveness parameter also scored
highly positive with an average of 2.58 (mean: 2.64). The perceived Attractiveness of a
product results from an averaging of the perceived pragmatic and hedonic qualities.

With further analysis, a significant relationship between Attractiveness and
Hedonic qualities (p < 0.003) emerged from the data. Attractiveness was significantly
positively related to how well people scored in the Hedonic quality – identity (rs =
0.748, p = 0.001) and stimulation (rs = 0.564, p = 0.023). We can infer that the high
attractiveness of our product is strongly related to its hedonic qualities (originality and
beauty). On the other hand, there was not any significant correlation between the results
from Pragmatic quality and Attractiveness (rs = 0.398, p = 0.127).

Fig. 5. Teenagers using the mobile app. to interact with the poster and capture the markers,
during the usability test conducted int the lab.

38 V. Nisi et al.



5 Discussion

In summary, our pilot and usability evaluations gave us an initial encouraging set of
highlights and findings to guide us shape further our game and its future evaluations. In
general, the game was well perceived, it was confirmed that it adds value to the museum,
and encourage teenagers exploring its content. It was interesting to note how the aes-
thetics qualities and originality of the game, helped users overcome usability issues, and
left players with an enthusiastic impression of the experience. These positive results led
us to agree with [6], who argued that games are proven to improve engagement,
motivation and learning within edutainment environments. Moreover, our preliminary
findings echo broader literature in the field of HCI and gamified experiences for teen-
agers. Our findings echo [33] arguing that it is possible to have a single gamified
experience for teens spanning from 12 to17 years old, when the game contains elements
that are considered novel by this teens group, such as mobile applications, gamification,
3D models and interaction through AR. Teens value the technology, and appreciate
when it is included in museum experiences. However, we are aware of the limitations of
our study: the pilot was conducted with a very limited sample, and the usability study
constrained by the reproduction of the experience in the lab, instead of the museum
itself. For understanding how this mobile intervention could enhance the user experi-
ence of teenage visitors in museums, a deeper analysis is needed. The conducted studies
encouraged us to continue the evaluation of the game, in particular exploring the effects
of the game tested on site, and with a wider and more gender balanced sample.

6 Conclusions

This article reports on the design and preliminary testing of Haunted Encounters, a
teenage targeted mobile game deployed at the Natural History Museum of Funchal. In
the game, the audience is called to solve a mystery by looking for and interacting with
the museum exhibits, collecting AR 3D models of the species in display while gaining
scientific knowledge about such species. The article reports on some preliminary
testing of the game and its findings. The game was piloted with two young teenagers,
yielding enthusiastic reception and some suggestions on improvements. The game was
then tested with further 16 digital native teenagers evaluating its usability and inter-
action qualities. The results were extremely positive, despite the limitation of the study
which was conducted in the lab, instead of the museum premises. The next phase of our
work involves extensively testing this prototype inside the museum’s premises in order
to validate its flow, game mechanics and overall usability on site. The results from
these studies will help us understanding and facilitating the design of engaging inter-
active museum experiences for the understudied museum teenage audiences.
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Abstract. Over the last decade, most of studies were focused on assessments of
presence, degrees of immersion and user involvement with virtual reality, few
works, however, addressed the mixed reality environments. In virtual reality,
mostly through an egocentric point of view, the user is usually represented by a
virtual body. In this work, we present an approach where the user can see
himself instead of a virtual character. Different than augmented reality
approaches, we only detach the user’s body and his/her proxies interfaces. We
conducted four experiments to measure and evaluate quantitatively and quali-
tatively the feeling of presence. We measure and compare the degree of presence
in different modes and techniques of representation of the user’s body through
virtually integrated questionnaires. We also analyzed what factors influence to a
greater or lesser feeling of presence. For this study, we adapted a real bike with
an haptic interface. Results show that there is not necessarily a better or worse
type of avatar, but their appearance must match the scenarios and others ele-
ments in the virtual environment to greatly increase the participant sense of
presence.

Keywords: Mixed Reality � Haptic interface � VR bicycle � Presence

1 Introduction

Studies on immersion and presence in Mixed Reality (MR) are not new, but with the
continuous evolution of the technologies used, we are increasing the simulation
capacity of the developed experiences. An important point of this advancement is the
ability to present content more realistically, either graphically or interactively, allowing
more immersive experiences to the user [1].

In a recent work [2] we introduced the concept of real egocentric representation:
real hands, forearms and legs appearance, capturing images from the Head Mounted
Display (HMD) camera and showing tangible interfaces feedback for the user. We
define here the concept of real avatar and virtual avatar representation. In the real
egocentric representation, the real body and interfaces proxies are shown. For so, image
processing techniques are required for extracting the user’s body from the background
scene. Gestures and movement must be captured in order to become inputs of the
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virtual scenario. For the virtual avatar, other techniques must be used for interpreting
the user’s actions and interfaces (e.g., traditional VR interfaces, depth cameras,
tracking systems). In the previous work, we built a real bicycle and an HMD as a MR
display using a procedural city as a background scenario. We show that it is the MR
that provides a greater sense of presence. However, the work only presents a qualitative
analysis. In this work, the same bicycle system was implemented but a new study was
carried out in order to collect quantitative data in a systematic way through four
experiments: two that simulates a VR mode with a virtual avatar and two others with a
MR simulation mode, where the user’s real body and the front part of the real bicycle
are visualized inside the virtual environment. Each mode has two different types of
scenarios, one realistic and one non-realistic, for all participants. Thus, we sought to
verify how much the visualization of the body itself in the interactive environment
influences the sensation of presence and whether it is better or worse than the feeling of
presence visualizing a 3D reconstruction. In this paper, the visualization of one’s own
real hand, forearms and part of the legs will be referred as a real avatar, while the 3D
reconstruction virtual hands, forearms and part of the legs will be described as a virtual
avatar. Besides, we seek to identify the influence of the type of scenario (realistic or
non-realistic) in which the participant is involved, according to the representation of
his/her avatar, and the effect of Plausibility through features to evaluate reactions of the
users during the experiments. The tests were conducted within twenty participants.

On Sect. 2, we discuss related works that influenced and lead to the development of
this experiment. After that, in Sect. 3, it is shown the methodology and data measures
acquirements. Following Sect. 4 details experiments and the results obtained. Finally,
in Sect. 5, the conclusion achieved based on the results is presented.

2 Related Works

2.1 Presence in Mixed and Virtual Reality

Studies on VR have gained prominence in several areas of knowledge and have a
fundamental characteristic: the creation of the sense of presence. According with
Witmer et al. [3], presence can be defined as a normal awareness phenomenon that
requires directed attention and is based on the interaction between sensory stimulation,
environmental factors that encourage involvement and enable immersion, in addition to
inherent tendencies to become involved. However, few studies had taken those ques-
tions from a real virtual environment evaluation in order to mitigate the effects of
interruption to measure presence [4]. Other authors subdivide presence into objective
and subjective categories [5] or in different types of personal, social, and local presence
[6]. As for [7], the act of being aware of its surroundings is of extreme importance to
understand the factors of immersion and presence. Slater et al. [8, 9] argues that the
perception of the environment for the participant is still an action that involves his/her
whole body, so the more faithful the system can capture the movements or gestures and
represent them within the system, the higher is the immersion. Thus, when a VR
system is determined immersive, we mean that it possesses the technological capability
to meet the sensory needs of a system participant and the immersion can be measured
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through the hardware’s capacity. It is known that to make the user experience
immersive, with environments generated through sensorial elements, usually visual,
auditory and tactile stimuli and also by the continuous tracking of the surrounding
environment, is crucial to track real and virtual world, maintaining their correct posi-
tioning during the interaction.

In the case of MR, one of the main characteristics is the ability to permeate between
the virtual and the real world [10]. This ability that MR environment is constructed and
enriched using real-world information sources that causes extremely intense and
immersive feeling has emerged as “pervasive virtuality” [11–13].

When a VR or MR environment is able to present itself in a sufficiently believable
way, it can provide the sensation of “Plausibility” described in [8, 15]. For instance,
when participants react and try to bypass rapidly approaching virtual objects. Another
sensation connected with the sense of presence is the Place Illusion [16], it is presented
as the sensation of being in the place shown as it was a real experience. So, when a
system effectively manages to replace or alter a person’s sensory perception, the
consciousness of reality is transformed into an awareness of the virtually created
scenario and means that the visual scene visualized could be perceived in a satisfac-
torily realistic way by the participant’s brain.

2.2 Virtual and Real Avatars

The ‘obvious’ distinction between the terms ‘real’ and ‘virtual’ is shown to have
several different aspects, depending on whether one is dealing with real or virtual
objects, real or virtual images, and direct or non-direct viewing of these [10]. In this
paper, our concept of a real avatar will be considered the experience of someone
viewing one’s own real hand directly in front of one’s own self, which is defined as
quite distinct from a virtual avatar [10], that is, viewing an image of the virtual 3D hand
on the HMD, and it’s associated perceptual issues.

2.3 Interfaces and Interactivity in Virtual Environments

In order to interact with the contents of VR or MR, an interface is needed to meet the
requirements of the experience and enable the feeling of presence. Traditionally,
physical controls have been used for manipulations of objects in VR interactions, with
gesture controls being used on a smaller scale, due to their application being more
punctual. However, some authors [17] show that gesture controls have the highest
degree of immersion in the system, allowing the interaction between the user and the
interface to be done in a more natural way (NUI). In MR, the user can see virtual
elements and some of the real features, but one must carefully think about how the
interaction with the content will be, since putting a standard control in the user’s hands
will break the immersion of the system and user presence. One possibility is to use a
motion controller disguised as a “prop” with its usability and appearance matching the
simulated environment. This allows the user to physically interact with a controller in a
more natural way. The use of bicycles with HMD acting as haptic interfaces in VR
have also been presented in different works, such as [18]. However, assessments on the
interactivity and appropriation of the user’s actual body itself with the bicycle are still
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rare, being most works focused on the body perception restricted to the arms and hands
of the users [19, 20]. This implementation of haptic interfaces in virtual systems
contributes to increase user presence, but without haptic feedback in the interactions
[21, 22], which should be consistent with the actions performed in the real world, in
order to avoid the effect of sensory conflicts [23, 24] and possible breakdown of
immersion and presence. This was the motivation for [2], who implemented an haptic
system using a standard commercial bicycle to allow the interactivity of the experiment
to be as close as possible with a realistic situation, since its handlebars can be moved
freely with the hands of the participant, either by viewing a real or a virtual avatar. As
an extra complement, we developed integrated questionnaires as an alternative to
obtain the data, avoiding any possible presence breakdown and increasing the con-
sistency of the data response variance, as based on recent works [25].

3 Methodology

The detailed description of the MR builds, and also the chroma key installation have
been previously presented in [2]. Basically, it is a standard commercial bicycle sup-
ported with a stand to hold the bicycle stable, an Arduino board connected to the
sensors, a Hall sensor and magnets attached to the rear rims used to measure the RPM
of the rear wheel of the bicycle and a 10 KX potentiometer connected through 3D
printed gears to the handlebars allowing to capture the turning angle of the bicycle. The
software was developed in Unity3D (2017.1.0f3) using Leap Motion Orion (3.2.1) and
SteamVR (1.2.3) plugins and using the Arduino sensors data as input on the appli-
cation. The experiment runs on a Windows PC with an Intel i7 3.10 GHz, 8 GB RAM
a Nvidia GTX 1050 and the HTC Vive as the Head Mounted Display.

Exclusively for VR mode, there was a capture of the participant’s hands actions and
transmission to the simulation, causing the virtual avatar to move hands and fingers
faithfully to the user’s actual movements. With the positioning data of the participant’s
hands, we performed the positioning of the front arm through algorithms of inverse
kinematics to enable a realistic movement of the arms. This synchronization with the
positioning of the real and virtual bicycles allowed the user to move their hands
touching the surface of the actual bicycle while visualizing the same occurring in the
virtual environment with the hand of his/her avatar and the virtual bicycle. For the MR
mode, there was no need to make this positioning since the participant sees his/her own
body and the actual bicycle within the simulation. The image captured by the Vive’s
front facing single camera was positioned inside of the simulation aligned with the
point of view from the user.

3.1 Scenarios

The scenarios chosen were from two cities: a representative of a nonrealistic envi-
ronment, in this case, a cartoon style, with vivid colors and a low number of polygons,
and another capable of representing a realistic city with a high quantity of polygons,
high quality of models and textures. Each city was built following the same pattern for
the streets, changing only the appearances and distribution of the buildings and houses
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between them. The location of the participant’s starting point in both cities was the
same, close to several corners and intersections of the virtual map, giving him/her
different possibilities of exploration.

In Fig. 1, the four generated modes can be seen: A: Cartoon Scenario in MR, with a
real avatar (where the participant can see his hands and the real bicycle), B: Cartoon
Scenario in VR, with a virtual avatar (where the participant sees the hands of an avatar
and a virtual bike), C: Realistic Scenario in MR, with the real avatar and D: Realistic
Scenario in VR, with the virtual avatar.

3.2 Participants, Stimuli, Tasks, and Measures

The experiment was performed with 20 participants: 15 were males and five females.
The age group ranged from 19 to 32 years, and 50% of the users had no experience
with VR, and 70% were not familiar with cycling.

After signing the consent, image, video forms, and also a profile questionnaire to
evaluate their experience with HMD and their ability to ride a bicycle, each participant
was asked to go up on the real bicycle. After setting up the HMD and being famil-
iarized with the handlebar, the participant was transported to a virtual room where a
self-explanatory board presented the objectives of the experiment and how to proceed
to answer the integrated questionnaires. After that, he/she started the experiment in one
of the four possible modes. The usage time for each mode was fixed (2 min) so that the
participant could freely pedal within the presented virtual scene. The order in which the
participant experimented was defined following the sampling balancing technique of
the Latin Square, used to avoid the learning factor of the participant between the

Fig. 1. The four modes that composed the experiment.
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environments [26]. In this study, since the experiment was composed of 4 distinct
modes, the Latin Square used was a multiple of 4.

To encourage the movement and exploration in the scenarios, we scattered along
with the route objects that should be collected. Each scenario had 20 precious gems that
could be collected along the course and a hidden crystal that shifted position to each
mode. Also, as part of the scenario, characters were walking through the city and
looking at the participant when they approach, to improve the sense of realism.

To analyze the degree of presence, integrated questionnaires were developed during
the experiment and adapted inside our virtual environment experiment. Thus, through
the ray casting-gaze technique, the participant answered by looking at the desired
answer, and after 3 s, the option was confirmed. In total, four questions were proposed
at the end of each mode, whose responses were collected through a seven-point Likert
scale.

During the course, the evaluator had a real-time aerial view of the city map with the
participant’s path demarcation. This view allowed the evaluator to interact with the
virtual scene through the interface that was presented on the computer, activating
events that should draw attention and cause reactions of the participant, such as an
explosion that occurred in pre-established locations or a tank of war that fired bullets of
cannon toward the participant. These reactions were implemented to analyze the effects
of “plausibility” of the virtual system [15]. The explosion was chosen to represent
reactions to the unexpected relative to a sudden event, while the bullets fired by the
tank served to observe the reflection of the participant when dodging from a virtual
object. Each event was performed only once in each mode, and it was adopted that the
first attempt of reaction should occur only after one minute of the beginning of the
current mode. The order of which event was first activated was alternated with each
mode. All sessions were recorded on video.

At the end of the four modes, a final “thank-you” screen was displayed. Finally, we
applied a final post-experiment questionnaire with two questions: Which was the
scenario remembered in more detail, and if the participant was deconcentrated for some
reason during the experiment. A summary of the data collected is presented in Table 1.

Table 1. Table showing the data collected at each stage

Outside of the experiment
(Collected once)

Inside of the experiment
(Collected for each mode)

The affinity with cycling How much do you feel present at the moment?
The affinity with experiences in Virtual
or Mixed Reality

Does the appearance of the environment affect
your degree of presence?

The scenario remembered in more detail
by the participant

Does the appearance of your body affect your
degree of presence?

Degree of concentration How natural was it to get around in the
environment?

The experiment total time If he/she had a reaction to the unexpected event
The modes order of execution If he/she had a reaction to the reflex event
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4 Virtual or Real Avatars: Which Is Better?

The 7-point Likert scale responses were considered as an ordinal scale. Thus, these
non-parametric data were analyzed following Friedman and Mann-Whitney tests [27],
in the statistical analysis program R.

4.1 Answers Evaluation for the Sense of Presence

Figure 2 shows the graph of the responses to the first question at the end of each of the
four modes of the experiment: “Howmuch do you feel present at the moment?”. The data
indicates that in the Realistic MR Scenario the number of participants that felt present
were higher than when compared with other modes. The Friedman test was performed,
and a statistical significance was found (Friedman X2 = 3.0008, p = 0.01439) only
between Realistic MR and Cartoon MR Scenarios, identified by an * in Fig. 2.

It was also observed that the Mann-Whitney test did not show a significant dif-
ference between the groups of participants with and without experience in the use of
devices of VR (for all groups p > 0.05) and with and without experience with cycling
(for all groups p > 0.05).

In the environment analysis, high notes represent 50% or more, but no significant
difference was found between the modes (Friedman X2 = 2.115, p > 0.05). This
analysis indicates that the scenarios are important for the sense of presence due to the
high notes, but this importance is independent of the visual style of the scenario.

The analyze of the avatar body indicates no significant difference between any of
the groups (Friedman X2 = 1.2702, p > 0.05). However, it is possible to see a
reduction in the number of high notes (7 and 6) and an increase in the low notes (1 and
2) when compared to the previous question. These results can lead us to conclude that
the body also contributes to the presence.

When analyzing the locomotion scores, there was a constant mean (5.15) among
the four modes, but once more, no significant difference was found between these
modes (Friedman X2 = 1.7201, p > 0.05), even though this result was expected, as the
locomotion was a constant among the modes tested because there were no changes in
how the bike interacted in each mode.
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4.2 Complementary Analysis

The combination of the interface in MR together with the Realistic Scenario showed a
significant increase in the sense of presence of the participant than when the same
interface was applied to the Cartoon Scenario. Visualizing his/her own body within an
interactive environment influences the sense of presence. However, this influence can
be both positive and negative, as demonstrated by the conflicting results obtained in the
Realistic MR and Cartoon MR Scenarios. A plausible explanation for this phenomenon
may be the effect of the Uncanny Valley [28, 29] that occurs when a virtual or robotic
character tries to replicate human behavior, but imperfectly resemble actual human
beings provoke strangely familiar feelings of eeriness and revulsion in observers.

We confirmed that if the participant sees his/her own hands inside the virtual
environment and if his/her hands are inside a scenario that does not match a reality
similar to the hands (for example, the Cartoon environment), it can cause revulsion and
also the rupture of the immersion. This also explains why it does not happen in the MR
Realistic Scenario as the real avatar overcome the Uncanny Valley. In the case of
Realistic VR and Cartoon VR Scenarios, which use the VR interface, the virtual hand is
anterior to the Uncanny Valley because it does not try to faithfully replicate the
appearance of a hand in the smallest details and therefore was well accepted by the
participants, supported by the similarly researched in [30, 31].

Fig. 2. Illustrative chart of responses to the question “How much do you feel present at the
moment?”
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4.3 Analysis of Participant Reactions

The verification of participant reactions to the events was done by observing the video
records of the experiment. Reactions per participant were counted and organized
according to the two types of reaction (unexpected event or reflex event) presented in
Figs. 3 and 4, respectively.

In the graph of reactions to the unexpected event (explosion), we can see that in all
modes, the number of users who reacted to the unexpected is greater than those who
did not respond with a reaction. However, there is a difference in the number of
reactions of users in the Realistic MR Scenario (16) than in the other modes (13, 12,
13). Also, presenting a higher proportion in the difference between the users with the
reaction of those who did not present a response.

In relation to the graph of Fig. 4, we noticed that there was less variance in the
differences between the users that presented a reaction of those that did not. Perhaps
due to the fact that the tank was already visualized by the user and that somehow
subconscious could already be predicted that something could happen even without
knowing exactly what. Even so, it should be noted that for the same RM Realistic
Scenario, there was also a greater amount of reaction than for other scenarios. Once the
user visualizes their own hands, parts of the arm and legs and even of the actual
bicycle, the feeling of presence and plausibility of being in that place could have caused
that when foreseeing a deviation or even a reaction they were more intense. The
targeting of bullets towards the user certainly allowed greater credibility of the event

Fig. 3. Illustrative graph of the reactions of the participants to the unexpected event (Explosion),
divided between groups with and without reactions.
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that comes in compliance with the predictive effect that the tank can generate when
viewed by the user, causing a critical role to maintain the effect of Plausibility Illusion
as indicated by Sanchez and Slater in [14, 15].

These differences of reactions corroborate with the results of the data in the
comparison of the degree of presence seen in Fig. 2. We can affirm that both groups
with and without reaction of Realistic MR Scenario were more immersed in the virtual
environment than the non-reaction group of the Cartoon MR Scenario. This indicates
that the act of visualizing their own body within a realistic scenario also brings a sense
of presence greater than in a non-realistic scenario. The free comments further support
that participants could indicate in the post-test questionnaire (“Which of the four modes
do you remember in more detail and why”). In this case, the most outstanding scenario
was the MR Realistic Scenario (n = 9), which may indicate that either this is a con-
firmation of the high degree of presence experienced by the participants or a possible
novelty effect. There is evidence that when a person remembers in more detail one
scene than another is an indication that the participant was feeling more present in that
environment [7, 8].

5 Conclusions

In this work, we intend to give an answer for which MR egocentric visualization mode
is more immersive: a real image or avatar representation of the user. This work vali-
dates preliminary results from a previous study, which proposes strategies of real

Fig. 4. Illustrative graph of the reactions of the participants to the reflection event (Cannon
Shot), divided between groups with and without reactions.
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egocentric images visualization. Also, once again, the comparison of experiments by
the users showed the capability of seeing their real body in the MR experiment allowed
them to have better handling and balance of the haptic interface being tested. Some of
the users liked this improvement due to the capacity that they were able to see their real
body.

The fact that we did not have to remove the participant from the virtual environ-
ment to each questionnaire reduced the experiment time and also avoided any possible
presence of the user with the system. The learning process was fast, and none of the
participants presented any difficulty, even those who had little or no experience in
cycling or with virtual reality devices.

In the present study it was possible to systematically analyze that there is not
necessarily a better or worse type of body representations, but the contents (scenarios,
body representations or objects) reproduced must be created and presented in a way
they are consistent with the complete environment. That is, it is not enough to have
only the interface of MR, or changes of scenery or types of bodies, but there must be a
specific combination of the body with its background elements. New devices are
starting to emerge, being able to function independently of a computer and can scan the
surrounding environment, which allows the user and the content presented to freely
interact with the environment without a clear line from where the real world ends and
where the virtual begins. In the future, the experiments can be performed in this other
form of interfaces.
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Abstract. Immersive virtual reality (IVR) offers an opportunity to
immerse oneself into a virtual world and experience an exciting adven-
ture. However, latency between a user’s movement and visual feedback
has a big impact on user experience and performance. In this paper, we
explore the effect of increased end-to-end latency in IVR applications
by conducting a user study. Firstly, in the searching task, we analyze
cybersickness level based on simulator sickness questionnaire. Secondly,
in the reaching task, we measure the user performance by tracking the
time they need to reach a target and the error they make during the exe-
cution. Lastly, in the embodiment task, we measure the sense of body
ownership, agency, presence, and latency perception when only one body
side is impaired by latency. We apply the Friedman test with Conover’s
test of multiple comparisons as a post-hoc test on all dependent variables
to find significant results. Results show that the end-to-end latency above
63 ms induces significant cybersickness symptoms. In addition, user per-
formance decreases with increasing delay and with end-to-end latency
above 69 ms, the users need significantly longer to complete the task.
Results also show that end-to-end latency affects body ownership signif-
icant later, namely, not until 101ms.

Keywords: Immersive virtual reality · End-to-end latency ·
Cybersickness · User experience · Simultaneity perception · Body
ownership · Sense of agency · Sense of presence · Full-body motion
reconstruction

1 Introduction

Many users experience adverse effects such as cybersickness when wearing a
Head-Mounted-Display (HMD). The reasons for these symptoms are the sub-
ject of research. One possible theory is the mismatch between the senses which
provide information about the body’s orientation and motion, also known as the
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sensory conflict theory [13]. Thus, increased cybersickness is often reported when
the delay between user input and visual feedback is too high [7,17] or when the
movements are forced upon the users, e.g., in flight simulations [16]. Shafer et
al. [15] argue that with increasing sensory conflict, users will experience a higher
level of cybersickness.

High end-to-end latency can induce cybersickness [17]. End-to-end latency
in immersive virtual reality (IVR) refers to the time delay between a user’s
action and when this action is visible on the HMD. High delays also impair user
performance and experience. Attig et al. [2] state that the lower limit of 100 ms
is too high and suggests to update the guidelines.

In this paper, we want to recommend appropriate end-to-end latency so that
the researchers and developers can prevent or minimize cybersickness, maximize
user performance, and ensure immersive user experience. Our main contributions
in this paper are:

– We aim to identify the lower limit for the end-to-end latency in IVR at which
the users report increased symptoms for cybersickness.

– We analyze the impact of end-to-end latency on the sense of body ownership,
agency, and presence. It should be investigated which maximal delay the users
tolerate without losing the joy of the IVR application.

The paper is structured as follows. In Sect. 2, we present selected related
work. In Sect. 3, we describe the IVR tasks to measure the effects of increased
end-to-end latency on user experience as well as performance and furthermore
propose our hypotheses. We describe the evaluation method in Sect. 4. We show
the results in Sect. 5 and discuss them in Sect. 6. Lastly, we conclude in Sect. 7.

2 Related Work

The work of Albert et al. [1] reveals that participants, even if instructed to
search for artifacts, could not find them if the latency was not higher than 50
to 70 ms. Waltemate et al. [18] stated that motor performance and simultaneity
perception are worsened significantly at end-to-end latency above 75 ms, whereas
the sense of agency and body ownership only decline at latency higher than
125 ms. However, in their study, the participants performed motor tasks inside a
Cave virtual environment and did not use IVE with a HMD. Similarly, Kasahara
et al. [6] observe that with an end-to-end latency of 104 ms, the participants lose
the sense of body ownership.

Kawamura and Kijima [7] studied the effect of latency on the ability to stand
on one foot in IVR. They used a Wii Balance Board to measure the stability
of the participants and found that balance decreased with increased latency of
already 1 ms. Attig et al. [2] expressed a similar view. The researchers report that
the users are indeed able to perceive latencies down to the single millisecond and
furthermore state that performance already gets impaired by latencies between
16 to 60 ms.

Increased latency of 450 ms also negatively effects the ability to memorize
objects in IVR [12]. Furthermore, Samaraweera et al. [14] investigated the impact
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of additional latency applied either to the left or right side of the avatar. The
researchers found significant differences between the control (with base latency
of 45 ms) and experimental group (end-to-end latency of 200 ms). However, only
three out of ten participants noticed the added delay. Users in the experimental
group walked slower towards the mirror and tried to compensate for the latency
by increasing the step and swing time on the impaired side. Likewise, Meehan
et al. [10] argue that lower latency of 50 ms compared to 90 ms corresponds to a
higher sense of presence.

Stauffert et al. [17] investigated the impact of latency jitter on cybersickness
in IVR. In their study, almost half of the participants did not even notice latency
jitter and the ones who did, found it to be annoying. The researchers furthermore
found a significant correlation between heart rate and cybersickness. Similarly,
Waltemate et al. [18] also conclude that the users did not show cybersickness
symptoms, even at end-to-end latency above 350 ms. Other works suggest that
delays above 40 ms already evoke cybersickness and postural instability [3].

3 Experimental Design

3.1 Tasks

We want to measure and compare the impact of different latency conditions on
user experience and performance. In general, we apply latency to the virtual body
and the HMD, controllers, as well as trackers. In other words, player movements
are delayed with a certain amount of time. We analyze the impact of tracing
delay in IVR to determine the upper latency limit that is still tolerated by users.
Therefore, we developed three tasks:

Searching task is designed to measure cybersickness through the simulator
sickness questionnaire (SSQ) [8]. As proposed by Stauffert et al. [17], the
user has to find circular targets (platforms), spawned on the ground in one
of three corridors. As soon as the user steps on one platform, a new one
randomly spawns in another corridor. Thus, the user has to walk to find the
next platform. Only one platform is present in the scene at the same time.
The user is exposed to different artificial added delays, between 0 and 100 ms.
In each round, the user has to find three platforms, one after another. After
that, the user has to state how affected he/she is by each symptom on a four-
point Likert scale: “None”, “Slight”, “Moderate”, and “Severe”. The scale is
converted into integer numbers from 0 to 3. Finally, we calculate the final
SSQ scale.

Reaching task is designed to measure user performance, in particular, how
much time a user needs to touch a cube appearing in a virtual scene and
how many errors he/she makes during the execution. Similar to the searching
task, we add delays between 0 and 100 ms. As proposed by Ware et al. [19],
targets are spawned around the user in the field of view, at a distance so that
he/she can reach them. The user has to sit on a stool and should use his/her
dominant hand to reach the virtual target. As soon as their hand reaches
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the target, the virtual object disappears and a new one spawns randomly in
the virtual environment. Thus, the users should reach the targets as fast as
possible; however, they must avoid making mistakes. The user can access the
object only once. If he/she fails, it is considered as an error.

Embodiment task is designed to measure user experience while the users
can observe themselves in a virtual mirror. As proposed by Samaraweera et
al. [14], we apply latency to only one side of the body (either the left leg and
left arm or the right leg and right arm). By using a seven-point Likert scale,
we measure the sense of body ownership, sense of agency, sense of presence,
and latency perception. The users are exposed to different artificial added
delays, between 0 and 200 ms. The questionnaire consists of five questions,
as listed in Table 1.

Table 1. Embodiment questionnaire. Each question was assessed on a seven-point
Likert scale: “Strongly Disagree” (−3) and “Strongly Agree” (3).

Condition Question

Body ownership It felt as if the virtual body in the mirror was my body

Agency My movements caused the movements of the virtual
body in the mirror

Presence I felt as if I was really there

Impaired side I noticed a difference in how the avatar responded to
my movements between my left and right side. (If the
participant answered the question with a value greater
than 0, we furthermore asked which side was delayed.
The participant could respond with “left’,’ “right side”
or “not sure.”)

Simultaneity The motion of the avatar was simultaneous to my
movement

3.2 Hypotheses

Studies on latency in IVR show that users performance may drop and they may
notice latency smaller than 75 ms (see Sect. 2). However, studies evaluating the
sense of agency and body ownership show that the users in IVR tolerate higher
end-to-end latency between 90 and 200 ms.

For our experiment, we pose our hypotheses as follows:

H1: Higher end-to-end latency evokes cybersickness.
H2: Higher end-to-end latency decreases user performance.
H3: Higher end-to-end latency decreases user experience, in particular, sense of

embodiment.
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The evaluation of H1 is based on the SSQ, as proposed by Kennedy et al. [8].
Another way to detect cybersickness symptoms could be by using an ECG to
measure the electrical activity of the heartbeat as proposed in our previous
work [5]. To test H2, we measure the time it takes for a user to reach a cube
and the errors that the user makes. Furthermore, to test H3, we analyze an
embodiment questionnaire on a seven-point Likert scale.

4 Method

We recruited 21 participants, aged between 19 to 53 years (M = 28.6 years,
SD = 8.79, six females). At the beginning of the experiment, all participants
filled out a demographics questionnaire and were informed about the risks.

The experiment was conducted on a laptop with an Intel i7-7700HQ processor
and an Nvidia GeForce GTX 1080. This setup fulfills the minimal hardware
requirements of the HTC Vive Pro.1 The tracking area was approximately 3.1
× 2.9 m large. The application was built with Unity 3D on a Windows 10 system.
We used an HTC Vive Pro HMD with two controllers and three trackers to
enable full-body motion reconstruction. The users had to bind two trackers to
left and right ankle as well as one on the hip. Additionally, they had to hold
both controllers in the hands to track arm movements. One additional tracker
was bound to a stool so that it can be shown in the IVR application.

Each participant could choose between two virtual bodies (a female and male
avatar). After the avatar calibration, the participants then viewed a simple scene
with a mirror in from of them and a stool, as shown in Fig. 1. Thus, they could
view their avatar from the first-person view, i.e., by looking down towards their
body or by observing themselves in a virtual mirror.

(a) Searching task (b) Reaching task (c) Embodiment task

Fig. 1. The virtual environment, used for our experiment. (a) The search task consists
of three corridors, where the users have to find platforms, spawned on the ground in
one of three corridors. (b) In the reaching tasks, the users sit on a stool and have to
touch virtual targets, spawned around them. (c) In the embodiment task, the users
have to observe themselves in a virtual mirror, to find the impaired side. Note that the
player can see the virtual body from the first-person view.

1 https://www.vive.com/us/support/vive-pro-hmd/category howto/what-are-the-sys
tem-requirements.html.

https://www.vive.com/us/support/vive-pro-hmd/category_howto/what-are-the-system-requirements.html
https://www.vive.com/us/support/vive-pro-hmd/category_howto/what-are-the-system-requirements.html
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The study had a fully within-subjects design. Thus, all participants tested
all tasks and all conditions. To ensure that the participants do not adapt to the
latency during execution, we randomized the task order as well as latency con-
ditions. The experiment started with a SSQ to provide a baseline measurement.
After that, a total of 165 (11 × 3 different platform positions in the searching
task, 11 × 6 different cube positions in the reaching task; 11× 6 tries in embodi-
ment task) randomly conditions were presented. In searching and reaching task,
we added a delay between 0 and 100 ms (0 ms, 4 ms, 8 ms, 13 ms, 19 ms, 25 ms,
33 ms, 42 ms, 54 ms, 71 ms, 100 ms). In the embodiment task, we added higher
delays between 0 and 200 ms (0 ms, 8 ms, 17 ms, 27 ms, 38 ms, 51 ms, 66 ms, 84 ms,
108 ms, 142 ms, 200 ms).

At the end of each latency condition in the searching task, the participants
had to complete the SSQ. The surveyor read the questions and noted the partic-
ipant’s responses. In the reaching task, the participant did not need to complete
any questionnaire. Instead, we measured how long each participant needed to
grab the cube and how many errors he/she made. In the embodiment task, the
participants again had to complete a questionnaire (see Table 1). Note that the
order of the tasks and different latency conditions were randomly selected for
each participant. Exposure time was approximately 55 min.

5 Results

5.1 Base End-to-End Latency

We firstly measured the system latency of our setup by using a frame counting
approach, as proposed by Friston and Steed [4]. The end-to-end latency is the
delay between the player’s movement until the corresponding avatar movement
is displayed on the HMD. Due to the calculation of inverse kinematics for full-
body motion reconstruction, our base latency is slightly higher than those found
in related work, which is often between 22 and 36 ms [1,11,17]. Other similar
studies using full-body motion capturing reported higher end-to-end latencies,
between 45 and 80 ms [6,9,14,18]. We measured end-to-end system latency of
approximately 50 ms.

5.2 Cybersickness

To evaluate the level of cybersickness, we calculate the final SSQ scores at the
end of each sub-task. Figure 2 shows the final SSQ scores for different end-to-end
latency conditions. Error bars represent 95% confidence intervals of the mean.

Results of the Friedman test show that higher end-to-end latency has a sig-
nificant effect on final SSQ scores (χ2(2) = 100.6, p ≤ .001, Kendall’s W = .57).
The internal reliability for cybersickness was very high (Cronbach’s α = .922).
Post-hoc analysis with Conover’s test and α = .05 reveals significant differences
between 50 ms and ≥75 ms, 54 ms and ≥75 ms, 58 ms and ≥75 ms, 63 ms and
≥83 ms, 69 ms and ≥75 ms, 75 ms and ≥121 ms, 83 ms and 150 ms, 92 ms and
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Fig. 2. Final SSQ scores at different end-to-end latency conditions. Error bars show
95% confidence interval of the mean. The values above the Friedman threshold con-
tribute to the significant cybersickness symptoms. Indeed, values above Stanney et al.
threshold already indicate too high SSQ scores.

150 ms, as well as 104 ms and 150 ms. Thus, the results show that higher latency
values tend to correspond to higher final SSQ scores.

The results furthermore show significant lower SSQ score before the users
put on the HMD (0 ms) and after they experienced end-to-end latency of 75 ms
(p < .001). Thus, these findings indicate that users will experience sufficient
discomfort at end-to-end latency above 75 ms. As it can be seen in Table 2,
the reported final SSQ score at 75 ms is already >22. Stanney et al. [16] also
complement these findings, stating that the final SSQ scores of >20 indicate that
such a system is troublesome.

Table 2. Final SSQ scores prior the users put on the HMD (0 ms) and after each
end-to-end latency condition (50–150ms).

End-to-end
latency [ms]

0 50 54 58 63 69 75 83 92 104 121 150

Mean [ms] 11.4 11.8 14.6 12.3 17.1 16 22.1 30.1 26.9 29.4 35.1 42.9

SD [ms] 13.8 11.2 13.9 13.7 15 18.2 18.2 20.2 21.3 22.1 22.4 25.7

Moreover, Stanney et al. [16] report that users who report symptoms which
are already higher than 15 on the SSQ are experiencing sufficient cybersickness.
Comparing this value with the measurement results, the users reported increased
symptoms at end-to-end latency above 63 ms (see Table 2). Thus, to minimize
cybersickness symptoms, end-to-end latency of below 58 ms (<15 on SSQ) is
required.
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5.3 User Performance Results

To evaluate user performance, we measure the time the users need to complete
the task successfully. Figure 3 shows the average time needed to reach a cube
while users were exposed to different end-to-end latencies. Error bars represent
95% confidence intervals of the mean.

Fig. 3. Mean needed time for different end-to-end latency conditions. Error bars show
95% confidence interval of the mean. At values above the Friedman threshold, users
need significantly longer to complete the reaching task.

Results of the Friedman test show that higher end-to-end latency has a sig-
nificant effect on time, needed to complete the task (χ2(2) = 68.71, p ≤ .001,
Kendall’s W = .658). The internal reliability of the scale was high (Cronbach’s
α = .872.) Post-hoc analysis with Conover’s test and α = .05 results in sig-
nificant differences between 50 ms and ≥69 ms, 54 ms and ≥92 ms, 58 ms and
≥92 ms, 63 ms and ≥104 ms, 69 ms and ≥121 ms, 75 ms and ≥121 ms, 83 ms and
≥104 ms, 92 ms and ≥121 ms, and 104 ms and 150 ms. In other words, with the
minimum end-to-end latency (i.e., 50 ms), users could complete the task faster
than with added delay. Thus, the results show that higher latency values tend
to require more time to complete the task.

Table 3. Mean needed time for each end-to-end latency condition.

End-to-end
latency [ms]

50 54 58 63 69 75 83 92 104 121 150

Mean [ms] 16.5 16.6 16.9 17 17.3 16.9 16.9 17 17.2 17.5 17.7

SD [ms] .7 .7 1.5 1.9 1.9 .8 .9 1.2 .9 1.3 1.1

By observing Fig. 3, we can see that higher delay worsen user performance.
Looking at the findings from the post-hoc test indicate that user performance
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drops at 69 ms. The data in Table 3 shows that mean needed time values at end-
to-end latency of 69 ms and 104 ms are nearly the same. Thus, user performance
gets worse with increased delay and most users need significant longer to fulfill
the task at end-to-end latency above 69 ms.

Even though the users were allowed to touch the virtual cubes only once,
we could not identify any mistakes. We believe that the reaching task is very
simple to complete and that more complex tasks would lead to higher chances
of performance errors.

5.4 Embodiment Results

We conducted a user study to furthermore measure the sense of presence, agency,
and body ownership at different end-to-end latency conditions. We calculated
the median (MED) and Inter-Quartile Range (IQR) for each question, as it can
be seen in Table 4 and Fig. 4. Each question was assessed on a seven-point Likert
scale: −3 for “Strongly Disagree” and 3 for “Strongly Agree.”

The internal reliabilities for embodiment measurements are high. Cronbach’s
α for embodiment ranges between .706 (impaired side), .869 (simultaneity), .953
(sense of agency), .988 (sense of presence), and .992 (sense of body ownership).
For the sense of agency (MED = 3) and for the sense of presence (MED = 2), we
could not find any significant differences. These findings indicate that end-to-end
latency of up to 250 ms does not cause a significantly lower sense of agency or
presence.

However, results also show that end-to-end latency above 101 ms will decrease
the sense of body ownership (see Fig. 4a). Indeed, body ownership significant
decreases for end-to-end latency above 192 ms. Thus, the sense of body owner-
ship decreases with increasing end-to-end latency. Furthermore, with end-to-end
latency above 67 ms, one user already noticed different latencies between the left
and right side and also correctly specified the impaired side. As expected, with
higher end-to-end latency the users not only perceived increased latency but also
correctly specified the side (either left or right body side) which was influenced
by additional delay (see Fig. 4b). At end-to-end latency of 250 ms, almost half of
the users (n = 10) perceived the delay and could correctly specify the impaired
side. Similarly, with an end-to-end latency of 116 ms and ≥158 ms, the users
perceived the movements of the avatar not simultaneously to their movements.

6 Discussion

With the significant results of the SSQ comparing pre- and post-conditions, we
accept hypothesis H1. Thus, increased end-to-end latency will evoke cybersick-
ness symptoms. Stauffert et al. [17] expressed a similar view. The researchers
evaluated latency jitter and found that the disorientation sub-scale was higher
in the affected group, although nearly half of the users did not notice the repeated
lag in the tracking of the HMD. In contrast to Waltemate et al. [18], we found
significant results at the end-to-end latency of 75 ms. However, as suggested by
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Table 4. The table depicts the median (MED) answers for embodiment questionnaire
for each end-to-end latency condition. Inter-Quartile Range (IQR) values furthermore
indicate the variability of the questionnaire responses.

End-to-end latency [ms] 50 58 67 77 88 101 116 137 158 192 250

MEDagency 3 3 3 3 3 3 3 3 3 3 3

IQRagency 1 1 1 1 1 1 1 1 1 1 1

MEDpresence 2 2 2 2 2 2 2 2 2 2 2

IQRpresence 2.5 2 2 2.5 2 2 2 2.5 2 2.5 4

MEDbody ownership 2 2 2 2 2 1 1 1 1 1 0

IQRbody ownership 2.5 3 3.5 3 3 3 3.5 4 4 3 3

MEDsimultaneity 2 2 2 2 2 2 1 2 1 0 0

IQRsimultaneity 1 1 1 1 1 1 1.5 0 1 2 1

MEDimpaired side −3 −3 −3 −3 −3 −2 −3 −2 0 −2 2

IQRimpaired side 1.5 1 1 1.5 1 2.5 1.5 3 4 5.5 5.5

Fig. 4. Median responses for the embodiment questionnaire at different end-to-end
latency conditions.
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Stanney et al. [16], we want to satisft the desire of keeping the value beneath
15 on the SSQ. Therefore, we recommend that the researchers and developers
should keep end-to-end latency well below 58 ms (see Sect. 5.2). Our guidelines
also confirm those proposed by Attig et al. [2], according to which the lower
limit of 100 ms seems to be outdated. Moreover, we indeed recommend keeping
the end-to-end latency below 20 ms as suggested by DiZio and Lackner [3].

Furthermore, with the significant results for user performance, we also accept
hypothesis H2. Thus, with higher end-to-end latency, the user performance will
decrease. In particular, users will need more time to complete the task. Compared
to Waltemate et al. [18], stating that motor performance is affected by latency
above 75 ms, we obtain similar results. The results show that the higher delays
worsen user performance (see Sect. 5.3). Although the users typically need more
time to complete the reaching task with increased end-to-end latency, we could
not identify significant differences until 69 ms.

Hypothesis H3 cannot be accepted. We found no significant results for the
sense of agency and presence. However, with increased end-to-end latency, body
ownership and simultaneity perception will decrease. As already noted by Wal-
temate et al. [18], the delay affects body ownership significantly later, between
125 ms and 210 ms. Our results show that the sense of body ownership decreases
earlier, already at 101 ms; however, we could not find significant differences until
192 ms. Similarly, Waltemate et al. [18] stated that simultaneity perception was
affected by latency above 75 ms. Our results show that simultaneity perception
dropped at latency values higher than 116 ms.

In contrast to work from Kondo et al. [9], not all our participants were
able to identify the impaired side even not in the 250 ms end-to-end latency
condition. Nevertheless, with the increased delay, more and more users identified
the impaired side correctly. With end-to-end latency of 67 ms only one user and
with an end-to-end latency of 250 ms total of ten users were able to specify the
impaired side correctly.

7 Conclusion

This study aimed to gain insight into the effect of latency on user experience and
performance in IVR by artificially increasing the end-to-end latency. We designed
three different tasks to evaluate which impact increased latency has in IVR. For
quantitative results, we used the Friedman test with Conover’s test of multiple
comparisons as a post-hoc test. We found significant differences when comparing
final SSQ scores between several end-to-end latency conditions. Increased latency
negatively affects user experience, e.g., users reported significant cybersickness
symptoms with end-to-end latency above 63 ms. Thus, to ensure final SSQ scores
of <15 and minimize cybersickness symptoms, the researchers and developers
should ensure end-to-end latency far below 58 ms.

Furthermore, also user performance decreases with higher end-to-end latency.
The results show that latency above 69 ms causes significant longer execution
time. The results suggest that the sense of body ownership does accept higher
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latency values than user performance and cybersickness before significant results
can be found. Sense of body ownership decreases with end-to-end latency above
101 ms; however, significant results were not found until 192 ms. We could not
find any significant results for the sense of presence and agency. In general, with
increasing end-to-end latency, user experience decreases and user performance
worsens. We conclude that latency between perceived and physical head move-
ments does not only contribute strongly to cybersickness but also decrease user
performance and sense of embodiment.

In future work, we will focus on physiological data, such as ECG to measure
the electrical activity of the heart. We believe that this will detect the cybersick-
ness symptoms easier than subjective measurements of a SSQ. Furthermore, the
task complexity and duration should be increased and breaks should be included
between latency conditions, to avoid carry-over effects.
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Abstract. Head Mounted Display (HMD) became a popular device,
drastically increasing the usage of Virtual, Mixed, and Augmented Real-
ity. While the systems’ visual resources are accurate and immersive,
precise interfaces require depth cameras or special joysticks, requiring
either complex devices or not following the natural body expression.
This work presents an approach for the usage of bare hands to control
an immersive game from an egocentric perspective and built from a pro-
posed case study methodology. We used a DenseNet Convolutional Neu-
ral Network (CNN) architecture to perform the recognition in real-time,
from both indoor and outdoor environments, not requiring any image
segmentation process. Our research also generated a vocabulary, consid-
ering users’ preferences, seeking a set of natural and comfortable hand
poses and evaluated users’ satisfaction and performance for an entertain-
ment setup. Our recognition model achieved an accuracy of 97.89%. The
user’s studies show that our method outperforms the classical controllers
in regards to natural interactions. We demonstrate our results using com-
mercial low-end HMD’s and compare our solution with state-of-the-art
methods.

Keywords: Hand poses recognition · Convolutional neural network ·
Deep learning · Virtual reality · User interfaces

1 Introduction

Head-Mounted Displays (HMDs) are becoming popular and accessible, lever-
aging Virtual, Mixed and Augmented Reality applications to a new level of
consumption. A considerable amount of these market is strongly attached to
low-end devices, based on smartphones as displays and computing hardware,
enhancing the possibility of users interacting with virtual worlds anytime, any-
where, whether to watch a movie, work or play games [14].
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Fig. 1. The FPVRGame is a virtual reality environment developed to simulate a first-
person view game which allows the usage of the bare hand to control a character. This
figure shows the action of selecting a coin and the process involved: capture of the
image, the inference of the convolutional neural network and the label send for the
execution of the action in the game.

High-end devices, such as Oculus Rift or HTC Vive, provide sophisticated
interfaces controllers and tracking systems, allowing powerful and complex inter-
actions with the virtual environment [16]. Due to the lack of these components,
mobile-based systems must be projected to be more straightforward and in many
cases less immersive solutions.

Visual immersion achieved by the HMDs can generate high interaction expec-
tation among the users. It is common to observe, at interaction time, that the
user makes undesired body and hand gestures, moved by a natural body instinct
[22].

This body interaction cannot be implemented with regular HMD joysticks
and controllers. Thus, research has been conducted to offer a more natural
engagement to users. For instance, several body and hand gestures recognition
solutions are being presented in the last years, some of them using very different
approaches than traditional joysticks: heart rate monitors [28], Coulomb friction
model [9], acoustic resonance analysis [32] and even clothing that restricts joint
movements [1].

The usage of bare hands is what seems to be the most natural and immersive
solution, and some researchers are working on this [24,26]. In this sense, precise
and comfortable solutions still require some dedicated hardware, such as depth
cameras, structured light-based systems, and even Inertial measurement unit
(IMU) based hardware.

In this work, we present an interaction solution based on bare hand inter-
actions, which perform the real-time recognition with 98% accuracy and can be
executed indoor and outdoor using ordinary cameras as input devices through
low-end platforms, such as smartphones. Our solution is constrained for egocen-
tric point of view and for a specific set of hand poses. It can be easily Incor-
porated in any application and presents good performance, suitable for low-end
VR devices.

The hand pose recognition is a Machine Learning problem modeled as a
pattern recognition task. Given that the state-of-the-art algorithms for pattern
recognition in images are based on Convolutional Neural Networks (CNNs) [25],
we have chosen to use this approach in our work. We adopted three CNNs based
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architectures (GoogLeNet, Resnet, and DenseNet), with which we conducted
several training sessions using two different datasets until we get to the model
used in our solution. One of the data sets was created specifically for this work,
containing approximately 59,000 Red-Green-Blue (RGB) images of the hand in
an egocentric vision [18,30,33].

To simulate a First-Person Vision (FPV) navigation system, we developed
the FPVRGame (Fig. 1), a Virtual Reality (VR) environment. The FPVRGame
design and evaluation process involved three empirical studies. In Study One we
specified a preliminary vocabulary containing the hand poses considered more
intuitive to represent the actions of a character from an FPV perspective. In
Study Two we evaluated the hand poses existing in the preliminary vocabulary
and built a new and more comfortable vocabulary, capturing the images required
to create the dataset. Finally, in Study Three we validated our results using a
low-end HMD and a simple VR environment.

The main contributions can be summarized as:

1. Implementation of a CNN-based method for recognition of user’s hand poses
captured from an FPV navigation system perspective in any environment
(indoor and outdoor) and without any background or lighting constraints;

2. Creation of an open dataset with approximately 59,000 images of hand poses
from a FPV navigation system perspective;

3. Generation and assessment of a hand pose vocabulary by using the Wizard
of Oz method;

4. Empirical evaluation of user’s experience and performance, using the pro-
posed hand posture recognition in comparison to the main interfaces available
for HMDs, in both low and high-end systems;

In addition, while we attempted to solve FPV systems, our solution can be
trivially extended to any other interaction paradigm, depending only on provid-
ing a new image dataset.

The remainder of this paper is organized as follows: Sect. 2 describes the
related works. Section 3 presents our CNN based solution for hand posture recog-
nition and describes our Dataset, which we defined as public. Section 4 presents
the FPVRGame design and evaluation process, i.e, the hand poses vocabulary
construction process; the comparison between the accuracy achieved by our
method with other interfaces. Finally, Sect. 6, present the conclusions of our
work.

2 Related Work

Although there are several precise and functional interface devices for HMD’s, we
claim that the usage of bare hands is the most natural, intuitive and immersive
[24].

Among several works, Son and Choi [27] proposed a hand pose detection
approach that is capable for classifications based on raw RGB images. Their
method recognizes three distinct hand poses employing a faster R-CNN, capable
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of identifying the region of interest and classifying one of the three possible
poses. The dataset for training the network requires additional annotation for
the palm position and fingertip. Their method aims to estimate the bounding
box of the hands and identify which hand is in the camera field of view (left or
right). In our paper, we consider that the game controller should work similarly
for both hands, allowing left-handed and right-handed users to share the same
experiences.

Hand gestures are classified in static and dynamic gestures [24]. Differ-
ent datasets containing images in egocentric vision are available, such as
[17,18,30,33]. However, most of them contain dynamic gestures. Dynamic ges-
tures recognition usually exploits spatiotemporal features extracted from video
sequences. The evaluation of this type of method usually employs a sliding win-
dow of 16 frames or more [4], which introduces a significant input lag correspond-
ing to the time between the 16 frames and the gesture recognition. Our work
recognizes static gestures through a CNN, classifying hand poses from a single
frame and allowing real-time recognition without the before-mentioned input lag
penalty. Furthermore, tests performed in an egocentric dataset [33] shows that
our method has a competitive accuracy when taking account gestures similar to
our hand poses vocabulary. We created a specific dataset with a limited number
of poses but with higher accuracy.

Depth cameras (RGB-D) have the capacity of delivering depth information
for each pixel, making possible the use of different techniques for geometry recon-
struction and estimation of inverse kinematics bones positioning [24]. In indoor
and controlled environments the depth cameras perform very well and are being
vastly used. However, depth sensors can generate noisy depth maps, presenting
some limitations: restricted field of view and range, near-infrared interference
(such as light solar) and non-Lambertian reflections, and thus cannot acquire
accurate measurements in outdoor environments [23]. These issues become more
critical when the cameras are not fixed.

Yousefi et al. [31] presented a gesture-based interaction system for immer-
sive systems. Their solution makes use of the smartphone camera to recognize
the gesture performed by the user’s hands. The recognition process is based on
matching a camera image with an image in a gesture dataset. The gesture dataset
contains images of a user’s hand performing one of the 4 available gestures. The
images were recorded for both left and right hands under different rotations and
a chroma key screen was employed to remove the background pixels. The con-
struction of the dataset is labor-intensive, requiring the manual annotation of
19 joint points for each image in the dataset. At runtime, a preprocessing step is
necessary to ensure that only the relevant data is fed to the gesture recognition
system. This stage consists in segmenting the hand from the background and
crop the image in the region of interest. The gesture recognition system performs
a similarity analysis based on L1 and L2 norms to match the camera image with
one of the dataset images. A selective search strategy based on the previous
camera frame is used to reduce the search domain and efficiently recognize the
gesture in real time.



74 E. de Oliveira et al.

The previous method requires extensive labor-intensive adjustments through
the manual annotation of 19 joint points for each sample on the dataset creation
process. Furthermore, the segmentation process requires manual adjustments
based on the user’s environment. As opposed to their approach, our method
employs a dataset creation process that automatically annotates the images while
the user is experimenting with the application. Furthermore, our recognition
system works on raw input images and does not require background extraction,
chroma key, and lighting adjustments.

3 Hand Pose Recognition Solution

The hand pose recognition is the process of classifying poses of the user’s hands
in a given input image [24]. We use the recognized pose to perform an action in
an interactive game. Since we are using the player’s hands like a game controller,
the process must be robust to recognize the player’s hands in multiple scenarios
and different environments. It is important to have a consistent result in the hand
recognition since a wrong classification would result in an involuntary movement
in the game, potentially harming the user’s experience.

The hand pose recognition is a Machine Learning problem modeled as a
pattern recognition task. Given that the state-of-the-art algorithms for pat-
tern recognition in images are based on Convolutional Neural Networks [25],
we choose to use this approach in our work.

Convolutional Neural Networks are learning algorithms that require a two-
step process. A compute-intensive training step executed once, and a fast infer-
ence step, performed in the application runtime [24,26]. Considering that our
method aims to be executed in a mobile environment, the hand pose recog-
nition must be executed in interactive time even on low spec mobile devices.
This requirement makes the Deep Neural Network a suitable approach for our
purposes.

The input of our method is an RGB image containing the user’s hands
(Fig. 4). The output is a probability distribution of the k possible classes. The
classes are composed of the specified vocabulary described in Sect. 4, and an
additional Background Class, that represents the absence of the user’s hands in
the input image.

We adopted three off-the-shelf CNN architectures for the hand pose recogni-
tion: GoogLeNet [29], Resnet 50 [8], and DenseNet [10].

3.1 Datasets

We use two datasets in the CNNs training.

Dataset 1 (DS1): We use a pre-training dataset, containing 1,233,067 samples,
taken from publicly available sign language datasets [15]. A sample in the dataset
consists of a tuple (image, label) where the image portrays an interpreter per-
forming a sign language gesture. Even though this dataset does not contain the
correct label for our recognition system, the images of the dataset are employed
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to precondition the CNN to recognize features related to human hands under
different poses.

Dataset 2 (DS2): We created a second dataset specially tailored for our recog-
nition system. The dataset consists of 58,868 samples captured in an indoor envi-
ronment, comprising images of fifteen people (eleven men and four women). To
improve our detection for both right-handed and left-handed users, we applied a
mirror transformation in the images. The images were manually annotated with
one of the seven classes that represent the possible actions of the game, or a
class representing the background (Fig. 4).

A preprocessing step in both datasets ensures that the images have the same
dimensions (256 × 256 pixels). A bicubic transformation was performed to resize
images to adequate dimensions.

3.2 CNNs Training Results

Training a CNN from scratch requires a significant amount of labeled data;
therefore, we trained three CNNs through a process known as fine-tuning. We
loaded a pre-trained model with weights adjusted to the ImageNet dataset [6];
then we fine-tuned our network to the DS2 dataset. Figure 2a shows a summary
of the results obtained during the training.

The ResNet architecture obtained a not satisfactory result, with a mean
accuracy of 85.46% (test) and 79.25% (validation), with a mean error of 0.854%.
Aiming to improve the accuracy of the classification, we performed a second
experiment that exploits the features learned from the DS1 dataset.

The second experiment consists in, first, fine-tuning the CNN from the Ima-
geNet dataset to the DS1 dataset, then fine-tuning the resulting model to the
DS2 dataset. The result of this experiment for the ResNet architecture results in
a mean accuracy of 93.03% (test) and 89,79% (validation) with a mean error of
0.406%. When compared to the first approach, we obtained a significant improve-
ment in the mean accuracy of 8.85% (test) and 13.28% (validation) with a mean
error of 0.406%.

While the ResNet highly benefit from the second approach, the GoogleNet
and DenseNet obtained only a slight change in the mean accuracy when com-
pared to the first experiment. The GoogLeNet test accuracy improved by a small
margin (from 97.47% to 98.05%) while the DenseNet present a small decrease in
test accuracy (from 97.89% to 97.23%).

Overall, the GoogLeNet obtained the highest mean accuracy of 98.05% on
tests while the DenseNet, trained with the first approach, achieved the lowest
mean error on the validation and a better mean accuracy distribution across
the different classes. Furthermore, the training process was facilitated due to
the usage of the first approach that does not require the finetuning to the DS1
dataset. The mean accuracy across multiple classes can be observed in the con-
fusion matrix depicted in Fig. 2b and c. In our hand pose recognition system, we
choose to use the DenseNet implementation due to less associated error across
multiple classes and the relative uncomplicated single training process.



76 E. de Oliveira et al.

Fig. 2. (a) Best results achieved during the training of CNNs, using the two data sets
DS1 and DS2. (b) DenseNet’s confusion matrix. (c) GoogleNet’s confusion matrix.

For validation purposes, we tested our trained CNN against a public avail-
able egocentric benchmark dataset, EgoGesture [33]. The dataset contains 2,081
RGB-D videos, 24,161 gesture samples totaling 2,953,224 frames. There are 83
classes of gestures, mainly focused on interaction with wearable devices. Because
it is a data set different from ours, we have chosen a subset of gestures that are
similar to the poses of our vocabulary. The mapping between the EgoGesture
classes and our vocabulary classes is shown in the Table 1. Our GloogleNet model,
even though have never been trained with any of the images in the EgoCentric
dataset achieved an accuracy of 64.3%. This result is superior to the mean aver-
age accuracy of 62.5% in the VGG16 model presented by Cao et. al [4]. On
one hand, we could improve our accuracy results by considering spatiotempo-
ral strategies like appending an Long Short-Term Memory (LSTM) network to
the output of our last fully connected layer, on the other hand, this introduc-
tion would increase the input lag in our application, thus making the model
inadequate for VR applications.

Table 1. Gesture mapping our vocabulary of hand poses to EgoGesture [33] gestures.

Our Vocabulary EgoGesture
Class Gesture Class Gesture

1 move left 66 thumb toward left

2 move right 65
thumb toward
right

3 move forward 83
move fingers
forward

4 move back 67
thumbs
backward

5 select 29 number 5
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Most of the errors associated with our model are the misclassification of
gestures as background (class 0), as shown in the confusion matrix depicted in
Fig. 3a. This error is associated with the different nature of our training dataset
and the tested dataset (video sequences in the EgoGesture vs single frames in our
dataset). Frames at the two extremes (beginning and ending) of a video sequence
in the EgoGesture dataset contains no identifiable gestures, for example, partially
visible hands or the very beginning/ending of a gesture. To test this hypothesis,
we tested our model by dropping the few beginning and ending frames of the
video sequences. With 4 and 8 frames dropped, the model achieved a notable
higher mean accuracy of 76.17% and 78.81%. The improvement in the model’s
accuracy and the confusion matrix (Fig. 3b and c) confirm our hypothesis.

Fig. 3. Confusion matrix: (a) 0 frames dropped, (b) 4 frames dropped, (c) 8 frames
dropped. As for classes 6 and 7 we did not find similar gestures. Class 0 does not make
its inference because it does not appear in the label of the base EgoCentric.

The CNN training was executed on a DGX-1 machine with the following
specification: Intel Xeon E5-2698 v4 2.2 GHz, 512 GB DDR 4, 8 x NVIDIA P100
Graphics Processing Unit (GPU). All the networks are trained using 4 GPUs
adopting Stochastic Gradient Descent (SGD) as our solver. We applied 5-fold
cross-validation to our model, splitting the dataset into 5 distinct folds [7]. We
run the tests for 30 epochs with batch size 96. The learning rate is set initially
to 0.01 with the exponential decay (gamma = 0.95).

3.3 Inference Server Implementation

The recognition system is based on a client/server system. The FPVRGame,
running on a smartphone Moto X4, act as a client that captures the HMD cam-
era image and send them to the inference server application through a TCP/IP
protocol. The server feeds the CNN with the received image and carries the rec-
ognized hand pose identification back to the FPVRGame. The inference server
application (Fig. 1c) was implemented with Python 3.6 using the Caffe frame-
work [11] within an Intel R© CoreTM i7-7700HQ CPU @ 2.80 GHz, 16 GB RAM
and NVIDIA GeForce R© GTX 1050 Ti machine and running the DenseNet model
performs the inference with an average of 28 ms. Thus, the inference process can
run in real-time (35 fps) on any modern GPU enabled devices. Alternatively,
it is possible to use our CNN model with third-party inference engines such as
NVIDIA TensorRT [20], Clipper [5], and DeepDetect [12].
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4 FPVRGame - Design and Evaluation Process

FPVRGame is a VR environment developed to simulate an FPV game. Its pri-
mary objective is to navigate through the scenario and collect as many coins
as possible. For this, it captures the image of the player’s hand and forwards
the images to the Inference Server, see Fig. 1. As the camera is the single input
device, the player has to position his hand inside the camera field. This limi-
tation may require considerable physical effort, and if the hand pose is not the
most suitable, may cause pain.

Fig. 4. Vocabulary of hand poses used for the player.

Figure 4 shows the vocabulary provided by FPVRGame, built based on two
empirical studies, that offer a set of intuitive and comfortable hand poses. Study
One included identifying users’ preference for the most appropriate hand poses.
This study was attended by 173 people, being 105 males and 68 females, aged
between 18 and 39 years (M = 25, SD = 4.06), 92.5% and 7.5% left-handers.
What resulted in preliminary vocabulary. In Study Two by using the Wizard of
Oz method [13], we evaluate the existing hand poses in the preliminary vocab-
ulary and construct a new, more comfortable vocabulary, capturing the images
needed to create the data set. This study was attended by 15 people, 11 males,
and 4 females, aged 18 to 43 years (M = 26.46, SD = 6.94), all right-handed.

Study Three is aimed at assessing the participant’s experience and perfor-
mance when using our hand poses recognition solution. The primary measures
used in this study were the participant’s feelings (Easy to learn, Comfort, Nat-
ural and Enjoyment) when using different game controllers (joystick, gaze and
hand poses) to control a virtual character in the FPVRGame.

Figure 5 shows a summary of the results for questions Q1 - Easy to learn,
Q2 - Comfort, Q3 - Natural, and Q4 - Enjoyment, for each game controller. All
statistical analyses were performed using IBM SPSS1 with (α = 0.05).

For the item “Q1 - Easy to learn”, we find none significant difference between
the game controllers (Friedman X2

(2) = 4.480, p = 0.106).

1 https://www.ibm.com/analytics/spss-statistics-software.

https://www.ibm.com/analytics/spss-statistics-software
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Fig. 5. Perceptions of the participants considering all game controllers.

For the item “Q2 - Comfort”, there was a significant difference between
gaze and joystick controllers (Friedman X2

(2) = 16.033, p < 0.001). The joystick
achieved the highest percentage of positive feelings among the controllers (95%),
is significantly higher than the gaze (40%).

For the item “Q3 - Natural”, there was a significant difference between the
joystick and hand pose controllers (Friedman X2

(2) = 12.400, p = 0.002). The
hand pose achieved the highest percentage of positive feelings among the con-
trollers (55%), is significantly higher than the joystick (15%).

For the item “Q4 - Enjoyment”, there was no significant difference between
the game controllers (Friedman X2

(2) = 8.041, p = 0.018, with the multiple
comparisons tests with p value adjusted (Gaze-Hand Pose p = 0.207), (Gaze-
Joystick p = 0.144), (Hand Pose-Joystick p = 1)).
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Fig. 6. Participants’ perception of effectiveness while using the hand pose controller,
first row: all participants, second row: participants separated per group (indoor, out-
door).

Fig. 7. Quantity of coins per game controller: Hand Pose (M = 8.2, SD = 0.46), Joystick
(M = 8.25, SD = 0.51) and Gaze (M = 6.35, SD = 0.43).

For the evaluation of “Effectiveness” perception (Fig. 6) the majority of the
participants pointed out positive feelings regarding the effectiveness of the hand
pose recognition with only 5% of “Neutral” responses. In addition, we found
no significant difference between the participants who performed the study in
different environments (Mann-Whitney U = 41.500, p = 0.423).

Concerning the performance of participants using the hand pose controller
in indoor and outdoor environments we find none significant difference (t-test
t(18) = 0.631, p = 0.536). This result is in agreement with the evaluation of
effectiveness perception.

We also recorded the number of coins collected by participants using each
game controller (see Fig. 7). The Shapiro-Wilk test shows that the data follows
a normal distribution (Hand Pose: W = 0.970, p = 0.760, Joystick: W = 0.958,
p = 0.499 and Gaze: W = 0.952, p = 0.396). Thus, a One-way ANOVA with
repeated measures (α = 0.05) with posthoc and correction of Bonferroni was
used (F(2,38) = 8.218, p = 0.001. We note that the quantity of coins collected
while using the hand pose controller was significantly higher when compared to
the gaze controller. However, it was not different from the performance achieved
while using the joystick.
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One limitation of FPVRGame is to use a single input device. The interaction
occurs only when the user places his hand within the angle of the camera, which
can cause some physical discomfort. Therefore, we evaluated the participants’
comfort when using hand pose and surprisingly, such aspect was not a problem
for the participants to enjoy and to achieve excellent performance.

5 Discussion

Natural User Interfaces (NUIs) is not a trivial definition [19]. Bill Buxton [3]
argues that NUI exploits skills that were acquired through a lifetime of living,
which minimizes the cognitive load and therefore minimizes the distraction. He
also states that NUIs should always be designed with the use of context in mind.
Bowman et al. [2] questioned naturalism in 3D interface saying that high levels of
naturalism can enhance performance and the overall user experience, but mod-
erately natural 3D UIs can be unfamiliar and reduce performance. Traditional,
less natural, interaction styles can provide excellent performance, but result in
lower levels of presence, engagement, and fun.

Dealing with this trade-off between naturalism versus performance is still a
challenge, and few efforts have been reported about how to explore the design
space in order to find the appropriate and natural interaction for a specific
context of use. Different from Son et al. [27] and Yousefi et al. [31], our work
addresses such issue by using a user-centered design approach to build a hand
pose vocabulary for 3D user interaction in an egocentric vision scenario. The
Wizard-of-Oz technique used in Study Two shown to be adequate for validating
the preliminary vocabulary achieved by Study One and contributing for a good
final user’s experience with the FPVRGame, as was discussed in Study Three.

In addition, the simulation with the wizard allowed appropriate conditions
for recording the images and generating the data set. Before using the simulation
we tried to ask the volunteers to perform some hand poses to be captured and
used in the CNNs training, using the same method of capturing the databases
cited above in related works [17,30,33]. However, in practice, the results were not
good, and we assume that it was due to the robotic and not natural movements
made by the volunteers without causing oscillations in the poses.

Even with a dataset composed only of images collected indoor, no need for
background extraction, chroma key, and lighting adjustments [31] or data aug-
mentation [27], our CNN model was able to generalize the recognition of hand
poses, and it works appropriately for both indoors and outdoors environments.
Besides that, we observed that the performance of the hand pose interaction
with the FPVRGame presented satisfactory results, similar to the joystick in
the number of collected coins (Fig. 7).

6 Conclusion

Our FPVRGame proposal allows the use of bare hands as a control for VR and
Head Mounted Display scenarios, especially for low-end VR devices. Our scenario
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is focused on egocentric vision and presents a set of natural and comfortable hand
poses, considering users’ preferences. We developed a public dataset [21], which
allows extensions and inclusions of new hand poses. The FPVRGame demon-
strates a hand pose interaction solution, based on deep learning, that using a
trained CNN model capable of recognizing hand poses, captured at indoors or
outdoors environments and without any illumination or background constraint.
We achieved an average accuracy of 97.89%, which allowed smooth and com-
fortable human interaction through different usage scenarios. We demonstrate
our results using commercial low-end HMD’s and compare our solution with
traditional interaction devices.
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Abstract. In this paper, we introduce the framework of MEANinGS
for the semi-autonomous accumulation of world knowledge for robots.
Where manual aggregation is inefficient and prone to incompleteness
and autonomous approaches suffer from underspecified information, we
deploy the human computation game Kitchen Clash and give evidence
of its efficiency, completeness and motivation potential.
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1 Introduction

Robotic proficiency excels in well-defined tasks and environments [1,4,12], but
fails in compensating for missing or too generic information. Human-level world
knowledge has been shown to close the reasoning gap [4], yet teaching robots
this kind of knowledge remains one of the most challenging tasks for robotic
AI research, since autonomous approaches end up with underspecified informa-
tion and manual accumulation results in incalculable effort. In this paper, we
introduce Kitchen Clash, a VR human computation serious game for the extrac-
tion of human world knowledge in the context of everyday activities. Within
the framework of MEANinGS (Malleating Everyday Activity Narra-
tives in Games and Simulations), we integrate a combination of information-
transforming modules that include finding a proper set of instructions for a given
complex task, processing these syntactically as well as semantically to detect
underspecified information, autonomously generating testbed scenarios includ-
ing a variety of decision making affordances and finally solving world knowledge
problems by human computation through a serious game aided by physical sim-
ulation. In an explorative pilot study, we assessed user experience, appraisal and
the overall viability of the presented serious game to report on the findings and
demonstrate the feasibility of the approach. To constitute a baseline condition,
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we evaluated these findings against a control group executing manual knowledge
accumulation, resulting in higher efficiency, increased motivation and consid-
erably higher information retrieval. This paper contributes to the community
of serious game research, presenting a successful application advantageous to a
real-world problem solving field, as well as to the community of robotic research,
exemplifying the practicability of a novel framework to overcome underspecified
knowledge.

2 Related Work

One of the earliest research programs to study autonomous robots was the
Shakey project [12]. Shakey was a mobile robot that used planning to reason
about its actions and performed tasks that required planning of paths and actions
as well as re-arranging of simple objects. This work was seminal for the fields
of classical planning and computer vision. Nevertheless, even in Shakey’s simple
environment, the limitations of the approach became clear, as the computational
complexity of planning problems proved, in general, to be intractable.

Many researchers [4,11–13,18] have worked on providing robotic systems with
human-like common sense knowledge so that the robots could, hopefully, avoid
costly planning from scratch or trial and error. Dang et al. [3] proposed a method
to teach a robot to manipulate everyday objects through human demonstration.
The authors asked participants to put on motion capture suits and perform
tasks, such as opening a microwave or a slide door, and recorded 3D marker
trajectories. These trajectories were used as the input for a chain learning algo-
rithm. Parde et al. [13] developed a method to train robots to learn the world
around them by using interactive dialogue and virtual games. The game asked
a human player to put some objects in front of the robot and challenge it to
guess which object the user has in mind. Through many gameplay sessions, the
robot learns about objects and features which describe them and associates these
with newly captured training images. Beetz et al. [1,2] proposed the software
toolbox for design, implementation, and the deployment of cognition-enabled
autonomous robots to perform everyday manipulation activities. To teach the
robot, they use a marker-less motion capture system to record human activity
data, which is then stored as experience data for improving manipulation pro-
gram parameters. Programs, object data, and experience logs are uploaded to
the openEASE web server, from which they can be retrieved as needed to extend
the task repertoires and objects that a robot can recognize.

The representations needed for action knowledge have also been a topic of
research, because the symbolic, highly abstract, “actions as black boxes” rep-
resentations of the Shakey era do not result in robust behaviors in a realistic
environment. In general, action knowledge tends to be subsymbolic, and often
takes the form of success/failure probability distributions over an action’s param-
eter space [17,19]. Note that the experience the robot learns from doesn’t have to
be from the real world. Simulated episodes, produced either by a human player
of a game or a robot simulating itself, can be used for this purpose. Simulation
will of course not provide a complete description of a realistic action, but even



Give MEANinGS to Robots with Kitchen Clash 87

very coarse simulation can already be useful for a robot that needs to validate
its plans and/or pick a better set of parameters [8].

In our work, we propose MEANinGS to use a VR human computation seri-
ous game to simulate real-world tasks in realistic environments and situations.
Recorded trajectories can be translated to real-world robotic movements which
are spatially less constrained than motion capturing approaches and accumu-
lated world knowledge can help overcoming underspecified information, which
has the potential to reduce planning computation considerably. Similar to the
aforementioned approach, we contribute to the field of cumulative robotic knowl-
edge by adding resulting symbolical and subsymbolical insights to the openEASE
repertoire.

3 Implementation

3.1 Framework

Figure 1 demonstrates the flow of information, as well as the impact of and inter-
action between the particular modules. MEANinGS originated in the context of
everyday household activities and focuses on knowledge accumulation in this
area, while its functionality is not limited to the application field. Offering an
interface to any natural language based instruction set (retrieval), the contained
information is processed in order to represent subtasks as tuples of manipula-
tive actions and objects acted on or with. When utilizing natural language, the
ontological scope of these objects is often heavily underspecified, since humans
are used to working with generalized information and specifying these in terms
of individual choice, influenced by world knowledge, availability and preference.
Yet, this underspecification does not render all possible objects contained in
a general term as viable (or usual). Thus, in the specification layer, human
knowledge is added through Kitchen Clash, a serious game presenting a decision
making paradigm within this set of objects. Parallel to this, complementing world
knowledge is derived from physical properties of the objects and their surround-
ings via simulation. In both approaches, object choices can be quantified and

Fig. 1. Flowchart of the introduced MEANinGS framework.
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thus ranked by efficiency and effectiveness. Within the simulation, this assess-
ment can be realized in a fully autonomous manner, while the serious game offers
further qualitative insights, since peer-rated quality measurements are included
in the rating process, as well as preference and conventionality measures. Eventu-
ally, world knowledge is aggregated with trajectorial and contextual information
and provided as narrative-enabled episodic memories (NEEMs) according to
the KnowRob [1] paradigm.

3.2 Knowledge Base

In order to have a generic, comprehensive framework that is capable of adapting
to human data input, our approach does not rely on a single knowledge base,
but is designed to handle any set of natural language instructions that are goal-
oriented and describe the most crucial subtasks sequentially or hierarchically.
In this way, we introduce an interface that manages to grasp verbal commands
equally effective as cooking recipes or tutorial websites (e.g. wikiHow). After
retrieving the document encompassing the entire task completion, subgoals are
derived from the contained sentences or steps and processed in the next module,
independently of each other.

3.3 Natural Language Processing

In order to flexibly handle natural language input consisting of abstract and
underspecified instructions, a deep semantic parser based on the Fluid Construc-
tion Grammar formalism [16] is used. Both the lexicon and the analysis itself
make use of ontological knowledge described in Sect. 3.4, to guide the extensive
search process, disambiguate otherwise unclear instructions and evoke unspeci-
fied parameters which need to be inferred by later processing steps of MEAN-
inGS. In this way, natural language commands are transformed into a series
of desired actions, accompanied by their parameters and respective pre- and
post-conditions.

3.4 Ontology

The semantics of the actions and entities involved in the game are defined by a
formal ontology. This ontology is designed to provide descriptions for everyday
activities in terms of human physiology and human mental concepts, as well as
enabling formal reasoning. The ontology supplying the labels for the objects has
been designed using the principles proposed by Masolo et al. and is created by
using the DOLCE+DnS Ultralite ontology (DUL) as an overarching foundational
framework [5,6]. Specific branches of the KnowRob knowledge model pertaining
to everyday activities [1], such as those involved in table setting and cooking,
have consequently been aligned to the DUL framework. Additional axiomati-
zation that is beyond the scope of description logics is integrated by means of
the Distributed Ontology Language [9]. For the task at hand, however, only the
taxonomic model is employed to classify events and objects.
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3.5 Scene Generation

Within the scene generation module, we aim to provide a rich contextual world
for the following specification methods by preparing a scene that contains
sufficient interactable objects to ensure completeness (i.e. solvability of each
contained subgoal) and to facilitate variety of choices (in order to retrieve actual
world knowledge through humans’ decisive solutions or physical properties of the
simulation). Since the processing layer results in rather generic, underspecified
semantic descriptions of objects required to fulfill the task, this module tries to
generate as many alternatives for the respective objects as possible. This can be
realized either in a bottom-up (empty scene where only necessary objects and
alternatives are generated) or top-down (fully fledged household scene where
only objects missing for completion and/or their alternatives are generated)
approach. Once a scene meets the conditions of the task, it can be used for both
human computation as well as simulation.

Placement of objects in a scene is done in a generate and validate fashion.
The qualitative constraints on object placements are first used to select and/or
modify probability distributions for object positions. These probability distri-
butions can be learned from a set of training scenes– e.g., what it means for a
chair to be “near” a table can be represented as a distribution on relative loca-
tions of the chair to the table–, or sometimes inferred from an object’s shape;
for example, the top of an object corresponds to the fragments of its surface
with the highest z-coordinate. Probability distributions resulting from different
constraints on the same object are combined via point-wise multiplication. Once
constructed, a probability distribution accounting for all qualitative constraints
on an object is sampled several times to produce candidate poses, and the first
candidate that passes a list of tests– e.g. placing the object there would not
result in collisions– is used.

3.6 Human Computation

As the primary gap filler for underspecified information, we introduce Kitchen
Clash, a virtual reality-based, competitive household serious game. Players are
challenged with the same set of instructions that stem from the original knowl-
edge base within a virtual household produced by the scene generation module.
Each instruction is realized as reaching a subgoal represented by the contained
objects and the type of the manipulation (picking up/dropping objects, com-
bining objects with other objects, making use of specific object properties, etc).
VR, compared to offline or non-natural interaction approaches, offers the great
potential of tracking complete trajectories of hand, head and body movement,
as well as the distinctly classified manipulation actions. Players are asked to
execute these tasks with optimal efficiency and quality, which is measured by
time spent on a task, the number of recognizable actions and the number of
undesired events (e.g. breaking dishes or glitching through physical barriers).
Additionally, these sessions are assessed qualitatively by peer-rating individual
executions from other players, in an either absolute or relative measurement.
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Eventually, players are rewarded with a score representing their qualitative and
quantitative success.

3.7 Simulation

Within MEANinGS, the simulation branch is employed to estimate concrete
parameter setting for the ultimate robotic execution of the activities involved.
For example, in the case of transporting liquids in various containers from a
source to a target location, the game engine physics can be used to simulate dif-
ferent velocities and trajectories and measure the ensuing spill rate in order
to find a suitable setting. Ultimately, we see this as a modern extension of
the KARMA system [10], in which the complete understanding of an utter-
ance entails a mental simulation thereof. It is also related to “projection” [8],
which is light-weight simulation used by a cognitive robot to try combinations of
program parameters and/or change sequences of actions quickly, in a simulated
world, before attempting them in reality.

4 Exemplary Case

To showcase the functional principle of the framework, we present one of the
example tasks used in the Evaluation, i.e. to prepare a portion of cucumber
salad.

Retrieval. When querying wikiHow as a possible source for natural language
instructions, cucumber salad will result in a multitude of cucumber salad vari-
ants, from which the most basic one will be chosen since no further specifications
are asked for. Within this module, the overall task will be divided into subtasks
(Slice the cucumber into thin pieces, Place the slices into a bowl and Pour dress-
ing over the cucumbers), which will be forwarded to the processing layer.

Processing. The natural language parser extracts one action per subtask, each
of which should be performed by the discourse addressee - in this case the human
player. For the slicing action, the undergoer cucumber is identified while the
obligatory instrument slot is left unspecified. Moreover, the action should result
in a goal state that is defined by the changed consistency of the undergoing
object. Also, the ontologically equivalent cutting action is extracted, to prepare
for the case in which only one of these actions is known by the following process-
ing steps. The subsequent placing action describes the desired trajectory of the
undergoing slices to their destination, an undetermined container of type bowl.
For the final pouring action, the poured substance dressing and its destination,
the cucumbers, are identified. Furthermore, the various referring expressions of
the main ingredient all resolve to the initial cucumber object, in its different
configurations.
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Specification. In order to prepare a suitable testbed, the scene generation
module spawns a cucumber (since it doesn’t find more specific alternatives to
the term) and different variants of cutting objects (scissors, a kitchen knife, a
butter knife, a butcher’s knife, etc.).

Within Kitchen Clash, a new level is generated that constitutes the challenge
and constraints of the overall task. Players entering this level have to find suitable
solutions for the presented subtasks and execute these quickly and dexterously,
since time, number of actions and the opinion of other players determine the
final score. If e.g. a player executes a pickup action on the kitchen knife, triggers
a collision between the knife and a cucumber (c.f. Fig. 2), collects the resulting
slices, causes them to fall into a bowl and initiates the final collision between
dressing and cucumbers, all subgoal constraints have been fulfilled and the main
task is completed.

Fig. 2. In-game representation of the three tasks. UI has been kept minimal to prevent
distraction, action number is counted and required time outlined on a bar with respect
to the best and average time targets. In the second screenshot segment, the cucumber
slicing task is represented, where the required cutting object is specified by taking a
serrated utility knife.

When it comes to simulating the physical properties, the same scene is popu-
lated by a robotic agent instead of a human performer, that evaluates the cutting
action between all given alternatives and comes up with a quantitative result of
the most appropriate parameters and choices.

Providing. In the end, trajectories and action choices from the specification
layer are formulated into the standardized NEEM description to generalize and
publish the insights to the open robotic community.

5 Evaluation

In order to assess the feasibility of the approach, the overall player experience and
appraisal, as well as to generate a first data set for further analysis, we conducted



92 J. Pfau et al.

an exploratory comparative user study in a laboratory setting. Data was gathered
through game protocols, screen capture and a post-study questionnaire. The
study was split into two groups in a between-subjects design, where the VR
group was exposed to Kitchen Clash within the associated framework and the
control group had to accumulate the desired world knowledge manually by
depicting the respective tasks in written form.

Measures. In-game, we tracked movements from head and hands every second,
as well as all of the players’ actions, collision events, time measures and attained
scores (quantitative and qualitative). The control group submitted instructional
data textually. Through the questionnaire, demographics and prior experience
in VR were recorded. Using seven-point Likert scales, we asked for players’ moti-
vation (using the Intrinsic Motivation Inventory (IMI) [7]), presence (using the
igroup Presence Questionnaire (IPQ) [15]), comprehensibility and perceived use-
fulness of the game. Additionally, participants elaborated on their decision mak-
ing processes with respect to world knowledge accumulation.

Procedure. Following informed consent and a temporally unlimited tutorial
that explained the controls and interactions of the game, participants were asked
to complete three levels containing complex tasks. In the first level, they had to
set a table for two persons, deciding on the type of cutlery and tableware and
arranging these in their usual composition. Level two consisted of the formerly
explained task of turning cucumbers into a salad. Finally, they were asked to
prepare a steak by heating the hotplate, choosing a pan, filling it with oil and
cooking the steak until the desired degree of doneness was reached. The tasks
did not differ between the VR and control group. They were specifically designed
to extract world knowledge about solving underspecified information, providing
preferred or conventional items, object target constellations and actual execution
trajectories. After completing all levels, the subject was redirected to the final
questionnaire.

Participants. (n = 26) participants took part in the study. (46% male, 54%
female, aged 22–58 (M = 29.9, SD = 8.3). 72.7% stated having prior experience
in VR.

Results. On average, subjects of the VR group spent (M1 = 150.9, SD1 = 51.7;
M2 = 94.9, SD2 = 42.3;M3 = 114.9, SD3 = 34.2) seconds on the three respec-
tive tasks, whereas the control group required (M1 = 244, SD1 = 108.1;M2 =
350, SD2 = 196.3;M3 = 336.3, SD3 = 181.4) seconds. Using a Welch’s t
test, we found significant or even highly significant effects for required time
between the groups in all tasks (p1 < 0.05, d1 = 1.1), (p2 < 0.01, d2 = 1.8),
(p3 < 0.01, d3 = 1.7, cf. Fig. 3).
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Fig. 3. Time required to fulfill the
three tasks between VR (blue) and con-
trol (green). (Color figure online)

Fig. 4. Results of IMI categories Perceived
Competence (red), Tension/Pressure (yel-
low), Effort-Importance (green) and Inter-
est/Enjoyment (blue) between VR (left)
and control (right). (Color figure online)

Assessing the IMI, we found no difference for Effort-Importance or Tension-
Pressure, but highly significant effects for Perceived Competence (p < 0.01, d =
1.26) and Interest-Enjoyment (p < 0.01, d = 3.13), showing VR drastically out-
performing the control group in terms of motivation (cf. Fig. 4). When asked
how descriptive the execution in VR (or in written instructions) can be with
respect to the real set of actions, 81.2% of the VR group stated that the exe-
cution comes close to the real actions, where from the control group only 40%
were convinced that real tasks can be sufficiently expressed in written form.
Participants had no trouble following the given instructions (indicated by (M =
6.27, SD = 0.62) on a comprehensibility scale). According to the IPQ, VR partic-
ipants reported a mediocre presence (M = 4.15, SD = 0.81) for Spatial Presence,
(M = 4.3, SD = 0.42) for Involvement, (M = 3.3, SD = 0.54) for Realness and
(M = 5.63, SD = 1.15) for General Presence). Regarding simulation sickness,
most participants reported no discomfort at all (M = 2.1, SD = 1.73). Most
of the subjects stated that they would like to play similar games more often
(M = 5.72, SD = 1.6). Elaborating on the decision making strategy, 45.4% of
the participants stated to select the necessary objects based on the respective
task or prior experiences, where 54.6% tended to just take the first available
thing.

For the qualitative measurements, subjects reported that VR is “capable of
capturing the most crucial aspects of the tasks” and “close to reality”, despite
“lacking haptic feedback [that] decreases grasping accuracy” and “not [being] able
to perform fine motor functions”. Participants of the control group stated that
it is “impossible to find the right level of detail”, “implicit knowledge is easily
overlooked”, “it takes way too long to describe all actions in detail” and “you
cannot really describe cooking since you don’t think at details that will come up
in the process”.

We also assessed the amount of information retrievable from the sessions
in both groups. Within VR, all executions managed to complete the tasks and
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filled all occurrences of underspecified information, since these were needed to
finish the respective level. Yet, many unnecessary actions were tracked that trace
back to the novel experience of the game, accustoming to VR and the controls
and the very broad tracking scope. The amount of unnecessary information was
significantly smaller in the control group, but in most of the cases they failed
to solve the underspecification problem, even when going into detail. Above
that, the textual descriptions deviated considerably in their semantics, due to
different perceptions of the task, the projection to their individual environment
or personal preferences.

6 Discussion and Future Work

Contrasting accumulation of world knowledge manually and in a gamified app-
roach, we have given evidence that human computation can result in significantly
higher efficiency, motivation and closeness to the actual execution. Above that,
Kitchen Clash was able to track complete sequences of actions that describe the
fulfillment of tasks both symbolically (registering required operations) as well as
subsymbolically (tracking continuous trajectories and contact parameters). Par-
ticipants enjoyed playing and competing with other players and were interested
in continuing the game. Based on these results, we have demonstrated the oppor-
tunities and usefulness of human computation for world knowledge aggregation
and the feasibility of the overall framework. Yet, this study illustrated that the
current implementation suffers from over-collecting unnecessary information and
undesirable player choices (e.g. players who take the first object available instead
of making an informed decision). Regarding the first issue, we aim to compile
large sets of similar task executions using Deep Player Behavior Models [14],
offering an optimization paradigm across sessions to extract the necessary core
actions needed to fulfill the task probabilistically. When it comes to undesir-
able player choices, we will evaluate a knockout system of object alternatives
that constrains the variety of choices of the Scene Generation module in order
to force players to overcome obstinate individual preferences and obvious deci-
sions. Furthermore, we are aiming for a narrower interaction between the human
computation and the simulation module to generate more elaborate level constel-
lations in Kitchen Clash and to make use of the accumulated sequential action
knowledge while simulating. Eventually, we are going to open up the game to
online multiplayer scenarios where players have to compete against other human
players as well as agents representing the aggregated knowledge while learning
continually.

7 Conclusion

Learning from natural language instructions is a desirable opportunity for robots,
but ends up in underspecified information, even when accessing detailed direc-
tions. Introducing MEANinGS, we present a potent framework able to break
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down these instructions syntactically and semantically, before resolving miss-
ing or underspecified information with the aid of human computation. With
this approach, we have shown to outperform manual accumulation in terms of
efficiency, motivation and completeness. This work demonstrates a successful
application of a human computation serious game to facilitate research in the
context of robotic learning.
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Abstract. Ever since Snow World, there has been a proliferation of Virtual
Reality (VR) for pain alleviation in clinical settings. VR provides a relatively
low-cost and side-effects free way to distract patients from acute pain. Numerous
studies have shown the feasibility of using VR to reduce pain compared with
control conditions, however very little research has been done on how the VR
experience itself should be designed to optimally distract a user’s attention away
from the pain. Here, we used the circumplex model of affect as an input to
design three affective, wireless, passive VR experiences, viz. a tense experience
(horror), an exciting experience (parachuting) and a relaxing experience (nature-
walk). In a counterbalanced within-subjects experiment, 14 participants under-
went a cold pressor test through three experimental and one control conditions.
There was a significant effect of condition, with participants in the tense (horror)
condition being able to withstand pain for longer. This may also be due to the
anticipation inherent in horror experiences however.

Keywords: Virtual Reality � Pain reduction � Affective VR � Game design

1 Introduction

1.1 VR Based Pain Alleviation

The experience of (acute) pain is a partly physiological but also partly psychological
process that serves to direct our attention to a painful stimulus [23]. As it is contingent
on attention, directing attention away from the pain experience itself has been found to
be a useful strategy to mitigate pain [1], because pharmaceutical analgesics can be
costly or have unwanted side-effects. Over the past two decades, the advent of Virtual
Reality (VR) technologies as a means to distract patients from pain with entertaining
virtual worlds has been shown to be highly effective, both in lab experiments and in
clinical settings. VR-based distraction methods typically show statistically significant
superior pain reduction compared with control groups or non-VR distraction methods,
by large effect sizes [15]. In the US alone, reportedly more than 250 hospitals already
employ VR for this purpose [2].

Several theories have been proposed why VR distracts a patient from the pain they
are experiencing [14]. One of these theories is based on the Multiple resource theory by
Wickens [26]. The Multiple resource theory states that people have a limited amount of
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mental resources that can be spent on sensing, perceiving or thinking. If someone is
fully focused on one thing, they do not have the mental resources to focus on anything
else. In the case of using VR to distract people from experiencing pain, this means that
they would use all their mental resources in perceiving and thinking about the virtual
environment, and subsequently have no resources left for the pain. Related to this, the
degree of presence, or the mediated illusion one is present inside the virtual world, and
everything that entails for perception and believability of the virtual world, has been
found to be correlated to the effectiveness of pain reduction [11, 23].

1.2 Related Work

One of the first well researched and widely publicized VR experiences for pain dis-
traction in hospitals was the VR game Snow World [11]. Here, patients who have to
undergo painful burn wound treatments, get to play a game set in a snowy world, where
they fly through an icy gorge and throw snowballs at among others penguins and
snowmen. The efficacy of Snow World to reduce the experience of pain has been well
documented [e.g. 15]. Since then, immersion in VR for analgesic purposes and argu-
ments to its efficacy has been researched for dental pain [10], multiple types of cancer
treatment [3], long term fibromyalgia relief [8], and more.

1.3 The Design of VR Experiences for Pain Reduction

The research around VR experiences for pain reduction seems to have so far centered
on its efficacy compared with other types of pain reduction, the psychological factors
surrounding it and explanations for the measured effect. To the best of our knowledge
however, very little research has been done on how to design the VR world or VR
experience itself in order to engender a reduction in pain. Is the simple act of
immersing and distracting enough, as the multiple resource theory for pain reduction
would imply [26]? In another paper, Johnson suggests that additionally altering mood,
anxiety and arousal next to engaging attention would more effectively reduce pain [12].
In this light Snow World, next to being distracting and arousing in the game mechanics,
also appears to have design qualities of being immersive and entertaining, lowering
anxiety, while stimulating opposite affective connotations to what originated the pain,
i.e. snow instead of fire, and thereby altering mood. While on the surface it seems like a
good idea to give patients an environment that is both moderately relaxing and stim-
ulating an opposite affective response, it’s less clear what the right affective environ-
ment would be for a host of other, less evocative or easy to pinpoint causes of pain. Nor
do we get closer to understanding the type of affective experience that best mitigates
pain, and why.

Therefore, we propose an experiment with different types of affective experiences,
and to measure the amount of time which the experiences can engender people to
sustain a simple cold pressor test. In order to delineate different types of affective
experiences, the Circumplex Model of Affect by Russell was used [18]. This plots a
range of possible affective states in a 2D plane according to the amount of Arousal (vs
Boredom), and Valence (Pleasant-Unpleasant) a person experiences; see Fig. 1. With
the two axes giving the possibility for both negative and positive scores, four quadrants
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are formed, with at the extremities Excited, Relaxed, Tense and Depressed. However,
given the usual application domain of these kinds of pain alleviation experiences, i.e.
hospitals, we considered “Depressed” to be wholly unsuitable, as it could strengthen
depressive associations with the procedure, and pessimism generally predicts worse
physical health outcomes [17]. A similar argument could indeed also be made for the
“Tense” affective setting; however we contend that the popularity of thriller or horror
movies and games show that enough people consider these forms of entertainment to
be engaging enough to actively seek out immersion in them. Conversely, we think that,
given the context, a depressing VR world would not be considered entertaining and
therefore the player would be less likely to engage with it.

Most VR for pain reduction research has so far focused on elaborate VR tech-
nologies that tether bulky headsets with wires to large gaming PCs. With the advent of
low-cost mobile VR, we envision a future where these will be more often used because
physicians and surgeons will be able to more easily navigate around them. As general
treatments require patients to remain still, we also focused on passive entertaining VR
experiences for the purpose of this experiment. The experiences are consequently
developed with passive mobile VR in mind.

1.4 Tense, Exciting and Relaxing Experiences

All of the 3 emotions chosen from the Circumplex model of Affect have different
reasons for why they could work in distracting the patients of their pain while being
immersed in VR entertainment.

For the first one, Unpleasant & Activation (“Tense”), the patient could be distracted
from their pain by creating fear for something outside of the real world. Fear can be an
overwhelming emotion [24], thus if someone is placed in an immersive world, where a

Fig. 1. Circumplex model of affect, adapted from [17] and used in the experiment to measure
affective states.
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fear is created for something, someone could lose awareness of what happens in the
real world. The mental resources would be drawn away from the real world and the
pain they are experiencing, to the fear of the experience in the virtual world. This could
lead to being distracted from the pain in such a way that they are not experiencing it
actively anymore.

For the second one, Pleasant & Activation (“Excited”), the patient could be per-
ceiving so much audiovisual stimuli, that it would be overwhelming for the senses of
the patient, and in this way make them focus less on the other senses (cf. Multiple
resource theory). In this case enough complexity in audible and visual stimuli could
hypothetically overload cognitive processing capacity, making people less aware of
haptic stimuli.

For the final one, Pleasant & Deactivation (“Relaxed”), the experience is designed
to stimulate an affective response opposite to the stress and anxiety induced by the real
world pain, similar to Snow World for burn victims. This could furthermore create a
mindfulness experience and give the patient a place which allows them to retreat to
their thoughts and ignore the real world. There is some evidence that mindfulness
meditation can reduce pain [20], and mindfulness has been stimulated in VR by nature
walks in e.g. [5, 7].

As explained above, the three different experiences have very different reasons why
they could work in reducing the experienced pain. In addition, by contrasting them
directly we may be able to tease out the relative contributions of the factors that were
purported to make Snow World a good pain reduction game, viz. distraction, immer-
sion and a game world that stimulates opposite affective responses. Therefore, Russell’s
circumplex model of affect was used as a guideline in designing the different Virtual
Reality Experiences. The experiences are operationalized as described below. The three
different experiences are contrasted with a control group, where participants undergo
the cold pressor test without a designed affective experience, in order to have a baseline
of pain tolerance for each participant.

2 Designed VR Experiences to Engender Tense, Exciting
and Relaxing Affective Responses

For the Tense experience (Unpleasant & Activation) a virtual walk through a moodily-
lit creepy hospital was created (see Fig. 2). The player can hear unintelligible whis-
pering voices and two jumpscares (a frightening event where something loud and “in
your face” happens to make people “jump” out of their seat), were implemented to
cause some distress in the player; first a non-humanlike humanoid creature jumps at the
player and at the end the player is surrounded by ghosts with a stroboscope effect. Both
non-humanlike humanoids and sounds without an identifiable source are well-known
tricks in the survival horror genre to induce fear [22]. Due to the limited graphical
output of mobile VR and to make the experience palatable to people who do not like
horror movies, the experience was probably more akin to a haunted house theme park
than something truly unnerving.
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For the Exciting experience (Pleasant & Activation) we had to design something
that was thrilling and fun. The initial idea was a rollercoaster or high-speed race, but
due to technical limitations with the amount of scenery that could be drawn at the same
time at high speeds, these were scrapped for something easier to render. As such, we
settled on a skydiving experience, where the player falls downwards towards the
ground and cloud particles shoot past the player, as wind sounds fill their ears (see
Fig. 3). The cloud particles provided a high amount of visual complexity, while the
visual and sound design were intended to create a sense of speed through visual and
auditory vection cues [13]. Since vection (the mediated illusion of self-motion) may
lead to motion sickness, no rotation or translation was added, and motion sickness was
included as a measurement. If the player can hold out long enough to reach the lake on
the ground, they would shoot through it and reemerge high above the world. This
would be repeated, with a new world rising underneath you every time.

In the third and final Relaxing experience (Pleasant & Deactivation), the player had
to experience a calm, relaxing and serene environment. For this, a relaxing forest was
created (see Fig. 4) (similar to relaxing VR games like [5, 7]). In this forest, the player
would walk along a path next to the river with a waterfall, with the sounds of birds
chirping, a calming pan flute song and the rushing of the waterfall. There was not much
activity in the experience, outside of the waterfall, which was designed to calm the
players down and make them as relaxed as possible. Both the Tense and Relaxing
experiences were designed to last about three minutes; the Exciting experience could
potentially loop forever.

Fig. 2. A screenshot of the Horror Virtual Reality experience with the non-humanlike humanoid
used in this research.
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Fig. 3. A screenshot of the Exciting Virtual Reality experience used in this research.

Fig. 4. A screenshot of the Relaxing Virtual Reality experience used in this research.
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3 Method

3.1 Participants

In total 14 participants (6 Female, 8 Male, Age between 21 and 57, mean age 24.64)
participated in a within-subjects design. Because there were four conditions (three
experiment groups and one control group), the participants were counterbalanced in a
Latin Square design. One person (male, 21 years old) was not able to complete the full
experiment due to the equipment malfunctioning, leading to Valid N = 13 for most tests.

3.2 Cold Pressor Test and Apparatus

An often used and ethically acceptable way of simulating pain and testing the pain
tolerance is the Cold Pressor Test (CPT) [1, 27]. This test asks people to put their hand in
cold water at a regulated temperature and times how long someone can hold their hand
submerged in the cold water before taking it out. This test is already used in some cases
with Virtual Reality [4, 16], and is therefore also used to test the conditions with here.

From other research done with the CPT [16] and testing with water temperatures
from 0 °C to 10 °C, a temperature between 6.5 °C and 7 °C was chosen as most useful
for this experiment, as anything below 6 °C would lead to the hand being submerged in
the water too briefly to experience much of the VR, whereas anything above 8 °C
would lead to high variability in the users, compounded by possible disengagement
from the designed VR experiences. An important thing to keep into account while
doing a CPT is the dangers that are involved in submerging a body part into cold water.
The safety prescriptions include prevention of cold-induced tissue damage by setting a
maximum time and prevention of an accidental electrical shock [16]. To avoid targeting
of the maximum time by the participants, this time was blinded from the participants.
The maximum time in this research was set to 2:30 min (150 s) [25]. Prevention of an
accidental electrical shock was provided by clearing the area of the water of electrical
devices. The water temperature was measured by a safe thermometer with a cord of
1.5 m, the phone used in the Virtual Reality goggles was waterproof and the head-
phones were fitted with a well manufactured sealed cord and were too big to fit in the
water bucket while the hand was submerged (Fig. 5). Besides this, the participants
were watched carefully by a researcher at all times.

Fig. 5. An illustration to show how the Cold Pressor Test was conducted in this research
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In between tests, the water was kept between 2 °C and 5 °C in a fridge. It was
subsequently taken out and mixed with normal water right before the test to get to
6.5 °C. The water was put in a bucket deep enough to fully submerge the hand in a
comfortable way, while not requiring too much cold water. A waterproof thermometer
was used in this test, which measured the temperature with a precision of 0.1 °C and a
low adoption time, as the longer it takes to measure the temperature, the more the
temperature of the water rises.

The Virtual Reality was played on a mobile phone (Samsung S5) which was put in
a VR Box Virtual Reality headset. The phone was connected to high quality Sennheiser
headphones to make sure the sound was of good quality and canceled out any other
sounds.

3.3 Materials and Procedure

Upon entry of the lab, the participants were informed about the experiment and told
that they were allowed to quit at any time. They were additionally questioned about
prior experience with VR and in particular whether they were prone to simulator
sickness. After filling out a consent form, they were then administered the conditions in
a counterbalanced Latin square order. The water temperature was recorded and the
stopwatch started each time they put their hand into the water. At the moment they took
their hand out of the water, the time was stopped and the water temperature was
recorded again. After every CPT, the participants had time to dry and warm up their
hands, and then they were asked to fill in an adapted version of the Visual Analogue
Scale (VAS) [6] about the level of experienced pain, the level of nausea experienced
and the emotion which was evoked in the Circumplex Model of Affect [18]. For the
purpose of filling in, a program was created that presented visual scales on a tablet with
a granularity of −400 to +400 where participants could easily visually select how much
they agreed/disagreed with the statement. After this, in the three experiment conditions
the participants were asked to fill in the Igroup Presence Questionnaire (IPQ) [19], to
determine how present they had felt in the virtual environment. After participating in all
four conditions in a latin square counterbalanced order, the person was thanked for his
or her participation. No reward was provided.

4 Results

4.1 Validity of VR Experiences

As a general indication, the participants were asked to position their affective response
from the VR experience onto the x (valence) and y (arousal) coordinates of the cir-
cumplex model of affect. It should be noted that we did not use the official ques-
tionnaire to measure their affective response, out of fear we would overload the
participants with too many questions for all of the conditions combined. Therefore
these results (in Fig. 6) should be taken as a very general indication without much
construct validity. From this we may surmise that the Control, Relaxing and Tense
conditions are all roughly in the position we expect them to be, and since the

104 E. D. van der Spek and L. P. M. Roelofs



participants weren’t told where they should be, that the designed experiences portray
the mood that we intended. However the same cannot be said for the Exciting con-
dition, which appears not Pleasant enough.

4.2 Pain Reduction Expressed in Time

Mauchly’s test showed the assumption of sphericity had not been violated
v2(5) = 2.14, p = 0.83. A repeated measures ANOVA with the four conditions as
within-subjects independent variable and the time the hand was submerged as
dependent variable, shows a significant effect of condition on the time the participant
was able to submerge their hand F(3,33) = 5.413, p = 0.004, partial η2 = 0.33.
A Sidak-corrected post-hoc test attributes this mainly to a significant difference
between the Tense condition and the Control condition (p = 0.014), with the partici-
pants in the Tense condition (M = 48.15, SD = 26.04) being able to keep their hands
submerged significantly longer than in the Control condition (M = 34.15, SD = 18.10).
A trend was found between the Tense and the Exciting condition (p = 0.052), with the
participants in the Tense condition being able to keep their hands submerged longer.
The other within-subjects differences were not significant. The results of the analysis
are shown in Fig. 7. Note that 95% confidence interval whiskers are quite large,
meaning there was quite some variability in pain tolerance.

Fig. 6. Visual indication of affective responses to the VR experiences
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4.3 Presence

The reported presence scores violated the assumption of sphericity (Mauchly’s test v2
(2) = 6.844, p = 0.033), subsequently a Greenhouse-Geisser corrected Repeated-
Measures ANOVA with conditions as independent variable and reported presence as
dependent variable showed a significant effect of condition, F(1.394, 26) = 8.951,
p = 0.004, partial η2 = 0.408. A Sidak-corrected post-hoc test showed that the Tense
condition induced significantly more presence (M = 0.79, SD = 0.75) than the Excit-
ing condition (M = 0.32, SD = 0.67). No other differences were significant. The
experience of presence was significantly correlated with the time a person could
submerge their hand for the Relaxing VR condition (r(13) = 0.581, p = 0.037), but not
for the other two conditions. Average presence for all three conditions was also not
significantly correlated with average time the hand was submerged for all three con-
ditions (p = 0.79).

4.4 Experienced Pain and Nausea

A visual analog scale to express the degree of experienced pain from the CPT and
nausea from the VR experience was administered, but no significant effects of the
conditions were found. This means among others that Passive Mobile VR did not
significantly introduce nausea over the control condition and the overall level of
experienced pain was about equal (though there were still significant differences in the
amount of time the pain could be withstood). There was no correlation between the
degree of presence in the Exciting condition and the reported nausea.

Fig. 7. Results of the four conditions on time hand is submerged in water
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5 Conclusion and Limitations

In this early exploratory research into the affective design of VR experiences for pain
alleviation, we contrasted three conditions, a Tense, Relaxing and Exciting VR
experience on their analgesic effect compared with a baseline. It appears that while the
use of our VR setup had some analgesic effect in terms of the ability of participants to
withstand pain in a CPT (time submerged was higher for all conditions compared with
the control condition), only the Tense VR experience was able to cause a significant
positive effect on the ability to withstand pain (p = 0.014), although the Relaxing
setting showed promise (p = 0.052). Beforehand we hypothesized that the Tense
condition could induce fear, which would overwhelm the attention for the real-world
stressor; this could be supported by our findings.

For the Relaxing condition, we hypothesized that the affective response would be
the polar opposite to a cold stressor, and the resulting mood change may lead to pain
reduction. In addition, we hypothesized that our experience may induce mindfulness,
which makes it easier to ignore the pain. Neither can be supported by our findings.
However interestingly, here the degree of presence was strongly, positively correlated
with the time the hand could be submerged in cold water. Either a natural susceptibility
to experiencing presence, a preference for nature walks or the ability to enter a mindful
state rapidly may lead to greater success for this type of experience. The latter because
brief mindfulness interventions may be ineffective for pain reduction [21]. In any case
this should be tested.

For the Exciting condition, we hypothesized that overloading the audiovisual
system could draw attention away from the cold stressor, thus lowering the experience
of pain. This could not be supported by our findings. On a surface level, this would
reject the hypothesis that VR experiences reduce pain solely through stimulus overload
from a multiple resource theory standpoint, because the VR condition that would
hypothetically have the most audiovisual stimuli, fared the worst.

Before generalizing these conclusions, we should note a number of constraints to
the scope. First, the experiment and corresponding results were intended to get an
indication of how to design VR experiences, and cannot be easily generalized to
affective experiences mediated through other means without additional testing. Second,
we focused on distraction through entertainment experiences, since this is one of the
main affordances of VR. Other means of distraction, for instance by performing serious
tasks, visual noise or through cognitive training could have different effects or influence
our results. Lastly, both to serve as a baseline and because it could be more widely
applied in real contexts, we focused here on passive VR experiences. However, Snow
World is an interactive game, and interaction in an affective game world may lead to
differentiated results.

There are some other limitations to consider. Next to the low number of participants
and the operationalization of the VR experiences, the Exciting condition did not, on
rough visual examination, fall in the expected Excited dimension of the Circumplex
model of affect. In addition, even thought the Tense condition created the most pres-
ence, there was no ostensible correlation between presence and pain reduction. It could
very well be that the low quality of VR experience from mobile VR might not induce
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enough presence to significantly affect pain experience. This should be quantified in a
future experiment, but the notion is supported by Hoffman et al., who found that high
quality VR was better at pain reduction than low quality VR [11]. This research is
comparatively old however, and current mobile VR may be better than high quality VR
in 2004.

6 Discussion

Looking at the results, it is rather striking that the VR experience that should be
affectively closest to the control condition also creates the largest and only significant
difference (NB construct validity of our circumplex model should be low, but we
contend that the placement of the two conditions, viz. unpleasant for the control
condition and unpleasant and activated for the horror VR experience, make sense). This
may indicate that a person can most easily supplant an unpleasant real-world experi-
ence with an “unpleasant” VR entertainment experience, which is also supported by the
Tense VR condition showing the highest amount of presence. The haptic stressor from
the cold pressor test could be more congruent with the audiovisual stressors induced by
the tense VR experience, than for the other two conditions.

However, a lack of effect in the other two conditions that are further away from the
control condition, could also indicate something else entirely. Namely that designing
for specific affective responses in VR has in fact little bearing on pain reduction.
A hidden variable may have come to light in the design of the VR experiences that we
did not think about beforehand. For the Relaxing condition, we did not want to activate
the player and so the experience was sedate and somewhat monotonous throughout.
For the Exciting condition, we wanted to create a high-octane experience throughout,
making it activating but however also somewhat monotonous. By virtue of creating a
Tense experience however, one needs to build up anticipation for an unknown future
event (see the design of suspense in a text by Hoeken and Van Vliet [9]), this could
have made it so that people were willing to hold their hand in the cold water for longer,
just to see ‘what was around the corner’. Snow World may be successful not (solely)
because of the distraction and the opposite affective setting, but (partly) because of the
user wanting to see what comes next. The role that anticipation in immersive VR
entertainment may play in mitigating the experience of pain could therefore be a
worthwhile avenue for further research.
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Abstract. Virtual reality applications in education are becoming more and
more frequent. Empirical, data-based insights in the mechanisms and impacts of
VR trainings are still sparse, however. With this quasi-experimental investiga-
tion, we compare the effects of a VR training game with a conventional face-to-
face presence workshop in the field of vocational training. The training domain
is awareness and customer interaction training for bank clerks. The results show
that the VR solutions excelled the expectations of participants and the learning
motivation was significantly higher as opposed to the conventional training. In
the perceived effectiveness, the VR conditions achieved equal results than face-
to-face workshops. The results provide evidence that VR solutions are an
appropriate approach for vocational training.

Keywords: Virtual Reality � Games � Vocational training

1 Introduction

Virtual Reality (VR) is increasingly acknowledged as a serious means of education; VR
provides powerful immersion and rich interaction [1, 2]. VR learning environments
allow students to manipulate objects and parameters, and makes it possible to replace
or expand real world learning environments [3]. Students can benefit from VR
observing otherwise unobservable phenomena, in virtual worlds that provide a high
sense of environmental, physical and social presence [4, 5].

The use of VR goes back to the 1960’s in the entertainment industry [6], and, since
then, has gained attention in various fields (gaming, flight simulation, higher education,
surgery, construction management, weld training, military, etc.) [7–9, 21–23]. Device
cost was a problem for a long time, but the high level of immersion that VR provided
was considered to increase students’ motivation [10], engagement, learning focus and
time ever since - including its potential to decrease time for skill mastery, to lower
material use, and to gain performance outcomes. However, VR in education is still at
its developing stage. Despite years of research, scholars argue it will still take time to
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bring VR to the classroom [18]. Educators still need to understand the underlying
pedagogical mechanisms and to identify design strategies that enhance learning
experiences for broader use [11]. There is a clear lack of empirical evidence showing
VR’s educational value [3]. Furthermore, the large part of studies focus on acquiring
and practicing physical skills; only few studies focus on learning social skills, for
example studies on cultural awareness, e.g. in military operations [24], distance
counselling [25] and interpersonal problem solving [26].

Literature typically distincts between low immersion and high immersion VR [12].
Low immersion VR is also referred to as “desktop VR”. The virtual environment is
displayed on a computer display with sound coming through speakers, while the
interaction with the virtual world is controlled through a computer mouse [3]. Most
studies that investigate educational benefits focus on this type of low immersion or
desktop VR [2]. Even though desktop VR cannot provide a fully immersive virtual
experience, photorealistic computer graphics have shown to enhance learners’
engagement [13]. The use of low immersion VR, in contrast to high immersion VR, is
much cheaper because of the drastic reduction in the cost of devices. Empirical studies
and meta-analyses have shown desktop VR to result in better cognitive outcomes and
attitudes toward learning compared to more traditional teaching methods [2, 14, 15]
and to have greater motivational value [16, 17].

High immersion VR is characterized by the use of a head-mounted-display called
VR headset, which provides room-scale virtual reality and 360-degree coverage
immersion experience [18]. The interaction in the virtual environment is controlled
through head-motion. There is little empirical evidence that high immersion VR
increases cognitive and motivational outcomes, compared to desktop VR [19, 20].
However, there is limited and inconclusive research regarding the question whether
higher immersion leads to greater levels of presence, therefore better outcomes in
learning, and transfer than is achieved by desktop VR [2].

The aim of the present study is to investigate the effects of a high-immersion VR
training solutions in a field where “soft”, interpersonal skills are supposed to be
practiced in combination with acquired rather declarative knowledge. The VR solution
is compared to a conventional face-to-face (f2f) training solution. The domain is the
training of bank clerk’s behavior sets to be attentive and engaging with bank customers.
We hypothesize that the participants using VR training will be more satisfied, more
motivated to learn and will believe to learn more (perceived effectiveness) than par-
ticipants in traditional f2f trainings.

2 A Quasi-experimental Study

2.1 Participants

In total, 46 bank clerks of an Austrian bank participated in the study. One group
(34 participants) was trained traditionally with a f2f presence workshop (F2F group),
while the second group (12 participants) was trained using a high immersion VR
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training game (VR group). Participants were between 19 and 54 years old (M = 26.56,
SD = 8.84) and there was no significant age difference between the two groups
(t = −.73, p = .467). In the f2f group, 19 participants were female and 14 participants
were male, in the VR group, 9 participants were female and 2 participants were male.
The participants of the VR group had more average work experience in their current job
(M = 9.18, SD = 10.27) than the participants in the traditional group (M = 3.24,
SD = 3.77; t44 = −2.91, p = .006), but the two groups did not differ in their general
work experience (t44 = 0.146, p = .885), which showed an average work experience of
about 7 years. Participants were provided through a cooperation with a bank.

2.2 Materials and Procedures

The f2f group was trained by traditional learning methods like direct instructions and
lectures during a one-day presence workshop. There were three one day classroom
trainings, with 10 to 15 participants each (frontal lecture, exercises and role-playing).
The VR group was trained by using high immersion VR game. The VR training took
place in a bank office. Training was followed by a questionnaire that each participant
had to complete, containing some sociodemographic questions followed by the BFI-10
[30] to assess their Big Five personality traits. The next questions assessed the par-
ticipants’ motivation (7 items), their usage of digital media (7 items), what they thought
about the training method (46 items), how they prefer to learn (6 items) and what kind
of expectations they had about the training session (2 items). The VR group addi-
tionally had to complete questions regarding their interaction with the virtual world and
the VR-headset (15 items). The answers to all the questions were given with a 5-point
Likert scale from “strongly agree” to “strongly disagree”.

2.3 The VR Training Game

The VR game was produced by eLearning agency CREATE.21st century in collabo-
ration with an Austrian bank. Financial domain experts contributed to the development
of training content and game dramaturgy. The game is set in a bank branch. VR
learners follow a bank employee taking care of a client (from first contact to contract
signing). Learners enter the virtual environment, which is based on a 360° video of a
bank branch. Actors take the role of customers and a bank clerk. Learners follow the
scenarios in the virtual environment and interact with the actors. Participants are able to
make decisions, which are reflected in the interaction between the bank employee and
the client. The VR training lasts approximately 30 min. Technically, the scenario has
been developed with Unity3D for Oculus Rift.

The VR game’s (and the f2f workshop) aim was to improve bank clerks’ attention
to customers, argumentative skills and sensitivity for cross-selling. Moreover, the
training focusses on increasing the declarative knowledge about customer interactions
and practicing this knowledge.
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3 Results

In a first step, we analysed the background variables of participants. Overall, the
majority of the participants use digital media quite often at work and in their private
life. Also, the participants strongly believed that digitization has a significant impact on
their work (M = 2.05 on the 5-point Likert-scale; SD = 1.06).

Participants were also asked about their preferred way to learn (see Table 1).
Interestingly the majority of participants indicated that they thought that the most
effective way to learn is by being in direct contact with teachers and trainers. The
majority of the participants stated that they could not imagine participating only in
online/virtual trainings (M = 3.33; SD = 1.57). There was no difference between the
traditional and the VR group regarding this statement (t41 = 1.76, p = .087). In turn,
many participants were undecided regarding the question if they see the future of

Table 1. Learning preferences

Books and
texts

Videos and
movies

YouTube
tutorials

Search engines on
smartphone

Direct contact with
teachers

Strongly agree 15 (32.6%) 13 (28.3%) 11 (23.9%) 32 (69.6%) 15 (32.6%)
Agree 6 (13%) 8 (17.4%) 7 (15.2%) 8 (17.4%) 16 (34.8%)
Undecided 14 (30.4%) 10 (21.7%) 6 (13%) 3 (6.5%) 10 (21.7%)

Disagree 4 (8.7%) 8 (17.4%) 11 (23.9%) – 1 (2.2%)
str. disagree 3 (6.5%) 3 (6.5%) 8 (17.4%) – 1 (2.2%)

Missing 4 (8.7%) 4 (8.7%) 3 (6.5%) 3 (6.5%) 3 (6.5%)

Fig. 1. Insight the VR glass: Bank clerk attending client. User is feedbacking the action using a
joystick
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training in the digital or virtual world - a large part agreed with this statement, with a
significant difference between the traditional group and the VR group (t41= 4.40,
p < .001). The VR group agreed more with the statement that they see the future of
further training in the digital or virtual world (M = 1.42, SD = 0.90) than the traditional
group (M = 3.20, SD = 1.28) (Fig. 2).

Satisfaction, Expectation and Perceived Effectiveness: Our main results show three
notable differences between VR and f2f groups.

First, the majority of participants stated that their satisfaction with the training
session were met or even surpassed (see Fig. 1). However, we observed a significant
difference between the traditional group and the VR group (t41 = 4.34, p < .001).
The VR group was significantly more satisfied with the training session (M = 2.46,
SD = 0.45) than the traditional group (M = 2.09, SD = 1.18).

Second, we analysed the trainings’ perceived effectiveness. Both groups, VR and
f2f, perceived their training as similarly effective. The self-assessed effectiveness was
slightly higher in the f2f group, with, however, no statistically significant difference
(p = .135).

Third, analysing trainees’ expectations towards their training resulted in a significant
difference between VR and f2f groups. This finding is the most distinctive one we
observed. In VR groups, participants’ expectations were met (and excelled) signifi-
cantly stronger than in f2f groups (t41= 3.22, p < .001; cf. Fig. 1).

There were no significant differences between the f2f and the VR group in any of the
personality traits (Extraversion: t43 = 1.79, p = .080; Agreeableness: t43 = 0.31,
p = .755; Conscientiousness: t43 = .35, p = .732; Neuroticism: t42 = 0.18, p = .857;
Openness: t42 = 0.562, p = .577). Thus, there is no reason to believe that any of the
other examined differences between the two groups in this study are the result of
personality differences between the traditional group and the VR group.

Motivation: There were significant differences between the f2f group and the VR
group in their motivation (t42 = 2.38, p = .022) and their thoughts about the training
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ExpectaƟons met SaƟsfacƟon EffecƟveness

VR F2F

Fig. 2. Comparison of VR and f2f groups.
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method (t44 = 4.82, p < .001). The VR group perceived their training as more moti-
vating (M = 1.48, SD = 0.36) than the f2f group (M = 1.89, SD = 0.55). The VR
group also perceived their training as more positive in general (M = 1.43, SD = 0.33)
than the f2f group (M = 2.52, SD = 0.75).

4 Conclusion and Discussion

The aim of this study was to investigate whether a high immersive VR training game
can be a solution for vocational training, by this concrete example, in the banking
sector. We hypothesized that VR leads to higher learning satisfaction, perceived
learning effectiveness and motivation. Our results show that, in our experimental setup,
participants who used VR training were generally more satisfied with their training,
were more motivated to learn and perceived their learning outcomes as greater than f2f
participants. There are some influencing factors that may explain these results:

First, personality traits: For example, one may hypothesize that introverted par-
ticipants are more satisfied with a training method like VR. In fact, we collected
qualitative feedback that hints at such aspects. Some participants reported the typical
f2f workshop elements, specifically role-playing acts, can be perceived as displeasing.
In the past, they felt uncomfortable when being requested to perform a role-play with
others, who were mostly strangers. This can be considered an indicative and important
strength of VR training scenarios. When shifting displeasing or disruptive elements of a
training into the virtual world. Since there were no differences between the two groups
in personality traits, it can be assumed that the difference in motivation and training
scores could be attributed to such aspects of the different training methods.

Second, the VR solution’s novelty may also have had an effect, especially when it
comes to trainees’ expectations. Blandly said, it is harder to excel the expectations of a
f2f training, which is a known standard approach. In contrast, VR may excel expec-
tations easier due to its novelty. However, since VR is not yet a standard approach in
vocational training, it is highly likely that a novelty effect may occur across studies
with a similar setup. Hence, “novelty” will be a VR attribute for some time being,
which may fade away only with the technology’s broader uptake in education. Edu-
cators may use novelty effect as an attribute to motivate and satisfy learners for their
educational purposes.

Third, learning time: The VR session lasted 30 min. In contrast, f2f participants
spent one day in a workshop room. One may hypothesize that participants are generally
more satisfied and motivated when spending less time in trainings, independently from
the didactical approach. Our findings, however, show that f2f participants were satisfied
with their training and found it effective, too. Furthermore, despite the large difference
in training time demand (30 min vs. 1 day workshop), both VR and f2f participants
found their training similarly effective. Therefore, we assume that the effects observed
as rather independent from training time, but more a result of the training method itself.

In conclusion, it appears that VR training methods are an appropriate means of
educational and training. In a medium to long-term perspective, VR and AR will
become a serious part of the educational landscape. With the present study, we
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contribute empirical evidence for the advantageous characteristics of VR solutions.
Further research will increase the sample size, evaluate different VR designs. as well as
VR trainings transferability to the real world.
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Abstract. Making artificial agents that learn how to play is a long-
standing goal in the area of Game AI. Recently, several successful
cases have emerged driven by Reinforcement Learning (RL) and neu-
ral network-based approaches. However, in most of the cases, the results
have been achieved by training directly from pixel frames with valu-
able computational resources. In this paper, we devise agents that learn
how to play the popular game of Bomberman by relying on state repre-
sentations and RL-based algorithms without looking at the pixel level.
To that, we designed five vector-based state representations and imple-
mented Bomberman on the top of the Unity game engine through the
ML-agents toolkit. We enhance the ML-agents algorithms by developing
an Imitation-based learner (IL) that improves its model with the Actor-
Critic Proximal-Policy Optimization (PPO) method. We compared this
approach with a PPO-only learner that uses either a Multi-Layer Per-
ceptron or a Long-Short Term-Memory network (LSTM). We conducted
several pieces of training and tournament experiments by making the
agents play against each other. The hybrid state representation and our
IL followed by PPO learning algorithm achieve the best overall quan-
titative results, and we also observed that their agents learn a correct
Bomberman behavior.

Keywords: Bomberman · Proximal Policy Optimization ·
Reinforcement Learning · LSTM · Imitation Learning

1 Introduction

Building games with agents that learn how to play is a long-standing goal in
Game-AI. So far, this has been mainly addressed by Reinforcement Learning
(RL) algorithms [1] and, more recently, by combining RL with deep neural net-
works in the area of Deep Reinforcement Learning (DRL) [2–4]. However, the
most remarkable results achieved so far have counted with valuable computa-
tional resources to deal with large pixel level-based search spaces.
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In this work we take a step in another direction: we focus on the game of
Bomberman represented in a grid scenario. Bomberman is a popular and uni-
versally pleasurable maze-based strategy video game that requires intelligence.
Although at first sight it looks simple, designing an intelligent Bomberman agent
faces a number of challenges: a vast search space due to numerous components
possibilities (other agents, bombs, blocks, etc.), multiplayer mode, strategic rea-
soning, delayed reward due to the time that the bombs take to explode, and a
dynamic environment [5].

Most of the available work addressing Bomberman learning-agents has
focused on table-based RL without exploring the more general function approx-
imation power of neural networks [6,7]. Only recently, Komerlink et al. [8] have
used Q-learning coupled with a multi-layer perceptron neural network (MLP),
focusing on comparing exploration strategies. Here, we tackle the complexity of
the Bomberman game with a combination of Imitation Learning (IL) [2] and
the recently developed Actor-Critic Proximal Policy Optimization (PPO) strat-
egy [9], developed within the area of DRL. In IL, an apprentice agent learns to
perform a task observing an expert. Arguably, this strategy produces a good
starting point for the PPO algorithm. We devised the Bomberman game using
the Unity game engine and implemented the combined approach on the top of
the ML-Agents toolkit [10], an open-source project to create simulation envi-
ronments based on ML and using the Unity Editor. Also, we implemented five
vector-based state representation, namely: (1) Hybrid One-hot, (2) ZeroOrOne,
(3) Binary Flag, (4) Normalized Binary Flag e (5) ICAART.

The Bomberman game we developed holds the capability of representing
cells with more than one element, allowing for more than one agent to be in the
same cell, as in the original game. Additionally, the only information the agents
have from the game is the observation of the environment, in the form of the
vector-based state representations and the rewards.

We conducted a series of training sequences and tournament among the
agents to compare (i) the five ways of representing the space state, (ii) PPO
trained with MLP or Long-Short-Term memory [11] (LSTM), and (iii) the
Behavioral Cloning (BC) IL algorithm followed by PPO compared to training
these algorithms singly from each other. The results have pointed out that by
using the hybrid state representation and aggregating the experiences of several
learners in a PPO+LSTM at once is the best general way of reaching an effec-
tive Bomberman agent. Our solution is publicly available1,2, allowing for further
improvement and usage.

2 Background

Bomberman3 is a maze-based strategy game franchise, developed by Hudson
Soft Company in 1985. The game is based on placing bombs strategically within
1 https://github.com/lorel-uff/pip.
2 https://github.com/icaro56/ml-agents.
3 https://en.wikipedia.org/wiki/Bomberman.

https://github.com/lorel-uff/pip
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the scene, to kill the enemies, and to destroy blocks in the scenario, aiming at
opening paths or finding items. In a multiplayer mode, the player’s goal is to
be the last player alive by killing all its opponents. The explosion of a bomb
propagates vertically and horizontally to the neighbor cells, respecting possible
obstructions along the way.

Here, we address the Bomberman game with RL algorithms. RL aims at
teaching agents by trial and error, mapping states into actions through maxi-
mizing a numeric reward. The reward can be positive, when the chosen action
leads to the goal, or negative, in the opposite case [1]. To define the interaction
between the learner agent and its environment, an RL problem is specified as
a Markov Decision Problem (MDP) with a space state S, a set of actions A, a
transition function Tr(s, a) → s′, a reward function R(s, a) → R, and a discount
factor γ. The goal is to find a policy function that maps states to actions.

An RL problem can be modeled as a regression function by mapping the space
of states and actions to the reward [12]. The goal becomes approximating such
a function using, for example, a neural network [13]. Neural networks can focus
on optimizing the policies directly or on learning the value functions from them
to infer policies. When the underlying neural network used in an RL problem is
deep, we have a Deep Reinforcement Learning (DRL) algorithm [4].

In this work, we rely on a DRL actor-critic method, using either an MLP
or an LSTM network and on Imitation Learning. We briefly describe them as
follows.

Proximal Policy Optimization (PPO) is a DRL policy optimization
method that uses a stochastic ascent gradient to update the policy function.
PPO has the stability and reliability of trust-region methods [14], it is a model-
free, on-policy RL algorithm, it can deal with a continuous space of observation
and actions, and it relies on the Advantage operator instead of Q-values. It is
based on the actor-critic framework that, roughly speaking, encompasses two
networks, one to act as an estimator of the function value (the critic) and the
other to determine the policy itself (the actor) [15]. Accurately, PPO follows the
actor-critic A3C [16] technique allowing that multiple asynchronous agents can
be trained simultaneously in a global supervisor network.

Long Short Term Memory (LSTM) is a recurrent network (RNN)
designed to avoid the problem of long-term dependency [11] encountered by
RNNs. The input information that enters an LSTM network may undergo some
small linear interactions or move on to the subsequent iterations. LSTM also
can add or remove cell status information through gates, composed of Sigmoid
layers and multiplication operations.

Imitation Learning RL algorithms follow a series of interactions with the
environment to achieve the goal, which can make the learning process very slow.
To speed up the training time, IL techniques learn from expert demonstra-
tions. Here, we use the Behavioral Cloning (BC), a supervised imitation learning
method that maps state/action pairs from expert trajectories to policies without
learning the reward function [2]. The BC method works as follows: (i) observe
the current state s and the action chosen a by the expert; (ii) choose an action
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a′ based on the current policy P (initially this policy is selected at random);
(iii) compare the chosen action a′ with the expert demonstrated action a using
an error function; (iv) optimize the policy P using the error function, yielding a
policy P ′; (v) repeats the whole process, now using P ′ as the current policy.

3 Related Work

Previous work has also focused on Bomberman to implement and experiment
with ML techniques. Bomberman as an Artificial Intelligence Platform (BAIP)
[6] is a Bomberman-based graphical, open-source, agnostic language platform,
able to assist in the study and development of new AI techniques. It includes
agents based on heuristics, searching, planning, and RL methods. Agents that
use RL techniques were not able to play the same version of the game as heuristic
and search agents.

In [7] a Reactive, MiniMax, and Q-Learning agents were compared in a
discrete-style Bomberman game. The MiniMax-based agent routinely defeats
a human player, but it is computationally expensive and unable to run in real-
time. The Reactive agent was able to defeat human players most of the time, but
cannot beat the MiniMax agent. The best result achieved by their Q-Learning
agent was in a static scenario without destructible blocks and with only one
enemy standing still.

A Q-learning with MLP strategy was implemented in [8]. An Error-Driven-ε
and Interval-Q exploration strategies were compared to five other techniques.
As there, we also represent the state of the environment with a vector to feed
a neural network. However, we also include other state representations and rely
on more sophisticated learning techniques, trying to address the complexity of
the Bomberman game.

Pommerman [5] is a multi-agent environment based on the game Bomberman,
consisting of a set of scenarios, each one with at least four players and containing
cooperative and competitive aspects. Also, it can be used to create methods such
as planning, opponent/teammate modeling, game theory, and communication. A
competition track at NIPS 20184 used Pommerman as a framework. The Pom-
merman scenarios always have 11 rows by 11 columns and, different from the
original game, Pommerman agents cannot occupy the same cell. The environ-
ment developed in our work allows cells with more than one state, and agents
can occupy the same cell as in the original game. Besides that, we developed
using a commercial game engine with a large community of developers.

4 State Representation and Imitation-Reinforcement
Learning in Bomberman

In this paper, we investigate the influence of five vector-based state representa-
tion and four learning algorithms to make an agent learn how to play Bomber-
man. The Bomberman game implemented here resembles the original gameplay.
4 https://nips.cc/Conferences/2018/CompetitionTrack.

https://nips.cc/Conferences/2018/CompetitionTrack
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However, we focus on the agent behavior regarding the other agents, the sce-
nario, and its wish to remain alive, disregarding power abilities and not allowing
more than one bomb per agent. With that, the agent aims at being the last living
agent on the scene to win the match. The game was developed with the Unity
game engine, and the algorithms were built on the top of ML-Agents Toolkit.

4.1 Dynamic of the Game

The Bomberman scenario has nine rows and nine columns within a 2D grid
board. The game computes the time according to the number of interactions
between the agent and the environment. Each game may have two, three, or four
players battling against each other. The entities in the game are (i) indestructible
blocks, (ii) destructible blocks, (iii) agents, (iv) bombs, (v) bomb’s fires, and (vi)
danger zones. The danger zones are invisible entities that inform the extension
of the bomb’s fires when it explodes.

At the start of a match, the agents are randomly positioned in one of the
four corners, each one in a different position. At each iteration, the agent receives
the observation from the environment (detailed next) and takes one action. The
agents can put one bomb at a time on the scenario in their current position.
After N iterations that the bomb has been activated, it explodes with a range
of two cells to each linear direction (up, down, left, and right). It is required to
wait for the bomb explosion before putting another one. The fire of a bomb blast
is configured to last only one iteration.

Some entities within the range of an explosion obstruct its effect beyond
them. Thus, the bomb explosion does not pass through the blocks or other
bombs. Thus, in the presence of such entities, the explosion of a bomb is limited
to one cell in the direction of the block (or another bomb) if it is on the same side
of the bomb. However, the fire of a bomb causes the explosion of other bombs
inside the two-cells range.

A match ends when there is only one living agent remaining on the scenario,
or when they are all dead (draw). The last existing agent in the scenario is the
winner of the game. If we do not have a winner after 300 iterations, then we
generate a rain of bombs to force the end of the game.

4.2 Bomberman Training as a Markov Decision Process (MDP)

As usual in RL problems, we design the Bomberman problem as a finite and
episodic MDP. The MDP problem is composed of (1) the state set : the states of
all the grid cells in the scenario and the position (x, y) of the agent. The state is
encoded as a vector to feed the agent’s observation. The vector representation
can vary according to the type of representation. (2) Actions: the agent can (i)
standstill, (ii) go up, (iii) go down, (iv) go left, (v) go right, all of these last four
moving a single cell, and (vi) put a bomb. (3) Transitions: the transition from
one state to another guided by action is determined by the previous state and
the action themselves, with no uncertainty caused by the environment. Thus, the
agent tries to execute an action and, if it is allowed, the environment perceives its
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effect. Other entities may also cause a transition from one state to another, such
as a bomb that explodes. (4) Rewards: The rewards are distributed according to
Table 1. After performing one action, the agent receives a reward according to
the new state of the game. One or more type of rewards can be applied combined
in the same iteration. For example, the agent can kill an enemy and destroy a
block, or the agent can only stay still and suffers the iteration penalty. Every
time an agent gets closer to an enemy, it receives a reward for approaching an
opponent (the fifth line in the table). For example, if the distance between the
two agents in question is x cells, then the reward will only be given to the agent
if he gets closer than that to the opponent, i.e., at least x − 1 cells. Rewards for
approximating and distancing agents are only given after a successful walking
action when the observed state has a new position of the agent. The distances
are computed as Manhattan distance.

Table 1. Rewards given to the Agent

State Reward

The agent is dead −0.5

An opponent is dead by the agent earning the reward 1.0

The agent is the last man alive 1.0

A block has been destroyed 0.1

The agent is in the closest position so far to an enemy 0.1

The agent is closer to an opponent than before 0.002

The agent is farther to an opponent than before −0.002

Penalty per iteration −0.01

The agent is in a cell within reach of a bomb −0.000666

The agent is in a safe cell when there is a bomb nearby 0.002

4.3 State Representations

In RL algorithms, the choice of representation for the observed states may influ-
ence the agent’s learning ability as, if the state is misrepresented, the agent will
probably be unable to find patterns and perform coherent actions. Here, the
observation of the current state is represented as a vector. The size of this vector
depends on the type of the state representation: if we use only the numerical
value to represent a cell, then the observation vector has a numerical value to
represent each cell of the grid. If we use an array, then the observation vector
has the number of elements in this array to represent each cell in the grid.

We devised four possible representations to the environment: Binary Flag,
Normalized Binary Flag, Hybrid, ZeroOrOne. Furthermore, we implemented the
state representation devised in [8] and named it as ICAART, yielding a total of
five state representations. In all of these cases, every cell is first encoded as bit
flags. Bit flags are used to store more than one Boolean value in a whole set of
bytes, representing the existence of one or more objects of that state type in the
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cell. Thus, we can inform, for example, that an agent and a bomb are in the
same grid cell at the same moment. In this case, if the bit flag representing the
agent and the bomb are 01 and 10, respectively, then the bit flag representing
the grid cell is 11. Eight possible state types are represented by bit flags: empty
cell, indestructible block, destructible block, current agent, enemy, bomb, fire,
and danger. The five state representations are as follows:

1. Binary Flag. In this case, for each cell in the grid, there is a bit flag to
represent what is there, plus the position (x, y) of the agent, making the size
of the observation vector as the size of the grid plus 2. After composing the
observation vector with the bit flags, it is converted to decimal to provide the
agent with this information finally.

2. Normalized Binary Flag. This representation only normalizes the previous
one to stay between maximum and minimum values. Values are in [0.0, 1.0]
range.

3. Hybrid. The hybrid representation combines the Binary Flag representa-
tion with a One-Hot Vector representation. A One-Hot Vector is a 1 × C
matrix, where C is the number of possible situations, which consists of 0s in
all dimensions except for a single 1 in a dimension used uniquely to identify
the class or state type. To represent a cell that has an agent ([1, 0]) and a
bomb ([0, 1]) with a One-Hot Vector, the vector dimension must be increased
by one, generating a new One-Hot Vector that represents the agent plus the
bomb ([0, 0, 1]). This feature makes One-Hot vectors very costly. Thus, we
propose a hybrid representation that allows for using a One-Hot vector sim-
ilar to the Binary Flag representation. For example, to represent bomb and
agent entities occupying the same grid cell, we have the Hybrid vector [1, 1]
instead of a new vector [0, 0, 1]. Each cell in the grid is represented using a
Hybrid vector. Thus, if there are 4 types of state (plus empty), then the size
of each Hybrid vector will be 4 (e. g. [1, 0, 0, 1]). Consequently, the size of
the observation vector will be the number of cells multiplied by the size of
the Hybrid Vector plus position x, y (e.g. 4 × 4 + 2 = 18, in a 2× 2 grid).
More accurately, a Hybrid vector is a matrix 1 × H, where H is the number
of possible situations, which consists of numbers 0 in all dimensions, except
for numbers 1 in each dimension when their respective state is active.

4. ICAART. This is the representation used in [8]. For each cell in the grid,
the number 1 is used to represent an empty cell, 0 if it is destructible or
−1 if it is obstructed (indestructible or bomb). After this step, we have a
vector of the same number of cells that we have in the grid. Next, for each
cell in the grid, the number 1 is included if the agent is in that position or
0, otherwise. Then, we add 1 to the cell if there is an opponent there, or 0,
otherwise. Finally, for each cell in the grid, a float value between −1.0 and
1.0 is included to represent the level of danger of a cell, computed according
to the time that the bomb has left to explode (less time to explode means
more dangerous). The danger value is negative if the bomb was placed by
the agent and positive if it was placed by an opponent or by the environment
itself. In this representation, the size of the observation vector is four times
larger than the size of the grid.
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5. ZeroOrOne. This representation closely resembles the Hybrid representa-
tion, but, instead of adding one hybrid vector to each grid cell, each observa-
tion is added to the observation vector separately, as in the ICAART represen-
tation. It increases the size of the agent observation vector by seven times the
grid size. The order of addition, considering the value of 1 or 0, respectively,
is as follows: (1), free or obstructed cell; (2) destructible or indestructible; (3)
the cell contains an agent or not; (4) the cell has an opponent or not; (5) the
cell has a bomb or not; (6) the cell is dangerous or not; (7) the cell is on fire
or not.

4.4 Reinforcement Learning Algorithms

We include four RL algorithms to train Bomberman agents, as follows: (i)
the PPO [9] method integrated with a Multi-Layer Perceptron (MLP); (ii)the
PPO [9] method integrated with a Long Short-Term Memory (LSTM) network;
(iii) the Behaviour Cloning (BC) [2] imitation learning method; and (iv) a novel
implementation that runs the PPO after learning with BC, i.e., first, we run the
BC, save its model, and start PPO with such a model.

The PPO algorithm approximates the policy function using a neural network.
To that, the implementation provided by the ML Agents toolkit allows for using
either an MLP or an LSTM as such a neural network. In this last case, we benefit
from the memory component of the LSTM to allow for the agent to remember its
relevant past experiences. The method keeps saving the iterations of the agent
with the environment together with the received rewards to compose the batch
of examples. More specifically, during each iteration of the game, the method
accumulates the experience of each agent composed of the current state, the
executed action, the received reward, and the next state. After a certain number
of collected experiences, the network (MLP or LSTM) do its job, by executing
the value and the advantage function, computing the errors, and updating the
policy.

To train the agent using the BC algorithm, we provide a replay file with the
expert interactions. The number of opponents in each match may change accord-
ing to the replay file. The match in which the expert agent has played is exactly
reproduced in the replay file so that the expert can demonstrate to the student
how to play the game. When the student is learning, all the opponents’ moves
and matches are synchronized with the replay file. In this case, its opponents
react according to the replay, but the apprentices have made their own decisions.
After it dies or the number of iterations per match reaches a maximum limit,
the next match in the file is loaded.

We also developed a novel combination of the BC and PPO training, by first
training with the BC approach, followed by training with PPO. We save the
model trained with BC and load this model to initialize the weights of the PPO
network. We use a function that forces the network to load even though they are
slightly different. All the nodes in the neural network that have the same name
are loaded with the values from the previous training, while all nodes that were
not present in the last training are initialized with their default values.
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4.5 Training Process Loop

The entire training process is composed of several matches, corresponding to
the episodes of a traditional RL algorithm. At the beginning of each match, the
agents are created and randomly positioned in the grid. Since there is more than
one agent per scenario, it is necessary to synchronize their observations, actions,
and rewards. In this way, one agent does not have advantage over another one due
to getting some information first. At the beginning of each iteration in a match,
the state of the bombs is updated, and, if the time has come, they explode. It is
also necessary to update the blocks since some of them may have been hit by an
explosion. Next, each agent receives the state of the environment and the reward
corresponding to the observed state. The learning algorithm also receives state
observation and the given rewards to update the policy function. Finally, the
living agents act in the environment, according to the action computed by the
current policy function. At the end of an iteration, we apply the time penalty
reward.

5 Experimental Results

In this section, we present experiments and results related to our proposal and
conducted to investigate how Bomberman agents learn under (1) the five state
representation, (2) MLP versus LSTM, and (3) the learning algorithms.

General Experimental Setting: At the beginning of a match, we create at random
2 to 4 agents per scenario. To train the agents, we created and configured ten
scenarios that run in parallel in the same 2D environment, simulating different
episodes of the RL algorithm. Among them, five are static, meaning that their
destructible blocks are recreated in the same configuration at the beginning of
the episode, and the other five are configured at random. Table 2 shows the
learning algorithms’ hyperparameters. After the training phase, we conducted
tournaments with the agents composed of a 100 matches (T100) whenever we
want to compare agents learning within the same environment and tournaments
with 1000 matches (T1000) to compare distinct agents.

To select the most appropriate way of representing states, we train PPO with
only one ML-Agents toolkit’s brain learning from the experience of all the agents
in the scenario. We repeat the training five times for 2M iterations for each one
of the five types of state representation (Binary Flag, Normalized Binary Flag,
Hybrid, ICAART, and ZeroOrOne). Thus, we have a set of homogeneous brain =
{BF , NBF , H , I , ZO}, with each element in the set corresponding to one of the
five state representations. Each element in homogeneous agents set unfolds into
five training sets, i.e., BF = {BF1, . . . , BF5 }, NBF = {NBF1, . . . , NBF5},
where the first element corresponds to a whole training execution, the second
element corresponds to another independent training execution, and so on. Thus,
we have a total of 25 training executions, taking, on average, 20 h of training.
The larger is the observation vector, the more time the training takes to finish.



130 Í. Goulart et al.

Fig. 1. Cumulative rewards in the Bomberman training sessions with the 5 types of
state representation. Vertical lines stand for standard deviation.

Figure 1 shows that the cumulative rewards of the Binary Flag and Normal-
ized Binary Flag representations are lower than the other for almost the entire
training phase, achieving the average performance of the others only over the
end of the training. Meanwhile, the other agents keep all taking the lead until
the step 651K, when the ICAART representation gets the best average cumu-
lative reward and surpasses the rest of them until the end of the training. The
average cumulative reward of both ZeroOrOne and Hybrid Brains were similar.
Note that standard deviation behaves similarly for all Brains.

The behavior of the cumulative rewards of the PPO with LSTM and the BC
agents are very similar to the one presented in Fig. 1. Thus, due to lack of space,
we do not show them here.

Table 2. Hyperparameters used in the learning process

Name Value Name Value Name Value

Batch size 128 # hidden layers (MLP) 3 # hidden units (MLP) 128

Learning rate (MLP) 0,0003 Time horizon 128 Beta 0,005

Buffer size (MLP) 2048 Epsilon 0,2 Gamma 0,99

Lambd 0,95 Max steps 2M Normalize False

# epoch (MLP) 3 Sequence length (LSTM) 32 Memory size (LSTM) 256

# hidden layers (LSTM) 1 Time horizon (LSTM) 64 Buffer size (LSTM) 1024

Next, we select four out of the five agents of each representation according to
their cumulative rewards (we keep the four agents with the largest accumulated
rewards). Then, the selected agents battle against the other agents that learned
with the same representation as in a T100. The tournaments are accomplished
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with four agents because this is the maximum number of agents allowed in the
same scenario.

The percentage of wins considering each battle in the T100 tournaments
are: BF2 (28.5% of victories), NBF1 (28.2%), H1 (38.5%), I4 (27.2%), ZO1

(29.7%). Next, we would like to make these winners fight against each other
in a new tournament. Again, as we have at most four agents in a scenario, we
must discard the worst of these five. For so, we rely again on their training
accumulated reward. Then, we have a new set composed of the winner agents
W = {H1, I4, ZO1, NBF1} as BF2 was the worst of them in the training phase.
By analyzing the behavior of the agents in W when battling, we observed that
they were able to learn how to play the Bomberman game correctly. They usually
put bombs and escape from them, except for NBF1, which only sometimes acts
as expected.

Finally, we yield a T1000 tournament to make the agents in the set W to
battle against each other, aiming at verifying the best state representation for
the Bomberman environment. The results are listed in Table 3. We can see that
H1 was the one reaching the most significant number of victories (4442), pointing
out that this should be the best way of representing the environment.

Next, we experiment with LSTM to approximate the policy function within
the PPO algorithm and verify if this would improve the performance of an agent
that uses the Hybrid representation (the winner of the previous tournament).
As LSTM requires a lot more parameters than MLP, we change some hyperpa-
rameters to alleviate the runtime. We trained five models with LSTM and did
a T100 with the four models that obtained the best cumulative rewards. The
winner of them was the second model generated in the training, achieving 31.4%
of wins.

Then, we created another tournament called T1000-LSTM to compare
two LSTM agents with two hybrid-MLP agents, the winner of the T1000-
representation battle. As can be seen in Table 4, an agent trained with LSTM won
the tournament with 61.02%. These results indicate that by activating LSTM in
the PPO algorithm, we can induce agents that learn better from their environ-
ment to the point of winning other agents. This is due to the memory capacity
of LSTMs that allows for the agent learn what to do, even when the reward is
in a long way ahead in the future.

Table 3. Results of a T1000 tourna-
ment that compares agents with differ-
ent state representations

Results No. of Wins

Draw 263 (2,63%)

NBF1 319 (3,19%)

H1 4442 (44,42%)

I4 1782 (17,82%)

Z1 3194 (31,94%)

Total 10000 (100%)

Table 4. Results of a T1000-LSTM Ver-
sus Hybrid tournament

Results No. of Wins

Draw 395 (3,95%)

LSTM 2 6102 (61,02%)

H1 3503 (35,03%)

Total 10000 (100%)
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Finally, we trained an agent with the BC algorithm and the Hybrid represen-
tation and tried to continue its training with PPO. Before training, we recorded
40 matches in a replay file where we play at least three matches in static sce-
narios and 20 matches in random ones, fighting against others that use LSTM.
This replay file acts during the BC training as the expert so that the student
agent can learn to play from it. In the BC training, we use the same hyperpa-
rameters used in Table 2 except that we changed max steps to 100K and set
batches per epoch to 5. If the learner dies or if the game is taking more than
400 iterations to finish, we reset the scenario and load the next match of the
replay file.

After finishing the BC training, we may still improve the policy function
of the agent following two ways: (i) (BC+PPO Only1): we run PPO start-
ing from the policy learned by BC to train one agent against enemies already
trained with the PPO-LSTM-Hybrid-state setting; (ii) (BC+PPO All): In
the second way of continued training, PPO runs after BC as before, but all the
agents in the scenario are still learning. We create a series of T100 and T1000
tournaments to observe the BC agents behavior and found out the following:
(A) (T1000 BC-vs-LSTM): The BC agent plays reasonably only when it is
in the exact scenarios he has trained before, and when his enemies behave in the
same way as in the replay file. When the BC agent battles against the LSTM
in a T100 one-vs-one agent tournament, it wins only 9.7% of the matches. (B)
(T1000 BC+PPO Only1 vs LSTM): In this case, the BC-PPO Only1 wins
the LSTM in 91.3% of the matches. This result shows that it is useful to start
from a trained BC agent and refine it with PPO. (C) (T1000 BC+PPO All
vs. LSTM): Here, the winning agent was the BC+PPO All with 56.69% of wins
against 39.98% of the LSTM agent. These results further confirm that BC pro-
vides a good starting point to PPO and that the knowledge acquired in the pre-
vious training with BC has not been forgotten. (D) (T1000 BC+PPO Only1
vs. BC+PPO All): The BC+PPO All won 49.5% of the matches whereas the
BC+PPO Only1 won 42.3% of the matches. This result shows that the agents
may learn better when facing other agents that are learning as well. However,
this was the most closely results from all the others. Note that the LSTM oppo-
nents used in BC pre-training are also used in the BC+PPO Only1 training.
However, in BC+PPO All training, LSTM opponents are not used, as all the
agents are using the same controller and, therefore, the same policy function.
This explains why BC+PPO All wins fewer matches against LSTM opponents
than BC+PPO Only1 as this later becomes an expert at beating LSTM because
it trained only with these opponents.

6 Conclusions

In this work, we investigated five state representations and four learning algo-
rithms to build Bomberman agents that learn how to play. Regarding the state
representations, the results pointed out that our proposed hybrid representation
achieves the best results in test time, experimented with tournaments conducted
after the learning phase. Regarding the learning algorithms, we experimented
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with the actor-critic-based PPO algorithm using either an MLP or an LSTM,
the BC imitation learning, and a novel approach developed by us that starts with
BC and continues the training with PPO from the function learned with BC. The
results pointed out that by coupling LSTM within the PPO algorithm produces
smarter agents and training beforehand with the BC algorithm can influence
subsequent training with PPO. As future work, we would like to enhance the
Bomberman agents by giving them the ability to put several bombs at once and
acquiring power, variable-size scenarios, multi-players and testing other RL and
IL algorithms.
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Abstract. The rhythm game is a type of video game which is popular
to many people. But the game contents (required action and its timing)
of rhythm game are usually hand-crafted by human designers. In this
research, we proposed an automatic generation method to generate game
contents from the music file of the famous rhythm game “OSU!” 4k mode.
Generally, the supervised learning method is used to generate such game
contents. In this research some new methods are purposed, one is called
“fuzzy label” method, which shows better performance on our training
data. Another is to use the new model C-BLSTM. On our test data,
we improved the F-Score of timestamp prediction from 0.8159 to 0.8430.
Also, it was confirmed through experiments that human players could
feel the generated beatmap is more natural than previous research.

Keywords: Procedural Content Generation · Rhythm game ·
C-BLSTM

1 Introduction

Rhythm game is a genre of music-themed (action video) game in which players
play by taking actions in accordance with rhythm and music [8]. Since music
and songs are familiar to ordinary people, it is easy to understand how to play
such games. In addition, both of easy stage and hard stage can be created from
one music, therefore rhythm game becomes a popular game genre in the whole
world.

In many cases, the contents (required action and its timing) of rhythm game
are hand-crafted by human designers from music material. Also, there are count-
less pieces of music, but only a part of them have already been used as game con-
tents. Therefore, to generate contents automatically for rhythm game is required.
In this research, two models are used to generate contents from music materials
for famous rhythm game “OSU!” [1]. One inputs the audio data, outputs times-
tamps (timing of action), another inputs the timestamp and outputs action type.
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As a Machine Learning task, this approach has some difficulties such as:
(1) Because same music may be processed by different authors or has different
level settings, one music may have many different beatmaps. (2) Proportion of
positive/negative samples is ill. To deal with those problems, in this research
we adopt that: (1) Handle the difficulty settings as an input feature. (2) Using
fuzzy labels to increase positive samples.

Proposed training methods and new model C-BLSTM are evaluated through
F-Score, shows a better performance than previous research on timestamp gener-
ation. And from human experiments we can find that beatmaps which generated
by purposed method are more natural than beatmaps generated by previous
research.

2 Background

The system structure of purposed method is shown as Fig. 1. The main workflow
is from audio files generating the timestamp, and using those timestamps to
generate action type by second model. Combining the generated timestamp and
action type, we can obtain beatmap for input music.

Fig. 1. System structure of purposed method.

2.1 Rhythm Game: OSU!

To generate the contents of rhythm game, we use open-sourced game “OSU!”
which has over 10 million registered users [1] as our test bench.

“OSU!” consists of many types (or mode) of game, but in this research we
foucs on the mode called mania 4k. Players are required to push the button when
markers are dropping from the top of screen. When players push the correct
button, they would get a high score. On the other hand if the timing or required
action was incorrect, system would judge this action as missing. By pushing the
buttons, players would feel like they are playing this rhythm by themselves.
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These required actions (4 types: click, long push start, long push end and
none) and their timing consist the game contents. In “OSU!”, beatmap records
these information. Generally, beatmap are usually hand-crafted by human
designers. So even if there are countless pieces of music, the number of contents
that can be played in the game is limited. An automatic generation method is
needed in this case.

2.2 Previous Research

In the field of rhythm game and game contents generation research. There are
some previous researches which is essential to our approaches.

Capturing the characteristics of music is an important part in rhythm game
content generating. Generally, selection of action timings is based on the sounds
or rhythm which can be clearly heard by human. Since the beginning or changing
of music is most distinguishable to human, we usually set actions around these
timing in rhythm games. To extract these timing, Schlüter et al. proposed an
research using deep learning methods to detect the beginning of musical notes
(musical onsets) [10]. Their method is used to extract features in our research.

Long Short-Term Memory (LSTM) is a kind of Recurrent Neural Network
(RNN) which is effective to suppress gradient vanishing over time [5], and it has
been proved to be effective for time-based task such as voice detection [7] and
translation [6], etc.

Music or rhythm is generally regarded as a type of time-based data, and in
the field of rhythm game content generation, LSTM was used to generate game
content of a rhythm game called “Dance Dance Revolution” in Donahue et al.’s
research [3]. However, to generate a content which correspond to specify difficult
level, or some special patterns (e.g. patterns that player good at or not) is still
not so gratifying. Hence, this research is aimed at generating game contents that
correspond to specific player’s level in rhythm game.

In many rhythm games, long press buttons are basically corresponds to a
long sound of music. So it is useful for analyzing the melody to generate the
long press properly. In Donahue et al.’s research, although the effectiveness of
melody information in action generation is examined, but its application has not
been taken yet [3]. In this research, we use the method which propose by Salamon
et al. [9], for extracting the main melody of music. By using their method, we
can detect long sounds in music and attempt to employ them in long press action
generation.

3 Preparation of Training Data

3.1 Data and Difficulty Definition

In this research, all training data is collected from the homepage of “OSU!” [1]
on June, 2017. Considering to use the most popular beatmaps as our training
data, only beatmaps which has been played over 100 thousands times will be
chosen.
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In general, one music file corresponds to various beatmaps depending on
the different authors and different difficulties. And players can play a suitable
difficulty according to their ability. The statistical information of used training
data is shown as Table 1.

Table 1. Statistical information of traning data

Number of
authors∗

Number of
music

Number of
beatmap

Number of
all action∗

Action per
second∗

300 473 1655 1690000 7.85
∗Approximately.

Since there are various difficulties in the training data, and we aims to gen-
erate beatmaps with different difficulties from one music. So a proper definition
of difficulty is highly required.

Generally, the difficulty is depending on: (1) Complexity of action combina-
tion. (2) Number of actions per second (density of actions). (3) Speed of action
marker. (4) The strictness of judging miss (max allowable time difference). (5)
Number of miss that could be permitted.

Because (3), (4) and (5) is the more relative to setting of game, we don’t
consider these factors in this research. Also, individual players have different
action combinations that they are not good at, so it is hard to use factor (1)
in automatic generation method. More actions in same time means beatmap is
more difficult, so in this research we just use density of actions to define the
difficulties for each beatmap.

We divide the training data to 10 levels by density, that is (a) number of
action under 3 per second is level-0, (b) number of action from 3 to 17 per
second is used for level-1 to level-8 equally (e.g. 3 to 4.75 is level-1 and 4.75 to
6.5 is level-2), (c) number of action more than 17 per second is level-9.

3.2 Feature Extraction

In order to use the audio data in neural networks, some feature extraction process
is needed. Firstly we compute a multiple-timescale short-time Fourier transform
(STFT) of every audio file by three window sizes 23 ms, 46 ms and 93 ms and
stride of 10 ms as 1 frame (that means there are 100 frames per second). Shorter
window sizes preserve low-level features such as pitch and timbre while large
window sizes provide more context for high-level features such as melody and
rhythm [4].

Then we compute the Mel-scale from 27.5 Hz to 16 kHz with 80 bands of
STFT magnitude spectra to better represent human perception of loudness [12].

Finally we prepend and append n frames of past and future context for each
frame, so the final audio representation is a 80 * 3 * (2n + 1) tensor.
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4 Timestamp Generation

4.1 Network Structure

Donahue et al. uses C-LSTM to generate timestamp [3], which has the advantage
to learn not only the current frame but also the past and future frames. Structure
of C-LSTM is shown as Fig. 2. We use 15 * 80 * 3 tensor (n = 7) as input. First
layer is a convolution layer which has the size of 7 * 3 * 3 and 1 * 3 max-pooling,
output 9 * 26 * 10 matrix to next layer. Second layer is a convolution layer
which has the size of 3 * 3 * 10 and 1 * 3 max-pooling, output 7 * 8 * 20 matrix.
Adding the 10 units one-hot density (which present the level of difficulty), we
input the matrix to 2 LSTM layer which have 200 units. After LSTM there are
2 full-connected layer with 258 units and 128 units separately. Finally we output
the result by a single Sigmoid unit, which presents the possibility of been chosen
as a timestamp. LSTM layers use tanh function as activation function, while
other layers use ReLU.

Fig. 2. Structure of C-LSTM.

C-LSTM can only use the information “until now”. In this research, “OSU!”
has a lot of “long push” action, since most “long push start” action is at the onset
of long melody, we need to consider not only the information in past, but also
information in the future. One way is to use more frames (i.e. make n bigger), but
the high calculation cost and performance reduction is unbearable sometimes.
Another way to get more future information without increasing frames is using
the C-BLSTM [11].

Fig. 3. Structure of C-BLSTM.
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The structure of C-BLSTM is shown as Fig. 3. C-BLSTM can predict times-
tamp using more future information, but has the similar calculation cost as
C-LSTM.

4.2 Fuzzy Label

There are about 7.85 actions per second in our training data. Since we have 100
frames in 1 s, there are just few positive data (less than 8%). One way to solve
this problem is to calculate feature with wider stride. For example using 50ms
stride will get 20 frames per second, which will make the rate of positive data
to 40%. But longer stride will lose some rhythm or melody information.

In this research a method called fuzzy label that can solve the problem is
proposed. Shown as Fig. 4, the original data use 0 (no action in this frame)
and 1 (there is action in this frame) label which have a drastic changing. And
fuzzy label modify the data using Gaussian distribution, transform the data from
“whether the frame has actions or not” to “the possibility that the frame has
actions”, makes the changing smoother.

Fig. 4. Example of fuzzy label.

4.3 Threshold Selection

Output of network is the “possibility whether one frame should have actions”.
In practice, we need to transform the possibility into a two-value number (0 or
1), to decide whether there should have actions in this frame. Using some rules
such as “when possibility is bigger than a threshold t, there should have actions”
can be helpful for judging.

When threshold was too large, output actions would decrease, and output
action would increase when it was too small. Both situations are not good for
timestamp selection, so a proper threshold is needed. Some data which called
“threshold deciding data” is randomly selected to decide the threshold t, which
we will test different threshold in the same model by it, to maximize the F-score.
The threshold deciding data is independent to training data and will not take
part in the training process.
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4.4 Experiment

Difficulty distribution in original data is biased, there are just few low difficulty
data and high difficulty data. Such an ill data distribution is harmful and causing
unstable learning [2]. To solve this problem, we copy the training data in low
and high difficulty to make original data distribution balanced.

Validation Experiment. In this experiment, all model uses 80 * 3 * 15 (frame
length n = 7) tensor as input and same learning hyper-parameters. All networks
are trained for 25 epochs (1000 batches per epoch), the mean F-score of each
epoch is shown as Fig. 5.

Fig. 5. Result of validation experiment.

From the result, we can find that comparing to the C-LSTM, C-BLSTM
shows a better performance in the beginning, but suddenly facing the problem
of degradation in performance. We also find that training error of C-BLSTM
deceasing follow the process. This means C-BLSTM faced a serious overfitting
problem in the mid of training.

When comparing the result of C-LSTM to C-LSTM with fuzzy label (label
length is 3), we can find that fuzzy label improved the performance dramatically.
Moreover, from the result of C-BLSTM with fuzzy label, we can find that fuzzy
label not only improved the performance, but also solved the overfitting problem
of C-BLSTM.

Experiment of Different Fuzzy Label. We also have experiments on dif-
ferent fuzzy label lengths to compare their performance. In this experiment, all
models use C-BLSTM and 80 * 3 * 15 (frame length n = 7) tensor as input, also,
they use same learning hyper-parameters.

Mean F-score of each epoch is shown as Fig. 6. We can find that our method
improved the naive C-BLSTM comparing to the result with no fuzzy label. Also,
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we find best fuzzy label length is 3 on our data. One possible reason is when
length was 3, the rate of positive data would be closed to 50%, which is a well-
balanced data distribution.

Fig. 6. Result of fuzzy label experiment.

Experiment of Different Frame Length. In this experiment, all model use
C-BLSTM, same fuzzy label length of 3 and same learning hyper-parameters.
The only difference is the frame length, which will influence the input tensor
size. For example when frame length n was 7, the input size would be 80 * 3 * 15,
and when frame length n was 9, the input size would be 80 * 3 * 19.

The result of n = 4, 5, 6 and 7 is shown as Fig. 7a. We can find that when
n is 4, we would get the best performance, and when n is 7 we would get the
similar performance to n =4. From Fig. 7b we can find that n = 7 showed the
best performance. The result shows that we cannot get better performance by
simply adding the by frame length.

(a) Result of n =4, 5, 6 and 7 (b) Result of n =7, 8, 9 and 10

Fig. 7. Result of different frames
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5 Action Type Generation

5.1 Input Feature and Output

In our Action type generation model, we use (1) Action before one frame, (2)
Difficulty and (3) Time interval of past/future frame as input. And 4 types of
action will be generated and used as input, that is (a) No action, (b) Click, (c)
Long push start and (d) Long push end. 4 bit one-hot vector is used to present
action on single channel. And since we have 4 channels, the action will be four
4 bit one-hot vectors.

The time interval is the distance between two actions. We use a 8 bit one-
hot vector to present it. This 8 bit one-hot vector means the interval is ∼50 ms,
∼100 ms, ∼200 ms, ∼400 ms, ∼800 ms, ∼1600 ms, ∼3200 ms and 3200 ms∼. Since
both the past time interval and future interval is used, the time interval will be
presented as two 8 bit one-hot vector. And a 10 units one-hot density label
(which present the level of difficulty) is also needed in this model. The input
feature is combined with the density, time interval and past action, so input
feature has 7 vectors and the data size is 42 bit.

The output is probabilities of all action combinations. Since we have 4 chan-
nels and each channel has 4 types of action, the number of all valid actions is 256
(44). Finally we will choose one action combination that have biggest probability.

The example of input feature and output probabilities is shown as Fig. 8.

Fig. 8. Example of input features and output.

5.2 Network Structure

In Action type generation part, we uses the network frame called LSTM64 [3].
Shown as Fig. 9, after input layer the first layer uses 128 LSTM units, and second
layer uses 128 LSTM units. Finally this network output 256 probabilities of all
valid actions.
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Fig. 9. Structure of beatmap generation model.

5.3 Experiment of Predict Actions

Same training data as timestamp generation model are used for training this
model. Also, since the difficulty distribution in original data is unbalanced, train-
ing data in low and high difficulty is copied to make original data distribution
balanced.

The finial accuracy of predicting action is 0.4366, which is not a high accu-
racy. But we find that even in one music, there are different beatmaps. And
according to the different designers, the beatmap is various. For example in
Fig. 10, we can find that about half actions are not same between two human
designer, even they have used the same music.

Fig. 10. Compare of two Hand-crafted beatmaps.

Figure 11 shows a result of beatmap generated by network and human
designer for same music. We can find that even some actions are different, these
two beatmaps are similar, which player may not notice the difference. According
to these evidence, we think the result that predicting accuracy is 0.4366 is not
bad. Prediction accuracy is not enough for estimating how human players can
enjoy the generated beatmaps, so it will be an interesting future work to propose
such a measurement.
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Fig. 11. Compare of Hand-crafted and purposed method.

6 Evaluation of Naturalness

We conduct a experiment though 10 human subjects. 15 beatmaps (5 of them are
hand-crafted by human designer, 5 of them are generated by previous research
and 5 of them are generated by proposed method) are used in this experiment.
“Purposed method” data and “Existing method” data use same action type gen-
eration model, but “Purposed method” data use C-BLSTM model with fuzzy
label (length = 3), frame size n is 7 to generate timestamp. timestamp of “Exist-
ing method” data are generated by C-LSTM without fuzzy label, and frame size
n is 7.

All Beapmaps are randomly watched by every subjects, and subjects are
asked to judge the naturalness for each beatmap. The result is hand-crafted
beatmaps get 4.52 points, existing method get 3.30 points and purposed method
get 3.72 points. From the result we can find that even beatmaps which gen-
erated by purposed method are not as natural as hand-crafted beatmaps, the
naturalness is better than beatmaps generated by existing method.

7 Conclusion

Overall, a new method “fuzzy label” is introduced in game contents generation
of rhythm game, and new model C-BLSTM is used in our timestamp generation
method. We have proofed that purposed method improved the performance of
Timestamp generation, and the F-Score is increased from 0.8159 to 0.8460.

Moreover, a generation model from timestamp to beatmap is introduced. And
by experiment on human subjects, we have proofed that beatmaps generated by
purposed method is more natural than previous research.

Acknowledgments. This research is financially supported by Japan Society for the
Promotion of Science (JSPS) under contract number 17K00506.



PCG of Rhythm Games Using Deep Learning Methods 145

References

1. Osu! https://osu.ppy.sh/home. Accessed June 2017
2. Buda, M., Maki, A., Mazurowski, M.A.: A systematic study of the class imbalance

problem in convolutional neural networks. Neural Netw. 106, 249–259 (2018)
3. Donahue, C., Lipton, Z.C., McAuley, J.: Dance dance convolution. In: Proceedings

of the 34th International Conference on Machine Learning, vol. 70, pp. 1039–1048.
JMLR. org (2017)

4. Hamel, P., Bengio, Y., Eck, D.: Building musically-relevant audio features through
multiple timescale representations (2012)

5. Hochreiter, S., Schmidhuber, J.: Long short-term memory. Neural Comput. 9(8),
1735–1780 (1997)

6. Kalchbrenner, N., Danihelka, I., Graves, A.: Grid long short-term memory. arXiv
preprint arXiv:1507.01526 (2015)

7. Parascandolo, G., Huttunen, H., Virtanen, T.: Recurrent neural networks for poly-
phonic sound event detection in real life recordings. In: 2016 IEEE International
Conference on Acoustics, Speech and Signal Processing (ICASSP), pp. 6440–6444.
IEEE (2016)

8. Pasinski, A.: Possible benefits of playing music video games (2014)
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Abstract. Video content that displays lyrics synchronized with the music in,
for example, karaoke or music videos on the Internet is becoming popular. The
font can change the impression the users get from the content; therefore, by
changing the font according to the content, it is possible to improve the content
and the overall experience. We aim to develop a new lyric expression method by
blending the existing fonts and synchronizing them with the music. In this study,
we propose a method that generates fonts that match music videos by mixing
fonts according to the music characteristics. Also, we reveal through experi-
ments whether displaying lyrics in a blended font can emphasize music video
impressions compared to displaying them in the existing font.

Keywords: Font � Music video � Lyric video � Emphasis impression �
Subtitle � Font blending

1 Introduction

The content of music lyrics is very important. The function of lyrics is to convey
information about thoughts, situations, and scenes to the listeners. Nowadays, there are
many ways to read the lyrics, for example, on lyric cards in CDs, in subtitle-guided
singing at karaoke clubs, or during music programs on TV.

In recent years, video with lyrics software, which uses the lyrics as the main content
and synchronizes them with the music, has become popular. In Japan, there are many
lyrics videos, for example, Hold Your Hand (Perfume), Aruku Around (Sakanaction),
and Go Go Ghost Ship (Kenshi Yonezu). It is not unusual to see lyrics displayed in
music videos created with Vocaloid, voice synthesizer software, because synthetic
voices are harder to understand than human voices. Other technologies that support
musical text expression are TextAlive [1] and LyricSpeaker [2]. Visualization of lyrics
synchronized with the music is an effective way to understand the meaning of lyrics.
This visualization provides the user with a fascinating and enjoyable experience.

The font of the lyric texts created by software such as Lyric Video or TextAlive is
usually the same throughout the music video regardless of the genre, melody, and
content of the lyrics. Lyrics shown as a guide in karaoke also use the same font. On the
other hand, on posters and in comics, creators choose appropriate font designs to
emphasize the content; they would not use a joyful font for a sad scene in a comic
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book. Several studies have investigated how the font design can change the impression
of the content. We expect that the comprehension of the music, as well as the visual and
auditory experience, can be augmented if an appropriate font design is selected to
display the content. As a result, kinetic text expression created with, for example,
LyricSpeaker or TextAlive may become richer. Specifically, it is thought that music
video entertainment will be further enhanced by making the lyrics more enjoyable.

2 Related Work

Several studies have proposed various ways to extend the viewing experience by
adding other types of stimulation, such as, using vibrations synchronized with the
music in an impression emphasis method [3]. Similarly, in our research, we aim to
extend the visual and auditory experience by adopting an appropriate font for a music
video.

A number of studies have reported that the font designs affect the impression of the
content. The visual effects of the shapes of Japanese characters on printed matter have
been investigated, and it has been verified that different font designs change visual
impressions. Mackwiewicz et al. [4] examined the relation between the font design and
human recognition. In the same study, 15 types of fonts were evaluated for 10 types of
attributes, and it was clarified that the visual characteristics and design characteristics of
the font were related to each other. Also, Caldwell [5] analyzed the emotional response
to the Japanese font systematically and revealed a relation between the visual char-
acteristics of the font and the emotional response.

Several studies have investigated how the impressions of the font affect human
recognition or emotions. Doyle et al. [6] reported that an appropriately selected font for
a product can change human behavior. He focused on the consistency of the font and
product because the impressions gained from the font design affect human emotions
before the meaning of the words does. Velasco et al. [7] revealed that the shape of the
font and the sense of taste are related. For example, angular fonts are associated with
“sourness”, “bitterness”, and “spiciness”, while rounded fonts are associated with
“sweetness”. Karnel et al. [8] studied the relation between product packaging and the
consumer’s behavior: a consumer with healthy habits tends to perceive a lightweight
font as healthy, so this font increases the consumer’s intention to buy merchandise.

In a study of the creation of new fonts, Suveeranont et al. [9] proposed a system for
creating a new font by blending a base font with any other font. However, the system
requires manual corrections when the output font is distorted due to blending fonts with
extremely different shapes. Contrary to this, Campbell et al. [10] proposed a method
that places fonts on a two-dimensional map so that fonts with similar shapes are close
to each other and no distortion occurs when they are fused. Our method also blends
some existing fonts. However, unlike in Campbell’s method, we expressed the font
using a numerical formula as done by Saito et al. [11] and generated blended fonts by
weighting and averaging the fonts.
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3 Proposed Method

In this study, we proposed a method that generates fonts that reflect music video
impressions by blending existing fonts. We used six music video impressions as input:
five impression classes from MIREX [12] and “cuteness” from Yamamoto et al.’s
study [13]. The descriptions of C1–C6 are given in Table 1.

We applied Saito’s method of blending fonts [11]. In this method, fonts are blended
by considering strokes and diameters as numerical formulas. We supposed that letters
can be represented by the locus of a circle with a changing diameter and express these
letters by drawing the trajectory of the circle with its center mapped on the stroke line.
Specifically, as shown in Fig. 1, first, we obtained a set of circles for drawing the font,
and then, to express the font smoothly, we performed cubic spline interpolation to
connect the obtained set of circles as much as possible. After that we generated a circle
that fills in the gaps. Next, we calculated the numerical formula, which is a sequence of
the centers of the circles, by Fourier series expansion. In Fig. 1, (f(t), g(t)) is a point on
a stroke of a character of a font, and the distance between the edge of the font and the
point is h(t): distance information.

Each calculated stroke can be expressed as a numerical formula of t:

x ¼ fi tð Þ
y ¼ gi tð Þ � p� t� p
r ¼ hi tð Þ

8
<

:

By fusing N fonts using the optional rate a1 � an the numerical formulas of the
blended strokes are as follows:

x ¼ PN

i¼1
aifi tð Þ

y ¼ PN

i¼1
aigi tð Þ

PN

i¼1
ai ¼ 1

r ¼ PN

i¼1
aihi tð Þ

8
>>>>>>><

>>>>>>>:

Table 1. Impression classes

Name Adjectives

C1 (grandness) Grand, sonorous, massive
C2 (vigorousness) Lively, exciting
C3 (sadness) Painful, sad
C4 (violence) Aggressive, violent, exciting, passionate
C5 (funniness) Unique, funny, roguish, whimsical, hilarious
C6 (cuteness) Cute, lovely, adorable
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By changing the rate of blending, we can create appropriate fonts. Although the
number of impression words when blending is two, we extend the number of words by
fusing the aforementioned impression classes C1–C6. In the following section, we
describe a preliminary survey for computing the C1–C6 impression values of fonts and
music videos.

In our method, we blended fonts by associating music video impressions with font
impressions. We conducted preliminary surveys on the impressions of fonts and music
videos. The first survey was on the fonts. Nineteen participants evaluated their
impressions of 14 fonts (Fig. 2); eight fonts were taken from previous research [11],
and six fonts were selected by the authors. We showed text in each font on the web
system used for the experiment. In this survey, the participants evaluated each
impression class on a scale from −2 to +2 using adjectives and negative words.

Fig. 1. Steps of formulating fonts

Fig. 2. Used fonts
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Next, we conducted a survey on the impressions of the music videos. Nineteen
participants (university students aged 19–23) watched 18 shortened music videos and
evaluated six classes of impressions. The duration of each shortened music video was
about 20–30 s. In this evaluation, each impression class was evaluated on a scale from
−2 to +2 using adjectives and negative words. Also, the order of the music videos was
made random for each participant.

4 Experiment

Experiment procedure: We hypothesized that the impression of the music video can be
emphasized by using a blended font for lyrics. We conducted experiments to compare a
blended font and two fonts created under two conditions.

In our experiment, we verified the usability of a font created by our method by
watching a music video that was synchronized with lyrics created in three ways. For
generating fonts, we also used two other methods in addition to our method.

1. Blended font: A font generated by adopting the top four neighboring fonts obtained
from the impressions of a target music video, weighted averaging, and fusing.

2. Neighborhood font: A font determined to be the closest to the impression of a target
music video.

3. Impression_0 font: A font generated by the font fusion method with all six
impression class inputs as 0.

In the experiment, the choruses of the same 18 music videos from the preliminary
survey were used. A total of 54 types of music videos were generated, and three types
of fonts were superimposed on the lower part of the screen. Although there may be
important factors for displaying lyrics such as color, size or position, we unified these
conditions because subtitles are static throughout the music video in many cases. The
generation system was implemented using Processing, open-source graphical library.
An example of the generated font is shown in Fig. 3. And examples of the fonts and
each impression class are shown in Fig. 4.

Fig. 3. Fusion example of each font. From top: fusion font, neighborhood font, and
impression_0 font.
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Nineteen participants (university students aged 19–23) watched music videos with
superimposed lyrics in fonts created under three conditions. Although some of the
participants had participated in the data set construction, it was judged to have no
influence on the experiment because the font design, music animation and the super-
position were considered to be independent from each other. For the experiment, we
prepared a web system, which was used to evaluate six impression classes after
viewing music videos on a five-point scale steps from −2 to +2 (Table 1).

Also, even if the impression is emphasized, it is conceivable that the character
design would not match the mood of the music video. Therefore, to quantify the degree
of matching between the font and the music video, we asked the question “Did the font
match the music video?” The answer scale had five steps from −2 (“It did not match at
all”) to +2 (“It matched very well”). In addition, the order of music videos was made
random for each participant; therefore we concluded that there was no order effect.

4.1 Results

Figure 5 shows the degree of matching when the fonts that were created using three
different methods were applied to the lyrics of the music videos. Seven music videos
were evaluated to be most suitable for the fusion font, nine music videos were eval-
uated as most suitable for the neighborhood font, and two music videos were evaluated
as most suitable for the impression_0 font. From these results, we can assume that a
font synchronized with an impression is suitable regardless of fusion, although the most
suitable font to be used for the lyrics depends on the music video. Music videos C, F, I,
and R had an overall low degree of matching.

Fig. 4. Generated font of lyrics and their impression classes. In each music video, from top:
fusion font, neighborhood font, and impression_0 font.
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Figure 6 shows a list of comparisons of the values from the preliminary survey and
the experiments for each music video. The blue columns show the values of the
preliminary survey, and the green, yellow, and red columns are the values obtained in
the experiments. It can be seen that there is variation in impression emphases. The
number of evaluation values of any one of the three types of fonts exceeding the value
of the pre-survey is 8 for C1, 8 for C2, 14 for C3, 6 for C4, 11 for C5, and 15 for C6.
This shows that the impressions of C3 (sadness), C5 (funniness), and C6 (cuteness) are
well emphasized.

4.2 Analysis

A numerical comparison is performed for each impression class of each music video.
From Fig. 6, it can be seen that C3 and C4 in the impression class have a large
variation in values for each font, and impression emphasis did not occur as intended.
Figure 7 shows graphs in which the impression value data of the font created in the
preliminary survey are sorted in ascending order for each of the C1 to C6 impression
classes. This graph indicates that C3 and C4 are less than 0, which is the median value
in the questionnaire survey, for most of the fonts. In other words, among the
impressions of music videos, those with higher C3 and C4 are considered to have the
same font each time and do not reflect the impression of the music videos accurately. In
addition, the variation in the values of each font is small, and it is considered that a
similar font has been generated as a result of font fusion. Furthermore, although the
lyrics were added to the lower part of the music video screen this time, if the partic-
ipants were familiar with the music, it is possible that they could have watched the
music video without looking at the lyrics. In the future, we plan to conduct an
experiment that takes into consideration the way the viewer sees the subtitles, for
example considering karaoke lyrics and TV subtitles.

Fig. 5. Matching degree of music videos and lyrics for each font.
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Fig. 6. Pre-survey values and experimental results for each music video.

Music Video Clip Impression Emphasis Method 153



Next, we focused on the differences in impression emphasis among fonts. Figure 8
shows that for each music video, there are differences between the fusion font and the
impression_0 font and between the neighboring font and the impression_0 font. The
numbers are graphed for each numerical interval. From Fig. 8, it can be seen that in
music videos F, H, I, L, N, O, and R, the neighborhood fonts are evaluated higher than
fonts created by the proposed method. By looking at music videos F, H, I, L, N, O, and
R in Fig. 6, it can be seen that all values of C1, C2, and C4 in the preliminary survey
are high. C3, C5, and C6 represent “sadness”, “funniness”, and “cuteness” and can
convey the impression from the font. However, C1, C2, and C4, which represent
“grandness”, “vigorousness”, and “violence”, represent emotions that may be difficult
to convey by static characters. In other words, when expressing C1, C2, and C4 as
characters, it is better to animate the font rather than focus on the font design.

In our method, four fonts are fused, and it is possible that an inappropriate font may
be generated if the degree of matching with the music video is not very high. Therefore,
to analyze with high degree of matching, we first selected fused fonts and neighbor-
hood fonts that had a high degree of matching and a difference compared with the
impression_0 font. Then, we calculated the difference in size of the impression vector
between the fusion font and impression_0 font and between the neighborhood font and
impression_0 font. Figure 9 shows these values as a graph. When the degree of
matching between the presented font and the music video is +2 (very well matched),
the fusion font can better emphasize the impression compared to the neighborhood
font. However, it can be confirmed that the fusion font is not effective when the degree
of matching is +1 (matched). Therefore, it is possible that the font fusion method can
greatly emphasize the impression if the degree of matching with the mood in the music
video is high. Otherwise, the impression will be suppressed.

Fig. 7. Matching degree between music videos and lyrics for each font
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Fig. 8. Distribution of differences for each music video.

Fig. 9. Difference in size of impression vectors.
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5 Conclusion and Future Work

In this research, we proposed a method to dynamically generate fonts suitable for music
videos by fusing existing fonts for music videos. A preliminary survey on fonts and
music videos was conducted, and later fonts were fused based on the data received
from the survey. When a user views a music video, we compared impression values
when applying the font created by the proposed method, font closest to the impression,
and font with the impression value set to 0 to the lyrics.

We conducted experiments to verify whether the font emphasizes the impression of
the music videos. As a result, we confirmed that the proposed method is useful for
music videos with high impression values of C3 (sadness), C5 (funniness), and C6
(cuteness). On the other hand, in the case of music videos with high impression values
of C1 (grandness), C2 (vigorousness), and C4 (violence), it is difficult to emphasize the
impression with static characters. In addition, it seems that the degree of matching with
the music video is greatly affected by the impression emphasis when using the fusion
font.

In the future, this method will make users feel more empathy with the music video
while watching it. For example, we believe that the way people sing at karaoke would
reflect their impression of the music video of the song. In addition, it is possible to fill
the gap between the impression of the music that the composers tried to express when
they composed it and the impression that the viewers receive. As described above, we
consider this method is not only to convey the content of the lyrics, but also to make
the lyrics more enjoyable and to contribute greatly to the creation of highly entertaining
music and video content.

The limitations of this research are that the impression values of the selected font
were uneven, and there was a possibility that the participants viewed the music videos
without looking at the lyrics. Therefore, in the future, we plan to have a pre-selection
stage to consider the variations in font impression values and then conduct experiments
in which the participants watch music videos while looking at the lyrics. Also, in the
proposed method, the impression emphases of music classes C1, C2, and C4 did not
show the intended results, so we plan to develop an impression emphasis method that
uses animation and color.

Acknowledgments. This work was supported in part by JST ACCEL Grant Number
JPMJAC1602, Japan.
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Abstract. Difficulty is a fundamental factor of enjoyment and motiva-
tion in video games. Thus, many video games use Dynamic Difficulty
Adjustment systems to provide players with an optimal level of chal-
lenge. However, many of these systems are either game specific, limited
to a specific range of difficulties, or require much more data than one can
track during a short play session. In this paper, we introduce the δ-logit
algorithm. It can be used on many game types, allows a developer to
set the game’s difficulty to any level, with, in our experiment, a player
failure error prediction rate lower than 20% in less than two minutes of
playtime. In order to roughly estimate the difficulty as quickly as pos-
sible, δ-logit drives a single metavariable to adjust the game’s difficulty.
It starts with a simple +/−δ algorithm to gather a few data points and
then uses logistic regression to estimate the players failure probability
when the smallest required amount of data has been collected. The goal
of this paper is to describe δ-logit and estimate its accuracy and con-
vergence speed with a study on 37 participants playing a tank shooter
game.

Keywords: Difficulty · Dynamic difficulty adjustment · Game
balancing · Player modeling · Motivation · Video games

1 Introduction

Difficulty in video games is a fundamental factor of enjoyment and motivation
[14,15,17,21,23]. Flow Theory suggests that one can reach a state of optimal
enjoyment when a task level of challenge is set with regard to their own per-
ceived skills [19]. To adjust the balance between challenge and skills, video games
can either use static, predefined difficulty levels or rely on Dynamic Difficulty
Adjustment (DDA) systems. However, few of these systems can target any level
of difficulty, are generic enough and use a small amount of data. In this paper,
we introduce and evaluate such a system, that we call δ-logit.

First, we want our system to be as generic as possible: we want to be able
to use it with as many different games as possible and rely on a measure of
difficulty that allows comparison between games. Following our previous work,
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we model a game as a follow up of challenges that can either be won or lost
and whose difficulty can be manipulated using a set of variables [3]. Indeed, the
notion of success and failure is at the core of video games: in many of them,
the players have clear goals and their performance is constantly evaluated. Each
of the players’ success or failure have an impact on the game’s progression and
are conveyed to them using audio, visual or haptic feedbacks. We thus propose
to start from these events to define a set of challenges, and then track players’
failures and successes to estimate their failure probability for these challenges.
Such a challenge can be, for instance, jump on a platform, shoot at another
player, or win a battle against enemy tanks. We consider that failure probability
to these challenges is close to how challenging and difficult a video game is.

Second, we want to be able to choose any level of difficulty. As we will see,
some simple algorithms only balance difficulty towards a 0.5 failure probability.
We, however, want to be able to instantly select any level of difficulty, as many
games do not target 0.5 balanced difficulty [1]. Indeed, some imbalance between
skills and challenge can lead to desirable emotional states e.g. arousal, control
or relaxation [19].

Third, we want to propose a model that uses as few data points as pos-
sible, gathered from one player only. We record one data point every time the
player tries a challenge, and want to predict difficulty using less than 20 points.
The two previous goals can be achieved using various techniques, but many of
them require a lot of data, either tracked from many players or generated. In this
paper, we want our system to handle a cold start and reach a sufficient accuracy
within the shortest playtime. This way, our model can be used in offline games,
where the only data available can be the data of a single local player starting
the game with no tracked data. As an example, therapeutic games often require
DDA while having a very complex development process and may not generate
enough revenue to maintain live servers capable of storing players data [16]. Of
course, we will thus have to define what sufficient accuracy means for our game.
In this study, we only use the predictive part of our algorithm when the predic-
tion error rate is higher than 40%, as we thus consider that our predictions are
too close to randomness to be used. Our experiment shows that we can reach
error rates lower than 20% in less than two minutes of playtime, and our actual
player failure rates will be close to our targeted failure rates (Fig. 2). Our exper-
iment shows what our δ-logit approach is able to achieve in the context of a
shooter game, but it is to note that the required accuracy for a DDA system is
still an open question, as perception of difficulty is a very complex matter [6,7].

2 Simple DDA Algorithms

One of the simplest DDA algorithms is to slightly raise the difficulty when the
players won and slightly lower it when they failed. We call it the +/−δ algo-
rithm. Constant et al. used this algorithm to study the link between DDA and
confidence [6]. In the mainstream video game Crash Bandicoot, when the player
dies a lot, the game gives them power-ups or checkpoints so their progression is
eased, making the game more balanced [10].



160 W. Rao Fernandes and G. Levieux

Another approach is the rubber band AI, especially prevalent in racing games
like Mario Kart [25]. The goal of the rubber band AI is to adjust the parameters
of the computer-controlled opponents with regard to their distance to the player
as if a rubber band was pulling them towards the player. Opponents ahead of
the player will be slowed down, while those behind him will be sped up.

Such simple systems can be manually tuned to provide a balanced play expe-
rience using a very small amount of data. However, none of them can’t directly
adapt the difficulty towards a specific failure probability. Moreover, rubberband
algorithm is only suited to games with opponents.

As we will see in Sect. 4, δ-logit uses +/−δ as a fallback strategy when not
enough data is available. But as soon as possible, we need to switch to a more
advanced strategy to be able to target any level of difficulty.

3 Advanced DDA Algorithms

Other difficulty adaptation methods were developed using learning algorithms.
Andrade et al. extended Q learning to dynamically adapt a policy when playing
against a human [2]. However, this approach is only possible for games involving
some sort of AI that can first play against itself to develop a policy. Spronck et
al. propose a similar technique called dynamic scripting, which can be consid-
ered close to Q-learning except that actions are replaced by manually authored
action scripts [22]. Thus, this DDA policy suffers from similar drawbacks as the
previous one. The same goes for DDA systems that rely on Monte Carlo Tree
Search (MCTS) to build an adapted opponent [8,11,13], or when real-time neu-
roevolution of opponents’ AI is used [20]. These approaches can only be used
when the game features some kind of opponent whose decision can be modeled
using either a tree structure or a neural network, and where the game features
some kind of synthetic player, allowing the AI to build its strategy while quickly
exploring the game space by fighting this player.

Hocine et al. adapt a therapeutic game using a generic DDA system, that can
be applied to any video game as long as a success probability can be estimated
[12]. They base their evaluation of difficulty on player failure probability, but
follow a strategy similar to the +/−δ algorithm, as they lower the difficulty
when the player loses and raise it when they succeed and thus can only target
a 0.5 balanced state. Zook et al. use tensor reduction to adapt the difficulty of
a custom RPG game [26]. Their approach allows to predict spell effectiveness
for a specific player at a specific time but does not provide a more generic
measure of difficulty like failure probability. Allart and Constant used a mixed-
effect logistic regression to evaluate both commercial and experimental games
difficulty [1,6,7]. Logistic regression seems indeed well suited to predict a failure
probability from few samples and binary outcomes. In these works, mixed-effect
logistic regression was used because these studies had access to the data of many
players with repeated trials of the same challenge. In our case, we want to use
few data points from the current player only and thus we can only use a fixed
effect logistic regression. Also, these studies did not use logistic regression to
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dynamically balance the game, but to evaluate the difficulty for post-experiment
analysis purposes. Thus, they only compute the regression at the end, when all
the experiment data is available. We thus still need to experiment whether using
logistic regression from the start of the play session, in real time, is a viable
option or not.

4 δ-logit : DDA Using Few Data Points

4.1 A Single Metavariable: θ

Our goal, as explained in the previous sections, is to develop a model that can
instantly target a specific failure probability while using as few data points as
possible, i.e. while having only observed a few attemps of the player to win
the challenge. To do so, we propose to only rely on a single meta-parameter to
balance the gameplay, that we name θ. Using this single parameter limits our
ability to fine-tune the game’s difficulty, but also drastically limits the search
space of our δ-logit algorithm.

Following [3], we define a challenge as a goal players are trying to reach, and
for which they may win or fail e.g. shoot a target, jump on a platform, finish
a mission. We then find a subset of variables that we can modify to change
this challenge’s difficulty, from one player’s try to another. Then, we define two
challenge configurations, that is, two sets of values for these variables. Those two
configuration have to be defined manually by a designer. The first configuration
is the easiest challenge that the algorithm is allowed to create, while the second is
the hardest. These extreme configurations prevent us from proposing challenges
that we consider undesirable to any player, due to their extreme values. Then,
θ is used to linearly interpolate each parameter between the very easy and very

Fig. 1. Flowchart of the δ-logit algorithm Steps in italic are design steps that needs to
be done manually
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hard challenge configurations. δ-logit thus only drives θ to adjust the game’s
difficulty for each specific player. θ varies between 0 and 1, if the parameter is
not continuous, we interpolate it and then round it to the nearest integer.

4.2 Exploring with +/−δ Algorithm

When no data is available, as the player starts playing for the first time, δ-
logit uses a very simple algorithm to explore the game space while balancing the
gameplay. We chose to use the +/−δ algorithm as it is not specific to a particular
game genre and adapts the difficulty using only the player’s last result. If the
player wins, +/−δ raises the difficulty by δwin, if they fail it lowers it by δfail. If
δwin = δfail, the difficulty eventually oscillates around a gameplay configuration
where the player has a 0.5 failure probability.

During this exploration phase, we are just able to drive the difficulty toward
a balanced state and can’t target a specific failure probability. But if we do not
simulate the game in advance using a synthetic player and do not possess any
data about the player, this exploration phase is mandatory. We propose to start
from the very easy challenge configuration and let the +/−δ raise the difficulty.

More specifically, we propose to use a δwin and δfail value close to 0.05.
Indeed, it is often considered that logistic regression can only be performed
with a minimum of 10 to 20 data points per variable [5]. Thus, if we start
from the very simple case where θ = 0, we can reach θ = 0.5, just in between the
hardest and easiest configuration, if the player wins 10 times and the +/−δ adds
10 ∗ 0.05 = 0.5 to θ. This would allow us to have data points spread between
θ = 0 and θ = 0.5 as soon as we start to estimate the logistic regression, as it
is the case in our experiment. However, this is just a rule of thumb we followed
and one may choose to use different values of δwin and δfail to provide players
with a slower or steeper learning curve.

It is to note that if δwin and δfail are fixed values, the +/−δ will always
sample a limited set of data points. Indeed θ may start at 0, then be 0.05 if
the player wins and then again 0 if they fail. But we will never sample values
between 0 and 0.05. To ensure a better exploration of θ values, we apply a
random uniform noise to δwin and δfail. In our experiment, δwin and δfail were
drawn from a uniform distribution U(0.05, 0.1), ensuring that δ was never under
0.05 but could still vary up to twice this value, allowing us to sample θ values
at a wider, variable range.

4.3 Adding Logistic Regression

δ-logit switches to logistic modeling of difficulty as soon as the +/−δ provided
enough data points. Logistic regression allows us to estimate a probability of
failure from binary results, in a continuous way, that can start to provide an
estimation with as few as 10 data points [5]. Once the regression is performed,
the model is able to estimate the value of θ that corresponds to the desired
probability of failure.
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To update the logistic regression, we iteratively fit a logistic function to the
available data points using the Newton-Raphson method. We adapted the C#
code provided by McCaffrey to use it in the Unity Game Engine to perform our
experiment [18].

To estimate if we can switch from the +/−δ algorithm to the Logistic Regres-
sion, we perform several tests, summarized in Fig. 1. First, we do not compute
the regression if we gathered less than 10 data points, following [5]. Then, as
these first data points are mostly sampled on the lowest difficulty levels, we only
start to perform the regression if we gathered at least 4 successes and 4 failures.
If these basic conditions are met, we perform the logistic regression and check its
accuracy using 10-fold cross-validation. Cross-validation is computed by using
our logistic regression as a binary predictor1 of success and failure and by com-
paring predictions to actual results. In our experiment, we only use the logistic
regression if it’s estimated accuracy is higher than 0.6. We empirically chose
to use 4 successes/failures and a 10-fold cross-validation score higher than 0.6.
These values performed well in our experiment but it might be worth running
other experiments to investigate different values.

When it has switched to the logistic regression, δ-logit is thus able to estimate
the value of θ that corresponds to a specific failure probability. This value can
be driven by any process: for instance, a designer might want to target difficulty
values following a curve that oscillate around an 0.5 value, allowing the player to
experience a globally balanced gameplay, while having periods of arousal when
the difficulty is higher and a feeling of control when it is lower, as suggested by
[19].

As for the +/−δ, we want our algorithm to keep exploring different values
of θ. To do so, we propose to add noise to the failure probability requested
by the game. Empirically, we add a value drawn from a uniform distribution
U(−0.05, 0.05) to the requested failure probability when using the logistic regres-
sion to estimate θ. That way, if a designer asks for a difficulty of 0.2, the model
will estimate the value of θ for a difficulty randomly picked between 0.15 and
0.25. This allows us to have values of θ that always vary and we consider that the
player’s perception of difficulty is not accurate enough to perceive such a subtle
difference [7]. However, difficulty perception is a complex matter and in further
studies, we should investigate the impact of this parameter on both perception
of difficulty and difficulty estimation accuracy.

5 Adapting a Shooting Game

We implemented δ-logit in a tank shooting game (Fig. 2). We started from the
Unity Tutorial Tank Shooter Game [24], modified the controls so that the player
still manipulates the tank using the keyboard arrows but can shoot in any direc-
tion using the mouse. We also added AI to the enemy tanks. The flow of the
game is very simple: the player and one or two enemy tanks are spawned. They
can shoot at each other and move. A tank shell explodes when it hits the ground
1 If p(fail) > 0.5, predict failure and predict success otherwise.
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or a tank and applies damage to the tanks close to the explosion. If the player
kills the enemies they win and if they die they fail. Every time, we record the
value of θ and the game’s result, i.e. whether enemy tanks were destroyed or
not. At the beginning, we do not have enough samples so δ-logit starts from
the easy condition θ = 0 and follows the +/−δ algorithm. Then, as soon as the
logistic regression is ready (see Sect. 4.3), δ-logit uses it to estimate the value
of θ corresponding to the chosen difficulty and spawn the player and the enemy
tanks again.

The enemy tanks have different characteristics that can be modified to change
the game’s difficulty, as shown in Table 1. It is to note that the number of enemies
will double as θ crosses the 0.5 value. We compute the value of θ with our DDA
system and use it to interpolate these parameters between easy and hard settings.

Table 1. Easy and hard settings

Game parameters Easy setting Hard setting

Nb of enemies 1 2

Moving speed 1.2 9.6

Turning speed 18 900

Time between shot 3 s 0.5 s

Accuracy 0 15

Turning speed in degrees.s−1. Moving Speed is in
unit.s−1, a tank’s length is 2 units and the game
space is 76 units per 47 units. Accuracy: we add
a random 2D vector of size 0 to 15 units to the
targeted position.

5.1 Methodology

Participants played 60 turns, thus spawned 60 times, corresponding on aver-
age to less than ten minutes of gameplay. Play sessions were short because we
wanted players to stay concentrated, and because the experiment’s main goal is
to evaluate the accuracy of our model when few data points are available. We
use δ-logit described in Sect. 4, starting with no data and thus with the +/−δ
algorithm.

When δ-logit switches to the logistic regression, as described in Sect. 4.3, we
target specific levels of difficulty. We chose to evaluate our model for failure
probabilities of 0.2, 0.5 and 0.7. The 0.2 difficulty is far from the 0.5 balanced
setting that can be reached with the simple +/−δ algorithm, while still being a
bit challenging. It is also close to the average difficulty of some AAA games [1].
We target the 0.2 difficulty until turn 44. Then we test if, having sampled many
data points while playing at a low difficulty level, we are able to create accurate
difficulty peaks. So from turn 45, we start a cycle of three turns with different
difficulties, beginning at 0.2, rising to 0.5, ending at 0.7. We repeat this cycle
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five times, up to turn 60. Each turn takes on average less than 8 s to complete
if the player understands the goal of the game. We follow such a difficulty curve
because it follows many game’s difficulty pacing: slowly raise the difficulty when
the player discovers the game rules, then propose a certain level of challenge,
until you reach a difficulty peak, like the bosses of many games.

6 Results

37 participants played our shooter game (26 male, 11 female), with a mean age
of 30 (σ = 8.6). All participants played 60 turns, for an average of 7 min of
playtime (σ = 82 s). Figure 3 describes the evolution of the difficulty parameter
θ for all the participants.

Fig. 2. The tank shooting game
The player, at the bottom of the screen,
is being shot at by an enemy tank.

Fig. 3. Evolution of difficulty parame-
ter θ
One can distinguish the +/−δ phase
for 15 turns on average, followed by the
0.2 difficulty phase up to turn 44, and
then the 5 difficulty peaks.

We first checked the level of the participants, by using the mean of our
difficulty parameter θ across the whole game session. As difficulty is dynamically
adapted to have all players experience the same failure probabilities, best players
will have higher values of θ. Players levels are ranging from 0.3 to 0.6 (μ = 0.46,
σ = 0.05).

δ-logit performs logistic regression to estimate the failure probability from the
values of θ and each turn outcome. Figure 5 illustrates this estimation : for most
of the participants, the game starts to be challenging when failure probability
starts raising, at θ = 0.4 and is very hard when θ >= 0.6 as failure probability
is above 0.75.
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Fig. 4. Model’s variation for each par-
ticipant at each step
Logistic regression’s variation between
each turn. Variability drops when 20
ata

Fig. 5. Logistic regression for each par-
ticipant at the 60th turn
Players always win on the easy setting,
always fail on the hard one. Difficulty
changes very quickly around θ = 0.5,
being still very low at θ = 0.4 and
already very high at θ = 0.6.

We then looked at the model convergence2 speed. We first calculated, for each
participant, the number of +/−δ turns before the model switched to the logistic
regression for the first time. The model took on average 15 turns to converge
(σ = 1.82 turns), corresponding to 105 s of gameplay (σ = 24.52 s).

We also calculated the model variability for each turn. We used the model
at turn t to predict the failure probability for 21 values of θ, from 0 to 1 by
steps of 0.05. We then computed the root-mean-square error (RMSE) between
predictions at step t and those at steps t − 1, t − 2 and t − 3 as given by the
Eq. (1). We computed the distance with the last steps to have larger values for
models varying in the same direction than for those oscillating around a value.

RMSE =

√
√
√
√

3∑

i=1

∑20
j=0(pt(θ = j/20) − pt−i(θ = j/20))2

3 ∗ 21
(1)

The model variability can be examined over time, as shown in Fig. 4. On
average, the logistic regression was used after 15 turns, and we can see that from
turn 20, the prediction tends to be much more stable. One can also notice a peak
of variation after turn 45, corresponding to the difficulty peaks we included in
the game. Those peaks forced the model to explore higher values of θ, and thus
to readjust accordingly.

Another way to look at the model accuracy and convergence speed is to look
at the cross-validation result over time. When logistic regression is used, the
obtained accuracy has a mean of 0.82 (σ = 0.06). Interestingly, it is to note that

2 We consider that our model has converged when it is able to use logistic regression
to adapt the difficulty.
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for 4 out of 31 players, we switched back to +/−δ algorithm even long after the
15 first steps. These players stayed in +/−δ for an average of 2.75 steps (σ =
2.22), meaning that the model can occasionally lose accuracy.

We targeted three levels of difficulty (p(fail) = 0.2, 0.5 and 0.7) and the
model was able to achieve the failure probabilities presented in Table 2. Actual
failure probabilities are estimated for all participants by taking the mean of their
actual success (1) and failures (0) when the model was either targeting p(fail) =
0.2, 0.5 or 0.7. It is to note that the model never exactly targeted these values, as
a uniform noise U(−0.05, 0.05) was applied to them, see Sect. 4.3. Target failure
probabilities are centered on 0.2, 0.5 and 0.7, but have a standard deviation of
0.03.

Table 2. Actual failure frequencies for each target failure probabilities

Target difficulty Objective difficulty

0.2 0.14 [0.12, 0.16]

0.5 0.55 [0.47, 0.62]

0.7 0.74 [0.67, 0.80]

For each target difficulty, we provide
the observed failure frequencies. Values
between brackets are the 95% CI values
given by an Exact Binomial test.

7 Discussion

Our algorithm was able to successfully adapt the difficulty of the game to match
the difficulty curve wanted by a designer, see Table 2. One can note, however,
that for p(fail) = 0.2 we are slightly lower (0.14), whereas for p(fail) = 0.5 and
0.7 we are slightly above (0.53 and 0.76). This might be explained by the nature
of gameplay’s progression.

As explained before, we change the difficulty variables all together following θ:
tanks become more accurate, faster and come in larger numbers at the same time.
On the one hand, this allows us to have a continuous and monotonic difficulty:
if we had chosen to first change speed and then accuracy, both these variables
may not have the same impact on objective difficulty and create a change in
progression when switching from one variable to the other. On the other hand,
this approach might have the drawback of compressing objective difficulty in a
short range of θ. Indeed, the objective difficulty might grow exponentially with
θ as all the parameters raise at the same time. This can clearly be seen in our
difficulty curve mapping θ to objective difficulty (Fig. 5): the game is very easy
when θ <= 0.4 and very hard when θ >= 0.6.
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Moreover, we chose to have a gameplay progression variable that has only
two values: the number of enemy tanks. We think that this might explain why
objective difficulty is lower than the targeted difficulty in the easy setting and
higher in the hard setting: when θ > 0.5, meaning there are two tanks to beat,
the difficulty rises much faster than when θ < 0.5. A tank at θ = 0.49 is almost
as strong as a tank at θ = 0.5, but the number of tanks creates a difficulty peak
at θ = 0.5 and changes the slope of the impact of θ on objective difficulty when
θ crosses 0.5.

Our model takes on average 15 turns (an average 105 s of gameplay) to con-
verge, which is quick enough for our game, allowing players to discover the
gameplay during few minutes starting from the easy condition. It is to note that
each turn is relatively quick, taking less than 10 s. As we estimate a probability,
we need to be able to gather player failures/successes. To have the model con-
verge as quickly as possible, it is thus important to be able to split the gameplay
into multiple short challenges, as explained in [3].

During the first steps of δ-logit, we rely on the +/−δ algorithm. Of course, it
is impossible for us to predict the difficulty of the game without having explored
the player’s abilities a little bit. We tuned the +/−δ so that it starts with a low
difficulty level and slowly raises the difficulty (or lower it when the player fails).
This is consistent with self-efficacy theories stating that failure, when a subject
discovers a new task, can dampen their motivation [4]. However, +/−δ might be
configured to start from any difficulty level, for instance from a difficulty level
chosen by the player. As we designed a very easy and very hard difficulty setting,
we could interpolate between them to provide the player with a starting easy,
medium and hard difficulty setting. However, when starting from an easy setting,
we quickly explore the easy difficulty levels, gaining quickly more information
about the player’s abilities with low θ values than if we started from a medium
level and adapted toward p(fail) = 0.5.

As long as a game can be expressed as challenges that the player repeatedly
tries to achieve and that these challenges are driven by a set of variables that
have a monotonic impact on this failure probability, our model could be used
to drive these challenges’ difficulty. Of course, such challenges can be harder to
identify in more complex games. In an open world AAA game like The Legend
of Zelda: Breath of the Wild, when the player finds a new object, does it only
change the difficulty of the current challenge (e.g. for a slightly more powerful
weapon), or does it change the gameplay so much that a new challenge is to
be defined (e.g. when using a bow instead of a sword) [9]? And if the player
rides a horse while using their bow, is it a new challenge or an extension of the
bow one? However, as our model uses very few samples, we think that δ-logit
could be used to drive these challenges difficulty, when properly identified. We
may indeed postulate that few games propose original challenges that the player
can’t try more than 15 times.
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8 Conclusion

In this paper, we propose a DDA algorithm that starts with no data and then
uses as few data points as possible gathered from a single player. Many models
have been proposed to dynamically adjust the difficulty of a game, but none of
them really addresses the problem of using very few data from one player while
targeting any failure probability.

Our model starts with a +/−δ algorithm that drives difficulty towards a
0.5 failure probability and then uses logistic regression as soon as possible to
follow a specific difficulty curve, described in terms of failure probabilities, with
correct accuracy. In our example, a tank shooting game, the model takes on
average 105 s to switch from +/−δ to logistic regression and targets difficulties
of 0.2, 0.5 and 0.7, with actual difficulties of 0.14, 0.55 and 0.74. The model’s
failure prediction accuracy was 0.82 (σ = 0.06). We evaluate our model in a
realistic and challenging setting: shooting is a widely used game mechanic, we
adapt enemy’s AI number and behavior, and follow a difficulty curve providing
a learning phase, a low difficulty plateau and difficulty peaks at levels that were
almost never sampled before.

Of course, we discuss that our approach has drawbacks. Having only one
metavariable must have an impact on accuracy. Also, our model is continuous
and discontinuities in gameplay variables might not be correctly modeled.

We think that our model might be very useful for the design of many games.
Even more, we think that by considering any game as a collection of various chal-
lenges [3], one may use multiple instances of our model to adapt more complex
gameplays.
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by the French Government.
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Abstract. Several types of development strategies are available to pro-
vide digital games in a reusable way. However, the idea of a “one-size-fits-
all” architecture for digital games can be problematic, being preferable
to build dedicated architectures for specific game genres. This paper
proposes the development of feature-based artifacts for the production of
digital board games. It presents a subdomain game architecture that rep-
resents configurable features of core concepts related to board games (the
game model and controller), and implements feature artifacts capable of
being executed in distinct game clients (the game view). For validation
purposes, two types of classic board games, together with a proposed
web client for board games, were developed, consolidating as a result a
software product line approach to develop classic board games.

Keywords: Feature modeling · Software product line · Board games

1 Introduction

Game development is a complex task that requires technical mastery and inte-
gration skills from several areas of computer science [26]. In fact, many of the
major traditional challenges on software engineering arise during the develop-
ment of digital games as complex software systems, such as large-scale software
engineering, game requirements engineering, game software design, and so on
[26]. However, develop digital games is not the same as develop traditional soft-
ware systems [12], which causes some specific problems during their production.

Regarding digital game development strategies, the reuse of specific compo-
nents for game development, which can be provided or not by SDKs, frameworks
and game engines [14], can reduce the development time and cost [9] to provide
desired games. However, reused game components may restrict or predetermine
the types of digital games that can be developed [26], changing as a consequence
the initial game design idea for adapting purposes, and providing as a result an
“unwanted” game project for the game designer.
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In this sense, one possible solution would be to separate the core of the
game logic (the G-factor) from the implementation resources, allowing a game
portability between development environments to be reused in distinct game
productions [3]. However, the idea of a “one-size-fits-all” architecture for digital
games can be problematic for many reasons, being preferable to build dedicated
architectures for specific game genres [12].

This paper proposes the development of feature-based artifacts for the pro-
duction of digital board games. The objective is to represent configurable features
of core concepts related to board games (the game model and controller), and
implement feature artifacts able to execute configured features in distinct game
clients (the game view). As a result, a simple and scalable digital board game
development approach is provided, which can be classified as a Software Product
Line [20] able to generates new games through configured board game features.

2 Related Work

2.1 Feature Modeling and Development

Features are aspects or characteristics of a domain that are visible to the user
[16], which are used to identify similarities or differences between products in
a product line [1], and can be defined as a unit of functionality of a software
system that meets a requirement [2].

Kang et al. [16] introduced the concept of feature, originally presented as
part of Feature-Oriented Domain Analysis (FODA). According to them [16],
Feature Modeling is used to identify system properties during domain analysis,
and the feature model represents standard features of a family of systems and
the relationships between them [16].

Feature-Oriented Software Development (FOSD) [2] is a paradigm for the
construction, customization and synthesis of large-scale software systems in
terms of features. According to Apel and Kästner [2], the FOSD is not a single
development method or technique but a combination of different ideas, methods,
tools, languages, formalisms and theories, connected by the concept of feature.

2.2 FOSD and Digital Game Development

Regarding the use of feature based approaches in the development of digital
games, Zhang and Jarzabek [27] proposed the RPG Product Line Architecture
(RPG-PLA), a set of common and variable features where any of the four original
RPGs, as well as other similar games, could be derived from the RPG-PLA.

Furtado et al. presented the ArcadEx Software Product Line, a SPL created
for 2D arcade games [11]. It is an improvement over the SharpLudus project
[13], and it uses feature models to describe the commonality and variability of
the 2D game domain.

Zualkernan proposed a Feature Modelling Framework for Ubiquitous Embod-
ied Learning Games (UELG) [28], which represents educational games where
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the players interact with an augmented physical environment. It is an approach
designed with the intent of reducing the cost and shorten the development life-
cycle of such ubiquitous systems, while including features regarding pedagogy
and learning concepts [28].

Finally, Sarinho et al. have been obtained some interesting results in the
development of digital games by FODA and FOSD paradigms, such as reusable
features focused on digital game concepts and implementation aspects (NESI
[22] and GDS [25] models), SPL structures to provide digital games by feature
configurations (FEnDiGa [23] and MEnDiGa [6]), and feature development for
specific game genres and categories (AsKME [24]).

2.3 Board Games

Board games are a specific group of games where figures are manipulated in a
competitive game mode played over a surface according to predefined rules [7].
The expression board game is used to refer to games played on a table [8], even
those without a board such as classic card games. Board games usually have
a delimited surface divided into sectors where a set of pieces, associated with
players by shape or color, are moved according to the events of the game [18].

Objectives, rules, strategies and win conditions can be quite diverse on board
games, such as conquering the most areas of the board, eliminating pieces of the
opponents, achieving the highest score, or gathering the most of some form
of currency [18]. Regarding the various mechanics present in board games, the
Board Game Geek (BGG) is one of the largest and most used forums dedicated to
board games on the internet [17]. This site is dedicated to cataloging information
about physical board games in order to maintain a database for posterity and
historical research [4]. Containing a listing of 99953 board games, 83 categories
and 51 game mechanics [4], the BGG database became a source of information
widely used by game designers and researchers alike [17].

2.4 Board Game Models

Based on available information of the BGG database, Kritz, Mangeli, and Xexéo
[17] proposed a board game mechanics ontology, following the concept of mechan-
ics presented in the MDA (Mechanics, Dynamics e Aesthetics) Framework [15].
MDA is a formal approach to analyzing games, built with the goal of under-
standing the concepts that help designers, researchers and scholars to perform
the decomposition of games into coherent and understandable parts [15].

Thus, the proposed ontology organizes several board game mechanics [4] into
two main concepts: Algorithm mechanics and Data Representation mechanics.
Algorithm is the general mechanic for the processes that take place in the game
and is subdivided into: Action—a set of mechanics that allow the user to interact
with the game; Ruleset—mechanics that define, among other aspects, the behav-
ior of the components of the game; and Goal - mechanics that define the various
goals to be achieved during the game, such as win conditions or transitory goals.
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Data Representation is the general mechanic for storing and conveying infor-
mation in games and is divided into: Component—representing the elements of
the game that the players can own and manipulate directly; and Resource—
representing the elements of the game that the player must manage to fulfill
goals.

Finally, the Quiz Board Game Model proposed a formal model to represent
quizzes as board games with multimedia appeal [7]. It describes board games as a
set containing: objects, positions, functions, actions, rules and effects. The game
is presented on a background image, where objects of various types are arranged
in positions according to a matrix that describes their initial layout. Quiz ques-
tions are distributed according to board game positions, and are presented to
the player through multimedia assets as objects reach these positions.

3 Methodology

As three main stages of this work: (1) a feature model was proposed to represent
features for the board game domain; (2) a development approach was defined to
describe, configure and interpret the proposed board game features; and (3) a
board game client was implemented in order to execute configured features.

3.1 Features for Board Games

Feature Models [16] are used to describe the relationships and dependencies of
a set of features belonging to a specific domain [2]. For this work, a feature
model was proposed to describe generic software components for the production
of digital board games. These features were designed to represent families of
board games according to board game concepts found in literature [4,7,17].

The proposed model presents 88 features responsible for describing a Board
Game, such as the game Id, the game logic as a whole (Game Flow) and the
information that is handled during a gameplay (Game Data). Game Flow is
represented in terms of Actions, Rules and Game Events, while Game Data
describes the Component Options, the Board Options and the Player Options
of the game. A complete diagram of all features proposed by this paper can be
found at https://github.com/lenda-uefs/BoardGameEngine.

Regarding the Game Data subfeatures, Component Options represents the
configuration of the objects that can be manipulated by the players during
matches [17], such as Dice or Tokens of different types (Token Type) (Fig. 1).
A Token Type is identified by a Type Id, which is referenced by a Token, and it
configures the visual representation of the Token by mapping a Player Id to a
Image File. Tokens are positioned on the board according to their Position Id.
Dice appear in two distinct types: the N-sided Die represents a common dice,
containing a sequence of numbers from 1 to N; and the Special Die can be used
by the Game Designer to represent custom dice, containing a list of custom
values (Value Set). Components can belong to a specific player, identified by
feature Owner Id.

https://github.com/lenda-uefs/BoardGameEngine
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Still on Game Data (Fig. 2), the Board Options feature represents the game
board, which consists of a Background Image and a set of Positions which can
take on various types of (Position Type). Positions are identified by a Position
Id. They have limited bounds defined by the Area feature and are located by the
Location feature, which represent the Cartesian coordinates of the Position on
the Background Image. Positions can hold a certain number of Tokens accord-
ing to its Capacity feature. The remaining Position features are determined by
the Board Type. On Grid boards, Positions are organized in a two-dimensional
array, with the feature Grid Index holding its two-dimensional index. On Point
to Point boards, Positions may point to adjacent positions (Previous Position
and Next Position), forming the path to be traversed by the Tokens. Both Pre-
vious Position and Next Position can refer to more than one Position, allowing
multiple paths to be formed on the board.

Fig. 1. Component Options subfeatures.

Fig. 2. Partial feature diagram for the Game Data feature.

Finally, Player Options represent the game settings regarding the number of
players (Player Count), their identifiers (Player Id) and their attributes (Player
Attribute). Player Attribute represents a list containing the various types of
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Fig. 3. Partial feature diagram for the Game Flow feature.

resources that players can accumulate during the game, such as score points and
values to be used as currency. These resources are represented by Name, Value,
a textual description (Description) and an illustrative image (Image).

Regarding the Game Flow subfeatures (Fig. 3), the Action feature represents
the set of actions that can be performed during the game. Each Action Type is
presented to the player by an Action Label, which contains a textual description
of the Action to be performed. By these actions, the player is able to change
the state of the game, manipulating Components and/or Player Attributes. For
example, through the feature Roll Dice, the player is able to interact with the
Component Dice to generate random numbers. Select Token and Select Position
allow the player to mark a Token or a Position respectively. End Turn allows
the player to end his movement, giving the turn to the next player. Finally, the
feature Move Token is used to move Tokens between Positions, according to the
rules that will be discussed ahead.

Performing actions and evaluating rules can trigger several Game Events.
Currently, these events include: Dice Event—triggered when a value is retrieved
from a dice roll; Passing Event and Stopping Event—which are triggered when
a Token, respectively, passes through or stops on a Position; End Turn and End
Game—respectively triggered when a turn or game is completed; Token Elim-
inated—triggered when the player loses a Token; and Token Select—triggered
when the player selects a Token.

Rule features are responsible for evaluating the execution possibility of Action
features according to the current state of the game. It also defines the configura-
tion of other aspects of the game, such as Token Movement, the player succession
policies throughout the turns (Turn Options), and the Conditions to Win the
game.

Regarding turn related rules, Turn Options describes the game settings
according to the maximum number of turns (Max Turn Count), the Player
Order and the Action Queue to be performed during a turn. The succession of
players can happen in a Static Order, which means player 3 will always play
after player 2, player 2 after player 1 and so on, or it may vary according to
some event (Dynamic Order). For example, a game may give the turn to a player
who has just finished his turn if he or she has fulfilled any special conditions.
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For the Movement rules, they are directly affected by the Board Type and
the organization of the Positions on the board. In Point to Point boards, where
the Positions are organized as a trail of interconnected points, the Tokens can
only move to the Next Position adjacent to their current position. This type of
movement is known as Point to Point Movement [4,17]. If the current position
of the Token refers to more than one adjacent position, it is necessary to decide
which position the Token should be moved to. This decision is configured by the
feature Path Selection Rule, which can be: Manual, delegating to the player the
task of selecting the desired position; or Automatic, where a provided function
decides the Token location that must be sent.

Regarding the Position Selection Rule, it represents an evaluator to be pro-
vided by the game designer to validate a Position selected by the player. This
method is used in games that use the Grid Board Type, since the Positions will
not hold information on which adjacent Positions the Tokens can move to.

Finally, Condition to Win represents a collection of the winning conditions
of the game, as well as their evaluation settings. From the currently available
conditions, Reached Position refers to the act of moving a Token to a position
with a specific Position Type. Player Attribute Value and Number of Remaining
Tokens are conditions related to numerical values and they refer respectively to:
a Player Attribute, identified by an Attribute Name; or the remaining amount
of Tokens of a certain Token Type. These conditions can be evaluated for the
Highest value, Lowest value or compared with a Exact value, as described by
the feature Evaluation Option. Finally, the feature Evaluation Event defines the
moment when the evaluation of the conditions is performed. The conditions can
be evaluated for every update of the game state (On Game Update) or only once
per turn (On Turn End). In both cases, the game ends if the winner is found.
If the game ends without a winner, such as the maximum number of turns
was reached, the end game victory conditions (On Game End) are evaluated to
decide the winner.

3.2 Developing Feature Based Board Games

Once the proposed feature model is defined, it is necessary to define a develop-
ment approach for the implementation of configured board games. Several FOSD
[2] approaches have been used successfully for the development of digital games,
such as generative programming [25] and SPL instance [12]. For this work, the
game development approach consist of the definition of a Domain-Specific Lan-
guage (DSL) for the description and configuration of the proposed board game
features, as well as a generic game loop able to interpret and run the board game
configurations.

In this sense, by the proposed feature model, a DSL was defined using
JavaScript Object Notation (JSON ), where each feature was used to represent
the numeric, textual, and procedural values involved in the configuration of a
digital board game. Figure 4 illustrates an example of a partial configuration of
the Game Flow feature and its subfeatures Actions, Rules and Game Events.
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Fig. 4. JSON representation of a partial configuration of a board game.

In order to provide a game loop capable of running the proposed features,
an interpreter has been developed using Javascript for the purpose of reading
and executing game actions and events, and to control the game flow defined
in a given JSON configuration file. The interpreter follows the AsKME strategy
for initializing and updating configured games, using the startGameStatus and
updateGameStatus functions [24]. The updateGameStatus function performs the
actions of the game, following the order queued in Action Queue (Fig. 4) and
triggering the appropriate Game Events when necessary. Each performed action
is removed from the queue, and, when there are no more actions to take, the
turn ends, the action queue is restored and the game identifies the next player.

3.3 The Board Game Client

As a presentation layer of configured board game features, a web client (Fig. 5)
was initially implemented using Phaser, an open source framework for browser
games based on HTML5 Canvas and WebGL. The user interface is divided into
three main areas. The left sidebar displays the values of the current Player
Attributes, as well as its illustrative icon and textual description (displayed on
a mouse over event). The central area displays, among other information, the
game board, drawn by Phaser on a Canvas with a resolution of 800× 600 pixels.
Finally, the right sidebar displays the available Actions and feedback messages
for the player. User inputs are obtained through click events on hyperlinks on
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the right sidebar, on the Tokens, or on the Positions of the board. These events
execute the updateGameStatus function of the interpreter which in turn executes
the appropriate Action according to the current state of the game. After running
the updateGameStatus, the interpreter notifies the client to update the current
View with the new values from the current game state.

Fig. 5. Two screenshots of the Phaser client running Ludo and Checkers.

4 Results and Discussion

For the validation of the proposed board game features, two digital versions of
classic board games were implemented (Fig. 5). For the Grid board, a digital
version of the popular game Checkers was developed. This version is played
by two players on an 8× 8 grid, each starting with 12 Tokens. Regular Tokens
(called men) can only move and capture enemy Tokens forward. Special Tokens
(called Kings) can both capture and move backwards. Captures are mandatory
and can be done in sequence, if possible. The winner is the player who captures
all enemy Tokens.

For the Point to Point board, a digital version of the Ludo [5] was imple-
mented. In this game, the players must guide their Tokens from their bases to
the finish line on the center of the board. The movement is controlled by a simple
six-sided die that determines how many positions a selected Token should move.
However, Tokens can only move from their starting positions if the Roll Dice
Action returns a one or six value. Also, if a player roll a six, it gets another dice
roll. And if the player roll a six for the third time in a row, the turn ends. If
a token stops at a position that contains an opposing token, the latter is “cap-
tured” and sent back to its base. If the token occupying the position is not from
the opponent, the movement is undone and the turn ends.

Considering the reuse level achieved by FOSD usage in the developed games,
some code metrics [10] were collected using the Plato code analyzer [21] for the
amount of reused code and the cyclomatic complexity. The Amount of Reuse
metric is used to evaluate and monitor the reuse improvement effort by tracking
percentages of reuse of lifecycle objects over time [10], which can be defined as
the number of reused SLOC (Source Lines of Code) of a given module divided
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by the total SLOC of the system. The Cyclomatic Complexity (CC ) is used to
measure the complexity of the code based on the number of execution flows in
the source code [19].

Table 1. Obtained SLOC and CC metrics for Ludo and Checkers games.

Game Name Reused SLOC/Total SLOC Amount of CC/Total CC

Ludo 948/(315 + 948) = 75,06% 120/(23 + 120) = 83,91%

Checkers 948/(274 + 948) = 77,58% 120/(38 + 120) = 75,94%

Table 1 shows the obtained metrics for the developed games, where the
Reused SLOC and the total CC were calculated by the sum of the respec-
tive SLOC and CC values for the Phaser client, the JSON interpreter and the
JSON configuration file. As a result, 76,32% of SLOC reuse and 79,93% of CC
reuse, on average, were obtained from the developed artifacts, confirming the
game core reusability and mantainability for the developed board games.

5 Conclusions and Future Work

This paper presented a feature-based approach for the development of digital
board games. It is based on a previous development effort to provide a cross-
platform product line architecture for the quiz game domain [24], but in this
case providing board game features and artifacts able to manage the game logic
represented as a game core of simple board games.

To achieve this objective, a feature model has been defined to represent rele-
vant concepts of the board game domain, along with software artifacts capable of
configuring and executing the board game dynamics in a web client. In fact, once
the components of a desired board game are identified and configured through
the proposed feature model, these can be executed by the implemented artifacts
in a client application developed for a specific platform, providing as a result
new board games for each new configured JSON file.

Regarding the Javascript interpreter for board game features, it provides an
interface to retrieve and modify the state of the board game described by the
JSON file. The client application, then, is responsible for querying the interpreter
about the information needed and to use the obtained information to present the
game using its own components. As a result, the Javascript interpreter works as
a game controller facade based on features that communicates with developed
cross-platform client applications, such as web, mobile platforms, game engines
(Unity3D, Godot) and Arduino (Johnny-Five framework), in order to provide
configured board games [24].

Digital versions of the games Ludo and Checkers were also presented in this
work. It is an important verification/validation step of this project as an attempt
to show the feasibility of the reusable artifacts to produce digital versions of clas-
sic board games. Furthermore, the obtained metrics for the developed software
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artifacts (SLOC reuse and cyclomatic complexity) presented satisfactory results,
with over 76% SLOC reuse and 79% complexity reuse. However, the amount of
Javascript functions that need to be programmed in order to configure board
game dynamics using the proposed model can compromise the maintainability
and scalability of the developed games. Thus, it is necessary to further identify
common behaviors between board games in order to build a more detailed board
game feature hierarchy. It is also need to develop more games using the proposed
artifacts to perform an improved benchmarking of metrics, as well as a better
evaluation of their reuse and expansion capabilities.

As future work, it is necessary to expand the proposed feature model to cover
more board game mechanics such as trading and collecting cards, for exam-
ple. The development of new board game clients, such as mobile, Unity3D and
embedded systems, along with the support for multiplayer matches, will also
be performed in the future, in order to provide a multiplayer and multiplatform
SPL for the development of digital board games.
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Abstract. Digital games struggle to blend compelling narrative with
interactivity. For example, computer role-playing games (CRPGs) allow
players the freedom to explore an open world, yet limit their interaction
with the world’s inhabitants to selecting from pre-determined dialogue
choices. In this paper, we explore how players behave when truly free-
form dialogue with non-player characters (NPCs) is supported. In the
novel Persiflage game, players converse with NPCs using speech. NPCs
are in turn voiced by a human, allowing truly free-form conversation.
Through a study of five groups playing the game, we show how players
converse, interact, and play using natural language.

Keywords: Game design · Natural language in games

1 Introduction

In computer role-playing games (CRPGs), players enter a virtual world in which
they can take on different personas and engage in novel experiences. Players
can adopt roles as diverse as a renaissance assassin [23], a dragon-slaying adven-
turer [4], or the commander of a spaceship [5]. Games enable fantasies, allowing
players to immerse themselves in new worlds and situations. A large part of these
fantasies is the stories that games embody.

In CRPGs, however, players lack the ability to carry out open-ended conver-
sations with the inhabitants of the game world [17]. This restricts the player’s
ability to use dialogue to learn about the world or to pursue interests beyond
those anticipated by the game’s designers. Digital games restrict players’ inter-
action with characters they encounter in the world, allowing only what Lessard
terms “dialogue trees of pre-defined utterances” [14]. Players are presented with
a series of dialogue choices from which they must choose, limiting their ability
to truly guide a conversation.
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In this paper, we explore the effect of permitting truly open-ended conver-
sation with non-player characters in computer RPGs. Since current AI tech-
niques do not allow automation of open-ended conversation, we introduce “voiced
NPCs”, non-player characters whose dialogue is provided by a human being.
We illustrate this idea in Persiflage, a CRPG where players are represented as
avatars in a graphical virtual world, using a traditional game controller to explore
this world. Unlike traditional CRPGs, however, when talking with NPCs, play-
ers speak out loud using unrestricted natural language. Players are unrestricted
in what topics they raise with NPCs, and in how they express themselves.

This paper shows the effect of open-ended conversation on play of a CRPG.
We explore how players present themselves verbally and engage in storytelling
when given the ability to talk in their own voices. To investigate these ques-
tions, we conducted a study where five groups of three people were recruited to
play through a murder mystery plot in Persiflage, where their utterances were
recorded and then coded. The groups were split into two players and one orches-
trator, whose primary job was to give voice to non-player characters. We found
that players engaged with the game’s goals and used open-ended dialogue to
advance the story’s plot, sometimes in unexpected ways. Players did not con-
strain themselves to the game’s mediaeval setting, instead opting to import their
own humour and anachronisms. We found that permitting open-ended conver-
sation in a CRPG led to vibrant, humorous, and light-hearted interaction, while
remaining grounded in the game’s setting and goals.

We distinguish this approach of enhancing a CRPG with voiced NPCs from
the use of a game master (GM) in traditional pen-and-paper role playing games
such as Dungeons and Dragons [12]. Our approach extends CRPGs to have
more intelligent NPCs without otherwise changing the presentation or interac-
tion affordances of the game. Voiced NPCs give a hint of how CRPGs would be
played if the artificial intelligence directing the behaviour of NPCs were powerful
enough to support open-ended conversation using natural language. In contrast,
GMs take the much broader approach of narrating and guiding the game as a
whole.

In this paper, we first review approaches to improving the flexibility of dia-
logue in digital games, then describe Persiflage, our game incorporating voiced
NPCs, and finally present our study of open-ended conversation in CRPGs.

2 Related Work

Murray describes the idealized vehicle for interactive narrative as Star Trek’s
fictional Holodeck [17], where users assume the role of characters in a holo-
graphic environment and interact using natural dialogue. Current digital games
are far from this ideal, limiting players’ interaction with characters in the game
to selecting among choices that have been provided by the game’s designer.

Clicking through dialogue trees to advance conversations is a form of hyper-
text fiction. A story is created through a combination of fragments (or lexia) [19].
Players make decisions by selecting which story-block to follow next. These
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blocks and the corresponding available choices must be carefully arranged to
preserve the logical and temporal consistency of the resulting narrative arc [22].
While the player has agency around the choice of which story-block to select,
their choices are limited to the content created prior to delivery, and players lack
any true sense of authorship over the resulting creation [25]. This is the state of
the art found in popular computer RPGs such as Bethesda’s The Elder Scrolls
5: Skyrim [4], or Bioware’s Mass Effect series [5].

Some early explorations have permitted players to interact with games using
natural language. In Facade, players speak with AI agents using typed dia-
logue [15]. In a study of three natural language games, Lessard concludes that
players have a large degree of freedom to explore humorous interactions if they
are willing to forgive the errors and limited knowledge of parsers [14]. While
artificial intelligence has helped with personalization of narratives, current tech-
niques are still far from allowing open-ended dialogues supporting compelling
narrative progression [15].

Another approach is game orchestration, where a human directs the operation
of the game at runtime. Crabtree et al., for example, use orchestrators to guide
the narrative in large-scale pervasive multiplayer game [9]; similarly, in Egyptian
Oracle, a puppeteer controls an avatar that interacts with an audience in an
augmented reality performance [11]. In game sketching, a designer manipulates
the progression of a game in real-time, allowing testing of game ideas before
they are fully implemented [1]. For example, in Raptor, an orchestrator uses
a tabletop interface to manipulate the content of a game world, while a play
tester plays in real time [20]. Allison et al. used an orchestrator to implement a
helper in the game Minecraft, to aid and advise players in building tasks [3]. In
these approaches, the orchestrator’s role is to enhance the experience of players,
allowing open-ended interaction that would not be possible with AI alone.

In multiplayer games, voice interaction is often used by players to rapidly
coordinate intense encounters where typing would be too slow [2,6]. During less
frantic episodes, players use voice channels to banter and maintain a social envi-
ronment in game. However, Wadley et al. find that not all players are comfortable
with the increased social presence attendant to broadcasting one’s voice online,
especially amongst relative strangers [24], and tended not to speak in character
while using voice technology.

There has been little study into how open-ended dialogue affects play. There
has, however, been research into how players interact in traditional pen-and-
paper role playing games, such as Dungeons and Dragons [12]. Unlike CRPGs,
pen-and-paper RPGs are based on imagination; the game master (GM) describes
verbally what players see, and acts out the role of characters they encounter. This
affords the open-ended interaction that is absent from digital role-playing games.
The voiced NPCs introduced in this paper are best viewed as an enhancement
of CRPGs rather than an attempt to digitize the pen-and-paper RPG experi-
ence. Nonetheless, it is helpful to review how players interact in pen-and-paper
RPGs. Tychsen discusses that control lies mainly with the GM, who has con-
ceived a story from prepared material. The GM is able to retain control whilst
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Fig. 1. (Left) Players of Persiflage are collocated, sharing a couch and TV. In conver-
sation, the orchestrator’s voice is played through the television set. (Right) The players’
characters are dressed in blue and red in their shared view of Northaven. (Color figure
online)

providing an illusion of choice to the players. This is likened to the situation in
CRPGs where player choice is limited by the predetermined dialogue structure.
Although a GM can impose their will on players, there is always some degree of
improvisation and change in plans as the game progresses.

3 Open-Ended Dialogue in Persiflage

We designed Persiflage to explore the effect of open-ended dialogue in digital
games. Persiflage is a computer role-playing game where the non-player char-
acters (NPCs) are voiced by a human being. These orchestrators use a special
interface to move and animate NPCs and to play the NPC’s part in conversations
with players. This removes the restrictions of rigid conversational systems, allow-
ing players to express themselves as they choose. Persiflage allows us to address
our primary research question of, how do players in fact choose to express them-
selves when such freedom is given?

As shown in Fig. 1, Left, two players each control an avatar using a standard
game controller. Players are collocated, sharing a single display. Players view
a cartoon-style fantasy village containing streets and buildings (Fig. 1, Right).
Players move their avatars using the joysticks on their game controllers, and
interact with NPCs and objects using buttons on the controller. Various NPC
villagers are located around the fictional village of Northaven. To advance the
plot, the players must talk to the villagers to gather information.

An orchestrator sits in another room (Fig. 2, Right), and uses a special inter-
face to control the NPCs (Fig. 2, Left). The orchestrator can draw a path for
an NPC to follow, and can trigger NPC animations (e.g., talking, waving) using
buttons on the interface. For context, the orchestrator sees an inset view of
the players’ view (top-right of Fig. 2, Right). Players and orchestrators speak to
voice their characters. The conversation is transmitted between the two rooms
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Fig. 2. (Left) An orchestrator manage NPCs and items, and uses a headset to voice
the NPCs. (Right) The NPC in the centre moves along the path traced out by the
orchestrator in red. The blue buttons allow the orchestrator to trigger speaking and
waving animations. The window inset in the top-right shows the players’ view. (Color
figure online)

using voice over IP. The orchestrator’s voice plays through the speakers on the
television, helping to convey that the NPC is talking. Players are aware that a
human orchestrator is voicing the NPCs.

Persiflage is a murder mystery with story-driven gameplay where players
need to question, coerce, and beg the NPCs for information and clues. The
players take on the role of investigators that have arrived in Northaven in pursuit
of a fugitive named “Helena”. They must interact with residents of the town –
the voiced NPCs – to find and bring Helena to justice. As the players explore
and interact with the townsfolk, they collaboratively build a story with the
orchestrator. Northaven is a mediaeval townscape consisting of homes, farms, a
church, an inn and a market square. Six NPCs inhabit the town.

3.1 Digital Northaven

The townscape is still and lifeless until the orchestrator starts moving the NPCs
and responding to the players in conversation. The items in game are deliberately
generic and can take on different meanings under different situations. A vial of
red liquid might be an ominous sample of blood or a potent truth serum; a
bound tome can become Helena’s diary or a priest’s lost bible. We leave it up to
the orchestrator and players to build their own stories using the digital pieces.

The opportunity for open-ended interaction poses a challenge to both the
orchestrator and players. The players are invited to be inventive in the portrayal
of their characters. The orchestrator on the other hand must be ready to react
to unforeseen player requests.

Players can engage NPCs in conversation by walking up to them and pressing
the “A” button on their controller. The interface zooms to focus on the NPC’s
face. The orchestrator can activate talking animations, giving the impression
that when the orchestrator talks, their voice is coming from the NPC’s mouth.

None of the dialogue in game is scripted outside of notes that the orchestrator
has prepared. Players are initially aware only of the fact that they are searching
for a fugitive named Helena, and must invent all their conversation on the fly.
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The orchestrator must also improvise dialogue during play in response to the
players’ questioning. This allows players to express their creativity without being
restrained by a script.

4 Study Method

To explore how players and orchestrators approach open-ended conversations
in CRPGs, we performed an exploratory study where we observed play of five
groups of three participants. We recruited these participants from the university
community using an advertisement posted on Facebook. Participants were asked
to form their own groups of three members and to choose who would play the
roles of players and orchestrator. Participants ranged from 19 to 27 years in age
with a mean of 23 years. 6 participants were female, and 9 male.

The orchestrator attended a training session before the study to become
familiar with the story and the orchestrator interface. The orchestrator was
presented with a document outlining the murder mystery story: the two players
play detectives in pursuit of “Helena”, a woman wanted for an unspecified crime.
The chase has led them to the town of Northaven where some of the villagers have
conspired to fake her death. The document briefly described each of six NPCs,
to help the orchestrator in creating dialogue for the NPCs during the game. The
orchestrator was shown how to move NPCs, activate their animations, engage
in conversation with players, and create, move, and destroy items (Fig. 2). This
training session occurred the day before the actual play session.

4.1 Play Session

At the beginning of the play session, the game and its user interface were demon-
strated to the players, including how to move, enter, and exit a conversation with
an NPC, and pick up, drop, and trade items. They were then allowed to experi-
ment and familiarize themselves with the controls, until they reported that they
were comfortable. This took approximately five minutes. The players were given
the premise of the game, and instructed to solve the mystery as best they could.
The play session was allowed to run to its conclusion or for thirty minutes,
whichever occurred first.

The session was recorded with two separate video cameras, one for the play-
ers and one for the orchestrator. The Skype call between the parties and a
screen capture of the orchestrator’s screen were recorded. A transcript of their
speech during the session was taken from the recordings and coded for interest-
ing behaviours. The transcribed dialogue was split into utterances on which we
employed an open coding approach [21] to identify interesting speech patterns.

5 Results and Analysis

Persiflage was created to enable natural language interactions in CRPGs,
enabling open-ended dialogue between players and NPCs. These results show
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Fig. 3. Occurrences of slang, external references and period language

how players and orchestrators exercise this freedom of interaction. We coded
players’ choice of language, indicating how players and orchestrators engage with
and invest themselves in this type of gameplay, and the content of their conver-
sation, showing the players’ engagement with the game’s goals and objectives.
The following sections present these codes.

5.1 How Players Present Themselves Verbally

In Persiflage, the opportunity to use natural language in conversation with NPCs
allows players to adopt richer personalities in the game. The style and language
of players’ conversation indicates their attitude toward the gameplay. Just as
film and theatre might be comedic or dramatic, the atmosphere of a game can
vary as well. By looking at how players and the orchestrator chose to present
their characters, we can see the atmosphere and tone they intended in their play
of Persiflage. We selected three codes as characterizing players’ language: the
use of slang, external references, and period language. Figure 3 shows the counts
of these codes.

Slang indicates that an utterance contains modern vulgarisms or vernacular
that are out of place in the mediaeval village in which the game is set. An
utterance coded as an external reference alludes to knowledge or ideas outside
the game world. External references were further sub-classified as inside jokes,
current events, and pop culture. We coded utterances for period language when
the speaker deliberately used language outside of colloquial norms to suggest a
different setting and era. Such language need not be an accurate representation
of mediaeval speech; in particular, Reichert has coined the term “RPG-Dialect”
to describe faux-period language “that makes liberal use of ‘thous’, ‘thees’, and
‘mi’lords” [18].
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As shown in Fig. 3, the use of slang is by far the most prevalent, and is seen
in all five groups. We see 30 (5.6%), 6 (1.3%), 32 (8.2%), 33 (5.2%), and 70
(14.4%) utterances that contain slang in groups 1 through 5 respectively. Of the
171 utterances coded for slang, 111 came from players and 60 from orchestrators.
External referencing was seen in four of the five groups. Groups 1, 3, 4, and
5 made 11 (2.0%), 12 (3.8%), 21 (3.3%), and 6 (1.2%) reference utterances
respectively. Of 53 utterances coded as references, 7 were made by orchestrators
and 46 by players. Period language was present in all five groups, with 33 (6.1%),
7 (1.3%), 23 (5.8%), 31 (3.3%), and 2 (0.4%) occurrences across the five groups.
The use of period language was higher in groups one, three, and four, and notably
less in groups two and five. We observed 74 of 83 occurrences of period language
in orchestrators’ utterances and 9 in players’ utterances.

The above numbers show that players made use of slang and references more
liberally than orchestrators, who in turn were more likely to employ period
language. This example from group one shows the players using slang whilst the
orchestrator uses more formal language:

Player Left: What up?
Player Right: 〈laughter〉
Magistrate (voiced NPC): What are you doing in my town?
Player Left: We’re looking for Helena, where she at?
Player Right: 〈stifled laughter〉 . . . where she at. . .
Magistrate: As far as I know, Helena’s passed away.

Player Left greets the magistrate using slang, and the orchestrator voicing the
magistrate responds sternly, modeling his character’s speech to the game setting.
Despite the magistrate’s suggestion of the game taking place in a past era, the
player insists on using another colloquialism, “where she at?”. The resulting
dialogue is asymmetric, with a comedic dissonance between the player’s and
NPC’s speech. The absurdity of the interaction is not lost on Player Right, as
shown by her reactions and laughter during the dialogue.

Another example shows the use of an external reference. Player Left compares
an antagonistic authority figure to U.S. president Donald Trump:

Player Left: Are you the mayor?
Magistrate (voiced NPC): I’m the magistrate.
Player Left: Is your name Donald Trump?
Player Right: 〈laughter〉
Magistrate: Uh, it’s actually Rufus.
. . .
Player Left: Where’s Donald Trump, aww geez, oh.

This example shows Player Left using her knowledge of the outside world to
inject humour into the game. The humour is well-received, as shown by Player
Right’s laughter. The juxtaposition of modern people and ideas with the setting
of a sleepy mediaeval village adds levity to the dialogue. The resulting experience
is not unlike a pantomime play where a classic story is presented with a modern
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Fig. 4. Occurrences of utterances coded for storytelling, banter and coordination

and cheery slant, making liberal use of anachronistic references to current events
and culture. Whilst the reference in the example above is anachronistic and
introduces knowledge that the character would not possess, it nevertheless relates
back to the game world, in this case by drawing an analogue between the fictional
character and the real-life politician.

External referencing and slang are both used to provide humour and a per-
sonalized game experience leveraged from the modern social zeitgeist. Period
language, conversely, indicates a desire to play in character and to provide a
more (or possibly mock) authentic game experience. Players overwhelmingly
display a higher propensity to use slang and external references than orches-
trators, whilst the inverse is true for period language. Orchestrators are more
invested in authenticity whilst players are content to make jokes and enjoy the
experience less rigidly.

5.2 Storytelling

The presence of open-ended dialogue gives players the opportunity to contribute
to the story by adding to the story arc, or to step out of the story, e.g., by telling
a joke unrelated to the game. Coding revealed that utterances fell into one of
three categories, denoted as storytelling, coordination, and banter. Figure 4 shows
the counts of these codes.

A storytelling utterance seeks to advance the story. These usually take the
form of a player posing a question to an NPC, or conversely, the orchestrator
responding to a player’s question. An utterance that helps participants plan
or otherwise coordinate their activities is coded as coordination. These mostly
involve players summarizing their gathered knowledge, or planning their next
step in the adventure. An utterance is coded as banter if it represents some form
of repartee that does not contribute to the game’s goals. This could include
inserting a joke or an external reference into conversation.
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Of the three categories, storytelling utterances are the most common,
accounting for 315 (58.6%), 259 (61.1%), 232 (64.1%), 358 (56.5%), and 251
(51.5%) of total utterances over the five groups. Orchestrators devote more
of their utterances towards storytelling than the players, averaging 86.4% and
44.3% of total utterances respectively. Storytelling utterances represent the heart
of Persiflage, where players interrogate, beg, and intimidate the NPCs for infor-
mation and clues. The fact that almost half of players’ utterances are related to
storytelling indicates that despite the levity noted earlier, players were seriously
engaged in trying to solve the mystery.

Coordination utterances account for 10.3%, 16.9% 8.3%, 23.0% and 17.1%
of all utterances in groups 1 through 5. In theory, these utterances ought to
be produced exclusively by players. We expect players to summarize and plan
without the involvement of orchestrators, who play exclusively in character as
NPCs. However, on rare occasion, we saw orchestrators contributing their own
coordination utterances, commenting on players’ observations or correcting their
erroneous assumptions.

Three groups engaged in significant banter; in groups 1, 4, and 5, banter
accounted for 11.9%, 14.5%, and 17.2% of total utterances respectively. The
other two groups engaged in little banter, accounting for 3.3% and 5.2% of
total utterances in groups 2 and 3. We observed bantering as a behavior more
frequently in players than in orchestrators. In all groups, the players made more
banter utterances (13.0%) than the orchestrator (4.9%). In the following typical
example of banter, the exchange does not advance the story, but stays within
context of the game:

Player Left: Hey.
Hamish (voiced NPC): Hello again, it’s me Hamish.
Player Left: Hey Hamish, so what’s up?
Hamish: Uh, I’ve just been enjoying that cheese you gave me, it’s quite tasty. Although it
was a little dusty from the floor you found it on.
Player Left: It’s not really our fault, it’s the only place that people put cheese around here.
Hamish: Well it’s mostly your fault.
Player Left: Quiet now.
Hamish: 〈laughs〉
Player Right: So, we lost the diary?

The orchestrator responds to the open query, “Hey Hamish, so what’s up” by
recalling a previous interaction and introducing some humour from the absurdity
of finding cheese on the floor. This sets off an exchange between Player Left and
Hamish which does not advance the story, but adds levity to the conversation.
The example concludes with Player Right redirecting the interaction back to sto-
rytelling. While banter is humorous and does not advance the story, it remains
rooted within the game world. Similarly, players are happy to mix banter and
coordination in conversation with each other:
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Player Right: We’re getting mixed stories here. I feel like a real investigator, okay so. . .
Player Left: . . . this is not a field.
Player Right: This is not a field.
Player Left: This just proves that women with cats are crazy.
Player Right: He said to our left?
Player Left: Maybe [orchestrator] doesn’t know directions; I’d believe that also.
Player Right: Maybe he’s thinking his left?

Here the players have just finished talking with NPC “Annie”, and they
jokingly comment on the ambiguity of the directions they’ve recieved. Player
Left makes a joke referencing the trope of the “crazy cat lady”. In the short
excerpt, we see the players seamlessly coordinate their movement, banter about
the reliability of the NPCs, and tease the orchestrator on his ability to correctly
give directions.

Orchestrators devote most of their play to storytelling, accounting for approx-
imately 85% of their utterances on average. The players ask the NPCs questions,
but contribute fewer storytelling utterances. This is not entirely surprising con-
sidering that the orchestrator controls all the facts of the mystery and slowly
reveals them to the players over the course of the game. Players on the other
hand, must interact with their co-player to coordinate in addition to talking
with the NPCs. We see that participants are content to mix in banter whilst
both progressing the story and coordinating between players. Players drive most
of the bantering, which is consistent with our earlier observations that players
adopt a less formal manner than orchestrators.

6 Discussion

To better understand how players engage with Persiflage we can look to the
concept of the magic circle. Johan Huizinga coined the term “magic circle” to
denote a boundary, not only in space and time, but also as a societal construct,
that delimits where and how a game and play occurs [13]. The magic circle
establishes behaviours, etiquettes, regulations and their adherent consequences
that form the terms of a game, separate from society as a larger whole.

In the context of playing a character, behaviours within the circle are those
that an in-game character might exhibit. Behaviours outside of the circle are
those that we would expect the player as an individual outside of the game
to show, but that their assumed characters could not exhibit. For example,
contextually leaving the game and discussing a school assignment breaks the
magic circle. Williams et al. argue that roleplay cannot exist without a strong
magic circle [26]. However, both Consalvo [8] and Castronova [7] argue that the
magic circle can be porous.

In the terminology of Montola [16], Persiflage expands the magic circle in
the societal dimension. Players and orchestrators take on two distinct roles; as a
game player as well as an audience to their fellow players’ performances. Orches-
trators and players, as they were observed in this study, exhibit not only the
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characters of their game world personas, but also their own personalities. We
see this as they incorporate current affairs, private jokes, and shared experiences
into their game dialogue. By using the freedom afforded by open-ended natu-
ral language, players adapt and modernize Persiflage’s environment, expanding
the social contract they play under and in turn redefine their shared reality of
the game. Fine describes these behaviours in terms of frames, defined as dis-
tinct worlds of knowledge [10]. Players and orchestrators in Persiflage switch
fluidly between the primary frame of reality and that of the game world, some-
times within the same sentence. The characters within Northaven maintain an
open awareness between the two frames, giving rise to quips about contempo-
rary politics and the use of modern slang and colloquialisms whilst playing in
a mediaeval fantasy world. Fine explains that in the informal setting of fantasy
gaming, this form of banter and the maintenance of multiple selves is common
amongst players and does not usually lead to confusion.

Our findings mirror these observations. Players and orchestrators used natu-
ral language interactions in full confidence that they would be understood by the
others. Participants were aware that they were playing a game with friends, and
felt comfortable stretching the magic circle. They took ownership of the game,
incorporating their own ideas, views, and experiences to entertain both them-
selves and their peers. Rather than finding the magic circle porous, we find it to
be expansive and elastic, stretching beyond the borders of Northaven to include
colloquial vernacular and references to modern day pop-culture and politics.
Yet the magic circle is strong enough that the players and orchestrator stayed
rooted in the game for the duration of the play session. Figure 3 shows that play-
ers were the principal instigators in stretching the magic circle with jokes and
slang, whilst period language originated almost exclusively from orchestrators.
The clash of styles makes for humorous dialogue exchanges.

Even though orchestrators are not as active in expanding the magic circle,
our examples showed that they played along when the players did so. For exam-
ple, orchestrators happily acknowledged the absurdity of finding cheese on the
ground. Both players and orchestrators committed fully to play. When play-
ing Persiflage, all participants gave their full attention to the game. Banter and
external references unfailingly alluded to in-game devices or events. We observed
no events where players opened topics unrelated to the ongoing game.

As we saw earlier, orchestrators stretch the edges of the magic circle to a
lesser extent than players. The banter they engage in is topical to the game
setting, providing idiosyncrasies to their characters, and making small talk and
gossip that one might expect in a quaint medieval village. Players, on the other
hand, incorporate pop-culture and current politics in the service of humour.

7 Conclusion

In this paper we have explored the effect on play of computer role-playing games
of permitting free-form dialogue between players and NPCs. To study this ques-
tion, we introduced Persiflage, a novel digital RPG that employs a human to
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voice NPCs. Through open-ended natural language, players deliberately derived
humour from the absurdity of mixing modern popular culture with Persiflage’s
mediaeval setting. The orchestrators who gave voice to the NPCs were more
rooted within the game world, using less slang, and more period language, result-
ing in asymmetric and humorous dialogue.
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Abstract. As gaming acquires new purposes (for instance, entertain-
ment, education and healthcare), game accessibility becomes increasingly
important for multiple domains. For broader inclusion, game accessibility
encompass both creation and play. Towards this goal, we have defined
a framework to enable more people to create and play digital games In
this paper, we present strategies resulting from developing and evaluating
Lepi, an inclusive end-user tool for co-creation of inclusive storytelling-
based games. Adults with heterogeneous interaction needs, levels of lit-
eracy and experience with computers used Lepi to co-create their games
over ten creation workshops. Using Lepi and following the framework
practices, the participants managed to co-create games accessible for
themselves and their peers. From this experience, we have identified
some strategies (Creation Commands, Interaction Alternatives for Input,
Slots, Creation Alternatives, Assisted and Collaborative Co-Creation,
Gentle Slopes, Multimodal Features, Playing Commands and Presenting
Game Content) which can contribute towards more inclusive practices
of game creation and play of storytelling-based games.

Keywords: End-User Development · Game development · Game
accessibility · Universal Design · Meta-Design · Human-Centered
Computing

1 Introduction

Game accessibility aims to enable more people to play digital games. Although
the Literature provides techniques, guidelines, and strategies (for instance, in
[9,12,15,16,29]), developers often ignore game accessibility recommendations,
for reasons including efforts (for instance, costs and time), impossibility of appli-
cation and unfamiliarity [1,23,28]. Developers often makes assumptions of user
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abilities [24], which, in practice, do not always hold true. As a result, people
whose abilities were not considered during design might become unable to play.

As gaming expands to new applications and domains, accessibility issues may
hinder digital and social inclusion. Besides the traditional entertainment value,
domain experts can explore digital games as tools to support their activities.
Education and healthcare are two examples of serious domains that have been
exploring games to enhance learning, training, therapy and rehabilitation prac-
tices [8,13]. In these domains, experts can use games to aid people with hetero-
geneous characteristics, including age, socioeconomic status, (dis)abilities, skills,
interests and knowledge. With such heterogeneity, assumptions of abilities and
skills can limit audiences for games in serious domains. However, the people in
these domains often possess the knowledge and skills required for inclusion that
the original developers lacked. In education, professors and special educators
can remove communication barriers for students. In healthcare, therapists can
support use without harming their patients. Moreover, in both cases, students
and patients could further provide their skills to enable use.

In this scenario, co-creation could provide a different strategy to promote
inclusion. To achieve a scenario on which end-users could co-create inclusion,
they would have to act as non-professional software developers to improve the
original game. Game modification (popularized as “modding”) [13] is a popular
term to describe End-User Development (EUD) [18] practices in games. EUD
provides methods, techniques, and tools to allow end-users to create, modify,
or extend software [18]. Game creation and modding expand these practices to
game making.

Although, traditionally, EUD is concerned with functional software features,
it may be employed to improving non-functional features. In particular, EUD
could contribute to co-creation of accessibility and usability, which we have been
exploring by the means of a framework to promote inclusive co-creation of inclu-
sive games [10,11]. With the framework, we can implement software without
assuming particular interactions, enabling communities of end-users to co-create
alternatives to enable use and promote inclusion. This way, the community may
provide broader accessibility even if the original developers failed to do so. The
community, thus, practices “accessibility modding” towards broader inclusion.

Lepi (Fig. 1) was the first game creation tool developed for the framework,
serving both as a proof of concept and a study of a viability. As a proof of con-
cept, Lepi targeted a single genre (storytelling-based games) with a subset of
features considering interaction needs of potential creators and players (main-
stream audiences, hearing disabilities and low literacy)1. Participants with het-
erogeneous interaction needs (adults with different levels of literacy, computer
skills, and emotional characteristics) used Lepi in a public healthcare service
during ten collaborative workshops performed at a period of four months at an

1 Although some of these features can assist people with vision disabilities to play, we
have not yet addressed creation for these audiences.
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(a) Creation interface. (b) Linking scenes (graphics).

(c) Linking scenes (text). (d) Slots for text, audio, and sign language video.

Fig. 1. Lepi provides interfaces to suit different interactions needs.

alcohol and drugs rehabilitation program2 [11]. To enable every participant to
play every game, participants collaborated to provide accessible content to the
game according to their abilities and knowledge. As they were not programmers,
we explored an iterative and incremental process to adapt Lepi to suit and sup-
port the participants’ interaction needs for use and co-creation. In this paper, we
have generalized adaptations and features that we have explored into strategies
that we had followed to enable the creation and workflow, promoting inclusive
end-user co-creating of inclusive storytelling games.

2 Related Work

2.1 Game Accessibility Strategies

Although enabling end-users to create inclusive game is an incipient practice (for
instance, there are solutions to support the development of memory games by
blind users under supervision [14] and to form communities of audio game design-
ers [27]), existing studies regarding game accessibility seem to be aimed at pro-
fessionals developers. For instance, Universally Accessible Games (UA-Games)
have techniques to support professionals designing [15,16], and implementing
them [9,12].

2 We complied with research ethics protocols throughout the entire evaluation. Cer-
tificado de Apresentação de Apreciação Ética from Plataforma Brasil: CAAE:
89477018.5.0000.5504.
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Another useful artifact for developers is the game interaction model from
[29]. The model defines a finite state machine based on how players interact
with a game during play. A player cycles among three states ( “receive stimuli”,
“determine response”, and “provide input”) to play. Based on the model, high-
level strategies for game accessibility include: enhancing stimuli and replacing
stimuli (for the state receive stimuli); reduce stimuli, reduce time constraints and
reduce input (for the state determine response); reduce input and replace input
(for the state provide input). We have explored these strategies to define the
framework’s software architecture, as well as to provide interaction alternatives
for creation tools and generated games.

2.2 Collaboration and Accessibility

Communities are an important element for game modding [5]. In this paper, in
particular, we explore communities as receivers and providers of inclusion. This
is similar, for instance, to “communistic interactions” (“from each according to
their abilities, to each according to their needs”) [19] and to accessibility as
interdependence [3]. For the former, inclusion should aim for groups of people
instead of individuals, and on abilities instead of disabilities. For the latter,
interdependence can highlight relations and dependencies between people and
things.

We argue that, from a combination of both (individuals and groups, inde-
pendence and interdependence), communities could start providing and receive
support to enable game creation and play by more audiences. To achieve this
result, communities would need computational support to co-create.

2.3 Storytelling in Game Creation and Modding

Storytelling has been previously explored to promote game creation by end-users.
For instance, ScriptEase [6] is a tool to convert text into game scripts for Never-
winter Nights. <e-Game Project> [7] (aimed at writers) describes a documen-
tal approach employing a Domain Specific Language (DSL) to create graphical
adventure games. Writing Environment for Education Video Games [20] (aimed
at educators) provides a methodology for the creation of stories in point-and-
click games. As with <e-Game Project>, it also employs a DSL to promote
content creation.

However, to the best of our knowledge, intended audiences for existing solu-
tions are literate people. In this paper, we aimed at broader inclusion to support
people with low literacy as well other interaction needs (for instance, provid-
ing signs for hearing disabilities and audio-description for visual disabilities).
We explored for in-game adaptation (created by the end-user acting as non-
professional designers/developers) supported by the creation tool (Lepi) itself.
This contrasts to current approaches in two ways, which may enable more inclu-
sive creation and result into better quality and experience of use. First, the tool
provides features for adaptation (later discussed in Sect. 4 and Sect. 5) to tailor
generated games to players during use, potentially enabling new audiences to
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play. Accessibility features are typically are not available in creation tools [1]),
forcing players to resort to external tools (for instance, assistive technologies)
which were not considered during design, resulting into low quality of interac-
tion and use [1,29]). Second, creating the tool with the features them allows for
defining different ways to promote game creation, potentially enabling new audi-
ences to create. To support this workflow, we fostered community collaborations.

3 Research Approach

This paper results from lessons learned from past studies regarding game design
and implementation for game accessibility (visual, hearing, motor and cognitive
disabilities), and serious games education and healthcare (depression, and alco-
hol and drugs rehabilitation) [8,9,11,12,26]. We adopted Participatory Design
[22] and Organizational Semiotics [4] as research frameworks for design activi-
ties, gathering requirements from participatory workshops performed at pub-
lic schools, hospitals and healthcare services. For use (design and play), we
started the research gathering requirements for designing and implementing
serious games for these institutions [8,26]. For implementation, we had defined
approaches to improve game accessibility [12] based on recommendations from
the Literature, which resulted into a game engine [9]. The game engine was
simplified to its core architecture [10], which we briefly outline in Sect. 4.

Over time, we have progressed towards end-user co-creation of digital games
[10,11]. In our considered domains (students, patients, and educational and
healthcare professionals), we found storytelling as a suitable introduction to
end-user game creation via visual novels3. Lepi was developed to assist inclusive
end-user co-creation of inclusive storytelling games. It was designed and initially
implemented based on our previous experience, and improved in an incremental
and iterative process in participatory activities as research participants created
games with it.

Design considerations and evaluation are detailed in [11]. As anticipated
in Sect. 1, we have performed co-creation workshops in ten activities over four
months. In the workshops, participants co-created their games using Lepi accord-
ing to their own abilities and preferences. For instance, participants able to write
and who had previous experience with computers opted to type their stories.
Participants unable to write either recorded their story in audio (then inserted
the resulting file into the audio slots of Lepi) or dictated their stories to Col-
laborators, who either typed the content for them or spelled the characters to
the Creators. Likewise, some participants opted to draw or sketch their stories
before inserting them into Lepi. Others opted to use Lepi directly (especially on
their following creations).

To enable every participant to play every game, Collaborators enhanced the
projects with complementary content to fill the other slots in Lepi (performing
3 Reasons included: focus on story over programming; closeness to traditional media

(for instance, books and films); potential for introducing programming practices over
time [11].
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the proposed “accessibility modding”). This included, for instance, voice content
for written stories and text content for voiced stories. Therefore, they co-created
inclusion together, as a community, based on the skills and abilities of each mem-
ber. Similarly to the creation, every participant could play the resulting games
based on their interaction needs and/or preferences. Without the collaborative
enhancements, this would have been impossible: for instance, people unable to
read would not be able to play text-only stories. In the remainder of this paper,
we described the strategies that we have explored to support broader inclusion
for creation and play.

4 An Inclusive End-User Development Framework for
Tailorable Games

To enable more people to create and play games, we have designed a framework
to foster community co-creation of inclusion games [10]. The framework defines
(i) a software architecture for game implementation, (ii) a collaborative working
model to support co-creation and (iii) game creation approaches to enable end-
users to develop their games.

Based on the concept of tailoring [21] (adaptations of software to suit the
practices of a user), games implementing the architecture were named “tailorable
games”. The central idea of the architecture was allowing the implementation of
interaction-abstract games, defining commands and semantics of use instead of
pre-defined interactions to enable play. This way, developers can define interac-
tion alternatives to suit different abilities and skills from players iteratively, one
audience at a time, via “interaction add-ons”. These add-ons can be attached to
(or removed from) a game, defining how a player sensory perceives the game (for
the “receive stimuli” phase of game interaction model from [29]) and controls it
(for the “provide input” phase of the game interaction model).

To foster community co-creation, we have defined a collaborative working
model around the flexibility of the architecture. The central idea of the model
was enabling members of a community to provide accessibility features to a
game project. In the same way modding enables a community to improve aes-
thetics, content and gameplay for games, the collaborative working model pro-
motes “accessibility modding” towards broader inclusion. As with “communistic
interactions”, members of a community can provide their own abilities and skills
to create (or improve) accessibility features (interaction alternatives) to enable
new audiences to play. In particular, if these people had support to co-create the
game, they could further contribute to improve it. Their own abilities and skills
could, potentially, include other new audiences, defining “cycles of inclusion”.
This way, inclusion could become an iterative and dynamic process, because
people who become able to play may further contribute to improve the game.

As end-users are (usually) not programmers, game creation approaches
enable and support the co-creation. In special, systems for co-creation can also
implement the architecture (for the same benefits) to become tailorable systems
and implement tailorable games as their projects. From this, it results inclusive
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end-user creation tools able to define inclusive games – that is, game making
tools as well as games that members of a community can improve with content,
accessibility and usability features to promote play and inclusion. Lepi was the
first tool that we have defined to explore this idea.

4.1 Strategies of the Framework to Foster Inclusion

Decoupled Interaction from Logic. The architecture simplifies the engine
from [9,12] to a few elements – components, entities and subsystems from Entity-
Component-Systems (ECS) events and event handlers from Event-Driven Archi-
tectures. These elements, combined, allow for modifying game interaction at use-
time (run-time). These elements allow developers to change input and output
(IO) features of an entity at run-time [9,12], as they can make arbitrary interac-
tion toggle-able. For instance, entities with graphical components are graphically
represented into a screen. Once the component is removed, the entity stops being
represented (although it still exists). This idea allows swapping ways to control
(input to command) and represent (output to convey) an entity, even when
the game is already running. For accessibility, particularly useful applications of
EDA include providing immediate feedback to players (for instance, with sound,
haptic, or graphical effects) and implement game agents able to provide input
to the game.

Interaction-Abstract Implementation. To achieve interaction-abstract dig-
ital games using the architecture, the implementation should not impose any
fixed physical-level IO-related interactions for use. Rather, the architecture pro-
poses that developers define semantics of use (that is, define what the play can
do) first, then provide interaction alternatives (that is, define how the player
will do it) to allow users to apply the semantic to play. This allows developers
to implement interactive systems without assumptions of how a player will use
it to, and to interaction alternatives to define physical-level interactions. This
way, developers can re-define the “receive stimuli” and “provide input” states
from the game interaction model at use-time.

Commands. In the architecture, commands abstract the proposed semantics
of use. They are implemented as events. Commands define possible actions to
express intents of what a user wants to accomplish when using the system.
Commands are usually verbs expressing actions available to modify the current
state of the system. For instance, in a storytelling game, commands can include
“choose an option”, “confirm / cancel a choice”, “forward / rewind a piece of
dialogue”. The implementation processes these commands; as they are events,
an interaction-abstract implementation reacts to them whenever they are issued.
In turn, the system performs the required processing to change its internal state.
This makes it easier to implement interaction alternatives for input, input (re-
)mapping [17] and provide automation features. For the latter, the system can
dispatch a command to provide input on behalf of a player, assisting players
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who may need help at the “determine response” and “provide input” states of
the game interaction model.

Interaction Alternatives for Input. For human-interaction, developers can
offer multiple implementations of physical-level interactions to map users’ abil-
ities into commands to allow for user input. Thus, instead of single, fixed and
predefined mappings, developers can provide users with choice. If a pair consist-
ing of an input device (for instance, controllers, mice, keyboard, microphones,
cameras) and mechanism (for instance, button presses, stick movements, spoken
words, gestures) can be translated into a command, then the pair can be used
to control the game. These pairings can be defined via input (re-)mapping (for
instance, “press ENTER” or “say CONFIRM” perform the command “confirm
a choice”).

Interaction Alternatives for Output. As the design should not impose any
physical-level IO-related interactions, the concepts of sign and signifier from
Semiotics [4] are useful for the architecture. These concepts enable separating a
message (abstract meanings, conceptions and functions for things in signs) from
its representation (denotation using symbols through signifiers). If game output
is considered as the means to continuously providing message to translate the
current state of the abstract simulation (a sign derived from data) into concrete
representation (signifiers representing information) to a player, then providing
accessible stimuli becomes the task of matching signs to accessible signifiers.
As a result, the final user interface can be a composition of output alternatives
to convey the internal state of the game to the player. This allows modifying
game presentation to support the “receive stimuli” state of the game interaction
model.

5 Strategies for Inclusive End-User Co-Creation of
Inclusive Storytelling Games Defined in Lepi

The strategies from Sect. 4.1 were applied to the iterative development of Lepi
over the workshops to enable our initial audiences (including people with hearing
disabilities and low literacy) to create and play storytelling-based games. In this
section, we describe how we abstracted from the end-users acting as creators and
players.

5.1 Strategies to Enable Inclusive Creation of Storytelling Games

Creation Commands and Interaction Alternatives for Input. Lepi, as an
editor, provides commands underlying user interfaces and widgets to perform the
processing (for instance, “add / edit / remove an entity”, “add / edit / remove a
piece of dialogue” and “add / edit / remove a new scene”). Creation commands
can be bound to available input devices to enable use. The architecture idea of
interaction add-ons enable combinations of commands to define macros, which
Creators can attach to their software to perform compound commands.
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Slots. In storytelling games, entities can be characters, places and objects as
well as pieces of dialogues and narrations. In Lepi, every game entity can be
multimodal. To support the current audiences, entities have text, image, audio
and video slots. To abstract the architecture from the Creators, Lepi provides
slots to represent different signifiers of a same sign. Creators can attach data
and media files into these slots to convey a very same sign in different ways. For
instance, entities support text, audio, image and sign language (video) descrip-
tions. Likewise, text, voice audio or sign language video can convey dialogues
(Fig. 1d). Once a Creator fills a slot providing its media, the content can be
reproduced to players to sensory convey the desired information.

Creation Alternatives. Slots featuring multimodal alternatives mean that
people with different knowledge, skills, abilities and background can contribute
with the development of the project. Thus, people have opportunities to co-create
based on their preferences and skills, instead of being unable to contribute based
on what they cannot do. For instance, the current slots enable people to collab-
orate based on writing, speaking, drawing and acting skills. Thus, besides the
traditional text composition in storytelling games, Creators can provide content
to Lepi by adding voice narrations, drawings, and sign language videos into their
slots. Initial prototypes can start with low-level technology (for instance, paper)
to explore ideas (such as a sketch of the story in a comic book format). Once
the idea is refined, creators can insert their content into Lepi.

Assisted and Collaborative Co-Creation. Although independence is often
strove in accessibility [3], people can assist one another to co-create. Their abil-
ities can complement each other to overcome barriers that each one could not
address individually (“cross-ability cooperation” [3]). In the collaborative work
model, Collaborators provide these external assistance whenever Creators can-
not satisfy their own abilities – or those from their Players – alone. Collaborators
can create and provide accessible media, add support for assistive technologies
or even support use (for instance, a therapist can help a patient to perform tasks
that he/she would not be able to do on her/his own). Every collaboration con-
tributes to broader inclusion. For creation activities in serious contexts, there
will often be people who have skills and knowledge to contribute towards inclu-
sion (for instance, with audio-description or sign language content in inclusive
education).

Gentle Slopes. Making syntactic errors hard (preferably impossible) and sup-
porting incremental development are desirable features of EUD tools [25]. Prac-
tices can also scaffold creation. Creation practices should aim for gentle slopes [2],
gently introducing complexity over time. Lepi explores gentle slopes within sto-
rytelling activities: Creators can start with small, linear stories and explore more
complex features (for instance, branches and decisions for branching storytelling)
over time. With slots, this same reasoning applies to media.
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Multimodal Features. Inclusive creation requires multimodal features.
Although visual programming languages and approaches are commonly explored
in EUD tools (because they accessible for sighted users), they are not accessible
for everyone. Rather, constructs should be multimodal. For instance, instance,
in Lepi, Creators can define story branches and decisions with visual (linking
connectors in a graph; Fig. 1b) and text constructs (providing the next scene
number; Fig. 1c). For content creation, slots allow Creators to co-create accord-
ing to their needs and skills (written, spoken and acted content, for instance).

5.2 Strategies to Enable Inclusive Play of Storytelling Games

Playing Commands. As Players’ interaction needs can differ from Creator’s,
the resulting games should be IO flexible as well. The first strategy is similar to
“Creation Commands and Interaction Alternatives for Input” in Lepi. Players
should be able to use their preferred devices to play the game. In this first
prototype, Lepi supports traditional game input devices (keyboard, mice and
controllers).

Presenting Game Content. The second strategy results from the Slots. Play-
ers can choose what slots they want to build the user interface of their games
(text, image, audio and video slots). If a combination of available content is slots
fulfill the interaction needs of a Player, she/he can play the game.

As, at this time, the interaction alternatives do not conflict with each other, a
resulting game can have any combination of slots. For instance, one Player may
interact with a traditional storytelling game, composed of text and graphics.
Another play with graphics and sign language videos. Finally, a third Player
may enable all features to read, listen and watch the game content.

6 Concluding Remarks and Current Work

As digital games are becoming increasingly important for different domains and
purposes (including entertainment, education and healthcare), it becomes fun-
damental to enable more people to create and play them. Otherwise, instead
of reducing social and digital inclusion, technology would contribute to increase
them and to create more barriers.

In this paper, we described some strategies that we have employed towards
promoting inclusive co-creation of inclusive storytelling-based games. These
strategies resulted from the development of inclusive end-user tool (Lepi) for
the creation of inclusive storytelling games. We have briefly described a game
framework aimed at game accessibility and its three pillars, with special focus
on its software architecture and Lepi, its first co-creation tool. For these pillars,
we have described the strategies that we have defined and have been explor-
ing to enable new audiences to co-create and play digital games based on their
abilities and skills. The strategies resulted from our experiences in participatory
workshops involving participants with heterogeneous interaction needs making
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games for themselves and for their peers. They focus on the concept of tailoring
to adapt software to better suit interaction needs of users – in this case, to
promote more inclusive game creation and use practices.

We aim to keep improving the framework. We are currently introducing cre-
ation and play features (for instance, text-to-speech and simple voice commands)
to Lepi aimed at making it more accessible for visual disabilities. Some of these
features should also provide the first resources towards inclusion for motor dis-
abilities. Once we address those, the goal is introducing new mechanics for cre-
ation and playing practices, introducing new practices and tools over time.
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Abstract. The design of cooperative games is challenging due to the
requirements of cooperation between the players. The major need of
the design is to provide an environment that enables players to achieve
the game goal in a cooperative fashion. The game premise which is the
story behind the game is one of the dramatic elements and impacts the
engagement of players. In this paper, we investigate the effect of game
premise on the engagement of the players and the cooperation between
the players. Hence, to understand this effect, we developed three versions
of the Pandemic game with three premises namely positive, negative, and
neutral. Using these game versions, we conducted an experiment to see
how game premise affects the player experience. The results show that
premise can significantly influence the players’ intrinsic motivation, the
connection with the game and the cooperation strategies.

Keywords: Cooperative games · Game premise · Player experience ·
Players’ cooperation

1 Introduction

Cooperative and collaborative games are rapidly increasing on the market. Sim-
ilar trends are observed with board games [26] such as Pandemic and The Lord
of the Rings [9,29]. These board games facilitate the players to have fun together
while assisting each other in achieving the goals of the game, which they might
not be able to solve individually. This characteristic of cooperative and collab-
orative games not only engage players to collaborate during the game but also
train a player’s social skills and abilities to work as a team. This makes coop-
erative games widely used in the context of serious games, which can be stated
as the games that focus on learning and training purposes while also serving as
entertainment [23,29]. However, the design of cooperative or collaborative games
is challenging as the games require proper mechanics that foster collaboration.
One of the challenges is to set specifiable outcomes that can motivate players
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to help each other and to improve their performance. The unspecified outcomes
lead to players not being able to understand the consequences of their actions.
Hence, they might not want to play it again.

Literature on game experience often attempts to formalize features of games
that engage players. Fullerton defines games by its formal and dramatic elements.
While formal elements describe a strong interplay of boundaries and technology,
dramatic elements formalize elements that affect the players’ emotions providing
context to the gameplay and give a meaningful experience [8]. The elements make
the game more emotionally engaging. The complicated dramatic techniques such
as premise, character, and story are used in many games to explain the abstract
elements of the formal system which can create a deeper connection with player
experience [8,27].

In this paper, we report on a user study that employed a custom “Pandemic”-
like video game, with three different premises of positive, neutral and negative
player roles to investigate the influence of dramatic elements on player experience
(pX) in cooperative games. Our study is motivated by two research questions:
(i) Do the game premises affect the players’ experience in cooperative games?
(ii) How do three different premises affect the player cooperation in cooperative
games? Our work suggests that premise has an essential impact on pX and
players’ cooperation and that the negative premise provides most engagement.
This work can help researchers and developers to apply premise more effectively
into game design.

2 Related Literature

2.1 Game Premise

Dramatic elements can be used as a set of tools for game designers for elicita-
tion of emotional reaction from players. Fullerton’s definition of games include
premise as a dramatic element [9]. Premise establishes meaning to the players’
actions through a setting or metaphor [8] and its base-level effect is to make play-
ers easily understand and operate essential features in the games [1,6,8,15,17].
Game premise differs from the story in narrative aspect. A premise stays the
same throughout the game unchanged by players’ actions whereas the game
story builds upon the setting or theme (i.e., premise) and unfolds throughout
the progression of the game. For example, the premise of “Simcity” [11] is to
build a city from scratch using limited financial resources. For the whole game,
player actions mainly focus on construction of the city, while the story of the
game consists of the small events that affect a player’s decision.

Psychologists define behavioural intentions as “instructions that people give
to themselves to behave in certain ways” [24] as the intentions have a strong
relationship with behaviours. We have utilized this concept in developing our
game premise. We define a game with “Negative” premise that asks the players
to employ negative behaviours (to kill the rival gangsters). In contrast, “Posi-
tive” premise sets the goal with the positive behaviours (discovering the cure of
diseases) with the positive intention to save the world. For the neutral version,
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we created the game with an abstract environment (without any context). We
had not set any background story for the players in the neutral version and they
just complete the game mission. Research focus on studying the effect of game
premise with the pX has been considerably limited in the literature. However,
quite many examples are found in literature that employ dramatic elements such
as premise, characters and story in order to operationalize pX [9]. Birk et al. [5]
showed that identification and customization with an avatar can increase the
intrinsic motivation of the players. Iten et al. [12] showed the impact of mean-
ingful choices in a narrative-rich game which leads to the players having more
appreciation for the narrative in addition to winning the game. Holmes et al. [10]
studied the effect of game narrative and theme on pX. They found preferences
towards “Horror” and “Sanitized” themes whereas higher curiosity was observed
in the horror scenario. In contrast to Holmes et al., our paper manipulates the
premise of the players’ role rather than comparing different aesthetic elements
of the game.

2.2 Cooperative Games

Sedano et al. [23] define cooperative games as games where players have individ-
ual actions but a common goal to be achieved together. Designing cooperative
games are complex as the game requires mechanics enabling cooperation in a
meaningful way [29]. Beznosyk et al. [4] identified closely- and loosely- cou-
pled collaboration patterns and they found that close collaboration provides
higher enjoyment while increasing the communication challenges between the
players. Emmerich et al. [7] analyzes pX and social interaction of three game
patterns: player interdependence, time pressure and shared control. They found
that high player interdependence indicates more communication and less frus-
tration, whereas shared control results in lower competence and autonomy. Sim-
ilarly, Johnson et al. [13], compares the impact of teammate on pX in coopera-
tive game. They found that playing with human teammates was associated with
greater sense of relatedness, but less competence and flow than playing with
computer-controlled bots. The presented literature identified important factors
and patterns of cooperation in games. Our work investigates which aspects of
cooperation are affected by the game’s premise.

2.3 Good and Bad Roles in Games

Peter [20] pointed out that video games allow a discussion about morality in
a unique manner, since they allow experiencing unethical content. Liebrand et
al. [16] studied how the social values of self relate to the interpretation of the
others. They classified subjects into four types on social values: altruistic, coop-
erative, individualistic and competitive and also asked subjects to rate other’s
behavior. The authors found that cooperators attached more significance to fac-
tors like sincere, fair, just, dishonest (evaluative dimension) whereas the indi-
vidualists attached more significance to factors like weak, self-assured, purpose-
ful, naive (potency dimension). Weaver et al. [25] examined how moral decision
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of players affect their emotional response. The results showed that antisocial
behavior increases without an impact on the enjoyment. In our paper, we focus
on exploring how dramatic elements influence on pX in a cooperative game. We
developed games which asked players to cooperate in three different objectives:
to save the world (positive), to eliminate the boss (negative), and to remove all
cubes (abstract). We compared the effect of these game settings by measuring
the pX of the games, observing players’ behavior, and asking semi-structured
interview questions.

2.4 Gender in Video Games

Further, there are various discussions on gender differences in video game charac-
ters [2,14,19]. Miller and Summers showed that significant differences of gender
exist in portrayal of video game characters such as the males having a high
likelihood to be heroes and main characters while females more often tend to
be supplemental characters [19]. Bergstrom et al. discusses the relation between
gender and professions in non-player characters (NPCs) games and the results
show that the characters in the game world have been chosen to reflect the
real world demography [2]. Similarly, Kivikangas et al. showed that males prefer
competition over cooperation while females choose cooperation over competi-
tion [14]. In our game design, we kept the characters in the game gender neutral
to avoid biases of gender in our study.

3 Study

To investigate the effect of premise on pX we designed a simplified version of
the Pandemic game with three different premises and an additional setting to
dynamically enable and disable special abilities mechanics. Our prototype imple-
ments 3× 2 versions of the game. First, we explain the original Pandemic game
and its features followed by our game design of the modified versions for the
experiment. Next, we present the measurements and the procedure of the com-
parative study.

3.1 Pandemic Game

Originally, Pandemic [28] is a multi-player cooperative game where the goal is
to stop spreading of a diseases on a map by discovering the cure of the diseases
before the pandemic occurs. The players have to work cooperatively in order
to win the game. The game begins with spreading of the infection. In turns,
the player take actions, which consist of the following three phases: Action
phase: The player needs to execute movement actions and actions for treat-
ing/discovering. Draw phase: The player draws cards that allow movement and
cure actions from the player deck. Infection phase: The player draws two cards
from infection deck and the infection progresses on the map. The game has a
non-zero-sum outcome and ends if any of the following lose conditions occur: (i)
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The players run out of cards from player deck. (ii) all infection markers are set
on the map. (iii) an outbreak (a city has more than three infection items and
hence, leads to a cascade spreading to adjacent cities) occurs more than eight
times. To win the game, the players need to discover a cure for all diseases. The
game is designed in such a way that the more turns the players use, higher are
the chances to lose the game by running out of cards or by outbreak. The game
design forces players to work cooperatively in order to achieve the goal of dis-
covering cures for the diseases within limited game turns. A typical play session
takes at least 45 min. The original version is available as a board game and also
as a mobile application.

3.2 Game Design

For our experiment, we developed three variants of simplified version of the
original Pandemic game and reduced it to only the core mechanics. Consequently,
we took out some game elements, downsized the map from 48 cities to 24 cities
and decreased the number of diseases from 4 to 2. The game was developed
as a multi touch game in Unity3D. During our design process we iteratively
play-tested a paper prototype of the downsized modified game to estimate the
play-time and identify the game strategies. And to develop strategies for the
tutorials, which will be discussed later in this section. Figure 1 shows screenshots
of the final prototype. We intentionally kept the visual design simplistic as we
were concerned that advanced graphics would interfere with the three variants.

Fig. 1. Screenshots of the game prototype

3.3 Additional Game Element

Due to the complexity of the game and in order to establish a stronger connection
of the premise with players’ actions we added an option to introduce a subset
of the additional game mechanics from the original. These mechanics are not
required in order to make the game playable, but add dramatic elements that
improve the dynamics of the gameplay (cards that affect infection rate, reshuffle
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the infection deck and resort infection markers on the map) and mechanics that
give players roles with special abilities. Namely, we used the: operations expert,
dispatcher and medic roles. The researcher and scientist roles were discarded as
they were loosely coupled with the game mechanics for the downsized game.

3.4 Game Versions with Different Premises

For the study, we developed three premises, that put players into specific roles.

Positive Premise: Two diseases are spreading around the world. The plot
involves a group of two heroes, who cooperate in traveling around the world to
discover the cures for the two diseases (red and blue cubes) and save the world.

Negative Premise: Two groups of gangsters intend to expand their criminal
enterprises around the world. The bosses of both teams try to send their gang-
sters to seize power over the other networks in the cities of the world. The players
from the team of greatest head of gangsters, have to stop the other gangsters
from increasing their power by killing their members (red and blue cubes). Then,
the players need to bring down the other gangsters by taking over their criminal
businesses and evacuating their bosses.

Neutral Premise: Two colors of cubes are spreading on the map. The players
have to remove the cubes (red and blue) and stop the spreading of the cubes.

In our design process, we ensure that all three game versions have the same
game mechanics but the naming of the game elements such as the name of
actions, roles of players as well as the tutorials are phrased differently depending
on the game premise. Table 1 lists the different naming of game elements and
the roles of players in the three versions of the game.

Table 1. Game elements in three different game versions.

Game elements Naming of game element in different versions of games

Positive premise Negative premise Neutral premise

Game actions Treat Kill Remove

Cure disease Eliminate bosses Stop spreading

Build research station
Share knowledge

Build enterprise
Share license for
gambling enterprise

Build triangle
Share card

Other elements Outbreaks rate
Infection rate
Epidemic card

Degree of enlarging the
gang’s power
Degree of gangster
expansion
Expanding power card

Spreading rate
Explosion rate
Spreading cube card

Roles Medic
Dispatcher
Operations expert

Killer
Head of gangster
Corrupted politician

Remover
Transporter
Builder
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3.5 Measures

To measure pX we employed Player Experience of Needs Satisfaction
(PENS) [21] on a 7-point Likert scale 1 (strongly disagree) to 7 (strongly agree).
PENS assess intrinsic motivation on the dimensions competence (how players
are able to produce their wanted outcome), autonomy (willingness to do a task)
and relatedness (need of being connected to others) from Self-Determination
Theory [22] and on two additional game related subscales presence/immersion
(how are player are “in the game” [21]) and intuitive control (usability of the
game controls).

To assess player cooperation we used observation metrics established by
Bernard et al. [3]. During the play session, we logged the actions of players
and we recorded their conversations. To explore the effect of premise, we con-
ducted a semi-structured interview with 8 questions regarding the participants’
attitude towards the premises and player roles.

3.6 Procedure

In each session, two participants were randomly paired, as a team and randomly
assigned to one of the three premise version of the game. First, the participants
were informed about the study and asked to complete a consent form followed by
a demographics questionnaire that assesses, their experience with board games,
digital games and their current gaming habits. Subsequently, they performed a
two part tutorial which taught them the basic game rules. After they completed
the tutorial, the participants played the game in normal mode, then with special
abilities. After they finished playing two modes of the game, the subjects filled
out the PENS. Finally, the examiner conducted a semi-structured interview and
the subjects were debriefed.

3.7 Participants

30 Participants (18 female) volunteered to participate in our study. Most subjects
were between 23 and 34 years old. Most (n = 20) participants had experience in
playing board games and 6 participants stated they knew the Pandemic board
game. 11 participants stated that they play video/mobile game daily.

4 Results

Our measures consist of subjective self-reports on the PENS, audio recordings
during gameplay and game logs. There were 54 game sessions in total. 24 pairs
finished the game successfully, 20 pairs lost and 10 groups restarted the game
because it was impossible to finish. A Kruskal-Wallis Test didn’t show any dif-
ferences of number of wins between the conditions.
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Fig. 2. Boxplots of the PENS results.

4.1 Game Premise and Player Experience

We conducted a one-way analysis of variance (ANOVA) on the subscales com-
petence, autonomy, relatedness, presence/immersion, and intuitive controls of
PENS with the premise as factor. The analysis revealed a significant differ-
ences on the sub-scales relatedness (F2,27 = 7.667, p= .002) and the compe-
tence (F2,27 = 5.34, p= .011). A plot of the sub-scales and detailed view sub-
sequent post-hoc tests with Bonferroni correction is presented in Fig. 2. A mul-
tivariate analysis of variance (MANOVA) of PENS with premise and gender
as factors did not show any significant differences for gender (F5,20 = 1.767,
p= .166) nor an interaction effect of premise*gender on player experience
(F10,40 = 0.985, p= .471). A Pearson correlation between gender and the PENS
subscales revealed a significant correlation on relatedness (r= − 0.386, p< .05)
and presence (r= −0.378, p< .05). With females showing higher ratings on both
subscales. However, there was no significant correlation between prior experience
with Pandemic and PENS.

4.2 Player Actions

From the game logs we extracted number of turns, game ending, usage of special
abilities and sharing knowledge actions. A one-way ANOVA revealed a signif-
icant effect of condition on number of sharing knowledge actions (F2,51 = 3.91,
p< 0.05). Figure 3 shows a chart of the accessed game logs.
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Fig. 3. Boxplots of the game logs per condition

4.3 Cooperation

We applied Mayring’s content analysis method [18] to cluster the the conver-
sations and summarized them into two categories: cooperation approaches and
cooperation tasks.

Cooperation Approaches for Decision Making: Most players were trying to coop-
erate and to plan their actions together. However, half of the players decided
to take the actions without asking their partners. We identified five pairs (G1p,
G2n, G6p G10p, G14o) that always asked their partner’s opinion to find the con-
sensus before taking actions. In contrast, in the negative and neutral conditions,
decisions were dominated by the players who had more leadership skills (G2n,
G7n, G8n, G9n, G12o, G15o). G2n, G5p, G7n started to cooperate for treat-
ing/killing/removing actions in different continents. In addition, we observed
that all groups that lost the game in the first round adapted their strategies and
cooperated closer in the subsequent rounds.

Cooperation Tasks: Based on Bernard et al.’s [3] model we identified divisible,
disjunctive and conjunctive cooperation tasks.

Divisible Tasks: The tasks that can be divided between players in one team, and
then integrated together. The example of the scenarios of our games, we found
one player from (G2n, G9n, G10o, G11o, G12o) moved to different continents
to kill gangsters/remove cubes in their responsible continents in order to avoid
the cubes in the storage from running out.
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Disjunctive Tasks: The tasks that the players completed by assigning more
responsibility to one person who has more potential than the other. For our
game, we found that in the game with special ability mode, 11 of 15 groups
implemented this strategy by using the concept of disjunctive tasks.

Conjunctive Tasks: The tasks that require everyone to contribute unique pieces
to a puzzle. The conjunctive tasks only succeed when all members succeed. One
such scenario involves sharing card action. We found that the players (G1p, G7n,
G12o, G14o, G15o) tried to share their cards but did not succeed while (G2n,
G9n) were able to use this action.

4.4 Premise and Cooperation

To analyze the effect of game premise on players’ cooperation, we asked specific
questions related to the dramatic elements in the interviews as well as observed
cooperation behaviours of players during the gameplay. The difference among
three versions are game premise, roles, and special abilities.

Positive Premise: 7 of 10 participants like a positive game premise while 3 of
10 participants (P5, P6, P11) mentioned that the premise did not affect their
feelings. P7, P8 and P12 highlighted that they enjoyed playing hero, especially
when using special abilities. P11 did not feel related to the game as there was
no personal relation with the cites. G6 referred to keywords related to game
premise when cooperated and mentioned that they feel proud to be a team of
heroes. Additionally, G1, G3 and G6 showed more engaged discussions in urgent
situations (e.g., when the Epidemic card has been drawn) than groups from other
conditions.

Negative Premise: 8 of 10 like a negative role. 4 subjects (P4, P13, P16, P17)
mentioned a higher sense of achievement. P4, P16, P17 stated they could take a
role they cannot take in real-life, but they do not need to handle the consequences
of their moral decisions. Also, P16 mentioned that the negative actions was more
exciting. Although, P3, P17, P18, P25 liked the negative premise, they preferred
to play a positive role. P15, P25, P26 feel related to the cities on the map.
P16, P14 were excited to cooperate as gangsters. G2, G7 like cooperative special
abilities. Especially “Corrupted politician” and “Killer” were stated as powerful
and helpful.

Neutral Premise: 7 of 10 participants liked a neutral game premise. Due to this
version has an abstract premise, we asked more specific questions to ensure that
the players gave opinions based on the game premise and not the gameplay.
We asked the players to choose among different roles which are, hero, gangster
or being neutral. Only P20 preferred to play with positive premise while (P23,
P24, P27, P28, P29, P30) preferred to play an abstract role, since it allows for
imagination (P23, P30). P30 also stated, that players just focus on completing
the game mission. In contrast to other conditions, G10, G11, G15 used abstract
terms to describe their cooperation actions. Further, they mentioned to focus
on finding cooperation strategies without concerning the name of actions or the
background story.
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5 Discussion

All participants perceived the game as enjoyable. This is fully supported by
the moderate PENS ratings, as well as by many positive comments. Further,
the comparable number of turns and winnings indicate that the conditions were
comparable and that premise did not affected performance. We identified differ-
ent cooperative approaches for planning and decision making during gameplay.
The players performed divisible, disjunctive and conjunctive cooperative tasks in
all conditions, indicating that our game design was successive. Also, the results
from the interviews show that all three game versions received positive feedback
regarding to the game premise. All subjects agree that the premises fits well with
the gameplay. Even though, the results from PENS show that negative premise
has the highest ratings for relatedness and competence, most subjects stated
that they preferred to play a positive role. The reasons mentioned were related
to guiltiness and responsibility for actions. However, subjects from the neutral
condition responded that they preferred an abstract role (neutral premise) as it
frees space up for imagination and allows to focused on the gameplay itself as
well as for exploration of different cooperation strategies.

The results from PENS show that the game premise impacts the pX on
relatedness and competence. As the Pearson correlation between gender and
PENS shows, females felt more competent and related than males. The negative
game version makes players feel most connected with the game and the team
members. This is also underpinned by the statements from the interviews where
the participants mentioned to be more excited in by the negative premise. The
logs show a higher number of share actions in the negative condition, indicating
that the negative premise was most effective at fostering cooperative activities.
However, there were only 11 share actions in total. Thus these results needs to
be interpreted with caution. With special abilities we observe a similar trend,
however the data failed to reach significance.

Negative premise showed highest ratings on competence. This is inline with
the qualitative results. The participants in negative version mentioned that the
goal (eliminating bosses) and actions (killing) provided a high sense of achieve-
ment while in positive condition they felt more responsible for the consequence of
their mistakes (i.e., failed to save the world). Similarly, participants who played
the neutral version mentioned that winning the game had no meaning for them
since the game has no context.In contrast, in the positive version, the partic-
ipants perceived more competence than the neutral groups. In the interviews,
some participants stated to feel proud of being heroes.

Our results suggest, that premise has a significant impact on player experi-
ence and player cooperation. This can be operationalized in game design in order
to achieve specific needs of satisfaction or particular cooperative activities.

6 Limitations and Future Work

Although our study shows main effects of premise on player experience and coop-
eration, we could not identify any specific patterns between the game premise



Exploring the Effect of Game Premise in Cooperative Digital Board Games 225

and cooperation strategies. In the future we aim to link how different types of
premise can foster specific cooperation patterns and actions considering demo-
graphic factors. Further, we asked the participants how they liked their respec-
tive premise. These statements are biased by the exposure to the game itself.
Future work should investigate unbiased opinions on premise design in coopera-
tive games. Due to small sample size and different distribution of gender in the
conditions our findings are not conclusive. Also personality traits were neglected
in this study. Future work will investigate how different personalities can be
addressed by premise.

However, the results suggest that premise is an easy to use and effective design
option to enforce cooperation. This can be useful for game designer, especially
improving the engagement of players in serious games. Future research should
investigate more specific types of premises and validate these findings in con-
junction with learning mechanics in the context of serious games.

7 Conclusion

Game premises are deeply anchored into game design. However, so far their
impact on player experience and how the players’ role affects cooperation in
games is under-investigated. We argue, that the framing of players’ actions is a
simple and effective way to operationalize involvement and sense of competence
as well as to push players towards specific cooperation tasks. In this paper,
we report on a study that investigates the effect of game premises on player
experience and cooperation in a cooperative turn-based game. From our results,
we conclude that the game premises can changes players’ relatedness and per-
ceived competence in a cooperative game setting. Although a positive role is
more attractive in the first place, an antagonistic roles allow a deeper discussion
with the game’s content. On the other hand, abstract designs with a neutral
premise fosters exploration and creativity, however the meaning of the players’
actions becomes attenuated. Moreover, our results show that negative roles foster
a closer cooperation. Our game design suggest that cooperative games can easily
be reframed to positive, negative and neutral premises by defining the respec-
tive goals and phrasing of the game mechanics. Designers should consider these
options in the development of cooperative games to emphasize the players’ role
and the relation with the game content. These findings should help researchers
and designers to organize the motivational aspects of game premises and provide
a starting point for a taxonomy.
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14. Kivikangas, J.M., Kätsyri, J., Järvelä, S., Ravaja, N.: Gender differences in emo-
tional responses to cooperative and competitive game play. PloS one 9(7), e100318
(2014)

15. Krause, M., Takhtamysheva, A., Wittstock, M., Malaka, R.: Frontiers of a
paradigm: exploring human computation with digital games. In: Proceedings of
the Acm Sigkdd Workshop on Human Computation, pp. 22–25. ACM (2010)

16. Liebrand, W.B., Jansen, R.W., Rijken, V.M., Suhre, C.J.: Might over morality:
social values and the perception of other players in experimental games. J. Exp. Soc.
Psychol. 22(3), 203–215 (1986). https://doi.org/10.1016/0022-1031(86)90024-7

17. Malaka, R.: How computer games can improve your health and fitness. In: Göbel,
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27. Wendel, V., Gutjahr, M., Göbel, S., Steinmetz, R.: Designing collaborative mul-
tiplayer serious games: escape from wilson island-a multiplayer 3d serious game
for collaborative learning in teams. Educ. Inf. Technol. (2013). https://doi.org/10.
1007/s10639-012-9244-6

28. Leacock, M.: Pandemic. Z-Man Games, Board game (2008)
29. Zagal, J.P., Rick, J., Hsi, I.: Collaborative games: lessons learned from board games.

Simul. Gaming (2006). https://doi.org/10.1177/1046878105282279

https://doi.org/10.1109/CTS.2013.6567257
https://doi.org/10.1109/CTS.2013.6567257
https://doi.org/10.1089/cyber.2012.0235
https://doi.org/10.1089/cyber.2012.0235
https://doi.org/10.1007/s10639-012-9244-6
https://doi.org/10.1007/s10639-012-9244-6
https://doi.org/10.1177/1046878105282279


Procedural Content Generation
in Competitive Multiplayer

Platform Games

Georg Volkmar(B), Nikolas Mählmann, and Rainer Malaka
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Abstract. Procedural content generation (PCG) techniques have
become increasingly established over the years in the context of video
games. In terms of generating level layouts, PCG has proven to be a
cost-efficient alternative to handcrafted design processes. However, pre-
vious research is mostly concerned with singleplayer experiences only.
Since multiplayer games differ strongly in regards to the requirements
that have to be met by map layouts, we addressed the following question:
Which PCG approaches are suited best to ensure qualities relevant in the
area of level creation for competitive multiplayer platform games? We
conclude that a combination of constructive and grammar-based meth-
ods serves as a viable solution. We developed a PCG prototype which
was integrated into a competitive platform game. Results of a user study
indicate that a constructive-grammar PCG algorithm can be used to
generate map layouts that are perceived to be fun and compelling.

Keywords: Game design · Procedural content generation ·
Multiplayer platform games

1 Introduction

In recent years, the use of procedural content generation (PCG)1 has risen in
popularity, especially in the context of video game content generation [7]. PCG
has become highly attractive for game development studios in terms of cost-
efficiency since it offers a more time- and money-saving alternative [5]. Various
elements of video games are suited to be generated procedurally. One established
application domain in the field of video game related PCG is the construction
of levels for platform games such as Super Mario Bros. [15,19]. However, previ-
ous research heavily focused on the utilization of such methods for singleplayer
experiences. Since multiplayer games differ immensely in terms of structure and

1 In the domain of games, procedural content generation can be defined as “the algo-
rithmical creation of game content with limited or indirect user input.” [20].
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gameplay, it is questionable whether these established methods can be applied
without alteration. Thus, the first problem addressed in this paper is concerned
with the identification of quality requirements for procedurally generated mul-
tiplayer platform maps. Additionally, we review a number of various commonly
used PCG techniques in terms of suitability to satisfy these demands. Aside from
covering the technical aspects of PCG-based level generation, we have to bear
in mind, that games are ultimately developed to be enjoyable forms of enter-
tainment. Though it has been shown that PCG can lead to higher replayability
and new forms of gameplay [18], it remains unclear if an entertaining experi-
ence can be provided in the context of competitive multiplayer platform games.
Therefore, we evaluate whether procedurally generated maps provide a satisfy-
ing player experience. This paper is a contribution to the research domain of
procedural content generation and the empiric validation of PCG methods.

2 Identification of Quality Requirements

In this section, we compile a list of quality requirements that have to be met for
the generator to be a viable solution. How to evaluate the quality of video games
in a standardized way is a topic of debate as the consumption of games is highly
subjective leading to different preferences based on personality and experience
[10]. However, literature in the domain of video game design has brought up a
variety of quality criteria that can be considered when evaluating games [1,2,6,
8,13,14]. For the purpose of evaluating the quality of the procedurally generated
maps used in a multiplayer platform game, we have derived a number of criteria
from the mentioned literature:

Internal Completeness: In an internally complete game, the player never
reaches a point that leads to compromising gameplay or functionality [6]. For
that purpose, unreachable areas and dead ends2 should be avoided in any case.
This property is especially relevant in a multiplayer scenario since dead ends
might lead to the feeling of unfair level design. Reaching a dead end as one
player might give the opponent a competitive edge and the opportunity to strike
the other player down.

Flow: Traditionally, the concept of Flow describes a mental state of being fully
involved in an activity while the proportion of the task’s challenge to the opera-
tor’s skills is perfectly balanced [3]. In video games, Flow strongly correlates with
immersion and player enjoyment [6,14]. In the context of multiplayer games, an
applicable level generator shouldn’t create obstacles that act as hindrances for
the players and reduce Flow. Therefore, lethal gaps, spikes, traps and the likes
should be used scarcely and gaps should be designed smaller than the maximum
jumping range of players.

Risks and Rewards: Having meaningful and impactful choices spread through-
out a game can increase player enjoyment immensely [6]. To have a positive effect,
2 “A dead end occurs when a player gets stranded in the game and cannot continue

toward the game objective [...]” [6].
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choices need to be designed in proportion to Risks and Rewards. In competitive
platform games, risks can be designed as gaps or spikes whereas rewards typi-
cally take the form of power-ups. Both should be spread over the map in a way
that gives meaning to player choices (e.g. placing a power-up in an area that’s
hard to reach). For multiplayer games, Risks and Rewards face the challenge of
providing a fair distribution of items such as power-ups.

Diversity: As mentioned before, increasing the level of replayability is one core
motivational factor to utilize PCG methods. For this purpose, generated map
layouts should provide a certain Diversity in level structure. For multiplayer
games, this factor gains even more relevance as playing the same or similar map
over and over again would lead to boredom and players using the same tactics
that have proven to work on the map layout.

Performance: According to a recent survey conducted by Electronic Entertain-
ment Design and Research (EEDAR), 72% of the interviewed PC players stated
that reasonable loading times are a key factor when it comes to enjoyment in
playing video games [4]. In multiplayer games, players already spend many sec-
onds or even minutes before the actual game starts by waiting for other players
in a lobby or contents to be downloaded [11]. For the Performance requirement
to be fulfilled, we define a threshold of 15 s, as loading times below that time
span are generally considered “good” [9].

Determinism: Modern games such as Minecraft [12] allow players to share
randomly generated maps with others by providing a seed. For competitive mul-
tiplayer games, Determinism plays a vital role as it allows to repeat a match on a
specific map multiple times, ensuring fairness among all players for tournament-
like game modes.

3 Review of PCG Methods for Level Generation

PCG techniques can be divided into the following categories: optimization, con-
straint satisfaction, grammars, content selection and constructive [18]. Algo-
rithms based on optimization generate content iteratively based on quality eval-
uation. The generative process endures until a sufficient result is achieved [16].
The evaluation can be conducted by humans or the algorithm itself. If con-
ducted by the algorithm, optimization is computationally expensive, especially
if the generated content ought to be playable [21]. Since we have identified Per-
formance as a vital requirement, optimization-based approaches might not be
the perfect solution. Constraint satisfaction requires a level designer to formu-
late properties that a generated map should provide which in turn are fed into
a constraint solver algorithm. This method of content generation has been uti-
lized before to create solvable tile-based mazes [17] and might proof suitable for
multiplayer platformers as well. Content selection describes a method of generat-
ing content by assembling smaller pieces into larger segments. Despite fulfilling
the Performance requirement, it is rather questionable if generated maps will
entail the needed level of Diversity as players might notice repeating patterns
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[18]. Grammars can be used in the context of PCG with the help of produc-
tion rules. If these rules are well defined, content does not require additional
evaluation leading to an increased Performance [18]. Constructive generators
combine building blocks that represent small pieces of content to create levels.
Often, they are tailored to fit a specific game and do not need any additional
evaluation, similar to grammars [18].

4 Prototype Implementation

From reviewing existing literature, we conclude that constraint satisfaction,
grammars and constructive approaches may provide the qualities we identified
as vital in multiplayer platformer levels. For a first prototype, we developed a
constructive-grammar algorithm combining the advantages of both techniques in
Haskell. As a basic principle, the approach described here fills up an empty map
by combining pre-authored building blocks until the area is occupied entirely.
As a starting point, we have defined the following set of building blocks or tiles,
commonly used in platform games: air - players can move freely, border - define
the frame of each level, spike - kill players upon contact, surface - provide plat-
forms for players to stand on and finally any - tiles in an unfinished map that
need to be filled by other types of tiles. With the help of these building blocks,
we have created a standard empty map, consisting of a large area of any tiles,
confined by border tiles. At the bottom, spike tiles are placed to kill players
that fall off the screen. This basic layout served as an initial input for our PCG
algorithm to build a level from. Next up, as the map shall be filled with sets of
tiles, we had to define a collection of building blocks for the generator to choose
from and combine. For this purpose, we have grouped standard tiles into larger
segments that served as building blocks. Combining these blocks randomly can
lead to malformed level structure which is clearly a violation of the Internal
Completeness requirement we identified before. This is where grammars and
production rules come into play. A single rule could be described as follows:
“Building blocks are only to be inserted if they do not overwrite existing tiles
in the process.” While making sure that all rules are respected, the algorithm
integrates building blocks into the map until no insertions can be performed
anymore. As a final step in level generation, power-ups and player-spawns were
spread over the map. Ultimately, the level generator was integrated into a com-
petitive multiplayer game. The structure of the game was kept rather simple,
two players spawn at dedicated positions and aim to hit each other with flying
disks that have to be thrown in the other player’s direction (see Fig. 1).

5 Evaluation

After the development of the constructive-grammar prototype had been con-
cluded, we conducted an evaluation based on quality requirements that were
defined beforehand.
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Fig. 1. Screenshots taken from Diskophoros, which was played in the study.

5.1 Performance Assessment

To get quantitative measures rating performance, we ran the algorithm 1000
times and noted the time individually for each round. Execution times varied
between 0.43 and 6.47 s (M = 0.43) while about 99% of recorded times lie below
3 s. Since we had defined the threshold of operation time as a maximum of 15 s,
we argue that our approach fulfills the Performance requirement sufficiently.

5.2 Explorative Pre-study

To get a first insight regarding the remaining requirements Flow, Risk and
Rewards and Diversity, we conducted a small-scale user study. For this pur-
pose, we integrated the constructive-grammar PCG algorithm into the existing
multiplayer platform game Diskophoros.

Participants. The experiment consisted of two trials in which two subjects
competed against each other. In the first group, two male software developers,
aged 39 and 30 years participated. The second group contained two male stu-
dents, both aged 22 years studying computer science and teaching.

Procedure. Before being exposed to procedurally generated maps, subjects
were playing a test run on handcrafted levels. When they felt comfortable with
the game’s controls and overall gameplay, participants were asked to play on
random maps, created by the constructive-grammar algorithm, for 20 min. Dur-
ing the procedure, the examiner took notes of observations and feedback given
by the players. Ultimately, all subjects filled in a short questionnaire.

Material. The study was conducted using a PC with Windows 10 and stan-
dard game controllers. For data collection, a questionnaire was compiled that
contained questions aimed to examine certain qualities of the game such as
Diversity, Flow, overall impression and wishes for improvements.

Results. Three participants explicitly stated that they liked the game in terms
of Diversity. No subjects mentioned monotony or repetition to be a problem.
All players agreed that the game felt enjoyable and playable. As for suggestions
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for improvement, some pointed out that gaps between platforms were sometimes
too large and that maps felt a little empty. Moreover, players criticized cavities
that emerged in some maps leading to unescapable death traps and a distortion
of Flow. Being asked regarding the collection of power-ups, all subjects agreed
that they didn’t feel like they had to pay extra attention to them and just picked
them up. Hence, Risks and Rewards felt like they were balanced properly.

Discussion. We need to address some limitations of the study and its relia-
bility in general. It is important to note that this user study served as a first
evaluation of the constructive-grammar approach in terms of playability. The
objective of this study was to gather qualitative data in order to collect user
insights that shall help to improve the map generator. It should be taken into
consideration that our study involved a very small sample which is sufficient
to obtain qualitative data but shouldn’t be misinterpreted as a representative
group. Additionally, since only male subjects took part in the study, results are
gender-biased, potentially leading to skewed effects.

6 Conclusion and Future Work

The aim of this paper was to examine the applicability of PCG techniques in the
context of multiplayer platform games under consideration of quality criteria that
are required in this genre. For the purpose of addressing this topic, we identified
a set of quality requirements (Internal Completeness, Flow, Risks and Rewards,
Diversity, Performance and Determinism) and concluded that a combination
of constructive and grammar-based methods have the potential to satisfy those
needs. Furthermore, we investigated if PCG-based levels offer a satisfying player
experience in a competitive multiplayer platform game. To analyze this problem,
we conducted an explorative user study and came to realize that procedurally
generated map layouts can indeed provide a fun and engaging experience for the
players involved.

Concerning future developments, we plan to address the following remaining
issues. Regarding the empiric validation of our approach, we rely on a few heav-
ily gender-biased samples, limiting the reliability of the user study immensely.
On top of that, only qualitative data has been gathered so far. Therefore, we
will conduct another study involving more participants and standardized ques-
tionnaires to compare PCG-based levels with hand-crafted ones.

Acknowledgements. We would like to thank all participants of the study for their
time and effort. This work was partially funded by the EU-project first.stage.
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Abstract. Video game controllers have a high influence factor on play-
ers, as they are responsible for the fun, motivation, and personality of a
game. The organization and arrangement of the buttons are one of the
relevant factors when developing new controllers since they are respon-
sible for serving as an input of actions within the games. This work
presents the construction of a generative design model to support game
designers finding different and innovative layouts of virtual controllers for
their games. The generative design produces many valid designs or solu-
tions instead of one optimized version of a known solution. This solution
was developed by linking genetic algorithms to generate a large number
of layouts and machine learning techniques (SVN) to classify individu-
als between valid and invalid, seeking to facilitate the exploration of the
design space by the designer. The tests performed sought to measure the
variability of the results generated by the proposed model, showing that
several solutions of different controllers with different configurations can
be developed for a game.

Keywords: Generative design · Gamepad · Virtual controller ·
Genetic algorithm · Machine learning

1 Introduction

With the advancement of technology and thanks to its dynamism, touchscreen
devices like smartphones and tablets have also become game controllers: the vir-
tual gamepads. They are dynamic because they have components and devices
such as Bluetooth and wireless, accelerometers, gyroscopes and cameras. These
components may contribute to the development of different forms of interaction
with digital games [2], either in games played on the mobile devices themselves
or in games played on another device. Because these controllers can access device
components by touching the screen and/or by moving and rotating the device,
the buttons on the virtual controller can follow the rules of the game, so it is not
necessary to include several buttons that will not be used during the gameplay.
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Unfortunately, this is not possible in physical controllers, because once the con-
troller has been built, all the buttons will always be available to the user, even if
they have no use in certain games. Each game has a finite number of actions and
interactions that are not necessarily the same as in other games and can vary
between different genres of games, such as action and adventure games; sports
and shooting; race and platform; and even within the same genre of games. These
actions are usually associated with a single button on the controller. Therefore,
there will be a maximum number of buttons required to perform all interactions
in the game. On the other hand, generative design is a promising approach to
solve various aspects related to User Interface [15]. It offers new opportunities
for conception and creation problems in areas such as engineering, architecture,
and design, making it possible, through the use of meta-heuristics, to determine
the layout of UI components, informing only a limited amount of parameters
and producing new and sometimes, unexpected results [15].

Based on all this knowledge, the goal of this work is to develop a tool that can
help game designers to find different and innovative layouts of virtual controllers
for their games, since a virtual controller can be implemented especially for a
specific game, containing only the actions necessary for it. Therefore, it is not
the purpose of this paper to provide layouts for physical video game controllers.
Thus, we defined a generative design model [4], where the designer must tell to
the system what actions the player should be able to perform within the game,
the number of layouts he/she wants the model to deliver as output and how
many iterations the algorithm will perform before constructing these layouts. A
genetic evolution-based approach has been used to generate a huge variety of
layouts and, based on information added to a pre-trained database, the model
can generate and suggest a set of valid controller configurations for the desired
game. A machine learning approach has been applied to filter the most usable and
appropriate set of layouts to be presented to the game designer. This approach
was chosen because the generative design provides a wide range of solutions,
but it is not feasible for the professional to analyze all of them. Based on the
generated and filtered results, the designer will be able to choose which one
suits his/her game and, if necessary, make adjustments and refinements to its
design. A generative design-based solution can be used as a robust starting point
where the results can be refined by software engineers and artists [15]. Therefore,
it is important to point out that this tool is a software that provides creative
support to the designer, the true responsible for the development of the controller
of his/her game.

2 Related Work

In order to help game designers to develop one or more layouts of ideal and
innovative virtual controllers for their games, we sought to find approaches,
techniques, and methodologies that would aid in the process of creating ideas
and supporting the design process. After researching in academic libraries such
as Google Scholar and the ACM library, no results were found on the use of
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Generative Design applied in the area of digital game controllers, so this section
will present works and knowledge that have been served as the basis for the
development of our solution.

Usually, the virtual gamepads follow some rules and are created based on
existing organizational elements in physical controllers, such as the grouping of
directional buttons, the possibility of incorporation of d-pads, the existence of
buttons action, among others. Looking for solutions to support the design process
of game controllers, some researchers have tried to use a set of Design Thinking
techniques, such as a day in the life, empathy map, persona, ideation workshop
and paper prototyping to design a game controller that pleases its players [1].
The developed prototypes have sought to soften and even eliminate the problem
of the lack of tactile feedback in touchscreen devices by using personalized skins
over smartphones. However, although the work relates to this in the way they
look for new solutions that support the design process, no software support
for the design process has been provided. Baldauf et al. [3] has developed four
virtual controllers based on existing controllers configurations. A comparative
laboratory study was conducted where four gamepad smartphone designs were
selected. Each was tested in two popular games: Pac-Man and Super Mario
Bros. The construction of different configurations of virtual controllers for games
is the main relationship between our work and that of the authors, although
our work aims to assist and give creative support to the designer, and not to
create the controller itself. Regarding approaches that use artificial intelligence
techniques to support the design of game controllers, we point out the work
of Torok et al. [14] that deals with the design of adaptive game controllers for
touchscreen devices. Their solution introduces an adaptation that derives the
user’s personal preferences from a series of basic events, such as button presses
or internal gameplay changes. The main disadvantage of this approach is that
the controller layout adaptation takes place during the player interaction time.
At times, many changes on the fly to the controller layout may confuse the
player, but on the other hand, this can be used by the designer as a way of
adding different levels of difficulty to their game. Our work bears similarities to
the work of Torok et al. [14], mainly in the quest to find solutions for virtual
controllers. However, his work builds the solutions in interaction time, while this
work produces them in time of design.

In his work, Krish [8] proposes a Computer-Aided Design (CAD) Genera-
tive Design model suitable for complex multi-criteria design problems in which
important performance criteria are incomputable. This method is based on the
construction of a genotyping project within a parametric CAD system based on
history and then its parameters undergo random variations within predefined
limits to generate a set of distinct projects. After the designs are generated,
they are filtered through multiple constraint envelopes, representing geometric
feasibility, manufacturability, cost, and other performance-related constraints,
thus reducing the design space in a smaller, feasible design space, represented
by a set of different designs.
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By contrast, many of the technologies that masquerade as generative design
such as topology optimization, lattice optimization, parametric optimization or
similar technologies are focused on improving a preexisting design, not creating
new design possibilities as in the generative design. The confusion arises because
the inputs to generative design are similar to the inputs to many optimiza-
tion tools. However, generative design produces many valid designs or solutions
instead of one optimized version of a known solution. Genetic Algorithms are
metaheuristic methods inspired by natural selection [5] and are unquestionably
the most dominant in computational design exploration [8].

3 Methodology and Implementation

The architecture of the proposed model consists of three stages: parameter spec-
ification, exploring the design space (by the genetic algorithm) and filtering the
most relevant solutions (by machine learning). In the first part, the user - a
game designer - informs the model of the essential parameters for the creation
of layouts that will be given as results. The model, in its current state, receives
the following parameters: the number of buttons, the actions that these buttons
execute within the game, the number of layouts that should be generated by the
model and the number of iterations it should run. The second part is respon-
sible for creating layouts based on the parameters entered by the user. These
layouts will be randomly defined at the beginning of the model execution, pass
through genetic operators, will be evaluated by a fitness function and some of
the selected individuals will generate the next population. The algorithm will
perform these operations n times, where n is the number of iterations defined
by the designer. At the end of the iterations, the final set of layouts, also called
the final population, will be defined. Many individuals may be produced at this
time. The third and last part of the model was precisely defined so that it was
possible to present to the designer just those who had some use for him/her.
Therefore, the machine learning Support Vector Machine (SVM) algorithm was
used to classify individuals between valid and invalid, separating them so the
user could analyze a smaller range of results.

The solution development was done using the Java-based language called
‘Processing’ [11], highly recommended in the generative design community
because it is a free, easy-to-use and flexible software sketchbook and language.
Figure 1 illustrates the pipeline of the proposed generative design model which
is detailed in the following subsections.

3.1 Input Parameters

In order to start the model’s development, it was necessary to carry out a pre-
vious study on games, their styles and the ways of controlling them. It is said
by Rogers [12] that all games fit into a previously established genre, and a game
can fit into one or more genres, where one is dominant. An example is the game
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Fig. 1. The proposed generative design model pipeline.

The Last of Us [10] released for PlayStation3 and remastered for PlayStation4,
classified as an action game containing features of a puzzle and shooting game.

To classify a game in a given genre, it must be possible to perform some
specific actions during gameplay. For example, one of the genres that a game
can be classified is the “Platform” genre. In Platform games, the player must be
able to perform the actions “walk”, “run”, “jump” and “act”, the latter being a
variable determined by the game designer, such as throwing an item, triggering
a device or performing a hit.

With the knowledge about game genres, it was possible to list the actions
that can be performed within them. These actions - from moving to pausing a
game - are the first input parameters that the designer must inform the model.
Other defined parameter is related to the genetic algorithm: population size and
the number of iterations.

3.2 Exploring the Design Space

In order to explore the design space for the creation of virtual controllers, we
used a genetic algorithm. To understand the logic of the system, it is necessary to
understand some terms, such as ‘population’, ‘individual’, ‘fitness’ and ‘roulette’.
A population consists of two or more individuals, while an individual consists
of a set of configurations of a controller. By controller configuration, we are
talking about a layout and its components, such as the number of buttons,
button types, button classifications and their positions (X and Y axes) on the
screen. For the development of the system, some data structures were defined. In
the data structure associated with each individual, we define three arrays called
chromosomes, and each of them stores essential information for the creation of
individuals:

– chromosomeX: contains the X-axis positions of all buttons requested by the
designer;

– chromosomeY: contains the Y-axis positions of the buttons;
– classification: contains the classification of the button (the role that such

button assumes within a control, what action it assumes).
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The most basic button classes defined in the model are presented in Table 1.

Table 1. Basic button classes and actions.

Classes Buttons

Directional buttons Up Down Left Right

Action buttons Jump Shoot Run Defend

Extra buttons L1 L2 R1 R2

System buttons Start Select – –

The size of the chromosomes is defined at the beginning of the process, when
the user informs the number of buttons that the controller should have, making
it possible to perform the actions within the game. In addition to these three
vectors, each individual also carries some attributes:

– fitness: a numerical value responsible for representing how apt an individual
is to follow to a new population;

– fitnessPercent: the fitness value represented in percentage;
– rouletteTrack: the range that the individual holds over the roulette of indi-

viduals’ selection. This will be detailed later.

When an individual is created, the position chromosomes containing the X
and Y positions of the buttons are filled with random values, causing each button
to assume a random position within the controller area and the classification
chromosome is filled with labels for the actions listed on Table 1. The value of
the fitness attribute is defined by the fitness that an individual has to maintain
in the next generations of the algorithm. Let L be a layout candidate, i.e., an
individual in the population, with n buttons. Let bx and by be two arrays that
store, respectively, the x and y coordinates of each button i, 0 ≤ i < n. Moreover,
let us define bt as an array that identifies the type or class of a given button i.
The objective function that defines the fitness value of a layout L is given by:

f(bx, by, bt) =
n−1∑

i=0

n−1∑

j=i+1

[(
1 − δ(bti, btj)

l
dist(bxi, byi, bxj , byj)

)

+ αδ(bti, btj)
(

1
1 + dist(bxi, byi, bxj , byj)

)]
(1)

where δ(bti, btj) is 1 if buttons i and j belong to the same class and 0 if they
are in different classes. The Euclidean distance between two buttons is given by
dist(bxi, byi, bxj , byj), l =

√
(w+h) is a normalization factor, where w and h are

the width and height of the layout, and α is a weight. In our model, we set the
α value as six. The first term in the sum is responsible for creating a separation
between buttons from different classes, and the second term tries to approximate
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buttons in the same class. Having defined a fitness value for the individual, the
percentage relative to his fitness is calculated and, according to it, the roulet-
teTrack is defined. The roulette is a technique of selecting individuals. Through
it, all individuals have attached to them a range of a roulette wheel, this range
is defined based on their fitness: individuals with higher fitness values will have
larger range bands in it, thus having a greater chance of being selected to be
part of the new population. Although individuals with lower fitness scores have
smaller roulette intervals, they still have a chance of being selected to partici-
pate in the new population, causing diversity among individuals. Determining
the roulette tracks for each individual is done using the fitnessPercent value
to assign the ranges: (1) the first step is to sort the population in ascending
order using the fitnessPercent values; (2) after that, each individual is linked to
a roulette track - the first receives the initial range, which ranges from zero to
his fitnessPercent. The next individual will go from the fitnessPercent value of
the previous individual to the sum of this value with their percentage; (3) until
100% of the roulette wheel is distributed. With fitness and fitnessPercent values
calculated and having defined the ranges of roulette that each individual pos-
sesses, the execution of the genetic operations are triggered. By the number of
iterations required, the following steps will be performed: (1) a new population
is defined; (2) for each individual in the population, a value between 0 and 100%
will be drawn. The individual whose track in the roulette contains such value
will be selected to undergo the following operations; (3) mutation operators may
be triggered to modify the individual; (4) the individual will be added in this
new population and old individuals will be removed.

In this work, we did not use any Crossover operators. Instead, we used two
mutation operators with 50% probability of a mutation type 1 to occur, while
the probability of a mutation type 2 occurring is 80%. The first mutation is
responsible for changing the position of any button within the generated layout.
This operation calculates an offset vector in any direction and moves the button
to a maximum distance of 100 pixels from its original position. The second
mutation is responsible for exchanging the position of one or more buttons with
other buttons on the same layout - for example, the directional button ‘up’
exchanges its position with the ‘jump’ action button.

Finally, it is necessary to check if there is no collision between the buttons,
that is if one button does not overlap another within a layout. At the end of n
iterations, the final population will be defined and can proceed to the next step:
filtering the design space using the Support Vector Machine (SVM) algorithm.

3.3 Filtering the Design Space

The search for a solution that applied labels to the results given by the genetic
solution was necessary because evaluating all the generated layouts is a tiresome
task and the objective function used in the genetic algorithm does not capture
all aspects of good design. This was a strategy used to keep the originality
and variability of the individuals generated. By embedding too much rules and
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constraints in the objective function we could drastically reduce the variability
of the individuals.

Each button in a controller carries with it a semantics that gives a meaning
to its presence in the layout. An ‘up’ directional button is expected to be posi-
tioned above the other directional buttons, which makes the interaction between
player and controller more dynamic, easy, and intuitive. Thus, the classification
of individuals from different populations was performed considering the posi-
tion of the buttons in the controller area, the groupings between them and the
distances between the buttons of the same class - directional, action or system
buttons. This knowledge, orginated in the designer rationale, is learned by the
Support Vector Machine (SVM) classifier during the training set.

Based on a previously trained database (training set), the SVM algorithm can
classify other databases (test set), automating the process of selecting individu-
als. For the model, two classifications are made: valid individuals and invalid indi-
viduals. The first are those that may be chosen by the designer as candidates for
game controller configurations, given the position of the buttons in the controller
area, while the second classification is formed by layouts that do not represent
configurations that can be used by the final user. After that, the model displays
the results for the designer, separating them according to the classification that
the SVM has produced. To training the dataset to classify three-button layouts,
301 individuals were labeled manually by a designer, where 150 were labeled
‘valid’ and 151 as ‘invalid’. The SVM training resulted in correct classification
of 259 individuals, 86.05% of the entire population. Another population with
306 individuals were manually classified to construct the dataset responsible for
classifying controllers configurations with nine buttons. From that, 131 individ-
uals were classified as ‘valid’ and 175 as ‘invalid’. At this case, 273 individuals
were correctly classified, corresponding to 89.21% of the settings.

4 Tests and Results

The experiments were carried out to find out if there is any relation between
the number of iterations and the number of valid individuals generated by the
model and, in addition, to measure the variability of the results. It is important
that the model provides a range of useful results for the designer and that the
layouts are not all similar to each other.

First, it was necessary to define which genre of games we will generate the
layouts of the controllers. We assume that the game designer wants to build
virtual controllers for games of the platform genre, where some specific actions
must be made available to be executed in it. One of the controllers should have
only three buttons: two directional buttons (left and right) and one action but-
ton (jump) and another controller setting should have nine buttons: the four
directional buttons (up, down, right and left), four other action buttons (jump,
shoot, defend and run) and a system button (start). After chosing the configura-
tions as a function of the number of buttons we define the number of iterations
of the evolutionary algorithm and the number of individuals in the final pop-
ulation. Ten different types of iterations were defined: 1000, 2000, 3000, up to
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10,000 iterations. The number of individuals was established as 1000, 2000 and
3000 individuals for each controller configuration with three and nine buttons. A
total of 60 populations were obtained. After creating all the settings, each popu-
lation was submitted to the evaluations of the SVM classifier that, according to
a previously trained database, classifies each layout between ‘valid’ or ‘invalid’.
In this case, specific classification databases were used for three and nine buttons
(Fig. 2).

Fig. 2. Samples of layouts with three buttons classified as ‘valid’ (first row) and invalid
(second row).

4.1 Variability of Layouts

The variability implies the diversity of results so that it is possible to test several
valid configurations and to find those that better suit the designer’s need to
create an ideal controller for his game. That said, we seek to find a solution that
can group similar layouts to make it possible to measure the variability of the
valid results generated. The K-means [7] clustering algorithm proved to be a
possible solution to our problem because it is an algorithm that partitions data
into clusters. The K-means clustering algorithm is a commonly used method
for automatically partitioning a data set into k groups [16]. The purpose of
data grouping is to discover the natural grouping of a set of patterns, points
or objects so that it is possible to do analyzes and absorb knowledge intrinsic
to the data [7]. The more traditional definition of this technique is not able
to determine the ideal number of clusters, and it is necessary to previously
inform the number of clusters that it is desired to separate the data. To define
the number of clusters and find the number of clusters that might be ideal for
measuring the variability of results, we use a K-means extension that uses the
Bayesian Information Criterion (BIC) [6]. It is based in part on the likelihood
function and can be used to compare models with different parametrizations,
with different number of components, or both. Therefore, we use this technique
to find the ideal number of clusters and, finally, to separate layouts into similar
clusters. As an input to the algorithm, we provide a CSV file containing the
positions on the x and y axes of each button, concatenated with the distances
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between each of the buttons. The algorithm performs clustering and organizes
layouts that have been output by the machine learning classifier. It has been
observed that both the number of clusters and the number of valid individuals
oscillate when the number of iterations varies for each population. This can be
explained in part by the fact that the objective function is not able to capture
all aspects of a good layout, so this result justifies the use of machine learning to
help the designer identify a good design. The stochastic nature of the selection
of the individuals can propagate, albeit less likely, individuals with low fitness
for subsequent generations, which can then be wrongly classified as valid by the
SVM since the technique does not guarantee 100% accuracy in the classification
of individuals. One measure that can help us understand the nature of the layout
generation process is the ratio between the number of clusters and the number
of valid individuals. The largest the ratio, the more efficient is the process is
in creating variability inside a group of high quality individuals. As we stated
earlier, we are interested in presenting a range of results that are distinct from
each other to the end-user. Figure 3 graphically illustrates the calculated ratios
in each population created by the model. Analyzing the graphs, we can see that,
in most cases, the ratio of clusters by valid individuals is higher in the population
of 1000 individuals. This happens in all two configurations containing different
amounts of buttons, except in the following iterations: iteration 4000 in layouts
with three buttons; iterations 4000, 6000, 7000, and 10,000 in the layouts with
nine buttons. As this behavior occurred in a few cases, most likely caused by the
randomness of the genetic algorithm when generating and selecting individuals,
we realized that a population with 1000 individuals is sufficient to generate sets
of valid individuals with greater variability.

Fig. 3. Graphical representation of the value of the ratio between the number of clusters
and the number of individuals classified as valid in a population of 1000, 2000 and 3000
individuals - layouts containing three (on the left) and nine (on the right) buttons.

Figure 4 shows examples of layouts generated by the model and grouped into
certain clusters (smaller figures) and its potential layout proposed by a designer
(bigger figure) after analyzing those results. At the end of the tests, we look for
other designers’ opinions about the ‘ideal layouts’ constructed after analyzing
the model outputs. Five game designers, four male and one female, aged 18–30
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years analyzed the four candidate layouts. Those designers have between one and
five years of experience with game design. The layouts were presented to them
on a smartphone ASUS Zenfone 3 Zoom with a 5.5-inch screen. Their opinion
was requested about those layouts, asking them to consider the arrangement
and grouping of the buttons in the virtual controller area. In short, the layouts
that separated the directional buttons into two groups divided opinions among
the designers. The position of the action button in the three-button settings has
been reported as too far away, making it difficult to combine with other actions.
There were also comments on the user’s finger range and button height.

Fig. 4. Layouts with different semantic values inserted in the same cluster because of
geometric proximity.

5 Conclusion and Future Work

In this work, we addressed the problem of assisting a game designer in the process
of creating different gamepad layouts using generative design. The main contri-
bution of this work is a generative design pipeline for gamepad design based on
evolutionary algorithms and machine learning techniques. The evolution algo-
rithm is responsible for creating a large number of gamepad configurations based
on the inputs provided by the user: the number of layouts to be generated, the
number of iterations to be executed, quantity, and type of buttons that should be
present in the final layout. After execution, the model outputs the exact number
of layouts requested by the user. As this is generally a large number, it becomes
impractical for the designer to analyze them all. As certainly many of these will
be discarded by him because video game controllers must respect some organi-
zational rules, we a Support Vector Machine classifier to divide individuals as
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‘valid’ or ‘invalid’. In addition, we propose a way of measuring the variability
of the candidate solutions using an extended version of the K-means algorithm,
which can automatically determine the number of clusters in the group of indi-
viduals. Static database training can be seen as a limitation. Since the data that
fed the training base of the SVM classifier have been classified only once, the
outputs of the generative design model are, to a certain extent, restricted to
those that the classifier knows to be valid or not. In future works we intend to
implement a self-feeding of the classifier training base so that it is possible to
further increase the variety of results that can be classified as valid. Regarding
the analysis of the variability of layouts, the technique used may erroneously
group some layouts of controllers in the same cluster, as shown in Fig. 5. This
occurs because the K-means algorithm does not interpret the semantics present
in videogame controllers since it analyzes only the positions of the buttons within
the controller’s layout space. In this case, the layouts placed in the same clus-
ter are very similar when considering the positioning of the buttons within the
gamepad area, but in the context of the player experience they are very differ-
ent, and that can generate a high cognitive effort on the part of the user when
trying to perform actions within a game. Looking to address this issue, in future
work, we intend to apply techniques such as graph matching approaches [9] or
computational vision-based techniques (e.g image subtraction) [13], to improve
the way we can measure variability of the solution.

Fig. 5. Individuals inserted in the same cluster, however these layouts are not similar
because they have buttons with different semantics.
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Abstract. Asymmetric games rely on players taking on different game-
play roles, often with associated different views of the game world and
different input modalities. This asymmetry can lead to difficulties in
establishing common referents as players collaborate. To explore commu-
nication and group awareness in asymmetric games, we present a novel
asymmetric game, combining a tablet presenting a 2D top-down view and
a virtual reality headset providing an immersive 3D view of the game-
world. We demonstrate how communication can be afforded between the
two types of views via interaction techniques supporting deixis, shared
reference, and awareness. These techniques are bi-directional, enabling
an equitable collaboration. A pilot study has shown that players adapt
well to the system’s two roles, and find the collaborative interaction tech-
niques to be effective.

Keywords: Game design · Asymmetric games · Virtual reality

1 Introduction

Modern computer hardware affords a wealth of new styles of gaming. An emerg-
ing style is asymmetric games, where cooperating players take on different roles,
sometimes using different forms of interaction, different hardware, and different
views of the game world. For example, in Maze Commander, two players col-
laborate to traverse a dangerous maze [20]. One player can see the entire maze,
using a virtual reality headset, but cannot navigate. The other sees only a small
part of the maze, represented by connected Sifteo Cubes, and can manipulate
the cubes to move the avatar. The key behind this game is that each player’s
views and interaction affordances support part of the gameplay task, and the
players must cooperate closely to win the game.
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Fig. 1. The Our Virtual Home game: One player decorates a house on a large tablet
device and the other uses immersive VR to assess the result.

Asymmetric games frequently require players to engage in tightly-coupled
collaboration [10], despite having often radically different ways of interacting
with the game. Such collaboration can be difficult if players have different views
of the game world. Players may lack consistent frames of reference, and may
have difficulty understanding what the other player can see.

In this paper, we explore the problems of group awareness and communica-
tion in asymmetric games. Through Our Virtual Home, a novel house decoration
mini-game (Fig. 1), we show examples of potential breakdown in collaboration.
Our Virtual Home combines a large 2D touch tablet and a VR headset, enabling
tablet players to view and position furniture in a house while a VR player
explores how the furniture will appear to people. This mini-game is inspired
by the house decoration features found in games as varied as Bethesda’s The
Elder Scrolls V: Skyrim and Microsoft’s Minecraft.

This choice of hardware is based on the strengths of the tablet and VR head-
set devices used. Tablets naturally support planning around 2D representations
of physical space such as maps and architectural plans. Example applications
support design of interior spaces [13], exploration for oil and gas [22], emergency
response planning [4], and determining routes for military vehicles through hos-
tile terrain [3]. However, some situations require a full understanding of the space
represented in the map or plan, and in such cases, a top-down 2D view may not
be sufficient. For example, when arranging furniture in a room, it is necessary
to have a realistic perception of depth and distance to create an aesthetic and
enjoyable space [14]. Adding the use of a VR headset, however, seriously com-
promises group awareness. The player using the headset cannot see where tablet
player is looking or pointing, and may not see when the tablet player is moving
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Fig. 2. Examples of how asymmetric games can provide players with differing perspec-
tives on the gameworld and different input modalities supported by different hardware.

furniture. To address this problem, Our Virtual Home provides a novel set of
collaborative widgets supporting communication between tablet and VR players.

3D views can help with such tasks by presenting the space directly to the
player. For this reason, many commercial games combine immersive first-person
views with an additional top-down view for establishing context. For example,
Activision’s Call of Duty game provides a first-person 3D view of the scene,
augmented by an inset 2D “minimap” providing a top-down view. However,
switching between views can be cognitively demanding, leading players not to
take full advantage of all available perspectives [27].

Recent advances in virtual reality (VR) technology have made immersive
views of 3D spaces widely available. Immersive VR goes beyond the desktop by
providing stereoscopic 3D views that can be explored using natural movements.
Compared to desktop computers, VR headsets have been found to provide a
more accurate sense of distance [19], support spatial cognition through the use
of natural head movements [18] and provide a more satisfactory experience [21].

This paper makes two contributions. First, we illustrate a novel combination
of a large tablet device with a VR headset in an asymmetric game. Second, we
show how communication and group awareness can be supported despite the
different perspectives of tablet and VR players.

2 Related Work

Asymmetric games provide players with different roles, possibly providing differ-
ent perspectives on the game world, and possibly using different hardware. For
example, in Frozen Treasure Hunter, two players attempt to capture trophies
while being attacked by snowball-wielding enemies [29]. The players coopera-
tively control a single avatar, where one moves the avatar by pedaling a bicycle,
and the other swats away the snowballs by swinging a Wii Remote. Asymmet-
ric games allow players to experience a variety of gameplay, allow people with
different interests to play together, and provide a form of game balancing by
allowing people to choose a role that plays to their strengths [11].

Figure 2 lists examples of asymmetric games. In the simplest case, games
such as Riot Games’ League of Legends and Blizzard’s World of Warcraft allow
players to take on different roles in games (character classes), while sharing the
same hardware and same perspective on the game’s action. As described earlier,
Frozen Treasure Hunter is an example of a game where players share the same
third person view of their avatar, while playing different roles using different
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hardware (Wii Remote vs bicycle.) Several commercial games have explored the
provision of different perspectives to different players. Unknown World Enter-
tainment’s Natural Selection, S2 Games’ Savage: The Battle for Newerth, and
Iceberg Interactive’s Nuclear Dawn all involve a player in a commander’s role,
using a real-time strategy interface to direct players on the ground who play as
individual units.

A more radical form of asymmetric games offers players different playstyles
involving both different perspectives on the gameworld and different hardware
interfaces to the game. For example, Beam Me ‘Round Scotty! allows one player
to use a game controller and PC to guide an avatar through a level, while the
other player uses a touch tablet to enable special effects that aid the player [10].
Similarly, in Tabula Rasa, one player uses a standard PC and game controller
to navigate platformer levels, while the other player uses a digital tabletop to
create and modify these levels on the fly [7]. This form of asymmetric game-
play allows interesting forms of collaboration, where players are responsible for
different parts of the gameplay task (e.g., building a level vs playing it). The
differing visual perspectives allow players to see the gameworld in ways that are
appropriate to their tasks, and the different input modalities are customized to
the tasks the players perform (e.g., touch to build a level, controller to navigate
it).

Research outside the realm of gaming has shown how collaborative tasks
require people to perceive and manipulate physical spaces, and how these tasks
can benefit from a system in which some users manipulate the space using a
top-down view while others are immersed in the space using a VR headset. This
form of work has been termed mixed-space collaboration [8,17,24]. For example,
when designing the layout of an apartment, architects draw the floor plan from
a top-down perspective and also draw sketches of the space from a first person
perspective [13]. The floor plan is useful for exploring spatial constraints and
helps the architect to share design decisions with other stakeholders. The first-
person sketches help with perception of volumes and of the space’s look and feel.
In military route planning, officers collaboratively plan how their troops will
travel through hostile terrain via discussion over a large map [3]. To plan safe
routes, commanders determine the visibility of units along the road, from multi-
ple strategic points. A first-person view can help assess the potential of ambush
of units following a proposed route. The common element between these collab-
orative tasks is that planning and design is discussed using a top-down overview
of the space, while specific features are verified at a human scale. Top-down
views are used to arrange elements, to resolve spatial constraints and to obtain
an overview of the space. Conversely, a first-person view helps in understanding
distances, volumes and sightlines. Work benefiting from these two perspectives
is referred to as mixed-space collaboration.

The benefit of 2D and 3D perspectives on design tasks was identified as early
as 1997 in a modeling interface combining both perspectives [5]. More recently,
systems have explored the combined use of a virtual reality headset with a tra-
ditional desktop PC display. One user is immersed in the space with the head-
set while the other controls an overview of the space on a screen. Systems have
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Fig. 3. Interaction techniques used in Our Virtual Home to support bi-directional
collaboration between tablet and VR players.

been created for search and rescue [1,23], authoring of virtual environments [12],
guided navigation [26], and exploring museum exhibits [25]. This decomposition
has been shown to improve efficiency in searching and traveling tasks [8,30].

A central problem in systems mixing touch tablets and virtual reality is that
the hardware can block communication between the two types of players. The
virtual reality headset covers the player’s eyes, blocking their view of the physical
world around them. Consequently, a VR player cannot see the tablet player or
where they are looking or pointing, and cannot see the shared artifact displayed
on the table. Similarly, the tablet player cannot see where the VR player is
looking. Interaction techniques have been proposed to help players overcome
this barrier, some of which are summarized by Stafford et al. [24]. For example,
in the context of disaster relief, Bacim et al. allow a “commander” (PC user) to
place waypoints to guide a “responder” (VR player), and allow the responder
to place virtual markers to alert the commander to places of interest [1]. Holm
et al. [12] and Stafford et al. [23] provide similar “god-like” techniques. These
allow the PC user to guide the VR player, where the actions of the PC user are
illustrated through movements of a giant hand in the VR view. Nguyen et al.
demonstrate a range of cues that a “helping user” can provide for an “exploring
user”, including directional arrows, a light source to flag paths, and an over-the-
shoulder camera to allow the helper to see the world from the exploring user’s
point of view. In the ShareVR game, non-VR players maintain awareness of the
virtual world through projection of the world onto the floor [9].

3 Enhancing Communication in Asymmetric Gameplay

To better understand communication in asymmetric games involving different
perspectives and input modalities, we introduce the Our Virtual Home house
decorating mini-game (Fig. 1). The system is composed of a large interactive
touch tablet and a VR headset. The tablet shows a top-down view, allowing
players to position furniture by dragging and rotating. The headset provides
an immersive view where players can change their perspective by moving their
head, and can walk through the house using a game controller. This supports
a natural division of duties. The tablet player maintains a large-scale view of
the house design, allowing them to conceptualize the global layout, and to easily
reposition furniture through touch gestures. The VR player can see the furniture
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Fig. 4. The sky-laser technique supports deixis from tablet to VR. A tablet player’s
pointing action is shown in the virtual world as a glowing column of light. (Color figure
online)

layout in place, getting a clearer idea of scale, sightlines and movement through
the space. The tablet player may try a decoration idea, and ask the VR player
to evaluate it. Equally, the VR player may request modifications to the design
based on their first-person view. This means that it must be possible for either
player to initiate and guide communication. As discussed earlier, however, the
fact that the VR players’ eyes are covered by the headset forms a barrier to
collaboration. As suggested by Dix’ framework [6], users require three forms of
communication, all of which are hindered by their different perspectives on the
gameworld, and particularly through the reduced visibility of the VR hardware:

– Deixis to establish explicit referents in conversation (e.g., “try putting that
chair over there”).

– Shared reference (e.g., “what do you see to your left?”).
– Awareness (e.g., realizing that a table is being moved).

Our Virtual Home shows how it is possible to support all three forms of com-
munication, originating either from the touch or the VR player. As summarized
in Fig. 3, Our Virtual Home’s collaboration techniques support bi-directional
deixis, shared reference and awareness. The techniques are designed to match
the capabilities and conventions of the devices. Some techniques have been pro-
posed by others (e.g., Stafford et al.’s “god-like” pointing [23]); others are new.
The key novelty of Our Virtual Home is to demonstrate that this combination
of interaction techniques allows all three forms of communication to originate
from either player. This affords an equitable collaboration where both the tablet
and VR and VR player have the same communication opportunities.

3.1 Deixis

Deixis is almost as important as words for face-to-face communication [2]. Tra-
ditional finger pointing is hindered when one player wears a VR headset, as that
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Fig. 5. The laser pointer supports deixis from VR to tablet. Here, the VR player is
pointing at a sofa. (Color figure online)

player cannot see the other person’s hands or the touch device itself. To help
VR players see where tablet players are pointing, we designed and implemented
a two-way pointing system.

When the tablet player touches the screen, a glowing, green marker appears
below their finger (Fig. 4: left). This feedback is immediately reflected in the VR
player’s view as a column of green light (Fig. 4: right), showing the location of
the touch. The green feedback follows the tablet player’s touch gestures, and
its position is updated in real-time in the VR view. This technique, inspired
by Stafford’s “god-like” pointing technique [23], enables the tablet player to
communicate locations to their VR partner. Deixis is therefore provided via
touch. The glowing green marker is important to show the tablet player that the
touch is being communicated to the VR player.

In the other direction, the VR player can hold a button on their game con-
troller to trigger a blue laser pointer (Fig. 5: right). When the laser pointer
appears in the VR view, it also becomes immediately visible on the tablet sur-
face (Fig. 5: left). The laser’s end point is marked with a lightning ball in order to
disambiguate which object is being referenced. Lasers have proven to be users’
preferred technique when pointing in collaborative virtual environments [28].
This enables a VR player to point at objects and locations in the space to com-
municate with their tablet partner. As with physical deixis, this mechanism can
be used to disambiguate references to elements in the space.

Together, these techniques enable deixis in both directions, allowing both
tablet and VR players to reference locations or objects for the other to see.

3.2 Shared Reference

Another advantage of face-to-face collaboration lies in the establishment of
shared references. For example, people working on a map typically have a shared
understanding of which direction is north, allowing the use of cardinal references
when discussing directions. Similarly, when working side-by-side, it is easy to ref-
erence elements using phrases such as “to your left” or “the chair behind the
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Fig. 6. Left: The tablet player is moving a bench. The blue avatar shows the position
and orientation of the VR player. Right: The bench is highlighted with the see-through
effect in the VR view. The compass on the top shows that the player is facing south
and shows the direction of the selected bench. (Color figure online)

table”. In an asymmetric game like Our Virtual Home, these referencing mech-
anisms are broken because players do not see the space from the same point of
view. Müller et al. recognized the importance of shared reference through the
inclusion of shared virtual landmarks [16].

To afford absolute reference, we designed and implemented a compass widget
that is visible using the VR headset. As shown in Fig. 6 (right), the compass is
a bar at the top of the VR view showing the four cardinal directions. (In the
figure, the player is oriented in roughly the southerly direction.) The compass
rotates with the player’s direction of view. Cardinal directions are also displayed
on the tablet, with north pointing toward the top.

To aid with relative references, the position and orientation of the VR player
is shown on the tablet. As shown in Fig. 6 (left), the VR player is represented
as a small avatar (a blue circle) whose current field of view is shown as an open
cone (delineated by two white lines). This shows the tablet player the direction
in which the VR player is looking, allowing references such as “look to your left”.

3.3 Awareness

Shared spaces such as our table-sized tablet afford awareness by allowing people
to see the actions of others through direct and peripheral vision. VR players
cannot see others’ work if that work is out of their field of view. For example,
if a tablet player moves a piece of furniture behind the VR player or behind a
wall, the VR player may not be aware that the movement has taken place. In
Our Virtual Home, we addressed this problem via (1) a see-through effect that
extends the VR player’s sight through obstructions, (2) a “side-icon” indicating
activity out of the field of view, and (3) an audio “furniture dragging” sound
that is activated when a tablet player moves furniture.
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As shown in Fig. 6 (right), when a tablet player touches a piece of furniture,
it takes on a glowing, green appearance in the VR view, and becomes visible
through obstructions such as walls or other furniture. This draws the VR player’s
attention to furniture that is being moved, even if it is not directly visible. This
allows the VR player to see the movement of occluded objects. This see-through
effect requires the object to be within the VR player’s field of view. To help
with this, as an object is moved, a green marker appears on the compass aligned
to the horizontal position of the moved object (Fig. 6 (right)). If the object is
outside the VR player’s field of view, this green marker appears on the left or
right hand side of the display (“side-icon”), indicating that activity is taking
place, and showing the direction in which the VR player should turn their head.

Finally, a “furniture dragging” sound is played when furniture is being moved,
providing a second cue to the presence of activity that the VR player may not
be able to see.

Thus, the VR player’s awareness of group activity is enhanced by the ability
to see through walls, the highlighting of furniture selected by tablet players, the
side-icon visual cue indicating activity out of the field of view, and the use of an
audio cue representing furniture being moved. Meanwhile, the tablet player is
provided with cues to help show the location and orientation of the VR player.
As seen in Fig. 4 (left), the position of the VR player is shown on the tablet as
a blue circle. White lines delimit the VR player’s field of view. This blue-circle
avatar and vision cone help the tablet player to understand what the VR player
can currently see.

In sum, this section has presented interaction techniques used to support bi-
directional communication between tabletop and VR players in an asymmetric
house decorating mini-game. As summarized in Fig. 3, these techniques support
deixis, shared reference, and awareness. The implementation of these techniques
in Our Virtual Home shows that it is possible to support all three forms of
communication in a bi-directional form. This is key to allowing equitable collab-
oration, where both players have the ability to lead and respond to the group’s
activity.

4 Early Evaluation

To gain feedback about the usability of our combination of techniques, we carried
out a qualitative pilot study. We recruited four pairs of participants (7 males,
1 female, 18–31 years old). The participants were asked to arrange furniture in
a two-story house to create a functional and aesthetic layout. The participants
were provided with the techniques described above, supporting deixis, shared
reference and awareness. Participants were assigned to use either the tablet or
the VR headset and were directed to rearrange the first floor of the house.
They then switched roles, and were directed to rearrange the second floor. On
average, each participant spent 10 min using each device (M = 10:26, SD = 1:32).
The sessions were video-recorded and participants were interviewed at the end
of the task. We performed a video analysis to identify interesting behaviours and
communication issues between players.
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4.1 Results

All groups completed the task without problems and reported in the interviews
that they had no difficulty in playing the game and in collaborating. The com-
bination of our interaction techniques with verbal communication supported
effective communication. Exchanges between the two players were mostly ver-
bal, supported by our collaboration widgets. For example, the VR player could
call the attention of the tablet player to a furniture item and then disambiguate
the object referenced by using the laser pointer: “Hey look! Let’s put that 〈points
at furniture item〉 over here 〈points at location〉”. Participants reported that the
cardinal references were useful at the beginning of the session when exploring
the house.

Not surprisingly, the tablet provided better awareness than the VR view.
As stated by group 1, “When you are on the tablet you have full awareness of
what the other person is doing”, but when using the VR headset, “I was aware
that something was going on but not exactly what”. The dragging sound was
successful in alerting VR players to activity, but players easily overlooked the
side-icon indicating the direction of the activity.

All participants reported that the two views were complementary. Tablet
players repeatedly asked the VR player how the space felt. Interestingly, not only
were the use of space and distance important, but lighting was also frequently
discussed. For instance, a tablet player asked a VR player: “Are there enough
lamps in the eating area?” When changing from the tablet to the VR headset,
participants expressed surprise at how the space looked from the inside. This
highlights the complementarity of the two views.

The study showed the importance of bi-directional support for communica-
tion. Both tablet and VR players made use of pointing gestures (through the
laser pointer and the column of light). The position and orientation of the avatar
was used to determine what the VR player was seeing, helping to disambiguate
conversation. The see-through movement of furniture objects helped the VR
player quickly locate the tablet player’s activity.

The video analysis also highlighted interesting behaviours and situations
where the techniques were successful, and areas where future work could improve
the approach.

Path Finding. Although not designed for this purpose, the sky-laser was used
to direct the VR player’s movement. We observed multiple instances where the
tablet player dragged the laser from one location to another to guide the VR
player to a specific area. This usage is similar to Bacim et al.’s more explicitly-
provided waypoint feature [1].

Missed Eye Contacts. While talking, some tablet players sporadically looked
at the VR player even though the VR player couldn’t see them. This is a good
indicator that the tablet player felt the presence of the VR player and felt the
need for non-verbal communication. This hints that while deixis is useful, com-
munication of the tablet player’s gaze could helpful to indicate specific instances
where the tablet player is attending to the VR player.
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Missed Gestures above the Table. Several participants performed gestures
above the table even though the VR player could not see them. For example,
one tabletop participant asked the VR player: “is this whole thing roofed?”
while gesturing in a circle with his hand above the table. Marquardt et al. have
stressed the importance of providing awareness of activities above the table [15];
such awareness could be provided to the VR player for example through finger
tracking.

In sum, both tablet and VR players made use of interaction techniques
for deixis, shared reference, and awareness. Participants played the game as
expected, with the tablet player taking advantage of the spatial presentation
afforded by the top-down view, while the VR player focused on the immersive
3D presentation of the furniture layout. Participant response was positive, with
all dyads successfully completing the task. While this study was based around the
specific hardware of a tabletop-sized tablet and a VR headset, these approaches
could be applied to other hardware. For example, the touch device could be
replaced by a smaller tablet such as an iPad. This would extend awareness diffi-
culties, as the tablet would be harder for two people to view. A VR headset could
be replaced by an augmented-reality (AR) headset, such as Microsoft’s Hololens
product. This could allow the VR player to be more aware of the tablet player’s
actions; however, current AR headsets obscure the eyes of the wearer, and so
awareness cues would still be required.

5 Conclusion

In this paper, we have explored an asymmetric implementation of a house dec-
orating mini-game, using a touch tablet and a VR headset. We described a set
of interaction techniques to support non-verbal communication between the two
players. These interaction techniques support equitable collaboration in which
both players can take the lead. An informal study revealed that players were
able to carry out an interior design task using this asymmetric collaboration,
and that they understood and used the widgets supporting communication and
group awareness. Opportunities for improvement were identified, such as the use
of gaze detection and tracking of the finger above the table, but the lack of these
features did not inhibit the players from completing the task.
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References

1. Bacim, F., Ragan, E.D., Stinson, C., Scerbo, S., Bowman, D.A.: Collaborative
navigation in virtual search and rescue. In: Proceedings of the IEEE Symposium
on 3D User Interfaces (3DUI), pp. 187–188 (2012)

2. Bekker, M.M., Olson, J.S., Olson, G.M.: Analysis of gestures in face-to-face design
teams provides guidance for how to use groupware in design. In: Proceedings of the
First Conference on Designing Interactive Systems: Processes, Practices, Methods
and Techniques (DIS 1995), pp. 157–166 (1995)



Enhancing Communication and Awareness in Asymmetric Games 261

3. Bortolaso, C., Oskamp, M., Graham, T.C.N., Brown, D.: OrMiS: a tabletop inter-
face for simulation-based training. In: Proceedings of the ACM International Con-
ference on Interactive Tabletops and Surfaces (ITS), pp. 145–154 (2013)

4. Chokshi, A., Seyed, T., Marinho Rodrigues, F., Maurer, F.: ePlan multi-surface:
a multi-surface environment for emergency response planning exercises. In: Pro-
ceedings of the Ninth ACM International Conference on Interactive Tabletops and
Surfaces (ITS 2014), pp. 219–228. ACM (2014)

5. Coninx, K., Reeth, F.V., Flerackers, E.: A hybrid 2D/3D user interface for immer-
sive object modeling. In: Proceedings of Computer Graphics International (CGI),
pp. 47–55 (1997)

6. Dix, A.: Computer supported cooperative work: a framework. In: Rosenberg, D.,
Hutchison, C. (eds.) Design Issues in CSCW, pp. 9–26. Springer, London (1994).
https://doi.org/10.1007/978-1-4471-2029-2 2

7. Graham, T.C.N., Schumann, I., Patel, M., Bellay, Q., Dachselt, R.: Villains, archi-
tects and micro-managers: what Tabula Rasa teaches us about game orchestration.
In: Proceedings of the SIGCHI Conference on Human Factors in Computing Sys-
tems (CHI 2013), pp. 705–714 (2013)

8. Grasset, R., Lamb, P., Billinghurst, M.: Evaluation of mixed-space collaboration.
In: Proceedings of the International Symposium on Mixed and Augmented Reality
(ISMAR), pp. 90–99 (2005)

9. Gugenheimer, J., Stemasov, E., Frommel, J., Rukzio, E.: ShareVR: enabling co-
located experiences for virtual reality between HMD and non-HMD users. In: Pro-
ceedings of Human Factors in Computing Systems (CHI 2017), pp. 4021–4033.
ACM (2017)

10. Harris, J., Hancock, M.: To asymmetry and beyond!: improving social connected-
ness by increasing designed interdependence in cooperative play. In: Proceedings of
Human Factors in Computing Systems (CHI 2019), pp. 1–12. ACM Press, Glasgow
(2019)

11. Harris, J., Hancock, M., Scott, S.D.: Leveraging Asymmetries in Multiplayer
Games: Investigating Design Elements of Interdependent Play. In: Proceedings of
the 2016 Annual Symposium on Computer-Human Interaction in Play (CHI PLAY
2016), pp. 350–361. ACM Press, Austin (2016). https://doi.org/10.1145/2967934.
2968113

12. Holm, R., Stauder, E., Wagner, R., Priglinger, M., Volkert, J.: A combined immer-
sive and desktop authoring tool for virtual environments. In: Proceedings of Virtual
Reality (VR), pp. 93–100 (2002)

13. Kirkpatrick, B.M., Kirkpatrick, J.M., Assadipour, H.: AutoCAD 2015 for Interior
Design and Space Planning. Peachpit Press, San Francisco (2014)

14. Laseau, P.: Graphic Thinking for Architects and Designers. Wiley, Hoboken (2000)
15. Marquardt, N., Jota, R., Greenberg, S., Jorge, J.A.: The continuous interaction

space: interaction techniques unifying touch and gesture on and above a digital
surface. In: Campos, P., Graham, N., Jorge, J., Nunes, N., Palanque, P., Winckler,
M. (eds.) INTERACT 2011. LNCS, vol. 6948, pp. 461–476. Springer, Heidelberg
(2011). https://doi.org/10.1007/978-3-642-23765-2 32
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Abstract. The Internet of Things (IoT) is opening new possibilities
for sensing, monitoring and actuating in urban environments. They sup-
port a shift to a hybrid network of humans and things collaborating in
production, transmission and processing of data through low-cost and
low power devices connected via long-range (LoRa) wide area networks
(WAN). This paper describes a 2-player duel game based on IoT con-
trollers and LoRa radio communication protocol. Here we report on the
main evaluation dimensions of this new design space for games, namely:
(i) game usability (SUS) leading to an above average score; (ii) affective
states of the players (SAM) depicting pleasant and engaging gameplay,
while players retain control; (iii) radio coverage perception (RCP) show-
ing that most participants did not change their perception of the radio
distance after playing. Finally, we discuss the findings and propose future
interactive applications to take advantage of this design space.

Keywords: LoRa · Internet of Things · Tangible User Interfaces ·
Games with a purpose · Ubiquitous computing · Radio coverage

1 Introduction

Technologies like the Internet of Things (IoT), long-range (LoRa) wide areas
networks (WAN) and tangible user interfaces (TUI) are opening new design
possibilities in domains from home-automation to urban environments, indus-
try 4.0 and precision agriculture. Mostly titled “smart” applications these range
from smart-houses to smart-grids, smart-cities, smart-retails and smart-supply-
chain among many others. Generally, they offer the ability to measure, infer
and understand environmental indicators, from delicate ecologies and natural
resources to urban environments. A critical component of IoT platforms is the
evolution of the Internet into a networked of interconnected objects uniquely
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addressable based on standard communication platforms. This is a radical evo-
lution of the current Internet but also potentially a change in how we as users
and citizens understand the environment around us. When new technologies
undergo widespread popularization, it is frequently an exciting opportunity to
address open questions about the topic and its broader implications.

While HCI communities and citizen scientists are turning towards IoT and
ubiquitous computing technologies [12], interactive applications based on IoT
and long-range wireless communication remain greatly unexplored. In this study,
we make a contribution into this new design space through a game with a pur-
pose (GWAP), which was used to both study how people perceive these new
technologies, as well as to explore how they could drive new interactive applica-
tions and games that span to the physical world around us taking advantage of
IoT and LoRa technologies.

1.1 Study Motivation and Contributions

The main motivation behind our work is to explore the possibilities provided by
IoT platforms and long-range communication protocols to support novel inter-
actions. As these technologies become widespread new applications will move
beyond personal devices into tangible computing devices based on IoT tech-
nologies and long distance communication. For this purpose, we test these new
conditions with a GWAP which also serves to measure the performance of the
game using the LoRa protocol and impact the knowledge of wide area network
communication. Our study contributions are threefold: (i) we design and imple-
ment the first GWAP using LoRa and IoT devices, acting as a tangible user
interface (TUI); (ii) using the provided apparatus, we study what kind of novel
interactions emerge when exposing the participants to such technologies; and
(iii) we perform the user study with these participants. With these motivations
and contributions in mind, in this study we provide insights into the following
research questions:

– [RQ1]. How IoT and LoRa combined can be used for GWAP and entertain-
ment?
In proposed GWAP, we study the feasibility to crowdsource the LoRa radio
coverage using the game participants as an alternative tool to outline the lim-
itations of LoRa signal strength. We collect the Received Strength Indicator
(RSSI) between two players.

– [RQ2]. Which novel interactions emerge from such technologies?
In this question, we study how participants will actually play the game. We
observe whether they will play it indoor or outdoor setting, and if they will be
hindering the signal to protect themselves, or exploring the greater distance
by using it.

– [RQ3]. How user perceive such GWAPs?
Using usability and affective scales, we study the players’ difficulties and
engagement in such game. Moreover, we observe whether or not the radio
coverage perception would significatelly increase after participating LoRa-
based game.
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2 Related Work

In this section, we describe the state of the art in IoT and usage of LoRa protocols
in HCI (Sect. 2.1), suggesting the need for their coupling. Also, to raise awareness
of the game and HCI communities about the potential of LoRa technology we
provide an outline of this new standard, its potential and limitations (Sect. 2.2).
Finally, we analyze the potential of IoT devices connected via LoRa to be used as
Tangible User Interfaces (TUIs), in particular when applied in real-world gaming
settings (Sect. 2.3).

2.1 Towards Interactive IoT on LoRa

In general, IoT’s main drive is to “do more with less” [6] and its main focus is to
enable the communication between devices while impacting the memory usage,
processing power, bandwidth, and energy consumption. Previous work discussed
the guidelines for embedding IoT interfaces in daily routines [20]. Others inves-
tigated the social side of the IoT [5], using social networking as a metaphor
to provide solutions to mechanical problems. Interactive IoT embedded devices
offer sophisticated methods to provide users with services to make use of the
information and to interact with objects in the real world. Also, some scholars
used identification radio technology for interactive purposes [16,26]. However, to
the best of our knowledge the work described here is the first to explore long-
range IoT protocols for interactive communication and gameplay. However, high-
frequency radio communication is commonly used for many interactive devices
such as gamepads, wireless mice and keyboards. Other interactive experiences
supporting virtual reality use headsets, motion-capture devices, gloves and other
engaging simulators [14]. In this case, motion capture devices use technology
based on infrared waves and LEDs discreetly mounted around the perimeters of
a display. Conversely, these systems have disadvantages, as they require highly
specialized and expensive hardware/software (e.g. simulators or virtual reality
environments). Also, in some games, impaired users may have difficulties actually
allocating the specific information [15].

Finally, these devices are outside of the industrial, scientific and medical
(ISM) radio bands assigned to the open radio spectrum. LoRa belongs to ISM
using frequencies surrounding 868 MHz in Europe. Moreover, most other devices
are still dependent on the physical connection and wiring with the gaming con-
sole and/or computer. Popular devices, such as the Wii Remote or PlayStation
Move, were developed to improve the interaction between the user and game
consoles, reducing the needs for cumbersome wiring. Work reported by Wilson
et al. [30] used handheld pointing devices (using Bluetooth radio communica-
tion) for interaction. However, most of these devices have a high cost and are
limited as participants have to remain in a predetermined physical space or to
be constrained with additional wiring. LoRa is not just the solution to battery
autonomy but it also challenges traditional communication methods (Bluetooth,
wi-fi, etc). This study depicts more opportunities how LoRa can be brought to
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entertainment (opening new doors) and how it can overcome aforementioned
limitations.

2.2 Brief Overview of LoRa for Game and HCI Communities

The growing widespread availability of IoT deployments is leading to an emer-
gence of long-range communication protocols, which comply with the require-
ment of IoT platforms (wide area connectivity, low power consumption, and
low data rate). Among the most popular are Low-Power Wide Area Networks
(LPWANs) which offers radio coverage over large geographical areas. LP-WANs
can have a range greater than 1000 m [6], and use base stations with adaptive
transmission rates, transmission power, modulation, duty cycles, with two ulti-
mate goals: (i) to keep very low energy consumption and (ii) to allow more
end-devices to be connected. Between Sigfox and Weightless, LoRa is one of the
LPWAN candidate protocols which use low-cost transceivers (with features not
available for the majority of IoT applications [9]). They contain embedded crys-
tals, which do not need to be manufactured to perform the extreme accuracy
[6]. This makes LoRa a well-situated protagonist for low-power and long-range
transmissions [6] and its’ modulation is capable of extracting the data from weak
signals found in noisy environments.

However, the features of LoRa come at the cost of important constraints: (i)
maximum payload size (maximum 256 bytes, including the header); (ii) Band-
width (BW 125 kHz, 250 kHz or 500 kHz); (iii) Spreading Factors (SF from 7
to 12, where the lower number has less time on air) [1]; (iv) number of chan-
nels (which are carefully designed to minimize the probability of collisions, while
offering a quick alternative channel for nodes to retransmit the collided pack-
ets) [8]; and (v) maximum distance (which varies from urban to landscape to
sea settings). Other limitations include the size of the network [21], reliability
caused by the type of applications [2], throughput [1], etc. LoRa is certainly not
ideal for every application scenario. Each network protocols have their pros and
cons. Cellular networks provide high throughput and range, high power and high
cost. Wi-Fi provides a high throughput, short range, and moderate power with
relatively high cost [23]. A typical application scenario for LoRa technologies is
citywide sensor collection where devices send readings at very low frequencies
over longer distances. In our study, we argue that LoRa transceivers are use-
ful to construct more generic IoT networks, incorporating not just bidirectional
communication enabling only sensing and sharing the sensed information, but
also interactive applications in the context of HCI and gaming.

2.3 Potential of TUIs in Outdoor GWAPs

Historically, physical games use tangible objects handled by the players (e.g.
chess, rolling a dice, etc.) to support the game interaction. With the advent of
computing devices new games emerged but also physical games were mapped
into the digital interaction capabilities (e.g. keyboard, cursor control device)
[4,25]. Aside from the popularity of exergames [27], Tangible User Interfaces
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(TUIs) are known to be used in interactive real-world games for educational and
in-the-wild environments. They are also increasingly important in children learn-
ing [24]. Moreover, reports show that physical tangible interactions can stimulate
learning and allow participants to play games through natural interaction with
objects in the real world [17]. Also, mobile location-based games in outdoor set-
tings are gaining popularity [7]. Their expansion is due to the widespread use of
smartphones with sensing capabilities, leveraging the GPS satellite positioning.
These games are also known as “urban games” or “street games” and are typ-
ically in a multiplayer setting, played out on streets and urban environments.
One of the games that made use of this approach is the Pokemon Go, where
scholars study the motivational factors for walking [3,13,22]. Inherent in this
type of games is also Augmented Reality (AR). Underpinning the fact that the
activities take place in the real physical world, while games are seen through
the lens of the mobile device. However, TUIs and AR geolocation games also
have a big constraint which is the network connection, as gaming should avoid
expensive mobile data usage. This poses a challenge for the network, especially in
urban areas. In the remainder of this study, we will be focusing on the potential
of using the TUIs as IoT LoRa devices, supporting our GWAP design.

When understanding GWAPs, they were commonly used for security, com-
puter vision, content filtering, and traditionally seen as computer video games.
Their goals were to impact the productivity while adding the gamification to
the given tasks [28,29]. They emerged from the need to solve demanding com-
putational problems which could be in return seem effortless for humans. These
games have been also seen in crowdsourcing the data. Simple tasks for humans
would be to classify or identify specific data, and these games would contain the
proper incentives and rewards. The work reported by [18], focused on different
rewarding strategies for engaging more users in the gameplay where the authors
created the theoretical model of rewarding the users who classify the images
on the web using the ESP game. To the best of our knowledge, there are no
prior works creating GWAPs and combining them with LoRa and IoT. In our
approach, we step away from the traditional computer GWAPs and focus on
providing them as Tangible User Interfaces (TUIs), capable of real-time interac-
tion using long-range wireless protocols. Our GWAP experience consists from a
real-world setting game, LoRa protocol, and an IoT device acting as a TUI.

3 Methodology

In this section, we describe the design of our tangible IoT GWAP, used for
leveraging the LoRa open radio protocol. In the next subsections, we describe
our tangible GWAP apparatus (Sect. 3.1) as well as the game mechanics and the
main interactions occurring throughout the game (Sect. 3.2). We then provide the
information regarding our LoRa study setup (Sect. 3.3), describing the sample
size, location, and methods for collecting the data inquiry using pre and post
surveys, collected data used for monitoring and logging. From these data, we
gain understanding about the LoRa performance and the game strategies used
by the game participants.
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3.1 GWAP Apparatus

Our design concept for the tangible GWAP interface encompasses two LoRa
enabled interactive rattles. These devices embed IoT microcontrollers, their
expansion boards containing sensors, additionally mounted actuators, as well
as the antennas used to increase the range of LoRa communication. We opted
for the metaphor of a rattle due to its familiar interaction usage. Moreover, con-
trary to the typical usage of antennas, we flipped the antennas upside-down to
act as rattle holders, hindering the radio signal on purpose. While IoT LoRa
enabled devices can be used without the antennas, in our design we flipped
the antenna to provide game participants a more comfortable handling of the
IoT device. Also, we were interested in understanding the performance of LoRa
communication in a scenario where the antennas are integrated in the tangi-
ble device. In addition, the known shaking motion in rattles was used in our
prototypes to take the full advantage of the accelerometers, serving as a sen-
sory input to the microcontroller. More details of the sensors and actuators are
described in the game mechanics section below. Our tangible IoT GWAP rattles
are designed to act as low-power transceivers and to provide the peer-to-peer
connection using LoRa (868MHz). The microcontrollers used were based on two
low-cost 2 PyCom LoPy41 boards, coupled with 2 PySense expansion boards2,
used for power supply and sensory input. In addition, we also mounted the vibra-
tion actuator for the purpose of causing additional haptic feedback to the game
participants. To each rattle, we also mounted external buttons, which will be
used as the fire action. Also, each rattle was equipped with additional external
GPS modules, serving to portray the outdoor location of participants during the
gameplay. We mounted the GPS to deduce the understanding of the radiation
coverage and players’ game strategies. Lastly, each rattle was equipped with the
rechargeable Li-Po 3.3 V battery, providing the power autonomy throughout the
whole gameplay. The batteries were easily rechargeable using the external mini
USB cable. Figure 1 depicts the apparatus and how participants used the IoT
device for interaction in diverse settings.

3.2 GWAP Mechanics and Interactions

Two participants play the GWAP by carrying the IoT rattles. They start the
game by facing back from each other while doing the countdown from 10 to
0, then participants go for 1 min in opposite directions of each other. These
rules have been taken from previous known games, by merging Hide-and-seek
and Pistol Duel games. Afterwards, participants are invited and instructed to
explore larger distances from each other and hide behind the urban obstacles
found around the campus used in the experiment. The rationale for instructing
the participants to hide was to avoid being shot by the other opponent, as
the radio signal should get weaker. After receiving the instructions, participants

1 https://pycom.io/product/lopy4/.
2 https://pycom.io/product/pysense/.

https://pycom.io/product/lopy4/
https://pycom.io/product/pysense/
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Fig. 1. LoRa IoT TUI GWAP apparatus (image to the left) and GWAP participants in
outdoor and indoor settings exchanging payloads with IoT device (image to the right)

start to run and charge their devices by performing the shake gestures, which are
captured by the microcontrollers’ accelerometer. The LED indicator displays the
current state of charge, using the variable intensity of the shake, being depicted
from red (discharged), passing by yellow, to the green color (fully charged). Once
the device is fully charged, the players can proceed to shoot by pressing the
button on the rattle at the moment they find more appropriate for the signal to
reach the opponent. This action sends the data using the LoRa protocol. Payload
size used in our experiment varied between 3 to 10 bytes, relative to the type
of action and words used (e.g. “hit”, “got hit|<life>”). Once a player receives a
hit from the opponent, it also receives the haptic (e.g. 1 s of constant vibration
actuator) followed with the visual feedback (constant rec LED indicator). The
participant who successfully manages to send the payload and hit the other
opponent receives solely the visual feedback (constant blue LED indicator). For
the purpose of this study, we did not focus on providing the acoustic feedback, nor
we did focus on the payload size. The game is played until one of the participants
receives a total of 10 shots. When this happens, both of the opponents receive
the visual and haptic indicators of the end of the game (LED and vibration
feedback lasting for 10 s). Video of the gameplay can be found on-line3.

3.3 Study Setup and Data Inquiry

Our tests were conducted in the urban area around the main campus building, as
well as inside the corridors of a research institute. Our GWAP was successfully
played by 20 participants (mainly from XYZ), with an average age of 32 (SD =
10). 12 participants were females, 6 were males and 2 participants preferred not
to share their gender.

Pre and Post Surveys. Before the start of the game, we briefed the partici-
pants about the game rules, explaining that they will be wearing an object and

3 https://goo.gl/dVnvaV.

https://goo.gl/dVnvaV
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using open radio communication for interaction, and that their goal is to choose
a strategy weather or not they will play in attack or defense. Afterwards, we
collected the demographic data. Participants were then invited to complete the
pre-study, where we asked them to report their current understanding of long-
range radio communication. We asked the users questions regarding the LoRa
radio coverage range: “Using LoRa, which is the expected range of communi-
cation?”. Participants were offered to select one of the following options: below
1 m, 1 m, 10 m, 50 m, 100 m, 1000 m, above 1000 m. Once the game was com-
pleted, we asked the participants to report back once again the range during the
post-study. We also asked participants to report if they discovered something
about the radio coverage during their gameplay. Additional questions were also
given where we asked which of the game strategies they used. Finally, we asked
the participants to complete the set of predetermined scales: (i) System Usabil-
ity Scale (SUS) [11], a 7 point scale used for understanding the usability of the
game; and (ii) Self-Assessment Manikin (SAM) [10], a 9 point scale used for
measuring the arousal, valence and dominance of the game players. The purpose
of collecting these data was to compare the affective states of the players and to
understand their influence on the usability of our GWAP.

Data Monitoring and Logging. Using our GWAP IoT devices during the
game, we obtained four different types of data: (i) Events, recorded upon game
start, including charging payload, attempting to shoot, shoot, hitting the oppo-
nent, getting hit by the opponent, winning and losing the game; (ii) Timelines,
used for all parameters throughout the gameplay, including life, charge load,
pending shoot and charge shake counter; (iii) LoRa statistics, including rxtimes-
tamp, rssi, snr, sfrx, sftx, txtrials, txpower, txtimeonair, txcounter, txfrequency;
and (iv) Geographical information including the GPS timestamp, latitude and
longitude. The purpose for collecting these data was to understand the power
signal and the feasibility of using the GWAP players to crowdsource the signal
strength.

4 Results

In this section, we report the several findings obtained through data inquiry
techniques described in Sect. 3. We describe how game players evaluate their
perception of range before and after the game. Also, we report results on usability
and affective states of the GWAP players, and we depict the radiation coverage.

Usability. Using the System Usability Scale (SUS), we first modified the word
“website” to “game” used in SUS scale to match our GWAP. Concerning the
system usability, the final score obtained was 70.88/100. 75% (n = 20) of players
reported the wish to frequently use this game. 95% of the participants found
the game not to be complex, while 85% suggested that the game was easy to
use. 40% of participants would use this game frequently, while 55% did not find
anything complex during the game. Moreover, 75% of them, rated the game to
be easy to use, while 80% of participants reported no need for any assistance of
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external persons using the GWAP game. Also, 70% of participants were in favor
of the game not containing any inconsistencies, while all participants suggested
that most people would learn to use this game very quickly.

Affective States of the Game Players. Using the Self-Assessment Manikin
Scale (SAM), we asked the game players to rate their affective states after com-
pleting the game. They rated the valence (level of game being pleasant), arousal
(level of game being exciting) and dominance (level of providing control of the
game dominant feeling). We find: (i) valence score (AVG 7.0/9, SD 1.48) keeping
the game very pleasant; (ii) arousal score (AVG 5.55/9, SD 2.14) suggesting the
game to be slightly above average in terms of being exciting; and (iii) domi-
nance score (AVG 6.10/9, SD 2.34) suggesting that players felt confident using
the GWAP system.

Radio Coverage Perception (RCP). We asked the game participants to rate
the expected radio coverage using LoRa before and after playing the game Our
hypothesis was that the perception of the participants will change after playing
the GWAP and influence the participants to select the higher coverage. Results
indicate that the radio coverage perception increased to 35% of participants,
remaining the same for 50%, while decreasing to 15%.

LoRa Performance Analysis [RQ4]. We compared the number of times
the participants were charging and releasing the payload (shooting) against the
geographical location (GPS) of the persons. We also analyzed: (i) the ratio of
attempts to shoot (when the player does not have a full charge, resulting in an
unsuccessful shot) versus effective shoots (resulted with sending the payload); –
to understand if the players kept on always trying to shoot no matter what; (ii)
the attempt to charge when the charge was already at maximum – to see if the
users payed attention to the LED indicator (iii) Lastly, by observing the GPS
and places from which participants were sending and receiving the payloads, we
get the insight of the game strategies of our players. Observing the Received
signal strength (RSSI) from signals of the players, we notice a tendency for a
close range (>= −70) with a mode = median = −68.

Gameplay Analysis and Strategies. Using the storage on microcontrollers,
we gathered the event logs from the played games, counting the numbers of
reset parameters, shoot trials, shots, successful shots, received hits and shake
counters. From the device logs, Fig. 2 depicts the location of the events using
the GPS, where the color range represents the signal strength (in RSSI) and
the circle size represents the number of events occurred in that location. It is
worth mentioning that some of the marks are located inside of the building,
where GPS accuracy may not be precise. Also some of the other points should
be accounted as potential errors due to the game participants being located
near the walls of the building, which may interfere with the GPS reception.
Among all game players, only one participant decided to explore the distance
(red circles at the lower right), and unlike the others, went even further away.
Some participants managed to receive and send consecutive shots, while nearby
buildings did not interfere much with the signal, nevertheless having the RSSI
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clearly weaker. Players varied their speeds in some game plays, while in other,
players were more passively walking, focusing in charging and shooting, and
trying to hide and to obtain a greater distance from each other. Most relevant
parameters registered were: (1) play time (min) (AVG 2:34, STD 1:18); (2) RSSI
(−64.14, SD 22.49); message time on air (ms) (AVG 36.02, SD 6.24);

Fig. 2. Game heatmap - logged events during the gameplay in indoor and outdoor
settings. Line in bottom right corner indicates the scale ruler of 50 m. Color range (green
to red) represents the signal strength (in RSSI). Circle size represents the number of
events occurred in that location. (Color figure online)

Regarding the game strategies, throughout the game, participants reported
diverse game strategies: (i) using walls of the building to hide (12 participants);
(ii) getting a bigger distance from the opponent (13 participants); (iii) (playing in
attack mode, by shooting as fast as possible (13 participants); Also, 1 participant
tried to cover the antenna and 2 participants did not have any strategy, reporting
“...I did not have a strategy, nor I was thinking. I was just shaking and shooting”.
All of these reports we tried to compare against the collected data, however, we
were not able to obtain more insights. Moreover, our field observations during
the GWAP gameplay underpin that most of the strategies were in fact, for
participants not to run nor hide, but rather to shake and shoot as fast as possible.
What we also observed, is that the toy aspect of the IoT device seemed to inspire
curiosity in most of the participants, inviting them to explore more the device
than to explore the surrounding areas around them.

5 Discussion

Long range radio technology supports smart IoT applications to solve some
of the biggest challenges on our planet such as energy management, natural
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source reduction, pollution control, infrastructure efficiency, disaster prevention,
etc. In our case, we use LoRa for a real-world GWAP. In our study, we use
the Internet of Things (IoT) as TUI devices capable of communicating through
LoRa. Moreover, we use crowdsourcing to leverage the knowledge and awareness
of LoRa technology. We ask participants to play a real-world GWAP and use our
designed LoRa IoT devices for interactions. We study: (i) whether participants’
perception of LoRa coverage range changes after participating the GWAP; (ii)
system evaluation, including usability and affective states of the game players;
and (iii) identification of LoRa coverage during the events of the game, depicted
in the game heatmap (Fig. 2), understanding the game strategies of the players.

Usability and Affective States. Our implemented prototype shows that IoT
devices can be used to design GWAPs by engaging the users in an open world
physical gameplay. As reported by the SUS scale, the players found the game
to be fairly easy to use and play, avoiding any potential inconsistencies. From
the SAM scale, focusing on effective responses from our game participants, we
found that players tend to fully enjoy the experience throughout the whole game.
From the gathered inquires and post-study analysis, the participants shared with
research authors couple of suggestions as follows: (i) hit counter would help them
to improve the understanding of the game timeline; (ii) red LED indicator should
be shown promptly after the hit success, as participants were expecting to have
the blue LED indicator. This is intended to be corrected during the future release
of our GWAP; (iii) to some participants, rattles were perceived to be more of
fragile toys than a robust IoT devices, used as TUIs for interactions.

Coverage Perception and Performance. As it was aforementioned, LoRa
protocol is using long range communication and frequencies which can obtain
high distances. By default, we were aware of the challenge whether it would
be actually possible for participants to use the urban obstacles to hinder the
signal and thus to avoid getting hit. However, we were surprised in finding out
that most of the participants did not actually explore the objects and terrain
surrounding them, and instead rather chose to be within the vicinity of each
other and observe what actually happens on the other rattle device. This also
explains the phenomenon that most of the participants did not have the notion of
the real radio range of LoRa protocol. Nevertheless, 35% of participants reported
an increase of the radio range perception, while 15% experienced a decrease of
the radio range perception. Observing the game results, all participants who
reported the decrease in the radio range, fully coincide to participants who lost
the game (both indoors and outdoors, as depicted in red in Fig. 2). This can
be explained as their performance during the game was not successful. Thus,
the perception of the decreased range is the byproduct of them losing the game,
due to the amount of times being shot. As for the LoRa performance, from
our metadata analysis, we found that two major groups were playing in close
vicinity (RSSI ≥ −40) or farther against each other (RSSI ≤ −90). All game
players stated that the interaction with the opponent was possible in most of the
locations they were. We also find that flipped antennas allowed the interactions
on longer range (within 100 m), as RSSI signal has been successfully caught by
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the opponents at greater distances. This suggests that more studies should be
performed, with diverse other designs of the LoRa IoT devices, used for GWAP,
where antennas can be hindered in other ways.

Field Observations. Our LoRa IoT devices (in further, rattles) seemed to
have raised interest in participants causing the start of the GWAP as soon as
they were instructed with the rules of the game, leaving no space for most of
the players to run, but rather focus on fast shaking. We also noticed that our
rattles were used for exploration of other interaction gestures. For instance, some
participants did not just shake, but also used other curious techniques to charge
the payload, including: (i) a metaphor and gestures used for magic wand, when
casting a spell; (ii) turning the rattle into a pendulum by grabbing the edge of the
antenna, allowing the rattle to hang and rotate; (iii) rolling the rattles between
their hands causing them to rotate faster and trigger the accelerometers, using
the centrifugal force. It was also interesting to see that some participants who
were literate with telecommunication technologies tried to apply the principles
of Faraday Cage [19], by placing our rattles inside of a trash bin. There were also
participants who expressed the wish to play the GWAP several times (outside
of the experiment), which we gladly accepted. Also, one pair of participants was
very immersed in the game that they did not notice the game being completed
several times, causing them to repeatedly play (also outside of the collected
results).

Contributions. To the best of our knowledge, this study presents the first game
with a purpose based on IoT and LoRa technologies. We use IoT as TUIs, and use
them to communicate through LoRa protocol to raise its awareness and gather
the radio coverage signal. We believe that this kind of GWAPs in real-world set-
ting may find large appreciation due to the potential of interaction between more
people in same physical environments. Our results from the questionnaires and
conversation with the players support that the feasibility to engage and inform
citizens about these technologies using GWAPs. In this study, we melded these
technologies together and embedded them into a game. A game that allows the
players to get both the insights of LoRa technology, as well as to gain awareness
of how LoRa can be easily integrated in ubiquitous devices and environments.
Ultimately, our GWAP empowers citizens to create solutions for their custom
problems using long range communication without the need of any third party
entities providing the expensive data plan coverage, and with a standardized
open-access protocol. By showcasing this kind of GWAPs to citizens, in a con-
crete application using the different technologies, we are enabling the potential
of novel ideas that can be implemented.

Limitations. However, it is also important to outline several technical and
design constraints for future studies. Current indoor activities are subject to
the errors in GPS location. The antenna used in our IoT device which was
used as a rattle holder might not be the best practice when understanding the
radio coverage. In addition, constant shaking caused damage to the wiring of
the external modules (GPS, button, accelerometer) and our rattles had to be
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re-soldered again. Furthermore, we learned that our IoT devices needed to be
more robust in order to resist the direct collision with the ground, as this was
the case with one of the game participants being very excited and immersed in
the gameplay. Therefore, more long-lasting encapsulation methods and designs
should be more thoroughly explored. Also, haptic feedback obtained from the
vibration actuator did not provide as much of force it could, as the participants
during the shaking gesture sometimes reported not to have received any feedback,
occurred when understanding if the opponent was shooting them. Moreover, the
current version does not give higher rewarding incentives.

Future Studies. In our GWAP, rewarding is solely the sense of winning the
game against another human player, and defeating the opponent as many times
as the two players can play. In future studies, we envision the possibility of adding
multi-step winnings that culminate in a larger victory, i.e. giving the players a
sense of progression. We also plan a multiplayer version of the game, allowing
the players to be in a radio mesh network from all-to-all instead of one-to-one.
This will make it possible to get more metadata regarding the radio coverage
from a larger population at once. It will also lead to more detail radiation heat
map and can be used for identification of blind spots. Moreover, the multiplayer
scenario will be used to test the mechanics allowing the possibility of forming
diverse teams. We believe that this IoT GWAP and its design is useful not only
for raising awareness and mapping signal coverages but could also be used for
other types of applications, including other sensory input such as the interactive
way of understanding the health of crops or preventing the fire.

Conclusion. The Internet of Things (IoT) is opening new possibilities for sens-
ing, monitoring and actuating in urban environments. They support a shift from
mostly human-centric connected devices into a hybrid network of humans and
things collaborating in production, transmission and processing of data through
low-cost and low power devices connected via long-range wide area networks.
This paper explores the design possibilities provided by technologies such as IoT
and LoRa and tangible computing in moving beyond traditional egocentric appli-
cations based on high cost, power and computing personal mobile devices. To
illustrate and test this approach we designed a 2-player duel game based on IoT
controllers and the LoRa communication protocol. Here we report on the main
evaluation dimensions of this new design space: (i) game usability (SUS) leading
to an above average score; (ii) Affective states of the players (SAM) depicting
pleasant and engaging gameplay, while players retain control; (iii) Radio cov-
erage perception (RCP) showing that most participants did not change their
perception of the radio distance after playing.

Acknowledgements. Reported study is part of LARGESCALE project with grant
no. 32474 by Fundação para a Ciência e a Tecnologia (FCT) and Portuguese
National Funds (PIDDAC). It is also supported by MITIExcell grant M1420-01-0145-
FEDER-000002 and LARSyS grant UID/EEA/50009/2019. In further, two FCT grants
SFRH/BD/135854/2018 and SFRH/DB/136005/2018 assisted the study.



276 M. Radeta et al.

References

1. Adelantado, F., Vilajosana, X., Tuset-Peiro, P., Martinez, B., Melia-Segui, J., Wat-
teyne, T.: Understanding the limits of LoRaWAN. IEEE Commun. Mag. 55(9),
34–40 (2017). https://doi.org/10.1109/MCOM.2017.1600613

2. Al-Kashoash, H., Kemp, A.H.: Comparison of 6LOWPAN and LPWAN for the
internet of things. Aust. J. Electr. Electron. Eng. 13(4), 268–274 (2016)

3. Althoff, T., White, R.W., Horvitz, E.: Influence of Pokémon GO on physicalactiv-
ity: study and implications. J. Med. Internet Res. 18(12), e315 (2016)

4. Antifakos, S., Schiele, B.: Bridging the gap between virtual and physical games
using wearable sensors. In: Proceedings of Sixth International Symposium on Wear-
able Computers, (ISWC 2002), pp. 139–140. IEEE (2002)

5. Atzori, L., Iera, A., Morabito, G.: SIoT: giving a social structure to the internet
of things. IEEE Commun. Lett. 15(11), 1193–1195 (2011)

6. Augustin, A., Yi, J., Clausen, T., Townsley, W.M.: A study of lora: long range &
low power networks for the internet of things. Sensors 16(9), 1466 (2016)

7. Avouris, N.M., Yiannoutsou, N.: A review of mobile location-based games for learn-
ing across physical and virtual spaces. J. UCS 18(15), 2120–2142 (2012)

8. Bankov, D., Khorov, E., Lyakhov, A.: On the limits of LoRaWAN channel access.
In: Proceedings of the 2016 International Conference on Engineering and Telecom-
munication (EnT), Moscow, Russia, pp. 29–30 (2016)

9. Bor, M., Vidler, J.E., Roedig, U.: LoRa for the internet of things (2016)
10. Bradley, M.M., Lang, P.J.: Measuring emotion: the self-assessment manikin and

the semantic differential. J. Behav. Ther. Exp. Psychiatry 25(1), 49–59 (1994)
11. Brooke, J., et al.: SUS-a quick and dirty usability scale. Usabil. Eval. Ind. 189(194),

4–7 (1996)
12. Burke, J.A., et al.: Participatory sensing (2006)
13. Colley, A., et al.: The geography of Pokémon GO: beneficial and problematic effects

on places and movement. In: Proceedings of the 2017 CHI Conference on Human
Factors in Computing Systems, pp. 1179–1192. ACM (2017)

14. Cruz-Neira, C., Sandin, D.J., DeFanti, T.A., Kenyon, R.V., Hart, J.C.: The CAVE:
audio visual experience automatic virtual environment. Commun. ACM 35(6), 64–
73 (1992)
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Noise-Canceling Music: Reducing Noise
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Hiroki Tokuhisa(&), Kenta Sato, Kohei Matsuda, Keiji Matsui,
and Satoshi Nakamura

Graduate School of Advanced Mathematical Sciences,
Meiji University, Tokyo, Japan
cs182023@meiji.ac.jp

Abstract. Ambient noise is part of our daily life, and sometimes such noise can
be bothersome. To reduce noise exposure, people usually listen to music
through headphones and earphones or use noise-canceling devices. However,
these measures can block some important information that the users do not want
to miss. We propose a method called “noise-canceling music” that reduces the
subjective sound magnitude of the noise when it is mixed with suitable music.
The results of the experimental tests confirm that the perceived sound magnitude
of noise decreases when it is mixed with suitable music. However, the method
was not effective when perceptions of music were different.

Keywords: Noise �Music � Entertaining � Noise-canceling-music � Discomfort

1 Introduction

We are surrounded by noise in our daily lives. There are many kinds of noise that come
from machines (for example, vacuum cleaners, washing machines, police cars, passing
trains and aircraft), and noise that comes from people and animals (for example, the
sounds of leg shaking, keyboard tapping, mastication, barking dogs, crying children,
and electoral campaign loudspeakers), all of which are often annoying.

To protect themselves from noise, people often listen to music at high volume using
headphones or earphones. However, this leads to problems such as deterioration of
hearing ability and sound leakage. Another way of reducing the exposure to noise is by
using hermetically sealed or noise-canceling headphones. However, while these
devices can alleviate stress from the ambient noise, using them may cause the wearer to
miss important sounds such as train announcements, doorbells, alarms, or the voices of
people speaking to us from behind.

We propose a method of protection from the ambient noise by distracting the user’s
attention from annoying noise instead of covering it up with some other sound. We
hypothesize that mixing appropriate music with noise can reduce the negative per-
ception of noise. Specifically, when a particular sound causes negative impressions in a
user, our method transforms that impression of the noise to a positive one by playing
suitable music and reducing the subjective sound.

We call this method “noise-canceling music.” In our research, we implement and
test a prototype system to check the usefulness of our method through experiments.
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2 Related Work

Various studies have reported on measures to environmental noise in our daily lives.
Haiyan et al. [1] proposed a method that creates a masking effect by using natural,

relaxing sounds such as the flowing of a river or the chirping of a bird. The masking
sound is superimposed on the noise and is limited to natural sounds. Music was not at
the center of the discussion in Haiyan et al.’s paper. Also, Bolin et al. [2] focused on
wind turbine noise in a quiet area and investigated the effect of using natural sound
(wind or waves) as masking sounds. The results showed that the perceived loudness of
the noise was reduced. In our research, we do not aim to create a masking effect, but
our attempt to lower the attention to noise by superimposing another noise over it is
similar. If the same effect is confirmed for music, we feel it would be possible to utilize
the user’s favorite music to cope with noise.

Vawter [3] proposed a method called “ambient addition,” which applies digital
signal processing to noise in devices such as headphones and blends it into the music
being listened to. Although this approach is similar to ours in that it removes the
discomfort from noise without blocking the surrounding information, our goal is also to
change noise to a positive impression. This can significantly improve the quality of
users’ lives.

Various studies have already investigated the effect of music and noise on human
perception and behavior.

Fiegel et al. [4] investigated the influence of the background music genre (hip-hop,
jazz, classical, and rock) on the taste of food. The results showed that the impressions
of the four music genres alter the impression of emotional stimuli in foods such as
chocolate. Yamasaki et al. [5] investigated the effects of music on the perception of the
environment. The results showed that the evaluation of the environment affected the
characteristics of the music, especially in conditions where the perceived characteristics
of the music and environment were incongruent. From these reports, it can be expected
that an environment of unpleasant noise will be transformed into the opposite
impression by mixing music.

Newbold et al. [6] investigated the effect of natural noise on the performance of
work, such as study and office work. The result showed that natural noise creates a
gentle feeling but suggests that if the volume change is large, it is harmful to the
performance of the work. In our method, we expect there to be a positive effect on
psychological impressions of various noise levels by manipulating the sound to feel
small to the hearer.

3 Noise-Canceling Music

The aim of our work is to reduce the subjective sound magnitude of the noise by
mixing the noise with suitable music. We hypothesize that mixing appropriate music
with noise can reduce the perceived magnitude of the sound. The noise-canceling
music method is based on this hypothesis. Below are some examples of how the
method works.
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• The sound of cicadas is one of the loud noises heard in Japan in summer. When the
user feels annoyed by this noise, suitable music evoking images of summer will
play (for example, “Summer” composed by Joe Hisaishi) (see Fig. 1).

• The sound of construction is very loud and distracting. When the user feels annoyed
by this noise, appropriate music evoking images of people working at a construction
site will play (for example, “The star of our planet” by Chijo no Hoshi in Japanese,
composed by Miyuki Nakajima).

The sounds surrounding the user should be continuously sensed. If user feels
annoyed, suitable music will play automatically, reducing the subjective sound mag-
nitude of the noise psychologically and changing the impression gained from the noise.

The music in our method can be presented in two ways. One is by using smart
speakers such as Google Home and Amazon Echo, which are becoming widespread.
The other is by using a wearable acoustic device such as Xperia Ear Duo [7]. With
smart speakers installed in the environment, it should be possible to reduce the dis-
comfort for all people on the spot by presenting the music selected for a particular kind
of noise, but there is also a possibility that for some people that particular music will be
undesirable. In contrast, when wearable an acoustic device, the music can be presented
according to individual preferences, although it might be inconvenient to wear the
device at all times.

4 Experiments and Discussion

The noise-canceling music which we propose is based on the hypothesis that “mixing
appropriate music with noise can reduce the perceived magnitude of the sound”. We
conducted an experiment to verify whether the noise remains bothersome when it is
mixed with appropriate music.

We presented the participants with noise and music at the same time, for 30 s.
Then, the music playback stopped and only the noise was played. The participants
operated the system to reproduce the same sound magnitude of the noise as when it was
played with the music. Based on this reproduced volume, we defined the subjective
volume evaluation of the noise as the sound volume evaluation value and performed
analysis to determine the effect of the proposed method.

Fig. 1. Concept of proposed method
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To test our hypothesis, we selected noises frequently heard in daily life that were
deemed by the authors to be bothersome. We then selected music that was deemed to
be suitable for each noise. In addition, we decided on noise and music that could be
placed in the same category, and then combined them. Table 1 lists the noise and music
used in our experiment and the categories determined to be common for them. The
participants tested all of the combinations of noise and music in this table randomly
(ten kinds of music and nine kinds of noise). Also, when the category was “silence”,
only noise was reproduced. In this case, the participant evaluated the volume of the
noise, assuming that the music without sound was playing. After the experiment, we
asked all the participants to answer the question: “What do you associate with each
example of music?” There were 16 participants (seven male and nine female).

Before analyzing the results, we normalized the evaluation value based on the result
of noise in no music (silence) category. Then, we compared the same category with a
different category and analyzed the answers to the question to see whether the music
associations of the participants were the same as ours or not.

Table 2 summarizes the average volume evaluation values for each combination of
noise and music, where the noise is listed in rows and the music is listed in columns.
Table 2 shows that the volume of the noise heard together with the music of the same
category was evaluated as small in five categories: “summer”, “children”, “bad
weather”, “driving sound”, and “construction”.

Table 1. Correspondence table of noise and music.

Category Noise Music/Composer

0 Silence Silence
1 Summer Cry of a Cicada “Summer”/Joe Hisaishi
2 Car Car Running “TRUTH”/Masahiro Ando
3 Children Children’s Screeches “Electrical Parade”/Gershon

Kingsley, etc.
4 Bad weather Strong Wind “He’s a Pirate”/KIaus Badelt
5 Speaking Crowd “Moanin”/Bobby Timmons
6 Machine

operation
Air Conditioner Running “Battaille Decisive”/Shiro Sagisu

7 Construction Rock drill “Tijo no Hoshi”/Miyuki Nakajima
8 Sound leakage Sound Leakage from

Earphone
“One More Time”/Thomas
Bangalter, etc.

9 Meal Mastication Sound “Attack on Titan”/Hiroyuki Sawano
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The average of all volume evaluation values in the same category (e.g. noise
category was summer and music category was also summer) was 0.82, and the average
in a different category (e.g. noise category was summer and music category was
speaking) was 0.94. Figure 2 shows a comparison of the volume evaluation average
with the averages of the same and different categories. Also, the left diagram shows the
cases where the associations of the participants were the same as ours, and the right
diagram shows the cases where the associations were different from ours. These results
reveal that the sound volume evaluation value of the same category was significantly
lower, regardless of whether the music associations were the same as, or different to
ours (p < 0.05).

The results of the experiment demonstrate that our method can reduce the sub-
jective sound magnitude of the noise by presenting music suitable for the noise, thus
confirming our hypothesis. Moreover, even if associations from the music were dif-
ferent to ours, our method worked effectively with the music selected by us. The results
show that even if the images evoked by the music do not match the noise, the tone and
the atmosphere of the music blend with the images of the participants, so the noise can
be well integrated.

Table 2. Average volume evaluation value.

Summer 0.81 0.89 1.00 1.10 0.82 0.84 0.83 0.97 0.86
Car 1.04 0.85 0.94 0.94 0.76 0.82 0.91 0.92 0.94

Children 0.90 1.05 0.82 1.31 1.24 1.38 1.04 0.97 1.11
Weather 0.88 0.77 0.92 0.72 0.95 0.89 0.81 0.86 0.80
Speaking 0.90 0.90 0.81 0.83 0.91 0.97 0.91 0.95 1.00
Driving 0.82 0.91 0.99 0.93 0.92 0.81 0.82 0.85 0.81

Construction 0.94 0.96 0.97 0.89 0.88 0.91 0.87 0.92 0.91
Leakage 0.97 0.86 0.96 0.95 0.81 0.88 0.99 0.91 0.82
Eating 0.95 0.84 0.74 0.62 1.03 0.79 0.84 0.68 0.76

Leakage           Music
Noise EatingSummer Car Children Weather Speaking Driving Construction

Fig. 2. The difference of the sound volume evaluation.
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However, in the “Children” category in Table 2, the sound volume is rated very
high when presenting the music of another category. This may mean that presenting
music unsuitable for the noise makes the noise feel louder, which confirms the
importance of presenting music appropriate for the noise. We believe that the effec-
tiveness of our method will increase greatly if we present music that will evoke the
same images in as many people as possible.

In the future, we will investigate different kinds of music appropriate for reducing
the perceived volume of other types of noise. If wearable acoustic devices like the
Xperia Ear Duo become more common, it will be possible to present to the user the
music he or she likes without having to seal the ears.

5 Conclusion and Future Work

In this paper, we proposed a method called “noise-canceling music” which protects
users from everyday noises by mixing the noise with appropriate music. We conducted
experiments combining multiple kinds of noise and music and discovered that the noise
tended to be evaluated as less obtrusive when it evoked the same images as the music.

In our experiments, all participants were Japanese, so we used music familiar to
Japanese people. However, even in areas other than Japan, the method is expected to
have similar effects because it focuses on matching the images evoked by music and
noise. Music can be selected according to the specific region and culture.

There are still many aspects of the proposed method that have not been clarified yet.
For example, it is not clear whether the effect depends on the context of the music, the
frequency, or something else altogether. We intend to clarify these points by con-
ducting more experiments in the future.

In our research, we focused on matching the noise and the music, but the method in
which the impression of noise is transformed can also be considered. Sounds in movies,
dramas, and animations are often artificial: for example, the sound of a wave is made
by shaking red beans in a box, and the footsteps of a horse can be made using a box, a
bowl, and wood. In other words, by manipulating the noise to make it seem like
something else, it is possible to eliminate the negative influence of the noise. The
possibility of this impression transformation will be explored in our future work.

In addition, we also plan to implement a system which can sense the noise sur-
rounding the user and select and play from the user’s music archive a type of music
suitable for the noise. We plan to assess the usefulness of our system in daily life.

Acknowledgments. This work was supported in part by JST ACCEL Grant Number
JPMJAC1602, Japan.
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Abstract. This paper sets out to investigate the potentials of using
pupil diameter measure as a contactless biofeedback method. The inves-
tigation was performed on how the interdependent and competing activa-
tion of the autonomic nervous system is reflected in the pupil diameter
and how it affects the performance on decision-making task in serious
games. The on-line biofeedback based on physiological measurements of
arousal was integrated into the serious game set in the financial context.
The pupil diameter was validated against the heart rate data measuring
arousal, where the effects of such arousal were investigated. It was found
that the physiological arousal was observable on both the heart and pupil
data. Furthermore, the participants with lower arousal took less time to
reach their decisions, and those decisions were more successful, in com-
parison to the participants with higher arousal. Moreover, such partic-
ipants were able to get a higher total score and finish the game. This
study validated the potential usage of pupil diameter as an unobtrusive
measure of biofeedback, which would be beneficial for the investigation
of arousal on human decision-making inside of serious games.

Keywords: Serious games · Physiology · Pupil diameter · Heart-rate
variability · Arousal · Decision-making

1 Introduction

Emotions in humans are defined as states of readiness that are used to prepare
behavioral responses, foster interactions with the socioeconomic environment,
and enable us for making advantageous decisions [19]. Nevertheless, emotions
are not always accurately processed, and people overwhelmed by them may take
disadvantageous decisions. Therefore, it is no surprise that previous research
established that emotions impair or facilitate advantageous decision-making per-
formance [8]. Such emotions may be classified through their two independent
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components, which Russell defined as valence and arousal [18]. In such a model,
valence is defined as an emotional experience of certain situations, and those sit-
uations are evaluated in a positive or negative aspect. On another hand, arousal
defines the level of excitement in certain situations. In that regard, difficulty
and performance on the decision task have been correlated with physiological
arousal, which has been generally validated in the models of emotions [4].

Previous investigations have found that economic decision-making may be
considered biased through high emotions and arousal [1]. Such investigations
were found to be highly context-dependent. Thus serious games emerged as
a useful tool that can deliver the needed context [20]. Serious games may be
defined as games whose purpose is other than entertainment alone, and it can
be considered as a ‘serious’ investigation of certain aspects of human endeavor
[12]. Through their inherent ability to provide decision choices with immediate
feedback [22], such decision-making choices in serious games could be designed
with the financial context in mind. Furthermore, they could provide an appli-
cation for practicing emotion-regulation through psychophysiology that can be
implemented as a method of biofeedback [17]. Therefore, serious games might
provide an interactive context for the on-line perception of emotional responses
through biofeedback, which reflects the changes in the individuals’ physiology
[25].

In contrast to the traditional methods of applying sensors to the skin, eye-
tracking enables the collection of physiological data unobtrusively and remotely
[16]. The expensive hardware and sensing conditions required, restrict the appli-
cation of directly-attached sensors in the industrial domain [15]. Taking this
limitation into consideration, contactless, non-invasive, and unobtrusive meth-
ods for acquiring physiological signals are required to evaluate human behavior in
such applications [23]. Therefore, this paper sets out to investigate the potentials
of using pupil diameter (PD) measure as a remote device that has the benefits
of providing contactless biofeedback for serious games.

2 Background

It is argued that the underlying activation of autonomic nervous system (ANS)
is a part of the generative process of emotions and that physiology allows for
the investigation of the complex concept of arousal, which is reflected in the
underlying mechanism of the activation of sympathetic nervous system (SNS)
and parasympathetic nervous system (PNS) [21]. The authors emphasize the
interdependence of such activation in the underlying mechanism of emotions.
Both of the mentioned ANS branches are associated with specific modalities
of physiology, such as heart rate (HR) and PD [5]. Nevertheless, it is unique
that the underlying activation of ANS is observed clearly and separately in the
physiological measure of PD. Therefore, pupillometry and PD are associated
with both the SNS (dilation) and PNS (constriction) tonus and their balance
[5]. Similarly, HR is also associated with both branches of ANS activation and
allows for their investigation [13]. Both of these mechanisms have been illustrated
on Fig. 1.



Arousal Using Pupil Diameter in Serious Games 289

Fig. 1. The underlying mechanism of the activation of SNS and PNS on the PD and
HR physiology [9].

There are two independent muscles controlling PD, and both are associated
with the two competing branches of the ANS [10]. More specifically, the iris
sphincter muscle is innervated by the PNS, while the SNS innervates the iris
dilator muscle. Therefore, evidence suggests that PD is a measure of the acti-
vation of both the SNS and PNS influencing the contraction of the sphincter
and dilator muscles. Therefore, the minimal constricted PD is associated with
SNS activity, while the maximal dilated PD is associated with PNS activity
[24]. Nevertheless, evidence suggests a complex interdependence of PNS and
SNS influence on pupillary muscles, as the PD might be associated with the
effect of inhibition of the PNS tone together with the SNS activation [5]. Pre-
vious research found strong correlations between PD and heart-rate variance
(HRV) spectrum in the low-frequency (LF) (0.04–0.15 Hz) and high-frequency
(HF) (0.15–0.45 Hz) bands [16].

HR and its measure of HRV have been validated as suitable physiological
measures of arousal, commonly used in serious games. The information regarding
health, emotional, and cognitive state of a person could be inferred through
physiological measurements [16]. Therefore, the possibility of acquisition of such
measurements with a contactless method might have an important application in
many fields, one of which is in serious games [16]. Ample evidence suggests that
PD changes reflect higher cognitive processes, such as information-processing
load, and physiological arousal in reaction to the stimuli [3]. Contactless sensors
offer an added advantage over the traditional ones because they eliminate the
possibility of motion artifacts that may occur with electrode measurements [16].
Spontaneous fluctuations in pupillary diameter (SFPD) are innervated by the
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pupillary contraction and dilation which are under control of the ANS, and
therefore correlated with HRV [16].

HRV indices reflect the autonomic balance, where HF band is associated
with PNS activity, while the LF band is a complex interference of both SNS and
PNS influences in both efferent and afferent direction. Moreover, the LF band
is associated with the vascular system resonance. This association motivates the
usage of LF/HF ratio as a measure of physiological arousal. Moreover, similar
effects were also found for the HRV indices in electrocardiogram (ECG) data,
where increased SNS activity was found to increase HR, while PNS decreases it
[10], as illustrated on Fig. 1. Variations in the interbeat intervals of the successive
heartbeats were associated with HRV, and it has been regarded as a quantitative
marker of cardiovascular regulation by the ANS. Such marker is used in physiol-
ogy as the measure of activation of the SNS - which reduces HRV, and with the
activation of the PNS - which increases HRV [16]. This activation and inhibition
mechanism of the two branches of ANS causes SFPD, termed ‘hippus,’ which
are the target of the investigation in this study [16].

Physiological recordings of arousal are assessed against the baseline mea-
surements before the onset of the task, and they reflect the resting-state of the
ANS [11]. It is accepted that bodily states shape emotions, and their physiolog-
ical responses provide an objective insight into their workings [6]. This renders
physiology as an objective measure for evaluating decision performance in games
[14].

More specifically, this paper sets out to investigate how the interdependent
and competing activation of the two branches of ANS, mainly PNS and SNS,
are reflected on the pupillary muscles and affect the performance on decision-
making task in serious games, through the measurements of PD and HR. The
proposed question will be validated through the usage of ground truth ECG
device measuring arousal through HRV. Furthermore, the effects of such arousal
inferred through PD will be investigated in the financial decision-making task
in the serious game.

3 Methodology

The 21 students of Blekinge Institute of Technology were randomly-recruited and
participated in the study. They were aged between 20–24 years, while 14 were
males and 7 females. No major psychiatric, medical disorders or ophthalmological
problems other than corrected vision was reported. The participants signed the
informed consent to take part in the experiment after they received complete
information on the aims and experimental conditions of the study.

3.1 Experimental Setup

A constant temperature of 23 ◦C± 1 ◦C and artificial fixture light were con-
trolled throughout the experiment. The experiment was performed in the sound-
attenuated room, where the participants were seated in a fixed chair in front of
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Fig. 2. The screenshot of the challenging decision-making task in the Auction Game,
depicting the players’ physiological arousal state through biofeedback meter at the top
right [2].

a screen at a 50–60 cm distance. The screen was equipped with the Tobii T60
eye-tracker recording PD data with a frequency of 60 Hz. Furthermore, physi-
ological Movisens ekgMove sensor was applied using a chest band holding two
contact electrodes positioned at the left and right lowest rib points, which pro-
vided a minimal obtrusive measurement of ECG data. Biofeedback arousal data
based on HRV was transferred to the serious game application using Bluetooth.
Baseline period for both of the physiological modalities was recorded for five
minutes in a resting state before the onset of the game. Both of the physiological
datasets were analyzed offline.

The serious game used in this study was the Auction Game [2] since it
presents a challenging financial decision-making task to the participants, see
Fig. 2. The game was connected with the ECG sensor for the on-line biofeed-
back based on physiological arousal, inferred from the HRV data. Such coupling
provided a reliable measure of physiological arousal in a stressful environment
[2], which was used as the ground truth for the data analysis. The inferred phys-
iological arousal continuously adjusted the difficulty of the decision-making task
in the game through the biofeedback method.

In the game, the participants were presented with a buy or sell decision for
given trading stock. To make a decision, participants had to calculate the mean
value from three given price estimations and click on the buy or sell button based
on the offered price for a stock. Price estimations were directly linked to the
physiological arousal level, such that they deviated from the correct price with
higher variance, the more aroused the participant was. Thus, lower physiological
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arousal would make the variance of price estimations closer to the correct price,
so that a buy or sell decision could have been easier. The serious game was
linear, which meant that there was always just one possible correct decision to be
made in each trial. To promote a more significant challenge, higher physiological
arousal also reduced the decision time, while the task became more challenging
at subsequent trials as the decision period was further reduced, forcing a quick
decision.

3.2 Data Analysis

Regarding ECG data, the raw signal from the device was amplified, after which
it was band-pass filtered at 10–40 Hz with 16-bit digitization. Furthermore, the
signal was then smoothed using a 10 ms moving average window, while the R-
peaks (heartbeats) were identified using the OSEA algorithm [7]. The heuristic
rules were applied in detection to avoid missing R-peaks or detecting multi-
ple peaks for a single heartbeat. The final data consisted of interbeat intervals
measured between successive heartbeats to obtain the HR and HRV parameters
accordingly.

Regarding PD data, offline analysis of the eye-tracker data in millimeters was
used to obtain the power of LF and HF bands that correlate to HRV parameters.
The data were corrected for the short and long blink periods. A linear interpola-
tion was then applied to the short blink periods. Both HRV and PD values were
normalized for each participant by subtracting the data from the resting-state
baseline measurements before the task. Following the method given by Park et
al. [15] for extracting HRV indices of LF/HF ratio, the PD data were band-
pass filtered for the LF range (0.04–0.15 Hz) and the HF range (0.15–0.4 Hz).
Afterward, the signal was processed using FFT analysis (i.e., using the Hanning
window of size 180 samples and the resolution of 1 sample) to extract the powers
in the LF and HF bands, which were used to infer the HRV index of LF/HF.

4 Results

In order to investigate the potentials of using PD as a remote measure for provid-
ing contactless biofeedback for serious games based on physiological arousal, PD
and HR values were recorded during the performance on decision-making task in
serious games. Pearson product-moment correlation and ANOVA comparisons
were used to determine the relationship between several variables determining
performance in the Auction Game and normalized PD values during the task.
Decision performance was assessed throughout the game as: time needed to reach
a decision; final game score (money earned); and the level reached in the game.

Regarding the relationship between arousal parameters of LF/HF acquired
through PD data and the ground truth HRV acquired through ECG data, there
was a significant difference between the arousal levels (F (4,1509) = 11.5157,
p< .001), as depicted on Fig. 3. A Tukey posthoc test revealed that the LF/HF
ratio for the highest arousal condition 5 based on the ground truth ECG data
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Fig. 3. The difference between the arousal levels based on the ground truth HRV data,
in regards to the LF/HF ratio acquired through PD, on a decision-making task in the
Auction Game. There is a significant difference between the highest and the lowest
arousal condition with 95% confidence interval at the<.001 probability level. The line
illustrates a significant negative correlation between the mentioned data.

(−2.004± 1.321, p< .001) was significantly different than the ratio for lowest one
1 (−1.675 ± 1.014). There was no statistically significant difference between the
other groups (p = .169). Furthermore, a significant negative correlation between
the LF/HF ratio and the arousal conditions was found (r =−.112, n = 1514,
p< .001), as illustrated with a line on Fig. 3. These results provided evidence
for validation that the PD data, more specifically the LF/HF parameter, indeed
provides a measure of physiological arousal. More specifically, the higher LF/HR
ratio is correlated with lower arousal, and therefore, a relaxed emotional state.
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Fig. 4. The difference between the successful and the unsuccessful decision trials
arousal, in regards to the LF/HF ratio acquired through PD, on a decision-making
task in the Auction Game. The successful trials had significantly higher LF/HF ratio,
than the unsuccessful ones with 95% confidence interval at the .010 probability level.
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There were a strong, negative correlations between the LF/HF ratio and the
time needed to reach a decision on each trial (r = −.118, n = 1477, p< .001),
as well as, between the LF/HF ratio and the total score (money gained) in
the game (r = −.069, n = 1477, p< .008). This evidence was further supported
through a significant difference found (F (1,1475) = 6.576, p = .010) between the
arousal LF/HF ratio on the successful decision trials (−1.476± 0.899), which was
significantly higher than on the unsuccessful ones (−1.607± 0.978), as depicted
on Fig. 4. These findings lend support to the idea that the LF/HF ratio as
an index of arousal influences decision performance in serious games, where
participants in the more aroused emotional states take longer to reach a decision,
and an unsuccessful one at that. These participants also had a lower overall score
in the game. More importantly, this information was inferred from the LF/HF
ratio acquired from the PD, which gives further evidence for its usage as a remote
measure of the emotional state of arousal.
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Fig. 5. The difference between the participants who had successfully finished the game
and the ones that have not, in regards to the LF/HF ratio acquired through PD, on
different levels in the Auction Game. The participants who had successfully finished the
game had significantly higher LF/HF ratio than the ones that had not, at the< .001
probability level.

Finally, there was a significant difference in LF/HF ratio found (F (1,51)
= 11.344, p< .001) between the participants who had successfully finished the
game (−1.024 ± 0.415, p< .001), compared to a lower value for the ones that
have not (−1.924 ± 1.174), as illustrated in Fig. 5. This finding suggests that
the participants who managed to finish this challenging game were able to put
themselves in a different emotional state of arousal throughout the game, which
enabled them to succeed in the game, compared to the ones that have not reached
the end.
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5 Discussion

The PD data suggests that physiological arousal influences human financial
decision-making, as has been previously validated in the economic field, as well
as in the field of serious games through the use of other physiological sensors.
This study found that the participants in lower arousal states reach their deci-
sions faster, and make more correct decisions which result in higher overall score
(money gained) throughout the game. This evidence gives support to the previ-
ous finding, as well as gives evidence that PD may be used as a remote contact-
less measure of arousal to observe the similar effects. If one considers that such
remote measure is less obtrusive and has a lower impact on human behavior in
the experimental sessions, one can argue that this might be a more ecologically
valid measure to infer arousal in user experiments on decision-making in serious
games.

The suggestion that PD might be used as a reliable measure of arousal is
further supported through the evidence on ground truth validation between the
PD and ECG data. Previous evidence suggested synchronicity between human
cardiac rhythm and SFPD through neural pathways [15]. They have found that
the power in LF (0.04–0.15 Hz) and HF (0.15–0.4 Hz) bands in the ANS were
found to be synchronized with the SFPD rhythm in the same frequency ranges
respectively, which was validated in this study as well.

The evidence from neuroscience indicates that the same activation of the
ANS should be observable on both ECG and PD data, which was validated
through the findings in this study. Nevertheless, due to the interdependence of
the PNS and SNS activation with their effect on physiological responses, PD
provides a rare opportunity to observe distinct activation of the two different
pupillary muscles. This information coupled with other evidence suggesting that
also higher cognitive functions (e.g., memory load and cognitive processing) are
also observable on the pupil data, gives a clear direction on the PD usage in
a well-rounded biofeedback modality which provides a window into the mental
processes.

Furthermore, it was observed that the participants in a lesser aroused states
throughout the game were able to finish the game until the end, compared to
the ones that were in a more aroused emotional state throughout the game.
Since the stimuli for arousal states throughout the game were variable, due to
biofeedback controlling the difficulty, it is unclear if the regulation of arousal
made participants more successful at decision-making. Nevertheless, this finding
lends further support to the evidence that physiological arousal influences the
decision performance, but it also gives motivation that the participants who were
able to regulate their emotional arousal were able to reach further in the game
due to more advantageous decision performance.

The evidence suggests that both PD and HRV data on the task were corre-
lated with decision performance in the serious game set in the financial context.
As previous research established that both of these physiological measures are
associated with the balance between activation of PNS and SNS, it can be sug-
gested that both these physiological measures would be a useful measure to
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asses the decision-making performance of participants. These underlying factors
contribute to arousal, which has already been validated as an influencing factor
in decision-making performance and task difficulty [2]. As the complex inter-
dependent activation of PNS and SNS is reflected in both PD and HR data,
these findings validate the notion that these modalities are inferring the same
activation and its effects on the decision performance scores in serious games.

6 Limitations

In biofeedback-enhanced serious games, it is hard to distinguish if the partici-
pants performed better on the decision-making task, or if the task got easier by
regulating emotions and subsequently reducing the task difficulty. Such ambi-
guity in the experimental data is known as the biofeedback loop, and it applies
to the evidence given in this study. One of the aspects of this ambiguity is
reflected on how the differences in decision-making time affect the arousal states
in participant since this time was controlled by the same arousal states elicited.
Nevertheless, the inference of physiological arousal on decision performance in
the Auction Game was found, regardless of its nature.

Moreover, inferring arousal through PD has a limitation where the SFPD
activity during blinking periods is not available. Linear interpolation was applied
to mitigate this limitation, but more extended blink periods greater than one
second are going to have this limitation.

Furthermore, systematic carryover effects between the trials are observable
in the physiological data, where the arousing stimuli of one trial influences pupil
size on the next trial. Therefore, future work should study the duration of these
carryover effects to design independent trials, as well as try to mitigate this
limitation by providing emotion-regulation training before the task.

7 Conclusion

This paper gives evidence that PD might be used as a reliable measure of phys-
iological arousal by enabling the collection of physiological data unobtrusively
and remotely in serious games set in the financial decision-making context. This
evidence has been compared against the ground truth ECG data. Moreover, it
suggests that the interdependent and competing activation of the two branches
of ANS, mainly PNS and SNS, are observable on both the ECG and PD data.
The Auction Game in this study used an electrode contact ECG device as a
biofeedback measurement. Nevertheless, this study validated the potential usage
of a more unobtrusive PD measure for biofeedback, which would be beneficial to
observe the significant effects of arousal on human decision-making inside of the
serious game. Therefore, one might argue that potential future biofeedback could
be implemented using the PD physiological modality for such serious games.

Furthermore, this paper gives evidence that physiological arousal inferred
through the PD modality affects the performance on decision-making task in
serious games set in the financial context. It was found that the participants
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with lower arousal took less time to reach their decision, and those decisions were
more successful in comparison to the participants in high arousal. Therefore, such
lower arousal participants were able to get a higher total score in the game. The
evidence also suggested that the participants who were able to regulate emotions
and have lower arousal throughout the game were able to reach the final level
and finish the game.

Taking these finding together, it is suggested that PD might be reliably
used as a biofeedback method for arousal in serious games. Future work should
investigate this direction of application, as well as providing a method that would
provide information on memory load, cognitive processing, and emotional states,
all inferred from PD data. Furthermore, if one considers eyetracking as a device
capable of inferring attention information, one can see how this modality is a
promising device for an excellent biofeedback method on the workings of the
mind.
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and cardiac-autonomic control. Soc. Neurosci. 6(2), 169–177 (2011). https://doi.
org/10.1080/17470919.2010.495883

23. Tarassenko, L., Villarroel, M., Guazzi, A., Jorge, J., Clifton, D.A., Pugh, C.: Non-
contact video-based vital sign monitoring using ambient light and auto-regressive
models. Physiol. Meas. 35(5), 807–831 (2014). https://doi.org/10.1088/0967-3334/
35/5/807

24. Yamaji, K., Hirata, Y., Usui, S.: A method for montitoring autonomic nervous
activity by pupillary flash response. Syst. Comput. Jpn. 31(4), 2447–2456 (2000)

25. Yannakakis, G.N., Martinez, H.P., Garbarino, M.: Psychophysiology in games. In:
Karpouzis, K., Yannakakis, G.N. (eds.) Emotion in Games. SC, vol. 4, pp. 119–137.
Springer, Cham (2016). https://doi.org/10.1007/978-3-319-41316-7 7

https://doi.org/10.1111/j.1469-8986.2007.00550.x
https://doi.org/10.1111/j.1469-8986.2007.00550.x
https://doi.org/10.1002/aur.1888
http://doi.acm.org/10.1145/1496984.1496998
https://doi.org/10.1016/j.ijpsycho.2017.07.014
https://doi.org/10.1109/ACII.2013.38
https://doi.org/10.1109/TAFFC.2017.2705088
https://doi.org/10.1017/S0954579405050340
https://doi.org/10.1017/S0954579405050340
https://doi.org/10.1007/s12671-017-0698-x
https://doi.org/10.1016/j.ijpsycho.2003.12.005
https://doi.org/10.1080/17470919.2010.495883
https://doi.org/10.1080/17470919.2010.495883
https://doi.org/10.1088/0967-3334/35/5/807
https://doi.org/10.1088/0967-3334/35/5/807
https://doi.org/10.1007/978-3-319-41316-7_7


Identifying Influences of Game Upgrades
on Profitable Players Behavior in

MMORPGs

Luiz Bernardo Martins Kummer1(B) , Hiroyuki Iida2(B) ,
Julio Cesar Nievola1(B) , and Emerson Cabrera Paraiso1(B)

1 Pontificia Universidade Catolica do Parana,
Rua Imaculada Conceicao, 1155, Curitiba, PR, Brazil
{luiz.kummer,nievola,paraiso}@ppgia.pucpr.br

2 Japan Advanced Institute of Science and Technology,
Asahidai 1-1, Nomi, Ishikawa, Japan

iida@jaist.ac.jp

Abstract. Players can change their interest in continuing playing due
to many reasons, such as the game content available to them. There-
fore, game upgrades play an important role as they have the potential
to influence players, being it a “double-edged sword”, as players may
like the new challenges or not. Among the active players, “whales” are
those players that are the most profitable ones. The goal of this paper
is to answer the following research question: “What are the influences
of game upgrades on profitable players behavior?”. To do that, we pro-
pose to apply and jointly interpret the results of four metrics (or KPIs):
Commitment, Key Risk Indicator, Available Motivational Growth, and
Game Refinement Value. This approach was applied to an MMORPG
dataset that contains four kinds of upgrades. As results, the proposed
joining identified three key influences and two players aspects, showing
the potential to be used by game producers to evaluate the acceptance
and influences of their upgrades in real situations.

Keywords: Game Analytics · Profitable players · Players’
commitment · Players’ KPIs · Players’ metrics · Game Refinement
Theory

1 Introduction

The game producers’ role can be portrayed by two main challenges: the acquisi-
tion of new players, and the maintenance of the active ones. The acquisition of
new players is usually done through advertisements, while the maintenance of
the active ones is done through releases of new game contents (known as game
upgrades) [14], that affect the players’ interest in continuing playing [2,5,17]. In
addition, some players can be more profitable than others [14], being the very
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profitable players named as “whales” [9]. This fact highlights the importance
of game producers being able to identify, comprehend, and satisfy this kind of
players, as the more pleased they are, the more profitable a game is. The problem
is, satisfaction aspects of players are usually interpreted empirically through raw
metrics that consider only the amount of played time, like MAU (monthly active
users), which can lead them to risk situations (e.g., due to misinterpretations of
a new upgrade acceptance) [5,7,14].

In academia, the research field that focuses on modeling players’ behavior
is the Game Analytics [3]. One of its approaches regards the identification of
changes in players’ engagement to help producers identifying risk situations,
being it usually based on two features present on usage data, the amount of
time spent playing and the obtained score [5,7,12]. As examples, one can cite
the Commitment metric and Key Risk Indicator (KRI) from Kummer et al. [5].

The Commitment metric was proposed to give an alternative to the empirical
analyses done by game producers in reference to the “how motivated are the
active players?” concern. This metric splits the active players into three different
groups regarding low, average, and high commitment degrees. Moving to the
KRI, this metric is based on the Commitment one, where positive and negative
transitions of players between the commitment degrees are identified and then
a view of it is presented in a comparative perspective.

An analogous approach is the called Game Refinement Theory (GRT) of Iida
et al. [4], which regards the measurement of the players’ entertainment based on
the game rules, the players’ strength, and the outcome uncertainty. Its concepts
are represented by the called Game Refinement Value (GRV).

In this work, the aforementioned metrics are studied and improved, result-
ing in changes of the GRV, KRI and the proposition of a new metric, named
Available Motivational Growth (AMG). It was proposed then to jointly apply
the Commitment, KRI, GRV, and AMG metrics and use their values as an
answer to the following research question (RQ): “What are the influences of
game upgrades on profitable players behavior?”. As results, three key influences
and two players aspects were identified. Players’ behavior is a complex universe,
where different points of view can be used to try to understand it. In this app-
roach, the influences of upgrades are interpreted in the engagement (increase or
decrease) and enjoyment (considering the uncertainty aspect) contexts.

This paper is organized as follows: Sect. 2 presents the adopted metrics,
Sect. 3 shows the metrics’ previous applications, Sect. 4 depicts the metrics’
improvements, Sect. 5 presents the dataset, experiments and discussions, and
Sect. 6 concludes the paper with the RQ answer and future works.

2 Metrics

This section presents how each metric used in this work was conceived.

2.1 Commitment

The Commitment metric was initially proposed by Kummer et al. in [5], being
improved by themselves in [7]. Its motivation regarded the fact that analyses over
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the number of active players may hide risk situations, such when there is a high
number of active players and they are not engaged in continuing playing, leading
game producers to a false sense of “comfort”, while in fact, it is a dangerous
situation. To deal with that, this metric segregates the active players into three
degrees of commitment (low, average, and high), highlighting when players are
disengaged to a considered game (e.g., when the majority of players has a low
commitment degree).

This metric is generated through a Machine Learning approach that contains
unsupervised and supervised steps, where the amount of time spent playing and
the obtained score are used considering a sense of speed progress. The method
to generate it requires a definition of a time-span size, which can be weekly or
monthly. For each time-span and for each player, his/her commitment degree is
identified, and then a sum of all players on each degree is presented as the final
result, usually being compared with metrics like MAU.

The Commitment input is represented by the following vector: Vi =
{idi, di, Si−min, Si−max,ΔSi}, where idi is the identification of the player i, di
the number of days played in a week (or in a month; it depends on the adopted
time-span size), Si−min the minimum obtained score, Si−max the maximum
obtained score, and ΔSi the number of times that the score was increased.

The Commitment metric assumes that if a player likes a game, he/she will
play for longer, improving his/her abilities. According to this rationale, the com-
mitment to a game is something built and maintained over time. The definitions
of low, average, and high degrees are updated based on all time-spans, therefore,
the method presents tolerance to outliers and also the capacity to adapt to new
and stable behaviors (due to an Ensemble with the majority vote policy).

The low committed profile is understood as players that started to play and
are usually in a learning phase about the game mechanisms. The average profile
represents the players that are evolving their performance and spending more
time playing than the low committed ones, however, with a yet different behavior
compared to the high profile. Lastly, the high profile represents the players who
play for the longest period of time and present the best performances.

2.2 Key Risk Indicator - KRI

The KRI metric aims at depicting the general increase or decrease in players’
commitment over time [5]. Its application starts considering the first pair of con-
secutive time-spans (e.g., two consecutive months or weeks), where the players
that increased or decreased their commitment are identified. Next, each player
is grouped according to definitions of Table 1. Then, the members of each group
are summed up and the RawKRI value is computed through the (1) application.
Finally, after computing the RawKRI value for each consecutive time-spans, the
normalized and final value is obtained through the (2) application.

RawKRI = (LA + AH + LH) − (AL + HA + HL) (1)

KRI = RawKRI/max(RawKRI) (2)
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Table 1. Possible changes in commitment

Change group Label Engagement

Low to average LA Increase

Average to high AH Increase

Low to high LH Increase

Average to low AL Decrease

High to average HA Decrease

High to low HL Decrease

Where max(RawKRI) is the biggest RawKRI of the series. This metric’s
range is from 0 to 1, where 0 means the worst decrease in players’ engagement,
while 1 is the best increase. It is interesting to highlight that every-time a new
time-span presents a new max(RawKRI), this time-span receives the value 1
and all the other time-spans have their values updated according to it.

2.3 Game Refinement Value - GRV

The GRT was initially proposed by Iida et al. in [4] to try to measure a degree of
excitement of board games. It is interesting to notice that this theory avoids the
empirical considerations about interest, founding its concepts on the classical
mechanic physics of Newton [10]. In the same way that a roller-coaster can
provide more or less fun according to settings of G-force, speed, and height, a
board game may have a similar structure, as we have interests in both kinds
of activities. On the one hand, the roller-coaster applies an acceleration into
our body which affects our sensation of pleasure, on the other hand, a board
game also provides such sensation which can be the result of an acceleration,
but in that case, applied to our minds. This is the essential idea behind the
GRT (physics in mind).

The acceleration in mind was modeled as the variations of the outcome uncer-
tainty of a match, therefore, it is assumed that in an exciting game, the winner
must be unknown until the very end. Based on this concept, the comprehension
about the game result is a function of time (number of moves) t, as the result
becomes more determined as time passes. Therefore, the amount of solved uncer-
tainty can be represented by the function x(t) (the game information progress
model). Let B and D be the average branching factor and the average depth of
a game respectively. If B and D are known for a match, the game information
progress x(t) will be given as a linear function of time t with 0 ≤ t ≤ D and
0 ≤ x(t) ≤ B, as presented in (3).

x(t) = (B/D)t (3)

However, the game information progress is usually unknown during a match.
Hence, it is assumed to be exponential, due to its uncertainty until the very end
of a game. Therefore, a more realistic model is given by (4).



Identifying Influences of Game Upgrades on Profitable Players 303

x(t) = B(t/D)n (4)

where n is a constant given by an observer of the considered game. In this
new model, the acceleration of the game information progress can be obtained
applying the second derivative of (4). Solving it at t = D (the end game period).

x(D)” = (Bn(n − 1)/Dn)Dn−2 = (B/D2)n(n − 1) (5)

It is assumed that when a match is happening, the acceleration of game
information is happening somehow in our minds, being it enjoyable or not. The
physics in mind is not yet fully understood, but according to Newton’s laws, if
there was an acceleration, there was a force acting, so when there is an accelera-
tion in our minds (i.e., stimulus-response), there is also a force acting. Therefore,
it is expected that the larger the value B/D2, the more exciting a game is, due
to the outcome uncertainty. Lastly, the GRV is assumed as described in (6).

GRV =
√

B/D (6)

The key concept to apply the GRT to a game consists of identifying the
game information progress model, i.e., game features that contain uncertainty.
For example, in the Soccer and Basketball cases, the average values regarding
the number of shots and the number of successful shots are used [15], while for
the RPG case, the values of options available and turns can be used [11]. All of
these values are conceptually applied somehow to the structure proposed in (6).

According to the applications of GRT [4,11,15,16], there is a common agree-
ment that regards the called “Sophisticated Zone”, which is the GRV between
0.07 and 0.08. Games in this zone tend to be more enjoyable than games outside
of it. Moreover, values lower than 0.07 mean that a game is more competitive
(more based on players’ skill), while values above 0.08 mean that a game is
more stochastic (i.e., more based on chance), therefore, the Sophisticated Zone
is a balance between players’ skill and chance. Another aspect regards the game
length, where games too long can be seen as boring (lower GRV) while games
too short as unfair (higher GRV). As a final remark, the same game may have
different GRVs. For example, in an MMORPG, it is possible to compute the
GRV for PvP battles, loot boxes, and the reforging system.

3 Metrics’ Previous Applications

Starting with the Commitment metric, it was applied by Kummer et al. [7] to
identify when a game enters in its last stage of the usage lifecycle, known as the
Niche stage [2]. In this approach, the authors identified an increasing trend of
the number of high committed players together with a decreasing trend of the
low committed ones in an MMORPG. Proposing the Niche occurrence when a
game has a number of high committed players greater than the number of low
committed ones.
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In the KRI case, Kummer et al. [5] applied it in an MMORPG to identify
variances on players’ behavior according to game upgrades. It was possible to
identify situations where the MAU did not highlight a risk situation while the
KRI did. For example, when the MAU increased due to a game upgrade but the
players’ commitment decreased (i.e., an initial expectancy that was not attained
after the new content consumption). In addition, this approach did not distin-
guish the characteristics of each upgrade.

Moving to the GRT applications, even though it was successfully applied to
several game genres [4,11,15,16], it has never been applied to MMORPGs. Thus
this paper has the opportunity to assess the theory’s concepts in a new context.

It is interesting to notice that none of these metrics were applied to the
profitable players perspective. In addition, this perspective is usually linked to
the predictions of players’ churn, remaining lifetime, and lifetime value [1,6,8,13].

In conclusion, even though there are interesting approaches to deal with usage
lifecycle risks, none of them focused on the identification and interpretation of
the influences of game upgrades on profitable players’ behavior. Therefore, as
far as our knowledge goes, this paper proposal is improving the state-of-art.

4 Metrics’ Improvements

This section presents the proposed improvements of the GRV and KRI metrics,
and also the proposition of a new one, named Available Motivational Growth.

Starting with the GRV metric, it was proposed to join it with the Commit-
ment approach, allowing in that way to interpret the GRVs of low, average, and
high committed players. Moving to the KRI metric, it shows the variations of
players’ commitment over time, however, it is not clear when the majority of
players increased or decreased their commitment degree. In view of it, we pro-
pose to expand the metric’s range from −1 to 1, where negative values regard the
case when the majority of players decreased their commitment degree, while the
positive ones the opposite of it. The updated KRI Equation is depicted in (7).

KRI = RawKRI/maxpositive(RawKRI) � maxnegative(RawKRI) (7)

In view of the Eq. (1), when the sum (LA + AH + LH) is bigger than
the sum (AL + HA + HL), the maxpositive(RawKRI) is used, being the
maxnegative(RawKRI) used otherwise.

Another point regards the idea of potential growth of commitment per time-
span. As it is neither depicted by Commitment nor by KRI, it was proposed
to represent it through a new metric named Available Motivational Growth
(AMG), which consists of a sum of the number of players that are not in the
high commitment degree, such as depicted in (8) and normalized in (9).

RawAMG = Plow + Paverage (8)

AMG = RawAMG/max(RawAMG) (9)
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Where Plow and Paverage are the number of players with low and average com-
mitment respectively, and max(RawAMG) is the biggest RawAMG of the series.
The metric’s range is from 0 to 1, where 0 means no potential growth (i.e., all
players already have a high commitment) and 1 the opposite.

As final remarks, the Commitment, KRI, and AMG metrics demand data
containing players’ identification, obtained score, and the time-stamp associated
to each score, while the GRV one requires the total number of attempts, the total
number of successes, and the associated time-span linked to a game feature.

5 Experiments and Discussions

This section shows the metrics’ applications to an MMORPG that aim at iden-
tifying behavioral changes of players through different game upgrades to answer
the proposed RQ. As the dataset is divided in weeks, all metrics were applied con-
sidering this perspective. All computations were performed through SQL queries
in a MySql database and Machine Learning algorithms written in Java.

5.1 The Blade&Soul Dataset

The proposed metrics were applied to the Blade&Soul game, an MMORPG that
presents four game upgrades (see Table 2). This dataset was provided by a Data
Mining competition [8] and is divided into three subsets. Table 3 summarizes each
subset aspects, such as the number of players (all selected by its game producer;
all whales), the number of instances (each instance refers to one action did by a
player in a given time), the collection period, and the number of weeks.

Table 2. Blade&Soul upgrades summary

Date Subset Week Observations

2016-04-27 1 5 New PvP mode

2016-07-20 2 8 More acts (stories)

2016-08-24 2 13 PvP improvements

2017-01-18 3 21 Cosmetic and item drop modifications

Table 3. Summary of the Blade&Soul dataset

Subset # Players # Instances Collection period # Weeks

1 4000 175,139,564 2016-03-30 until 2016-05-10 6

2 3000 197,661,989 2016-07-13 until 2016-09-13 9

3 3000 206,758,995 2016-12-14 until 2017-02-07 8
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Note that there are gaps between the total of 23 weeks. However, regardless
of these gaps, the weeks are numbered as a sequence. The 15th-week presents a
very distinct behavior compared to the others, as it has only one day of usage.
Thus, to not add a bias in the overall analysis, we opted to not consider it.

5.2 Metrics’ Results and Analysis

All findings presented in this section are understood as detailed answers to the
proposed RQ, where each metric contributes in terms of its concepts. Starting
with the Commitment one, the input vector Vi was configured such as follows:
idi as the player identification, di as the number of days played in a week, Si−min

as the minimum level, Si−max as the maximum level, and ΔSi as the amount
of “level up” occurrences. As we can see in Fig. 1, all weeks presented a num-
ber of high committed players greater than the other degrees. This disposition
highlights the whales characteristic of this dataset, where it is expected that the
majority of players will be from the high commitment profile.

Fig. 1. Commitment assignment

The first week had a similar number of average and high committed players
due to a previous upgrade that improved the players’ max level. This week can be
seen as a “rush” to achieve the new highest level, entailing in a greater number
of level up events per player. Moving to the Christmas holiday, it presented
an increase of the high committed players. We understand this increase as the
players’ enjoyment due to the opportunity to play longer than usual.

Unpaired t tests were applied (considering p < 0.05) over the percentage of
players on each commitment degree of each week per subset to identify if their
distribution (i.e., mean value) changed from one subset to another. The identified
significant differences regarded the low committed players between subsets 1 and
2, and the average and high ones between subsets 1 and 3 and also between 2 and
3. In conclusion, these differences highlight the fact that upgrades and holidays
can influence the players’ commitment over time. Next, the KRI and the AMG
values are presented in Fig. 2.
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Fig. 2. KRI and AMG assignments

In the KRI perspective, it is possible to notice that the 4th-week presents an
improvement of players’ commitment, which can be seen as a positive expectancy
regarding the upcoming upgrade. However, it was not kept in the following two
weeks. We found two possible reasons for that, (1) after the players consuming
the new content, they lost motivation, or (2) their expectancy was not attained.
In the next upgrade (8th-week), the players’ commitment increased compared to
the previous week, but again, it decreased in the following weeks, due to game
content consumption or expectancies not attained. The 13th-week and 21st-week
upgrades can be considered as unsuccessful because the players’ commitment
dropped, in addition, the 21st-week is the starting point of the worst decrease
of players’ engagement. Even though the level upgrade week is not present in
the dataset, its effects could be measured 2 weeks after its release as the best
improvement of players’ commitment (2nd-week).

Moving to the AMG perspective, none of the upgrades was engaging enough
to have an AMG value lower than 0.4 (the lower, the better). The highest value
was identified in the week after the first upgrade (6th-week), highlighting the
drop of players’ engagement in this time-span. Additionally, the best KRI value
happened together with an AMG value of 0.66. It means that even though it
was the best increase in players’ engagement, there was a hidden potential to get
better results. As a final remark, the AMG mean value was 0.55, it means that
there was a chance to captivate players to higher degrees of commitment over
the whole dataset period, highlighting the opportunity to promote upgrades.

Turning to the GRV perspective, we could manage to apply it to two game
features, which were the PvP battles and the Reforging system. For the PvP
case, we used conceptually the number of fought battles as D and the number
of won battles as B, while for the Reforging case, the number of attempts was
assumed as D and the number of successes as B. Next, Fig. 3 shows their results.

Firstly observing the PvP perspective (Fig. 3 a), it is possible to see that the
identified GRVs are not in the Sophisticated Zone. After assimilating the zone’s
concepts to the current data, the PvP battles can be seen as unfair and based
on chance due to the high GRVs. However, we understand that it is not fully
true in this case, as the PvP battles in the considered game have an extra aspect
attached to the players’ skill that we named “evolutionary strength”. During a
battle, the players’ skill can be seen as the players’ effectiveness and efficiency
in using the options available to them (i.e, playing well), while the evolutionary
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Fig. 3. (a) PvP GRVs assignments; (b) Reforging GRVs assignments

strength is the players’ acquired level until a given moment. In addition, the
evolutionary strength is accumulative, thus once it is acquired (i.e., a “level up”
event) it is not possible to lose (i.e., there is no “level down” event), what does
not happen to the players’ skill, that may improve with training or reduce due
to a lack of practice. As an example, the combination of such characteristics can
generate situations were a very skilled player may lose a battle against a less
skilled one if the other player’s level is higher. We understand that this kind of
situation influences the concepts around the Sophisticated Zone, for example, the
fact of a player having more levels than the other does not mean that the battle
is based on chance, therefore, we considered the PvP of the Blade&Soul game
as possibly unfair and based on a combination of players’ skill and evolutionary
strength. As a final remark, unpaired t tests with p < 0.05 were performed
on each subset (considering the GRV of each commitment degree per week)
and statistically significant differences were identified between all degrees for all
subsets (except by the low and the average groups).

Moving to the Reforging perspective (Fig. 3 b), it was not possible to distin-
guish the effects of the different kinds of upgrades to any commitment degree,
being a possible explanation for that the lack of improvements in the Reforging
system. However, as occurred to the PvP battles, all the GRVs identified are not
in the Sophisticated Zone. A reason for that regards the general success rate of
approximately 94% that reduced the sense of outcome uncertainty. Moreover, all
means of the commitment degrees presented statistically significant differences
between them (unpaired t tests with p < 0.05). Thus, according to the identified
values, we consider the Reforging system of Blade&Soul as stochastic.

6 Conclusions and Future Works

This work improved the state-of-art in four main points: (1) by improving the
GRV and KRI metrics, (2) by proposing a new metric (AMG), (3) by identifying
new points of analysis through the metrics combinations, and (4) by assessing
the Sophisticated Zone concepts to the MMORPG context.

According to the Blade&Soul dataset, the KRI indicates that PvP upgrades
tend to improve the players’ commitment before the upgrade, presenting then a
drop of engagement after the new content consumption, while story upgrades can
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keep players motivated for longer compared to the PvP ones, presenting picks of
motivation during the upgrade week. Moreover, the upgrade regarding cosmetic
and item drop modifications presents an initial increase before the upgrade and
a strong decrease after it, similar to the PvP one. According to these influences
we could point three reasons: (1) new PvP battles are opportunities to players
became in evidence by winning the most battles as possible, thus an initial
preparation is a good idea to have a good performance when the new competition
starts, moreover, the competitions seem to excite or demotivate players fast (i.e.,
one week); (2) there is no preparation to accomplish story upgrades, therefore
players become more committed only when the new content is available; and (3)
cosmetic and item drop upgrades generate initial expectancies or preparation,
but after players obtaining their new costumes or desired items, their engagement
drops as the objectives were achieved.

In the GRT perspective, the higher a GRV, the more stochastic, while the
lower, the more competitive. Thus, it is possible to state that high committed
players present a more competitive behavior than the lower committed ones.
Moreover, even though there were different kinds of upgrades, their GRVs kept
similar. We rationale two possible reasons for that: (1) the degree of challenge
offered to them keeps the same over time, or (2) the players were able to adapt
and maintain their performance. By contrast, low and average committed players
present more changes in their sense of entertaining considering PvP battles and
the Reforging system, which means that they are more sensitive to changes.

The summarized answer to the RQ can be represented by the following three
key influences: (1) different upgrades entail in expectations to consume the new
content, moreover, some kinds of them allow a preparation while others do not;
(2) depending on the considered upgrade, players can increase their commitment
to the game for longer; and (3) upgrades that present a preparation aspect tend
to keep players engaged for less time than the ones that do not allow it. Also,
two aspects of players were identified: (1) the more committed a player is, the
more resilient he/she is to changes on game features, and (2) the higher the
commitment of a player, the more competitive his/her behavior is.

In conclusion, we understand that the proposed combination of metrics can
be used by game producers to better evaluate the acceptance of their upgrades.
As future works, we wish to: replicate these measurements considering players
besides the whales and compare the results (validating with game producers a
possible generalization over the findings), and propose new metrics to explore
other aspects not covered in this paper, such as the players’ motivations.
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Abstract. A computer game was designed for use in a study examining the
relationship between facets of the personality trait openness to experience and
exploration of a dynamic environment where initial knowledge is limited.
A total of 38 females and 56 males aged between 18 and 62 completed a
measure of openness to experience and exploration-exploitation before playing
Market Farmer: a game specifically designed to engage players and record
strategy formation behaviour over time. As expected, exploration increased
initially and then fell as players learned successful strategies. It was hypothe-
sised that openness to experience would positively moderate the relationship
between exploration and score in the latter part of the game, through adven-
turousness and intellect. As expected adventurousness did positively moderate
the relationship between exploration and score, however intellect did not, and
liberalism did. These results may reflect differences in ambiguity tolerance and
flexibility in expectations when establishing strategies and indicate that Market
Farmer offers a promising tool for the examination of personality and strategy
formation.

Keywords: Serious games � Personality � Openness to experience �
Exploration � Strategy � Research

1 Introduction

1.1 Games as Tools for Research

Over the last decade there have been a number of calls for the use of games in
psychological research [1–3] as a means of placing participants in semi-controlled
situations where changes in behaviour can be recorded over time [2]. In the broader
context of methodology, they complement existing approaches by offering a trade-off
between the kind of mundane realism of observational studies and the high levels of
experimental control available in laboratory experiments [4]. Furthermore, where
studies require participants to be motivated to complete a given task, games engage
participants in a way that can produce more authentic behaviour [5]. By deliberately
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incorporating elements that motivate players’ needs for competence, autonomy and
relatedness [6], players experience a desire to continue playing the game.

However, as with any approach, games have their drawbacks as research tools.
Developing a game is a resource-intensive process and the focus on engagement often
comes at the cost of external validity, particularly when mechanisms unrelated to the
target phenomena are introduced [5]. For example, a number of approaches have used
commercially available games, but validity and cross-platform reliability are limited by
the existing constraints of the selected game [7]. One way of resolving this is to select
or produce games that can easily be modified according to the demands of individual
studies [8]. This leads to a design sciences approach, where a platform is created that is
capable of producing a wide variety of games with a common theme or genre relevant
to a broad field of research, thus reducing the need to “reinvent the wheel” every time a
game is produced [9]. The aim of this pilot study is to develop an online game that is
sufficiently open-ended to offer the potential for further development into such a
platform, while also displaying sufficient utility as a research tool. In order to
demonstrate this utility, the game is used to examine the relationship between per-
sonality and strategic cognition.

1.2 Individual Differences in Strategic Cognition

Studies in strategic cognition examine the role of cognitive structures and processes in
the formation of strategies that can occur, for example, in a business environment [10].
In this context, the conclusions drawn can differ according to the type of environment
that managers work in, and recent years have seen a particular focus on the use of the
doing first approach to strategy formation as a result of disruptive change in the
technology sector [11]. In an environment where there is little understanding of an
optimal strategy, this approach advocates action as a means of generating responses
from the environment that are then evaluated. Actions that produce positive results are
retained and others are discarded, and strategies are thus derived through a process of
trial and error [12].

The trade-off between exploration and exploitation is fundamental to strategic
cognition, as the exploitation of existing information or resources may be compromised
by exploration that results in new sources [13]. An optimal model of an exploration-
exploitation strategy produced by Berger-Tal, Nathan, Meron, and Saltz [14], suggests
that in environments where there is little or no existing knowledge, individuals acquire
strategies by initially exploring the environment and gradually acquiring information
through feedback. Over time, however, the costs of exploration outweigh the returns
from exploiting information gained in the past, and individuals gradually transition to
an approach dominated by exploitation.

Considerable interest has been shown in understanding the antecedents of explo-
ration and exploitation related to individual differences. In particular, the Five Factor
Model (FFM) personality trait of openness to experience, which reflects a willingness
to change and try new approaches [15], appears to naturally align with behaviours
associated with exploration. Although studies have found small but positive correla-
tions between openness to experience and exploration [16, 17], these focus on estab-
lishing relationships between dispositional variables measured through self-report
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scales rather than on behavioural observation. Furthermore, openness to experience is
composed of a number of subfactors, or facets [15], each of which may contribute to
differences in the way individuals use exploration. Therefore, studies examining rela-
tionships between exploration and openness to experience may result in weak or non-
existent correlations because different facets of openness to experience may impact on
exploration and exploitation at different points in time.

Conventional approaches to examining exploration have been valuable in devel-
oping an understanding of individual differences in strategic cognition. However, these
approaches have not been able to give us much insight into how individual differences
in personality affect the strategic use of exploration over time. As argued at the start,
the use of computer games as research tools to gather behavioural data in real time can
address this, as they are ideal for capturing data on the dynamic employment of
exploration in strategy formation. A combination of approaches, where personality
traits are measured before gathering behavioural data, could yield insights into the
relationship between personality and the transition from exploration to exploitation.
The use of a bespoke game would also allow for the development of a game specifi-
cally designed to capture this behaviour, while ensuring that participants begin with
little or no knowledge of optimal strategies, thus simulating an environment where
these are unknown.

2 Examining Strategic Cognition with Market Farmer

2.1 Development of Market Farmer

Strategic cognition is a process that includes exploration of the environment and the
exploitation of information gathered through feedback [18]. Activities designed to
capture this behaviour over time must provide participants with the opportunity to
make decisions regarding the acquisition and use of this information. As our focus is
not on decision-making behaviour under time pressure [19], the game is structured in a
way that allows participants to control the advancement of the game. Game time was
divided into 1200 ticks, with each tick activated by a button or the space bar that
triggered game events related to that tick. This allowed players time to deliberate over
decisions, though players were limited to a maximum of two hours to complete the
game.

Games that succeed in engaging players draw on fundamental motivations of
competence and autonomy [6]. Players enjoy facing and overcoming challenges that fit
their skill level, as well as the sense of control in setting and meeting game goals [20].
This can be achieved by creating a system of rewards and punishments within the game
that motivates players to form and improve on strategies. These considerations resulted
in the game Market Farmer, based on a simple mechanic where players plant crops in
fields when the price of the crop is low and then wait for the crops to grow while the
price changes. When the crops mature, they are automatically sold at the current price,
and thus the only control players have over their ability to make a profit is to gauge the
best time at which to plant the crops. This provides players with an opportunity to
observe changes in crop prices and learn from past mistakes in selecting the right time
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to plant crops through a system of rewards and punishments that occur when players
make a profit or loss. For example, when players plant at the wrong time, the crop will
sell at a low price and the return will be less than the cost of planting the crop, thus
incurring a loss.

This simple mechanic provides a low-level decision-making process. However,
meaningful gameplay that sustains interest over longer periods requires a macro-level
decision-making context that interacts with these micro-level decisions in a way that
increases the tension experienced by the player [21]. Therefore, the concept of
improvements was created to allow players the ability to increase profits and prevent
losses. In order to incur more dramatic potential losses, floods that destroy crops and
birds that eat them were introduced. This provided the player with the opportunity to
install improvements to prevent losses incurred from floods and birds, and increase
profits from fields, while constraining the number of improvements in each field forced
the player to make decisions regarding which fields improvements should be installed
in.

To create further tension in making these decisions, crop varieties were given
different qualities according to predictability of price volatility and levels of investment
and return, such that varieties with more unpredictable volatility required a larger
investment, thus increasing the potential loss, but offering an equally large potential for
profit. Thus, players were able to offset the risk of more volatile higher value varieties
using improvements, while small differences in volatility between varieties offered
players the opportunity to experiment with varying levels of risk. The combination of
crop varieties with varying levels of risk and return, floods, birds, and improvements
offered players many ways to achieve a high score, with the values, timing, and offsets
of each game element carefully balanced to ensure that on average, preferences for a
particular improvement type, for example, would not result in a difference in overall
score.

Finally, to distract players from the use of the game as a research tool and create an
enjoyable experience that would hold their interest for the duration of the game,
common game elements such as bright, colourful graphics and lively animations were
used to create a sense of action and movement in the game, along with cartoon-like
auditory cues to provide feedback to the player. To control for differences in ability, a
tutorial was included at the beginning of the game using a narrative to engage the
player in a purposeful understanding of what was required, and to show examples of
the game mechanics. To maintain motivation, the ability to acquire new crop varieties,
fields, and improvements as rewards was staggered throughout the game to encourage
goal-setting. Pop-up alerts and hints were also used throughout the game to ensure that
players were aware of their options, particularly as new elements were being intro-
duced, or rewards provided.

2.2 Playing Market Farmer

On loading the game, the player is presented with an introduction screen showing two
farmers of the same gender as the player, who provide instructions on how to play the
game in the tutorial that follows. The farmers state the broad aim of the game in terms
of maximising the amount of money made, and the player clicks through further
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screens with each farmer presenting aspects of gameplay from positive and negative
perspectives: one stating a problem and the other offering a suggestion for solving it.
For example, players are told that they can plant new crops and make improvements,
but that some crops are expensive and risky. Players are then given an opportunity to
sow and harvest a crop of potatoes, which provides very little profit, but is also very
low risk. After this, the option to sow potatoes is removed and replaced with broccoli,
thus signalling the beginning of the game. The player begins with $1000, and if this
amount falls below $20, it is automatically topped up to $20, thus allowing the player
to sow broccoli crops and continue playing the game. Features of the game such as
floods and improvements are explained to the player as they appear in the game in a
similar manner to the tutorial. Figure 1 shows a screenshot from the game with a farmer
explaining how to access improvements.

Over time, the player receives more fields at predetermined points unknown to the
them, until they have a maximum of eight fields. Players also receive access to more
crop varieties based on the cumulative total of crops sown, i.e. the more crops the
player sows, the faster they gain access to new varieties. Players also purchase
improvements using farmhands that accrue over time, with a total of 32 farmhands
available throughout the game. Information relating to these and other aspects of
gameplay is available at the top left of the screen, where the number of ticks remaining,
the number of crops that need to be sown in order to gain the displayed variety, the
number of farmhands accrued, and a button that advances the game to the next tick are
displayed. The amount of money available to the player (score) is displayed at the top
centre of the screen. When clicking on the farmhands icon, the screen shown in Fig. 2
is displayed, allowing the player to select an improvement when there are farmhands
available to pay for it.

Fig. 1. A farmer explains how to access improvements in the Market Farmer tutorial.
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Once installed in a field, improvements produce a given benefit in that field for the
remainder of the game and cannot be removed. The following improvements are
available for purchase:

Drainage prevents floods from occurring in a field and costs two farmhands. A total
of 27 floods are scheduled to occur at regular intervals throughout the game, and the
more often a player sows a crop in a given field, the more likely it is that a flood will
occur in that field. When a flood occurs in a field with a crop, the crop is removed from
the field and the player loses their entire investment for that crop.

Scarecrow prevents birds from landing in a field and costs one farmhand. Birds
land on crops at regular intervals and reduce the profit of the crop by a random amount
of up to 20%.

Fertiliser adds a random amount of up to 20% of the profit from a crop when it is
sold, but has no effect on crops that are sold at a loss. Fertiliser costs one farmhand.

Irrigation adds 30% of the profit from a crop when it is sold but has no effect on
crops that are sold at a loss. Irrigation costs two farmhands.

These improvements are balanced so that the use of drainage and scarecrows, for
example, will have the same mean effect on overall profits as irrigation and fertiliser,
respectively.

Figure 3 shows the screen in the second half of a game where all of the seven crop
varieties are available. Players sow each crop by dragging the relevant icon into a field.
The fixed cost of sowing each crop is displayed above the respective icon, while the
figure to the right of this shows the amount of money the player would gain if the crop
were harvested in this tick. The recent history of these values is displayed in the
accompanying chart, which illustrates the increasing volatility of each variety.

Fig. 2. A screen in Market Farmer showing the selection of improvements available to the
player, the advantages they confer, and the cost in farmhands.
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The combination of increasing volatility and profitability with each crop and the
advantages offered by the improvements affords players a number of different strategies
for success when defined as the amount of money made at the end of the game. As
players are limited to two improvements per field, choices must be made regarding the
potential losses and gains provided by a combination of improvements, and the effect
this has on mitigating the risk inherent in planting more volatile crops. Initially, there is
a strong incentive for players to explore by experimenting with different combinations,
and once a successful strategy has been established, players may then continue to
exploit that strategy, or explore other strategies. However, players are not forced to
choose between these approaches, and it is possible for players to pursue a given
strategy in some fields while exploring alternatives in others, or to adopt a broad
strategy within which there may be some room for exploration.

3 The Current Study

3.1 Introduction

We now demonstrate how Market Farmer can be used to understand the relationship
between openness to experience and behavioural patterns of exploration performed in
the game, and game performance. These patterns of behaviour are identified according
to the extent to which players repeat strategies by trying new crop varieties and
improvements, and varying the combination of these (behavioural exploration), or by
planting the same crop varieties in fields with the same combination of improvements
(behavioural exploitation).

The game consists of 1200 ticks, during which the game pauses so that players can
perform actions, but there are a number of phases that occur during the course of the
game. Initially, players learn about how to play the game, during which separate
elements are introduced in a staggered fashion to prevent overwhelming the player with

Fig. 3. The screen in Market Farmer showing all of the crop varieties available to the player by
the end of the game and their price volatility.
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information. Furthermore, as the player begins with only one crop and one field, the
ability to extract meaningful information regarding strategies undertaken is limited
until the player receives more crops and fields. As the crop growing times increasingly
exceed the remaining game time in the last 100 ticks of the game, players’ choices
become more limited in regard to the crops that can be sown. For this reason, this
period is not included in the analysis. Given that players begin the game with very little
knowledge of what an optimal strategy might be, a period of behavioural exploration is
expected, during which behavioural exploitation should be quite low. However, as the
game progresses and players begin to acquire successful strategies, the situation is
expected to reverse in line with the model offered by Berger-Tal et al. [14]. This
suggests that performance may be associated with an understanding of the optimal time
at which exploitation should take precedence over exploration. Therefore, once par-
ticipants have had enough time to acquaint themselves with potential strategies, and
mean levels of behavioural exploration have peaked, participants who decrease their
levels of behavioural exploration while increasing behavioural exploitation should
experience a concurrent increase in score (in-game money).

Facets of openness to experience likely to moderate the negative relationship
between behavioural exploration and score in the latter part of the game include:
intellect, as participants scoring higher on this measure may be more likely to recognise
and select successful strategies rather than needlessly continuing to explore; and
adventurousness, as participants scoring higher on this may be more likely to continue
exploring increasingly successful strategies. Also, the lack of a moderating effect of
imagination, artistic interests, emotionality, and liberalism on the relationship between
behavioural exploration and score means that the overall relationship between openness
to experience and behavioural exploration remains low. On the basis of this, it is
hypothesised that once mean levels of behavioural exploration have peaked, higher
levels of openness to experience facets intellect and adventurousness will positively
moderate the negative relationship between behavioural exploration and score, while
imagination, artistic interests, emotionality, and liberalism will not moderate the rela-
tionship between behavioural exploration and score.

3.2 Method

Participants. Participants were recruited through an online recruitment service and
remunerated for their time. Only participants aged at least 18 and using devices with
screen dimensions of at least 640 pixels were able to take part in the study. Due to
compatibility issues, participants were not able to complete the study using the Firefox
browser. A total of 94 participants completed the study, including 38 females and 56
males with ages ranging from 18 to 62 (M = 31, SD = 9.93).

Procedure. After providing demographic information, participants completed a
number of surveys as part of a wider study before playing the game, with the time taken
to play the game ranging from 21 to 129 min (M = 51, SD = 20.81). At the end of the
game, participants were shown their score and asked a series of questions on how much
they enjoyed playing the game.
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Participants completed the IPIP-NEO-120, a short-form adaptation of a longer scale
developed as a measure of factors and facets of the FFM. Participants were asked to
indicate the extent to which statements accurately described their personality on a 5-
point Likert scale from 1 (strongly disagree) to 5 (strongly agree). Statements related to
facets of openness to experience include “I have a vivid imagination” (imagination), “I
love to read challenging material” (intellect) and “I believe that there is no absolute
right or wrong” (liberalism). Chronbach’s alpha for openness to experience is .83, with
alphas for facets ranging from .64 (liberalism) to .76 (imagination and artistic interests).

While dispositional measures use conventional self-report approaches, behavioural
exploration-exploitation is measured using participants’ activity in playing the game.
For each tick, there exists a matrix representing the player’s strategy in terms of the
number of improvement-crop combinations in use at that point. These strategic
instances are then compared to determine the extent to which a player is repeating a
previous strategy (exploitation) or creating a new strategy (exploration) that can include
combinations of previous strategies or alterations to them. A simplified example of how
exploration is calculated in a game with five fields; crop varieties, a, b and c; and
improvements, x and y, is shown in the matrix below.

Mt ¼
� x y xy

a 1 0 0 0
b 0 0 2 0
c 0 0 0 1

This indicates that at t, there was a field with no improvements containing variety a,
two fields with improvement y containing b, and one field with both improvements
x and y containing c. This matrix Mt is then compared to all previous matrices by
subtracting it from each matrix and summing the absolute values of the differences to
derive a single value, d, representing the difference between both matrices. For
example, the matrix at t − 1:

Mt�1 ¼
� x y xy

a 1 0 0 0
b 0 0 1 0
c 0 1 0 0

indicates that, at t, the player has added a b crop to a field with improvement y, along
with the c crop in a field with improvements x and y. Meanwhile, a crop of c in a field
with improvement x has harvested. Subtracting Mt from Mt−1 yields:

� x y xy
a 0 0 0 0
b 0 0 �1 0
c 0 1 0 �1

the summed absolute values of which is d = 3. The exploration value for Mt is the
lowest value of d obtained after iterating over all previous matrices, multiplied by 1
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divided by the number of fields in the game at t to control for the expansion of fields as
the game progresses. Therefore, in a game with 5 fields:

exploration ¼ dmin
1
n
¼ 3� :2 ¼ :6

This value, calculated once at the end of each tick, provides an indication of the
players’ level of behavioural exploration at that point in the game. Taken together,
these values provide a record of changes to the players’ use of exploration as a strategy
over time, with higher values at the beginning of the game suggesting a stronger
preference for a doing first strategy.

Results. Table 1 shows descriptive statistics and correlations for dispositional vari-
ables included in the analysis. Note that values of score are calculated as the square root
of the in-game value to resolve issues related to differences in magnitude and normality
that occurred during analysis.

As expected, there were two broad phases in the game. The first of these occurs from
tick 250 and extends to 550, when behavioural exploration increases while behavioural
exploitation decreases as players extend their strategies to include more crops and
improvements as they become available. Once behavioural exploration peaks at around
550, it then declines as successful strategies have been identified, and behavioural
exploitation increases as these selected strategies are increasingly exploited.

Table 2 shows results from multilevel regression models, with score as the
dependent variable, behavioural exploration as a level 1 predictor, and both openness to
experience and its facets as level 2 predictors. As the study focuses on the influence of
dispositional variables (level 2) on the slope between behavioural exploration (level 1)

Table 1. Descriptive statistics and correlations for dispositional variables.

SC OP IM AI EM AD IN LB

SC
OP −.05
IM −.00 .70**
AI −.16 .68** .39**
EM −.18 .61** .46** .26*
AD .06 .60** .29** .28** .18
IN −.13 .63** .27** .39** .25* .25*
LB .25* .47** .15 .16 .02 .30** .19
M 85.23 3.42 3.57 3.54 3.68 2.94 3.54 3.26
SD 35.21 0.49 0.82 0.86 0.85 0.76 0.77 0.73

*p < .05, **p < .01
SC = Score; OP = Openness to Experience; IM = Imagination; AI =
Artistic Interests; EM = Emotionality; AD = Adventurousness; IN =
Intellect; LB = Liberalism; M = Mean; SD = Standard Deviation
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and score over time (c10), slope values are presented for level 2 on score controlling for
level 1 (c01), and the moderation of level 2 on the slope between level 1 and score (c11).

Multilevel regression analysis shows that on average, there was a significant
negative slope between behavioural exploration and score (c10 = −5.10, p < .001)
following the peak in exploration at 550 ticks. Openness to experience reduced the
negative slope between behavioural exploration and score (c11 = −4.63, p < .05)
through the facets of adventurousness (c11 = −3.83, p < .01) and liberalism (c11 =
−2.90, p < .05). However, when controlling for behavioural exploration, Emotionality
was negatively related to score (c01 = −4.58, p < .05), while Liberalism was positively
related to score (c01 = −6.42, p < .01).

3.3 Discussion

The aim of this study was to assess whether or not theoretical relationships between
personality dispositions and behaviours associated with strategy formation could be
examined using a game that simulates this in a dynamic environment, where initial
knowledge is limited. However, results were mixed. We were expecting that higher
levels of openness to experience facets intellect and adventurousness would positively
moderate the negative relationship between behavioural exploration and score, while
imagination, artistic interests, emotionality, and liberalism would not moderate the
relationship between behavioural exploration and score. Although adventurousness
moderated the negative relationship between behavioural exploration and score as
expected, intellect did not, but liberalism did. This suggests that the ability to recognise
successful strategies and curtail further exploration is not related to intellect, and thus
the task is not as cognitively demanding as it might be in real-word contexts. However,
intellect focuses on reading challenging material, philosophical discussions, and
abstract ideas, and may not reflect the kind of pragmatic application of cognition
required by this task. For example, entrepreneurs, who tend to operate in environments

Table 2. Multilevel regression models with personality traits and facets at level 2, behavioural
exploration as a level 1 independent variable, and score as the level 1 dependent variable.

Level 1 c10 Error
Exploration −5.10*** 1.05

Level 2 c01 Error c11 Error
Openness −0.45 3.59 −4.30* 2.06
Imagination 0.72 2.15 −1.32 1.28
Artistic Interests −1.93 2.06 −0.93 1.23
Emotionality −4.58* 2.02 −0.39 1.21
Adventurousness 1.47 2.33 −3.83** 1.37
Intellect −1.19 2.29 −1.29 1.29
Liberalism 6.42** 2.34 −2.90* 1.39

*p < .05, **p < .01, ***p < .001
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with initial levels of low information, are more likely to exhibit lower levels of cog-
nitive motivation and rely more on heuristics and advice from others when solving
cognitive tasks [22]. This ability to make decisions in the absence of information is also
related to entrepreneurs’ higher levels of ambiguity tolerance, which may account for
the role of liberalism in reducing the negative relationship between behavioural
exploration and score.

One surprising result was the significant relationship between liberalism and score
after controlling for behavioural exploration, as expectations were that traits related to
openness to experience would maintain higher levels of exploration at a time in the
game when the focus should be shifting to exploitation in order to achieve a high score.
However, this result suggests that liberalism is one of the more significant aspects of
personality that contributes to success during this period of the game. Liberalism
focuses on the rejection of moral absolutes and greater latitude in the use of punishment
for crimes. Therefore, it may be that participants with a preference for ambiguity
accurately sense that there is no right or wrong strategy to pursue, and are happy to
assume this in exploring new strategies.

3.4 Conclusion

The current study demonstrates the advantages of using a game to examine behaviours
associated with dispositional constructs over time in combination with multilevel
modelling. However, it is often difficult to predict how players will respond to different,
interacting features of a game, such that any data generated should inevitably lead to
the further development and improvement of the game. This blurs the line between
development and research, as an iterated development process, where successive
versions of the game are produced based on feedback generated by the previous version
[23], lends itself well to the successive gathering and analysis of data needed to
establish validity. From this perspective, a game may never be truly finished, as further
development can occur to improve validity, or to branch off into a different study. In
order to engage players and examine more complex interactions between individuals
and behaviours, games could incorporate greater functionality, which requires iterative
testing for validity. Although the use of games in research is still in its early stages,
these possibilities highlight their huge potential.
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Abstract. Within the area of serious games research, there is significant
potential for researchers and other stakeholders to use serious games to
gain more fundamental understanding of the underlying cognitive pro-
cesses of individual users or participants. In this research, we present
the results of an experiment to benchmark a visual search task pre-
sented in a 3d game-like environment with a standard, controlled, lab
based implementation. Our results show similar trends in performance
measures across experimental conditions in the two environments, how-
ever, participants were faster and more accurate overall in the 3d game-
like environment. There is significant potential for researchers and other
stakeholders to utilise serious games platforms as a means of measur-
ing human cognition within environments that are visually more closely
related to ‘real-life’ than those used in cognitive psychology.

Keywords: 3D environment · Cognition · Visual search task ·
Decision making

1 Introduction

Serious games (SGs), or games that are used for a purpose other than purely
entertainment, are being used more frequently within industries for assessment
and training of specific skills and abilities. While some performance measures
may be captured, there is great benefit in understanding the types of cogni-
tive processes that underlie abilities. One important research area of cognitive
psychology is decision-making; that is, how we process information to make a
judgment. This is often done through lab-based experiments that ask partici-
pants to make simple cognitive judgments about simple perceptual stimuli.

Many SG models acknowledge that at the crux of any learning activity, there
is a cognitive process occurring [7,15]. However, the incorporation of robust mea-
sures of cognitive performance in game based environments is not currently done,
even though the captured data might shine a light on understanding the pro-
cesses underlying their cognitive abilities [3,7,11]. Within the field of computer
science, there has been extensive research into 2D environments and evidence has
shown that visual search abilities improve with gaming [2], however these findings
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were often incidental outcomes and visual search abilities have not been explic-
itly considered in an immersive game-based environment in a way the relates to
the more formal, constrained approach used in cognitive psychology [6].

In this work we present the results of a pilot study to compare visual search
task performance, as measured through reaction time (RT), between a stan-
dard 2D constrained lab based task, and a 3D game-like visual environment.
The focus here is to assess whether the deviations in RTs that occur when the
number of visual stimuli change maps between the 2D lab based task and the
3D counterpart. We begin by providing a brief background to the measurement
of human cognition, followed by an outline of our research focus, the experi-
mental methodology and the results of our pilot study. Lastly, we provide some
concluding discussion, and outline potential avenues for future work.

2 Background

2.1 Measuring Human Cognition

Cognitive psychology uses robust methodological approaches to test an indi-
viduals underlying processing abilities and capacity when performing particular
cognitive tasks. There are a number of robust tools and tasks that are used to
understand cognitive performance that can provide this broader understanding
of capability; for example, surveys, psychometrics, observation, randomised con-
trolled trials (RCTs). One key difficulty in being able to generalise task perfor-
mance to real world behaviours lies in the highly constrained nature of lab-based
environments and artificial stimuli used [5], such as simple shapes. These con-
cerns relate to the overall context of the results, and the potential impact of
this context on performance [8]. On the other hand, studies of entertainment
games and SGs tend to use quasi-experimental designs and surveys and largely
tend to measure post-intervention activity engagement [12]. While studies using
quasi-experimental designs and surveys have added to our understanding of the
outcomes and impacts of playing games, RCTs provide more rigorous evidence
about the impacts of games. Although, laboratory-based tests provide a robust
foundation for our understanding of decision making processes, more research is
required for conversion of highly constrained lab based tasks and measures into
other contexts such as more realistic virtual games-based environments. The rise
of SGs and immersive simulation environments provides a platform for a more
‘realistic’ and variable environment which could be used for cognitive testing
and training purposes. Simplistically, performance data can be used to profile
players or measure competency [1], and there is promise for game environments
to be used to capture more cognitive level data to assess cognitive processing
architecture and capacity.

2.2 Research Focus

At the higher level, the purpose of this research is to develop the foundations of a
theoretical framework that uses the strengths of two currently separate research
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areas to address some of their respective limitations. On one hand, cognitive
psychology uses robust methodological approaches to design, measure perfor-
mance, empirically analyse, and make inferences about the underlying cognitive
processes and abilities that people use to complete a task or make decisions.
We understand that human cognition plays a role in nearly every aspect of
every day life, however, due to the highly constrained nature of lab-based tasks,
it can be difficult to generalise results to how an individual might approach
tasks in their everyday environment. On the other hand, the gaming industry
has conducted extensive research into human-computer interaction, engagement
and player typing/preferences. By combining aspects of SGs with cognitive lab-
based approaches, we aim to develop a framework which provides guidelines to
both researchers and game designers on (a) how to increase engagement and
realism when developing experiments in cognitive psychology, and (b) how to
embed robust cognitive methodology in a SG. This would allow for finer grain
data and a greater depth of understanding about how individuals are processing
and engaging within the environment. This can help us to adapt or optimally
design games for learning to accommodate cognitive styles. This is particularly
relevant for SGs, where these games are typically deployed across a cohort of
individuals with different player profiles and styles.

One overall end-goal of this research will consider how virtual environments
impact users; that is, do people behave and make decisions in a more realistic
and virtual environment in the same way they would in standard artificial lab-
based environments. However, in order to retain the robustness and validity of
any cognitive measures used in a game-based environment, we first need to lay
the groundwork for ensuring reliable measures of in-game performance by bench-
marking performance on simple tasks using the highly constrained approach of
cognitive psychology. Although we are restricting participant interaction with
the 3D game-like environment, the goal of this pilot study is to ensure that
the more visually immersive environment is still capturing valid and reliable
data that can be used as a performance baseline for future studies in which we
allow greater interactive possibilities for participants. As a means of benchmark-
ing performance on a cognitive task between a standard 2D lab-based cognitive
psychology test and a 3D game-like environment, we elect to design and pilot a
simple visual search task and replicate this in a restricted game-like environment.
Python programming language was used to create the 2D lab-based task whereas
we used Virtual Battlespace 3 (VBS3) [4], a visually realistic game environment
with scenario creation tools, to create the 3D game-like environment.

We hypothesise that participants will have a preference for the mechanics
used in the immersive environment of VBS3, and that this will be reflected
in this pilot experiment through faster RTs and greater accuracy even though
the cognitive processes involved should remain the same. If we find evidence to
support the hypothesis that game-based environments are a valid way to deliver
cognitive tasks and assess underlying cognitive processes, then we are developing
the capacity to re-deploy this back into the design of SGs and potentially allow
for greater flexibility in the realism of environments used for cognitive testing.
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3 Methodology

In this pilot study, we designed a simple visual search task [14] within a 3D virtual
environment (Virtual Battlespace 3) which replicated the experimental design
of a typical 2D laboratory-based task requiring participants to make a simple
decision. Further details on the environments and visual stimuli are provided in
the materials section below. The research was conducted under the University of
Newcastle’s Human Research Ethics Committee approval number H-2018-0227.

3.1 Participants

Participants were undergraduate students from the University of Newcastle. Of
the 41 students who completed the experiment, there were 28 males (M = 22.23
years, SD = 3.71) and 13 females (M = 25.38 years, SD = 9.91) ranging from
18 to 52 years of age. Participants were enrolled in either a second year soft-
ware engineering course (28 males and 2 females respectively) or a first year
introductory psychology course (11 females) and received course credit for their
participation.

3.2 Materials and Design

The experiment was conducted in one of the University of Newcastle HCI labs
using an Alienware 17 R3 laptop. PsychoPy2 (v1.90.3) was used to develop and
run the 2D laboratory-based task, while the 3D game-based task was run using
VBS 3.7.0.

Design. In each of the environments, participants were presented with either 5,
10, 15 or 20 items (stimuli) in a single 4 second trial and required to make a
simple decision on whether a target item was present or not. The desired target
depended on the presented colour arrangement of an item. Stimuli used in stan-
dard cognitive experiments are often highly constrained shapes or letters which
are varied visually through the use of colours, location, or rotation [14]. Replica-
tion of our task in a 3D game-like environment meant that to achieve a higher
level of realism, abstract visual stimuli could not be used in both conditions.
As such, this experiment used human avatars in VBS3 to address the criteria
of perceptual salience between targets and distractor items, relying on colour
arrangement of clothing to provide distinction. In each environment, the target
(2D: a rectangular, two toned shape, and 3D: a human avatar, see Figs. 1 and
2 for example trials) would be tan on top and red on the bottom, while both
distractor types would be tan on the bottom half, and either red or yellow on
top.

For each task, a practice block with feedback (correct or incorrect response)
was completed prior to undertaking 10 experimental blocks, each containing 40
trials (no feedback). We counterbalanced task and response key orders to account
for any potential ordering effects. We also asked participants to complete two (2)
questionnaires; one pre-test demographic survey containing additional questions
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regarding gaming preferences and behaviours, and one post-test where we asked
participants about the difficulty of the two tasks and whether they were aware
of using a particular search strategy to reach their decision.

Fig. 1. An example 15-item set presented in the 2D environment. The target item is
absent from this trial. (Color figure online)

Fig. 2. An example 20-item set from the VBS3 (3D) environment. The target avatar
is present on this trial. (Color figure online)

4 Results

4.1 Preliminary Analysis

Surface level analysis of this pilot experiment revealed a significantly faster mean
RT (M = 0.74s) in the 3D environment compared to the 2D environment (M
= 1.02 s), t = 74.515, p < .001, as well as higher accuracy overall (M = 99%
and M = 97% for 3D and 2D respectively), t = −9.191, p < .001. At first
glance it could be proposed that in each task participants respond ‘yes’ as soon
as the target item has been identified (self-terminating cognitive architecture)
on target present trials, or exhaustively search all items in target absent trials
before responding ‘no’. [13]. This is reflected in both 2D and 3D environments
by the slower average RTs on trials where no target item was present (see below
figure).
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Fig. 3. The absolute RTs averaged across participants can be shown in the two graphs
above (Left graph: RTs for the 2D environment, Right graph: RTs for the 3D VBS3
environment). Participants were significantly faster when completing the task in VBS3
compared to the 2D python environment, however in both tasks were participants
tended to respond slower to trials without a target present.

5 Discussion

Two main arguments in favour of using game-like or scenario based platforms
for teaching and training purposes are that firstly, they are more engaging and
therefore more effective as a training tool [9], and secondly, they can be more
closely related to the ‘real world’ meaning an individuals performance is more
likely to reflect actual behaviour [10]. Unfortunately, the reported benefits and
effectiveness of these training approaches are often mostly subjective rather than
objectively measured, and assumptions are often made about generalisability to
real world behaviours.

The findings of this simple pilot experiment indicate that embedding cogni-
tive tasks within virtual training environments with high levels of ‘realism’ hold
promise as a comparative environment for the capture of robust measures of
underlying cognitive processes. The group level trends of slower RTs on trials
where target item was absent or when there was a greater number of items to
be processed (as seen in Fig. 3), indicates that participants were engaging simi-
lar underlying cognitive decision-making processes despite the different environ-
ments. While the design of the task itself was highly constrained, it is worth
noting that the faster response times and improved accuracy in the VBS3 envi-
ronment may be impacted by additional factors such as a discrepancy in the
perceived perceptual planes of the two environments. This factor warrants fur-
ther investigation and as such, future experimentation will focus on adjusting
the locations of the avatars as well as the viewing angle of the ‘player avatar’ so
the spatial locations are more closely aligned with the 2D plane presented in the
comparative environment. By further researching performance measures within
these 2D and 3D comparative environments, we aim to develop a foundation for
designing and implementing tasks within SGs that can provide rich, robust and
valid measures of a users cognitive processing abilities. This would also provide
researchers, educators, or game designers with greater insight into the cognitive
abilities, interactions and learning styles of specific SG users.
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Abstract. Games and immersive training environments frequently rely on user
performance measures to adapt the difficulty of tasks and behaviors, responding
dynamically to changes in performance. However, users may maintain task
performance while experiencing increasing levels of cognitive load. These high
levels of load mean the user has no spare capacity and may fail to get the
maximum benefit from the training task. While other adaptive mechanisms exist,
they do not account well for cognitive load and thus may not be optimal for
training tasks. In this paper we outline a conceptual framework for using real-
time measures of cognitive load to dynamically adapt immersive environments.
We argue that these measures have the benefit of providing a richer mix of data
to base adaption on beyond simple performance metrics, and additionally pro-
vide further metrics to assess both the learner and the training material. To this
end, a Cognitive Adaptive Serious Game Framework (CASG-F) is presented
that draws on frameworks and theories of cognitive load and serious games. We
additionally outline the range of potential mechanics and environment param-
eters that could potentially be adjusted to modify difficulty.

Keywords: Serious games � Conceptual model � Cognitive load � Adaptive

1 Introduction

1.1 Overview

Serious games are used for many purposes; throughout this paper reference to serious
games will adopt a definition specific to the purposes of education and training: “A
serious game is an experience designed using game mechanics and game thinking to
educate individuals in a specific content domain” [1, p. 15]. It has been suggested that
serious games provide a number of advantages over traditional learning or instructional
approaches, including flexibility, creative problem solving, greater engagement and
enjoyment in the material [2, 3] and the ability to produce metrics that are valuable to
debriefing learners and informing ongoing serious game development [4, 5].

However, many serious games fail to leverage their full advantages, and this is
particularly true in respect of adaptive mechanisms and dynamic difficulty adaption
(DDA). Adaptive training in serious games has the benefit of being a cost-effective
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method of providing training that closely approximates one-on-one tutoring and
increases the overall effectiveness of training [6]. Traditional games have explored DDA
in 3D games for well over a decade, and have demonstrated the efficacy of these systems
on player enjoyment and engagement [7, 8]. Serious games have an additional purpose
to provide a learning outcome for players. Thus, the mechanisms for adaption may need
to be different as the foci is on learning outcomes rather than purely entertainment,
although enjoyment and engagement are crucial components of effective learning.

A range of approaches have the potential for being useful for adapting serious
games. This includes, but is not limited to, inventory and pick-up adaption [7], ped-
agogical agents [9], and a wide range of AI implementations. Serious games that adjust
the challenge level in-line with the growing capability and knowledge of the learner are
ideal for maintaining engagement, motivation and learning outcomes [3]. In this paper,
we discuss DDA for adapting serious games, and extend this to consider approaches for
measuring cognitive load that could be used to drive the adaptive mechanism in serious
games. From this, we present a conceptual framework for cognitive adaptive serious
games based on cognitive load theory and discuss future research plans to develop and
assess this approach.

2 Core Components for Cognitive Adaptive Serious Games

2.1 Dynamic Difficulty Adjustment and Adaptive Techniques

The purpose of an adaptive framework is to assess the current state of the individual
learner and adjust the training to better suit their needs within the constraints of the
training requirements. In a commercial video games context, there has been significant
research into developing systems to implement DDA [10, 11]. The aim of DDA is to
provide the player with the correct level of challenge in order to make the game neither
too hard nor too easy, thus increasing enjoyment [11, 12]. This concept of optimal
challenge for the purpose of enjoyment is implemented with the aim of assisting the
player achieve a flow state [11, 13]. Ideally, the benefit of DDA is that it will con-
tinuously adapt to player skill in an appropriate and subtle manner.

As previously indicated, the primary aim of a serious game is to deliver instructional,
learning, or development outcomes. As a result, DDA in this context needs to relate to
the performance of the participant against the serious games purpose rather than solely
to enhance entertainment through amplification of flow states. Our conceptual model
adopts a three-part framework towards engagement that encompasses flow along with
other aspects suited to serious games [14]. One of the crucial aspects we consider is the
role of cognitive load in the learning process, acknowledging the role of cognitive load
levels in providing insights into schema integration amongst learners [15].

2.2 Measuring Cognitive Load

Cognitive load is the degree to which a learning task meets, exceeds, or fails to reach
the processing capacity of a learner’s cognitive system [16]. This is explained through
Cognitive load theory (CLT), which originated in the 1980s [17]. It is a widely
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accepted concept that describes three states of the cognitive processes involved in
learning; intrinsic, extraneous and germane cognitive load [18]. There are a number of
methods of measuring cognitive load, principally subjective and objective measures.
Subjective measures are typically completed by participants after undertaking an
activity, for example the NASA Task Load Index (NASA-TLX) [19, 20]. In contrast,
objective measures are undertaken during an activity, measuring an observable occur-
rence, affect, or physiological system, and interpreting that data for cognitive load.

The conceptual framework detailed in this paper proposes the use of an adapted
version of the detection-response task (DRT) [21] embedded within a serious game.
The DRT has been chosen as it is registered through the International Organization for
Standardization in ISO 17488:2016 as a proven and effective measure [22]. A virtual
DRT, termed the “Remote DRT”, has been previously tested in-simulation, and proven
to be effective [21]. An updated version of the “Remote DRT” is proposed here,
potentially making a cognitive load based adaption an accurate, effective and affordable
method for wide scale adoption.

2.3 Adapting Serious Games Through the Frame of CLT

CLT provides three aspects of cognitive load that can be manipulated to establish a
sophisticated and theoretically sound adaptive framework. A practical description of
how these adaptions may be implemented serious game tasks is outlined in Table 1.

Using CLT as a framework provides a structured way for a combination of cog-
nitive load and various performance metrics to be used to dynamically adapt a serious
game to optimize learning.

3 Conceptual Framework

The conceptual framework detailed here is an extension of the serious games con-
ceptual model proposed by Yusoff et al. [24]. However, the Yusoff et al. model does
not incorporate learner motivation, affect, and prior knowledge as described in the

Table 1. Adaptive examples tailored to CLT

Cognitive load element Method for adjustment

Intrinsic Cognitive Load
(interaction elements)

Alter the task complexity [23] by increasing or decreasing
the number steps at each stage e.g. making a car
automatic rather than manual until the driver has grasped
steering etc.

Extraneous Cognitive Load
(presentation of material)

The way material is presented can lead to an increase, or
decrease, in extraneous load, e.g. light or weather effects
may increase or decrease cognitive load

Germane Cognitive Load
(development of schemas)

The introduction of a “pedagogical agent” who assists the
student may assist the learning process [9]
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cognitive-affective theory of learning with media (CATLM) [9]. Yusoff et al. define a
range of factors, and the conceptual model outlined below adopts their definitions and
adds the following components by drawing on CATLM and others [25]:

1. Learner Knowledge & Experience – understanding the learner’s current state of
intrinsic motivation, knowledge and experience is essential [6]. It is important to
assess the player’s ability with the serious game controls to avoid the learner
struggling with the controls, rather than the learning content within it.

2. Review, Iterate – post-game review otherwise termed after-action review. This is
critical to the learning process and is often underutilized in serious games [4, 5]. It is
important for the facilitator to assess the performance of the serious game itself.

3. Play Game – forms the start/finish of the cognitive and performance measure loop.
4. Cognitive load and performance measures – a constant loop driven by the cognitive

measure. This process includes a performance measure, this is separate to the
cognitive measure loop however they are combined to inform the DDA mechanism.

5. Feedback – is similar to Reflection described by Yusoff et al. [24] and by Moreno
and Mayer [9]; this is in-game feedback to help and inform the player.

6. DDA ±/− – This is the point at which an adaption mechanism is implemented
making the game easier, harder or the same as described in Table 2.

7. Game Performance – outputs the player performance and cognitive load measures
to inform the debrief process and other course requirements [4, 5].

Table 2 presents the various proposed DDA adaptions including concepts dis-
cussed in the preceding section (Sect. 2.3). This follows on from the identification of
how difficulty may be adjusted (Table 1). Together, the existing serious game con-
ceptual models, extended to incorporate the inclusion of an adaptive mechanism based
on cognitive load, results in a new Cognitive Adaptive Serious Game Framework
(CASG-F) (Fig. 1). Performance measures and cognitive load will work together to

Table 2. Performance and cognitive load (CL) adaption template

Achievement Adaption Description

Pass assessment
with low CL

DDA
increase (+)

Player is finding the task easy, so increase the challenge

Pass assessment
with mid CL

DDA static Player is in the correct level of difficulty. No change

Pass assessment
with High CL

DDA static Player is passing but finding it hard, provide in-game
feedback

Fail assessment
with low CL

DDA Static Player has failed but not being mentally challenged, in-
game feedback

Fail assessment
with mid CL

DDA - Cognitive load is ideal but failed assessment, indicating a
lack of knowledge, reduce the difficulty slightly and add a
hint

Fail assessment
with high CL

DDA- Player is struggling, make it easier and reduce complexity
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adapt the in-game tasks. However cognitive load will form an adaption mechanism in
its own right, e.g. making a simulated car automatic instead of manual to reduce
interaction elements (intrinsic cognitive load), or increasing challenge by introducing
additional tasks (intrinsic) or weather effects (extraneous cognitive load).

4 Future Research

The CASG-F proposed here has three broad stages in order to encompass instructional
design concepts [26] and the triadic theoretical framework [27]. The CASG-F provides
a roadmap for future experiments to incorporate these principles as best practice, and to
outline how they are being integrated into the design and development process. The
overarching aim of this research is to create an adaptive framework that can work
flexibly and effectively using cognitive load as a key adaption measure.

Moving forward, robust experimental studies to validate the proposed adaptive
process, and also to provide efficacy for the approach, are planned. Firstly, an exper-
imental study is required to assess the in-game use of the DRT cognitive load measure,
and to further validate its authenticity using a triangulation approach with an EEG
combined with the NASA-TLX. The first experiment enables statistical validation of
the affect different interventions have on the participants’ cognitive load, providing a
‘toolbox’ of adaptive techniques for future experiments. Later experimental studies will
then be required to compare adaptive serious game performance to non-adaptive
variants in order to corroborate the assumption that adaptive serious games are more
effective in enhancing human performance.
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Content 
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Outcome

Game 
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Review, 
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Fig. 1. The Cognitive Adaptive Serious Game Framework (CASG-F)
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The first experiment involves a driving task in a 3D game environment. This has
the benefit of using a task where the real-world efficacy of the DRT has already been
established [21]. The proposed experiment will:

• Present three levels with the same driving track layout; the surrounding virtual
environment will be different in each layout minimizing repetition for participants,
and also provide information on how different visual environments affect cognitive
and visual load.

• Using a randomized approach, participants will drive two loops of the track; one
loop will have the DRT and the other will not, the EEG will remain on for both
loops.

• The levels will include challenge sections, for example navigating a narrow section
of road, observation tasks, following a vehicle, and more.

• Qualities of the visual environment will be manipulated in order to observe how
these changes relate to visual load and cognitive load, e.g. altering in-game weather
and lighting. Quantifying the effect of visual environment manipulations on cog-
nitive load will then further contribute to the adaption ‘toolbox’.

A study following this design will facilitate evaluation of the effect of the DRT
itself on the cognitive load of the player participants. Experimental designs based on
the CASG-F should also consider the layering of primary and secondary tasks to allow
for robust measurement of cognitive load using the DRT approach [28]. To this end,
the player should be given an additional task to perform requiring different cognitive
processes. For example, asking the participant to count or respond to certain assets in
the environment, requiring visual and cognitive discrimination, will effectively alter
cognitive load [28]. Together, the CASG-F and the proposed experimental design
provides an authentic first step toward a generalizable framework for developing
serious games that respond dynamically to improve learning outcomes.

5 Conclusion

In this paper we propose a framework to realize the value of DDA and cognitive
measures as applied to serious games. We then discussed how an adaptive framework
can be applied through the lens of CLT. Extending existing theoretical frameworks, a
conceptual model for Cognitive Adaptive Serious Games was presented that incor-
porates and recognizes different learning design approaches. Additionally, the proposed
model has the potential to deliver real-time personalized training environments to move
serious game implementations closer to the overall aim of enhancing human perfor-
mance. Lastly, a comprehensive experimental design for future studies was presented
where in-game cognitive load will be measured and verified by a variety of methods
against a range of stimuli. This experiment design provides a roadmap for validating
the real-time DRT as a cognitive load measure, and to establish a toolbox of validated
methods to manipulate cognitive load based on a robust understanding of the impact of
different game mechanics and mechanisms on the cognitive load of end users. Once
established, this toolbox can then be applied to serious game implementations to assess
the efficacy of adaptive serious games for education and training.
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Abstract. Serious games and gamified interventions have become increasingly
popular among researchers and therapists dealing with the autistic audience. The
number of studies on technology for autism has multiplied, with the aim to foster
independence and improve learning outcomes. Nevertheless, designing inter-
ventions for Autism SpectrumDisorder is challenging, due to the complex clinical
conditions and the broad range of symptoms covered by the disturbance. Thus, this
systematic review investigates the current status of gamification resources for
autism, with a special interest in the gamification elements and the User Interface
design. We describe the planning and the searching procedures and present the
data extracted from 30 primary sources. The studies analyzed show a multitude of
gamification elements and a plethora of methods and strategies to support
decision-making and improve accessibility in the development of autism-specific
software. It is concluded that the existence of methodological gaps related to the
definition of the target audience and the conduction of testing may impose addi-
tional challenges to the development process, whilst the combination of gamifi-
cation elements is generally positive.

Keywords: Gamification � Autism Spectrum Disorder � Systematic review

1 Introduction

According to the Diagnostic and Statistical Manual of Mental Disorders – DSM-5 [1],
autism is characterized by persistent limitation in social communication/interaction,
restrictive and repetitive behavioral patterns, and (verbal and non-verbal) communi-
cation deficits. As the autism diagnosis evolved to cover a broader spectrum of
symptoms, there is emerging evidence of increasing epidemic rates. Numbers may vary
depending on the metrics used for evaluation, but there are studies reporting on rates as
high as 1 in 150 children being diagnosed with Autism Spectrum Disorder (ASD) [2].

Accessibility has played an important role in providing autistic individuals with
opportunities to overcome their limitations by fostering independence and assisting
them in social relationships [3]. Despite the fact that much information on autism
etiology remains to be uncovered, accessibility advocates (researchers, psychologists,
therapists, teachers, among others) have been thriving to propose feasible and
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interesting intervention solutions, which can be confirmed by the growing number of
computer-based resources published and available to the community.

Serious games and gamification strategies have been largely used in the treatment
of psychiatric conditions, such as depression, eating disorders, substance use, dementia,
and, also, Autism Spectrum Disorder [4]. Gamification is a powerful resource to
increase motivation and engage participants, thus favoring the teaching-learning pro-
cess or training for specific situations. Design elements of serious games and/or
gamified interfaces often include storylines, mid-term and long-term goals, increasing
level of difficulty, feedback and/or rewards, and provision of choice [5].

Recent studies suggest improvements in handling disorder-related symptoms
through the use of serious games or gamified interventions [6]. The same applies to
autism: gamification may be a potentially effective approach due to the high visual
processing skills the ASD individuals possess. On the other hand, developers may face
challenges. According to [5], little evidence exists that ASD individuals subjected to
computer-based interventions are able to apply such learning to real life. This can be
partly explained by the lack of fundamental gamification elements during the design
process.

In light of this situation, there is an undeniable need to understand the current status
of serious gaming targeted to Autism Spectrum Disorder. Through a systematic review,
this paper collects data on serious games and/or gamified interventions for autism, with
a focus on the gamification elements used and their visual representation in terms of the
User Interface design. We believe that this study may help uncover best practices used
and shed light on the graphic design approach to deliver them at the same time.

This paper is organized as follows: in Sect. 2, the review protocol is presented,
including research questions, inclusion criteria, search strings, and databases; in
Sect. 3, results from the review are described and discussed; finally, Sect. 4 brings
conclusions and future perspectives regarding the design of gamified interventions for
the autistic audience.

2 Review Protocol

This systematic review applies a three-phase process, including the design of the
review protocol, the conducting of the search, and the data extraction [7]. We search,
identify, analyze, and summarize evidence on computer-based gamification resources
targeted to the ASD audience. In order to prevent biased or mixed results, the scope is
limited to resources in which the User Interface is the primary output channel.
Robotics, hardware-only ubicomp solutions, or any interface-less devices are not
included in this study, because their examination would require a completely alterna-
tive approach.

Preliminary studies and consultations with field experts helped pilot the review
protocol. The protocol was designed to provide comprehensive guidance through the
review process, with respect to the inclusion criteria and the nature of the results. It
intends to promote the identification of all relevant primary sources and assist the data
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extraction process at the same time. The research questions are: what is/are the learning
objectives? What is the development process/methodology/approach employed? Who
is the target audience? What gamification elements are used to improve learning skills?
What representation methods are applied in the User Interface design?

Then, a list of keywords was defined to support the searching process. Keywords
should cover three aspects of major importance, namely: (1) the target audience, that is,
autistic individuals; (2) the object of study – software development; and (3) the
intervention approach – computer-based serious games or gamified interventions.
Similar keywords were grouped to form a search string, using Boolean “ANDs” and
“ORs”: (“Autism spectrum disorder” OR “autistic individuals” OR “autism” OR “high-
functioning autism”) AND (“computer-assisted learning” OR “computer-assisted
intervention” OR “computer-enhanced learning” OR “therapy software”) AND (“se-
rious games” OR “gamification” OR “gamified resources”).

In order to be included, papers had to adhere to the sensitivity inclusion criteria:
describe a novel contribution to computer-based serious games for ASD; have the
software development as the primary object of study; provide relevant information on
the gamification elements used during development; and rely on the User Interface as
the main output channel. Secondary studies and hardware-only interventions were not
considered. Also, publications older than 10 years were discarded, thus prioritizing the
recent literature.

Six sources were selected in this study: (1) IEEE Xplore Digital Library, (2) ACM
Digital Library, (3) SpringerLink, (4) SCOPUS, (5) ScienceDirect, and (6) Google
Scholar. Together, they grant access to a large collection of relevant resources for
Software Engineering. Besides, important journals on autism research can be accessed
through these sources, such as the Journal of Autism and Developmental Disorders
(Springer) and the Autism (SCOPUS).

Searching was performed using a combination of the search string described pre-
viously. Multiple trials of the keywords were performed in order to reach as many
primary studies as possible. The search resulted in a combined total of 2,995 papers,
which were downloaded. After the exclusion of duplicated papers, the total narrowed
down to 2,642 studies. Then, two assessors examined titles and abstracts to determine
the relevance of the subject matter. Papers that failed to meet the inclusion criteria were
eventually withdrawn from this review, resulting in 30 eligible studies.

3 Results and Discussion

All 30 selected papers were carefully examined according to the review protocol. Data
extracted was compiled in quality reports and double-checked whenever assessors had
conflicting recommendations. Quality reports included data on the learning objectives,
the team organization, the software development process applied, the target audience,
gamification elements, and the User Interface design.

The selected papers present a variety of learning objectives. Many aim to improve
communication skills (46.6%), mostly by teaching new vocabulary and phrases while
improving semantic meaningfulness. Other learning objectives are social interaction
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(13.3%), basic education (10%), and daily activities (10%). Two studies focused on
facial recognition [14, 18] and only one aimed at refining motor skills [10]. Six of them
(20%) presented multiple learning purposes [9, 13, 17, 19, 25, 32]. All of them
involved the major impairments faced by ASD individuals: difficulty of socialization,
imagination impairment, communication deficit, and behavioral issues [12] (Fig. 1).

Popular development approaches are the Participatory Design [15, 17, 30, 32] and
the User-Centered Design [22–24, 31]. Both are techniques that aim to involve external
help (experts, parents, teachers, and/or end-users) to assist the development process.
Other approaches mentioned are the Applied Behavior Analysis [12], the ADDIE
approach (Analysis, Design, Development, Implementation, Evaluation) [33], and the
Extreme Programming [20]. Some studies reported on the use of an “iterative” [13, 14,
16, 21, 27, 29, 35] and/or “agile” approach [21, 27, 36], although they did not provide
detailed information on it.

The team organization is either cross-functional or participatory. Cross-functional
teams are composed by the development staff and stakeholders, who are deeply
involved in the development lifecycle. On the other hand, participatory teams also
engage stakeholders, but they are involved only in specific moments during the process
(requirements specification or testing, for example). In any case, this reveals an effort to
understand the needs and preferences of the end-user. Two studies did not provide any
information on the methodological approach or the team organization [10, 34].

The vast majority of studies analyzed (76.6%) refer to their target audience simply
as “autistic children” or some variation of the term. Only four studies report on the
development of software for severity-specific audiences – that is, high-functioning
and/or low-functioning autism [24, 28, 32, 36]. Two studies (6.6%) referred to the
audience as “autistic individuals”, claiming that the proposed intervention would serve
for ASD adolescents or adults as well [16, 34]. There is also one study [20] that
designed an intervention for children with “specific disorders”, such as ASD, Down
syndrome, mental retardation, etc. According to the author, this is possible due to the
use of the PECS (Picture Exchange Communication System), which is an educational
resource largely used in interventions for several disturbances, including autism.

Fig. 1. Learning objectives extracted from primary studies.
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Table 1 summarizes data on the gamification elements applied in the software and
the User Interface design, that is, what visual representation methods were used to
deliver the interface. Also, it clusters the primary studies according to the learning
objective(s) they aim to achieve. “C” stands for Communication; “M” is Multiple,

Table 1. Gamification elements and user interface design.
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meaning that the study intended to cover more than one learning objective at the same
time; “SI” means Social Interaction; “BE” means Basic Education; “DA” stands for
Daily Activities; “FR” means Facial Recognition; and “MS” is an abbreviation for
Motor Skills.

3.1 Gamification Elements

According to Table 1, many of the studies use feedback (50%) and/or rewarding
systems (33%) to appeal to the audience. Those can be either virtual output stimuli,
such as visual cues or auditory feedback, or real-life tokens (a fruit, a game, or anything
that the user would associate with having positively accomplished a task). Rewards
have been largely used in ASD-specific interventions, often applied immediately after
the task completion, in order to reinforce certain behavioral patterns [36].

Four studies applied Virtual Reality environments within the software [9–12].
There has been increasing interest in using VR for autistic intervention, since this
technology provides an immersion environment that improves interventionist control
and promotes engagement [10]. In addition to that, many studies (60%) increased the
level of difficulty as the user progresses. This feature includes either mid-term or long-
term goals, and is used to foster motivation and interest in using the software.

Most of the studies also include some degree of personalization to the software they
propose. This allows the child (or teachers, or parents) to customize the graphics and/or
the content according to their particular needs and preferences. On the top level, it may
allow for changes in the color scheme, graphics size, and layout arrangement. Besides
that, it may include changes in content presentation: photographs instead of cartoon-
like illustrations, text messages or picture-only content, background music on and off,
etc. A few studies combine personalization with a multimedia approach, including text,
audio and video options [8, 9, 11, 13, 15, 37]. These features are particularly interesting
if we take into account that each ASD individual has unique interests and preferences,
and that the autism covers a broad range of symptoms [8].

In terms of monitoring, many studies apply strategies to customize learning out-
comes and provide parental control (56.6% combined). This is often reached by syn-
chronizing child-parent/child-teacher devices or having multiple interface profiles.
These studies report on the use of an integrated system that allows teachers, therapists
or parents to monitor their children progress, and select custom learning objectives
depending on individual cognitive responses. Again, ASD individuals can benefit from
having tasks tailored specifically for each of them and, at the same time, teachers and
parents are entitled with more control over the learning outcomes.

A few studies also reported on the use of storytelling [15, 17, 27, 29, 33]. This
method uses multiple media formats (text, images, sounds, animation, and video) in
order to encourage students to create their own narratives. In ASD children, this may
help improve their communication skills and the symbolic function, thus promoting an
autonomous attitude [27]. Other features found on the studies include familiarization
(pictures of the surroundings and/or voice recording) [18, 34], information sharing [16],
use of virtual avatars [13], active experimentation [27], and remote control [29].

By clustering the information in relation to the game objective, a few more insights
emerge. When dealing with communication, there is a preference to work with
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personalization, monitoring, custom learning, and increasing level of difficulty. This
may be explained by the communication process itself, which requires a certain
vocabulary level in order to make sentences, and so on. The same applies to Social
Interaction, since it involves cognitive skills rather than physical abilities. In fact,
objectives that cope with physical development, such as Daily Activities and Motor
Skills, tend to apply feedback, rewards, and also personalization strategies, which
provides a more immediate response to the user. In turn, games that included multiple
objectives often used a wide variety of strategies (although rewards and level of dif-
ficulty are more frequent), perhaps because a single approach would not be sufficient to
comply with all the objectives at once.

3.2 User Interface Design

The User Interface design methods reported by the studies include visual presentation
(colors, illustration, photographs, video), textual elements (words or phrases) and even
sounds, voice/narration, and virtual 3D environments. The most popular approaches,
however, are the use of illustrations (76.6%), words/text (80%), and colors (73.3%) to
express feelings and guide the user through the interface. The items check-marked
(refer to Table 1) represent the topics described in more detail in the papers, which does
not mean unmarked items were not covered by the study.

In relation to illustrations, there are multiple approaches available. Reports range
from the use of simple, sketchy, basic shapes (squares, triangles, and circles) [9, 16, 17,
22, 37] to more sophisticated illustrations [25, 26, 31]. None of them report on the use
of realistic drawings. Instead, whenever the authors wanted a more realistic style, they
would rely on real-life pictures or photographs. The main explanation provided in those
cases is that real-life pictures would be easier to recognize, especially if the
parents/teachers use the built-in camera to upload their own images. It would also look
more familiar to the user, and may, in some cases, be more effective [38].

The use of colors appeared as one of the major concerns in the development
process. Again, there are various approaches. Some of the studies inform on the use of
more vibrant colors [16, 22, 25, 28], while others suggest a calm and half-toned color
scheme [23, 36]. There is no apparent revaluation of colors based on users’ feedback.
A similar situation arises from the use of words/text: there is not much information on
why authors chose one strategy over another. The differences in communication deficits
experienced by ASD individuals impose a challenge because some of them are able to
read while others are not [1]. Thus, using an amount of written information that fits the
communication skills of the target audience is of major importance to achieve success.

The use of sounds is also reported in many of the studies (56.6%), though voice
recording features or narration are much scarcer (10%). Sounds, in this case, include
background music and/or other sound effects (clicking a button, for instance). Sounds
can be interesting decorative strategies to increase motivation and reinforce learning
activities [39]. A few studies report on the use of voice recording or narration in order
to add customization attributes or improve familiarization [14, 24, 30]. Around 30% of
the studies also include video (self-recorded or not) and virtual environments as means
to promote immersion experiences.
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Once again, clustering the information according to the objectives leads to other
insights. Games with communication objectives largely apply illustration, photographs,
and words/text. Surprisingly, however, not many of the studies use sounds, voice
recording or video modeling, which could potentially help users become familiar with
the sounds of the words and practice pronunciation. The same applies to Social
Interaction and Basic Education – they could greatly benefit from having sound rein-
forcing positive behavior. In turn, video modeling and Virtual Reality appears in all of
the studies handling Facial Recognition and Motor Skills, probably because those
strategies offer opportunities to simulate real situations – which could also be applied to
Daily Activities.

4 Conclusions and Future Perspectives

The objective of this review was to investigate the current status of research on ASD-
specific gamified interventions, emphasizing gamification elements and design repre-
sentation methods applied in the software development process. Data were also col-
lected on the target audience, the learning objectives, and the software development
process. As results show, there are a good number of studies addressing the topic,
which suggests more awareness of the disturbance and a willingness to move toward
accessibility.

Clinically, the causes of autism are unclear, and as medicine advances more
complexity is added to its diagnosis, treatment, and prognostic. On the one hand,
parents find it difficult to handle autism inside their homes, because many times they
have little or no assistance on how to behave with their autistic children. On the other,
accessibility is often seen as unnecessary and expensive in the corporate environment.
That is precisely why it became so important: development teams endure the task to
develop effective solutions for autism and, at the same time, prove they are feasible
from a productive, financial, and corporate perspective.

In this context, this review shows a wide collection of gamification strategies to
cope with the development of autism-specific software. Despite that, many challenges
emerge from dealing with the ASD audience. Studies included in this review share
some common characteristics. Overall, they provide information on the development
process, although the procedures are often not described in full detail (with only a few
exceptions). We believe this does not mean the development process was neglected,
but rather that the authors decided to highlight some of the aspects they assumed to be
the most relevant. However, the lack of information is disappointing, since a more
detailed description would add consistency to the studies, and also help readers
understand and replicate the methods and strategies used.

The target audience is, most of the cases, referred to simply as “autistic children” or
“autistic individuals”. As mentioned before, autism covers a broad spectrum, that is,
different symptoms appear in different severity levels in ASD individuals [1]. For this
reason, it is hard to assume a single software product would be equally effective to the
entire spectrum. Having a specific target audience (including the comprehensive
description of symptoms) would potentially help optimize the development process and
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also serve as guidance for therapists in managing the software. Furthermore, this has a
negative impact on testing, since results may reflect mixed ASD profiles.

In relation to the development process/design approach, there is a clear focus on
applying methodologies that prioritize the end-user. On the one hand, cross-functional
teams often present a better performance, since their particular expertise helps
improving the software product in terms of usability. On the other, involving external
agents (teachers, parents, and the ASD users) is fundamental to collect feedback and
confirm its efficiency on a User Experience level. Even though most studies did not
present the design process comprehensively, they surely reveal an effort to meet the
end-user’s needs and preferences.

Despite the issues with the process detailing, all of the studies show a good use of
multiple techniques (gamification elements and UI design strategies). The combination
of such methods for the development of serious gaming applications often results in
better usability and acceptance levels [30]. We should remember, once more, that ASD
individuals have complex clinical conditions. Thus, combining multiple strategies and
forms of presentation may have a huge impact on how they use and benefit from the
software.

Unfortunately, most of the studies analyzed did not provide consistent testing
procedures or clear results achieved with the games. Many studies used indirect forms
of assessment, which is valuable, but hardly represents the end-user realistically. In
cases when authors did test the software with autistic children [8, 9, 11, 12, 22, 23, 25,
27, 28], samples were often small, revealing fragility in the results achieved. In addition
to that, none of the studies reported having used control groups within the testing
procedures. This leaves us with no reference for comparison on how the audience
would have behaved with and without the serious game. Of course, the testing efforts
are important but, most of the cases, it is hard to assume they are unquestionable
evidence of success.

Results, in turn, are generally presented in a superficial manner. Mostly, they are
described as “good/not good” or “positive/negative”, without providing further infor-
mation on the analysis criteria, reference metrics, or a comprehensive review process.
Only a small number of studies inform on the specific positive/negative feedback
received, as well as how they would apply the suggestions on later improvements [9,
13, 16, 17, 26, 32]. Exclusively negative or unsuccessful outcomes have not been
found.

The path towards accessibility for autism is obviously not straightforward. Since
the clinical literature is still limited, practitioners are also learning from empirical
evidence. In this sense, one of the main challenges in developing serious games for
autism is to reach out the end-user, in order to understand the complexity of conditions
they have. In addition to that, the development process must be scrutinized. As showed
in this systematic review, there are issues related to the selection of the target audience
(which may lead to a poor definition of learning objectives), and the conduction of
testing procedures (which may lead to biased or mixed results). Finally, developers
must be aware of the user-centered approaches – involving autism advocates along the
process may be a good strategy to prevent usability disasters.

The studies included in this review are undeniably valuable, and we believe the
authors did their best with the limitations they might have faced and with the resources
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they had available at the time. Results achieved and presented in the studies reinforce
that. Notwithstanding, scientific and methodological procedures must be taken seri-
ously given the complexity of the subject matter. This review also intends to open
future discussions on scientific rigor and integrity involving the development of ASD-
specific software. Efforts must continue toward accessibility, effective learning, and
social inclusion.
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Abstract. Preparing medical students to provide emergency care is one
of the biggest challenges in health education, as novices must articulate
a wide spectrum, ever-growing knowledge of a generalist physician in the
shortest possible time. Previous experience has shown that a problem-
based e-Learning environment, presenting clinical cases to be solved
by students, has several benefits in the learning process. This paper
describes the design and development of an approach to produce health
learning games. The approach focuses on combining student engagement
with realistic narratives. The central component is a narrative script-
ing language that enables rapid prototyping and integration with a data
analysis backed authoring process. Our method has been materialized in
an educational game authoring environment that allows the creation of
complex cases and automatic generation of simpler ones. The analytical
design provides a scalable method to create medical learning experiences
based on well-defined medical education theories and health data.

Keywords: Health education · e-Learning · Serious games

1 Introduction

Training doctors to find the best diagnostic and treatment for each clinical case
is one of the biggest challenges in medical education. To become a good clinician,
medical students need to apply the best scientific evidence in caring for patients.
Medical educators need to design pedagogical strategies that offer medical stu-
dents the opportunity to repeat the clinical tasks to develop expertise while guar-
anteeing the safety of patients. Among the main competencies, medical students
need to foster is clinical reasoning, the mental strategies to reach a diagnosis
and plan a therapeutic intervention. Developing reasoning skills is particularly
important for emergency physicians who work under time pressure in situations
potentially fatal. In summary, emergency training requires the student to master
the spectrum of knowledge of a generalist physician in the shortest possible time.
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In a previous successful experience, which is the starting point of this research
[6], an e-learning environment directed to teach emergency medicine through the
solution of clinical cases has shown to improve the engagement of students and
their performance.

However, this solution lacks support in three main aspects: narrative, evi-
dence, and evaluation/feedback. The environment to build the narrative of clin-
ical cases, presented to the students, was adapted in an e-learning platform
(Moodle), being limited to the possibilities offered by its forum and quiz tools.
Clinical cases are manually crafted by tutors (physicians) based on evidence of
real-world cases, their own experience, and facts reported in the literature. The
system pipeline is still highly dependent on the action of professors to evaluate
and give feedback to each answer or decision of the students, hampering the
scalability of the system.

Building the narrative of a game for clinical cases training is a challenge
encompassing two dimensions. On the one hand, there is a real dimension, as
the game aims at training real doctors, each scenario – with diseases, symptoms,
medications, etc. – must be supported by real-world phenomena. On the other
hand, there is a fantasy dimension, in which the author is not constrained by
preexisting evidence, having the freedom of introducing elements of an engaging
narrative that do not compete with the real dimension.

In this paper, we present our approach to align these two dimensions through
a scripting language that combines the freedom of composing narratives, blend-
ing them with data backed by scientific evidence. It is the kernel of an environ-
ment for authoring and playing educational health games.

The remainder of the paper is organized as follows: Sect. 2 introduces the
main challenges and background of this research; Sect. 3 summarizes the health
education scenario based on narratives and simulations of clinical cases; Sect. 4
explains how narrative scripting languages are used in the game industry in order
to help authoring of stories; Sect. 5 proposes a pipeline using analytical design
principles and narrative languages to produce realistic cases aided with data;
Sect. 6 details implementation of a system that materializes our proposed design
approach; and Sect. 7 presents the discussion of main results and future work.

2 Motivation

Real-world cases are the best source to build possible and reliable scenarios,
given the complexity of a human body and its interaction with the environment.
However, clinical experience and data from the literature are fundamental to
enrich the case with alternative paths to the solution and assess student decision-
solving capabilities.

The amount of tutor work to build the cases is paramount and relying on
data-driven solutions would boost the capacity of the system to generate clinical
cases while saving tutoring time. To address the real dimension we have been
building an analytical design backed system, in which the authoring process is
the result of an interaction between a human author and an information system.
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Following a data-driven approach, the system extracts, combines and analyzes
health data coming from different data sources. It helps the enrichment of the
case, suggesting and advising; the verification of consistency on information;
and the production of machine-interpretable outputs to automatize students
tracking, evaluation and feedback.

Tufte in 2006 coined the six principles of analytical design [15]. According
to Tufte, allowing the viewer to establish: comparisons, causality or mechanism,
multivariate analysis, integration of evidence, documentation and rich content,
in graphical data is the main quality of good evidence display and reliable sci-
entific data exposition [15]. A clinical case writer needs to gather evidence from
different medical data sources, understand the mechanisms governing the dis-
eases in the case, compare a case with many others used in class, and provide
feedback based on a narrative content known by the student. Therefore, although
these analytical design principles were originally asserted for graphics, they can
be transported to measure the quality of a well written clinical case and guide
the development of data-driven e-learning system that allows effective creation
of such cases.

There is a tight coupling between the narrative and the computational
resources necessary to render it in rich interactive scenarios. This demands a
close interaction among health professionals (authors of cases), IT professionals,
and designers.

One of the challenges in such interaction is the lack of common ground among
health professionals, IT professionals, and designers. In several authoring sys-
tems, health professionals can produce a great narrative on their cases but are
not able to transform them on interactive learning experiences. Such challenge
of integrating the creator (author), the developer, and the designer is also tack-
led by the computer game industry [8]. An effort to soften the gap between the
content creator and the game development process is the introduction of a nar-
rative scripting language, for example, Ink [14] or March22 [8] languages. Such
languages allow the writer to build a narrative closer to a natural language but
with lightweight markups that can be compiled in an interactive game ready for
the user.

In this work, we have blended elements of Analytical Design with a narrative
scripting language, which is the kernel of our authoring and execution system.
A third central component is a template-based authoring process. It addresses a
natural problem of decision-based games that produces an alternative scenario
for each action of the player. The consequence is an unmanageable explosion of
alternative scenarios, which are even harder to produce when the alternatives
must be backed by evidence data. To circumvent such problem we have developed
an authoring method, in which the creative process is conducted by templates.
Templates guide the author, avoiding the explosion of alternatives, and also
embed the experience of several years in health education from physicians.

Following this approach, we were able to produce case scripts and to turn
them into playable cases, following proved educational templates. The developed
application can be improved using more data sources, better human-computer
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interaction and better artificial intelligence. Nevertheless, the design pipeline has
shown to be consistent with the goals of physicians health education.

3 Narrative and Simulation in Health Education

We consider three main components in an approach to support producing clini-
cal scenarios to train doctors: (i) a proper analogy to real-world health phenom-
ena; (ii) an engaging narrative; (iii) rich interactive content to present the case.
Components (i) and (ii) have been explored in health education and they are
detailed in this section; components (ii) and (iii) have been explored in games
development, presented in the next section.

Flexnerian education [3] refers to the actual health care education approach,
in which students start by receiving science-based medical knowledge, usually
through traditional lectures and/or problem-based learning approaches. Frenk
et al. [5] consider the introduction of Problem-based Learning (PBL) and dis-
ciplinarily integrated curricula the second generation of reforms in health care
education. It moves the focus to the problem and the patient, early promoting
the articulation among several disciplines, usually through focusing on real-life
scenarios. In fact, throughout the diversity of PBL methods, the usual approach
consists of a small group of students working in a real-life based case, evaluating
the problem and making decisions [10]. Case-based learning techniques – i.e.,
based on the resolution of clinical cases – have been a widespread PBL approach
to learn clinical reasoning [7]. The narrative of each case is the key to blend
technical health aspects and engaging properties.

PBL introduced the concept of Standardized Patients – i.e., individuals
trained to act as real patients, simulating their behaviors and complaints [5].
Simulated patients offer the possibility of bringing complexity to students in a
stepwise fashion, adapting the task to students developmental level, optimizing
the cognitive load.

The information technology has been contributing to the advance of analogies
and simulations through the introduction of computer-based clinical scenarios –
the Virtual Patients (VP) [2] – as well as high-fidelity Human Patient Simulators
(HPS) [1], based on automated mannequins. A VP runs a clinical scenario behind
a computer screen, with variable interaction levels – from textual narratives
accompanied by static images to 2D or 3D interactive simulations. An HPS
simulates physical characteristics that resemble real persons – one can auscultate
the mannequin; inject drugs; try cardiopulmonary resuscitation, etc.

The route of a case in a VP or a simulation in an HPS is still authored man-
ually by a specialist, which is not ready yet due to the complexity of creating
algorithms that properly simulate the dynamics of a human body and possible
variations. This route usually takes the form of a graph, with nodes represent-
ing case states and edges representing transitions triggered according to actions.
State nodes will contain free-text descriptions, for those VPs based on narra-
tives, and will contain structured data that drive HPSs or VPs with interactive
simulations.
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As shown in Fig. 1, these instructional modalities can be seen as complemen-
tary in a continuum of competency [2]. Narratives and the analogy to real-world
health phenomena will play important roles in each modality.

Fig. 1. Instructional modalities with desired outcomes [2].

Narratives usually come from specialists that write PBL cases, VP scenarios
or Standardized Patient scripts; the analogy to real-world phenomena can be
seen as part of a bigger scenario, comprising data collected from the real-world
to drive predictions, inferences, and discoveries. Even though they are treated
as distinct and sometimes alternative disciplines [4], in the Analytical Design
perspective, proposed here, both are treated as interdependent.

Our focus in this paper is in the VP tools context. Existing tools are still
highly limited in the support to author engaging narratives when compared to
game authoring approaches and lack support to add rich interactive content. In
the next section, it will be presented with game authoring approaches, which we
exploited to enrich our solution.

4 Narrative Scripting Languages

Many aspects of clinical cases authoring, described in the previous session, are
shared with the development of interactive narratives for games. One of the
challenges is the entry barrier of the case writer and the software-based platform
that executes it. Also, effective approaches in problem-based learning rely on a
narrative format [6], therefore common tools can be used. Complex narratives
have the drawback of not being suitable for tools like cognitive maps and stories
on sticky labels because they branch exponentially for each decision point a user
can make.

In Fig. 2-A (left), we can see a standard pipeline performed by an author
to insert their clinical cases in a web-based e-Learning system, adapted from
Lynch et al. [8]. First, the writer gathers information about real clinical cases,
the diseases in such cases and relevant references. After the complete case is
written, the script is sent to a developer that turns it into an interactive code.
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Web-designers or game artists create the environment and animations neces-
sary for an interesting learning experience. If the developer does not fulfill the
requirements of the author or produce a code with errors the interaction with the
author/physician continues. Looking at this pipeline, we can see that the author
is decoupled of the game production environment, possibly raising the following
problems: many errors can arise due to the difference in the background of the
physician and the developer; the feedback in the authoring cycle is too slow, i.e.,
writers cannot preview the result of their narrative decisions, therefore, they are
not able to try different ways to present the case during its conception.

Fig. 2. Pipelines for clinical case writing in e-Learning systems.

Some initiatives, like Ink [14], March22 [8] and INDIeAuthor [12] rely on tex-
tual languages that bridge the narratives with the control of the flow according
to decisions. More specifically, in [14] and [8] is created a narrative scripting
language. It is a markup language that allows the writer to script a narrative in
a way closer to a natural language but with a structure machine-interpretable,
so it can be compiled into a software. In the game context, it can be com-
piled to an interactive game ready for the player. Usually, these languages are
lightweight markup languages enriched with common narrative directives like
branching, variables, choices and conditional content. In Fig. 2-B (right), we see
how a narrative language changes the pipeline of case writing. The main change
is more integration of the author through the process of editing and compiling
of the narrative language and development team more free to focus on graphical
design issues.
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5 Analytical Design of Clinical Cases

Even though the adoption of narrative scripting languages is a design improve-
ment to create clinical cases, the existing approaches, coming from the game
development context, are geared towards fantasy stories. Therefore, they lack
proper support to represent structured technical information, fundamental to
create realistic clinical cases.

5.1 Information Layers

To address this limitation we have designed a system backed by a language1

that blends the three components mentioned in Sect. 3. They are organized in
information layers as presented in Fig. 3.

Fig. 3. Information layers of our system.

Narrative Layer - We designed a language derived from Markdown, which adds
elements that represent an extra semantics to build scenarios and the control flow
of the game. This language has some structures based on Ink [14]. We further
present some elements of the language in Table 1.

Data-Driven Layer - Elements from the Narrative Layer are annotated and
connected to structured data and knowledge structures defined in the Data-
driven Layer, as dictionaries and ontologies. These structures are connected with
external knowledge bases, e.g., MeSH - Medical Subject Headings. This layer is
designed to be consumed by machines to support the automation of tasks as

1 Full language reference at https://github.com/datasci4health/harena-space/tree/
master/src/adonisjs/public/translator.

https://github.com/datasci4health/harena-space/tree/master/src/adonisjs/public/translator
https://github.com/datasci4health/harena-space/tree/master/src/adonisjs/public/translator
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Table 1. Main narrative language constructs for case writing.

Symbol Action

# or === Markdown headers delimit scene nodes

-> Node transitions triggered user actions, e.g., a button pressed

{? } Player inputs that are further matched with lists, dictionaries or
knowledge structures defined in the Data-driven layer

{ } Annotate terms inside the narrative and connect them with the
Data-driven Layer

{{ }} Defines a semantic context for the narrative and the respective
annotations. The context guides the interpretation of parts of the
narrative

evaluation and feedback. It is also part of a future project to build a full fledged
intelligent tutor.

Presentation Layer - The document in the Narrative Layer is compiled to
the final product, which is a game. Each node is related to a theme that guides
its conversion to the final presentation. Interactive elements are mapped to web
components, based in the Digital Content Component Model (DCC) developed
by us [13].

We have been exploring this connection between the Narrative and Data-
driven Layers to provide automatic support to produce and enrich cases. The
analyses of existing cases and their bridge with structured data supports the
discovery of patterns of narrating, for example, the symptoms of a disease and the
respective treatment. These patterns can be applied in finding extra knowledge to
enrich the case in narrative-based data sources, as scientific papers repositories.

5.2 Analytical Design Pipeline

To generalize the concepts presented in the previous section, we propose an
analytical design pipeline (Fig. 4), which fulfills most of the requirements of an
application to write clinical cases. Besides a method based on the three layers
model, another key feature in this pipeline is the introduction of a case template.
A template is a previously defined pattern in the system that guides the creation
of new scenes or groups of scenes. It defines a fixed backbone structure with spots
to be filled or elements to be configured by the author. In the health context, the
doctors of our team developed templates based on their long term experience in
medical education, as described by [6].

Our pipeline has as design guidance the principles of analytical design as
specified in [15]. We enumerate below the principles and how they are ensured
by our pipeline:

1. Comparisons - The author can start a case choosing from many different
templates or cases to derive. Results achieved from previous adoptions of
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cases/templates will enable to choose which case is better for her educational
intention.

2. Causality, Mechanism, Explanations - The Data-driven Layer enables the
production of cases derived from Evidence-based Medicine, which unveils the
mechanisms of relating symptoms to diagnostics. Such mechanisms could be
useful to increment the case realism even in a fantasy story, once able to
mix narrative and data coming from scientific literature, The system also
tracks all actions of the users during a case. From its analysis, the author can
understand the mechanism for presenting a concept.

3. Multivariate Analysis - The proposed design generates three types of data:
medical, player and educational. Each type has multiple dimensions that must
be shown to the author.

4. Integration of Evidence - Our three information layers model enables to inte-
grate into a narrative different type of data and makes accessible to the
authoring process the best scientific foundation to the case.

5. Documentation - Each case is indexed by its authors, keywords, and data
coming from the data-driven layer, as each medical evidence the case is based
(e.g. papers, study cases).

6. Content - A template ensures that the case has a health education theory
as background and it has educational efficacy proven. Moreover, annotations
connected with external bases enable to track their provenance.

Fig. 4. Analytical Design pipeline for clinical case writing in e-Learning systems.

In the next section, we describe how we implemented the Analytical Design
pipeline and our continuous effort to develop a system that allows easy creation
of clinical cases for medical educational games.
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6 Implementation

The analytical pipeline was materialized under a system called Harena2,3. The
system is a web-based application following microservice architecture where
every microservice is a REST API. The system allows authoring cases and the
generation of games built from the cases.

The system has two main environments: the author and the player. In the
author mode, scenes can be edited in the visual or textual mode. In Fig. 5 we
see the visual authoring mode of the system. In this mode, the user can see: the
structure of the case in a tree form (left); a preview of the scene node as it will be
presented to the player (middle); and attributes of the currently selected scene
or element inside it (right). The textual authoring mode switch the preview for
a text box where the same scene can be edited using the narrative scripting
language. Every change in the narrative script is automatically updated in the
visual mode, therefore, we provide two ways of editing one more visual suitable
to beginners and a textual mode for advanced users.

Fig. 5. System visual authoring view of a case. In the left the narrative scenes tree, in
the middle the current scene to edit and on right attributes of the scene.

The player view has the same look of the visual authoring mode preview
because both are compilations of a narrative script. The player mode follows
the route defined by the author and every interaction of the player is converted
to messages stored in a JSON document, further recorded in a database. Such
approach allows further data analysis of the player behavior.

The authoring environment and respective games produced on it were tested
in workshops developed at the Interactive Science Museum of Unicamp. We have
conducted 3 workshops where we tested two modalities of the games. One of the
games was manually crafted in conjunction with doctors and the second one was
automatically generated, as further described.
2 https://github.com/datasci4health/harena.
3 https://ds4h.org/.

https://github.com/datasci4health/harena
https://ds4h.org/
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6.1 Automatic Generation of Cases

The first experiment we performed with the Analytical Design approach was a
test for the narrative scripting language, case templates, and the communication
between the three information layers. The output was a children’s game that
confronted them with simple clinical reasoning. Thus, we developed the game
ZombieHealth, which is a decision game where the player is a doctor who needs
to treat zombies examining their symptoms to identify a disease to be treated.

The generated game was derived from a causal model and its goal was to
verify if the children will learn the correlation between causes (diseases) and
effects (symptoms) modeled in the game.

Each zombie in the game has a generated name and disease. Each disease
is based on a causal model, as defined in [11], so the disease is the cause of a
set of symptoms (effects). The model is as simple as possible but each disease
entails a different probabilistic distribution of symptoms from its model. Three
diseases and six symptoms were modeled for the game using the probabilistic
programming framework Pyro4. In the game, a zombie has an equal probability of
having one of the three diseases and each disease has its symptoms distribution.
A set of case attributes were generated from a set of samples following the
probabilistic distribution. Thus, models and case attributes form the Data-driven
Layer for this experiment.

Provided the case attributes set that form the Data-driven layer in this game,
we can proceed to the Narrative Layer. Therefore, we wrote a template in the
narrative scripting language and defined multimedia assets to be compiled for
the complete game on the Presentation Layer. The script of every case has the
same pattern of symptom inquiry, so features of the case can be substituted in
the narrative script placeholders. In Fig. 6 we can see a scene of an automatically
generated case.

Fig. 6. Player view of an automatic generated case for ZombieHealth game.

4 http://pyro.ai/.

http://pyro.ai/
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Despite the simple interaction, the narrative setup and the uncertainty aspect
of each case were enough to engage the children on playing and fostering clinical
reasoning of cause and effect.

6.2 Authoring of Complex Cases

Besides automatically generated cases, we tested the system in much more com-
plex scenarios. Health professionals were able to translate the interaction of [6]
to the new system. Figure 4 shows a scene of one of these cases written using
Harena. An important new feature of this transition is the possibility of orga-
nizing the inner structure of cases as cycles of evidence gathering and a case as
a composition of these cycles. Such approach can guide the creation of complex
cases in progressive levels of detail. This structure follows the best practices of
medical education. New elements as gamified reward, leaderboard or interactive
media can be added given tested benefits in medical education. More complex
cases are being written to be organized in a course structure to integrate class
curriculum at the University of Campinas.

There is an ongoing effort in defining how to assess students performance
using Harena. There is an increasing interest in psychometrics in health educa-
tion and, in the context of this work, it needs to be integrated with game-based
assessment. Therefore, future work includes student assessment using complex
cases. Harena currently has the infrastructure for evidence-centered assessment,
capturing and storing data concerning students evolution suitable for assess-
ment – known in the educational assessments as work products [9]. It can also
store in data stream log files, case-specific data using variables and contextual
data like timestamp, identifier, actions, and game state. Defined the assessment
methodology, these logs can be used for rigorous assessment and psychometrics.

7 Conclusion

The development of a system, following the Analytical Design pipeline, allowed
us to test many of the pipelines characteristics and produced a new potential
for the development of serious games. The use of a narrative scripting language
bridges the role of the case author and game development, as shown by the
creation of complex cases by specialists. It also bridges the cases with a data-
driven layer that enables their automatic interpretation by machines, which in
turn use this knowledge to evaluate and give feedback to the user. The appli-
cation of transformations in the narrative script, based on themes combined
with software components, enabled the automatic production of a final web
product and a preview suitable for visual editing. The complex cases created
using our pipeline indicate that templates help manage the narrative complexity
and physicians can focus more on the learning goals than the narrative. Users
interaction are captured and stored by our system, as defined in the Analytical
Design pipeline. Future work will explore techniques of user assessment, tem-
plate enhancement, automated feedback and gamification testing in the system.
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The Analytical Design pipeline and its principles can enable computer scientists
and physicians to jointly conduct research under the same system and context
in medical education, serious games, data-intensive applications, and artificial
intelligence.
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Abstract. In the presented study, the informative content of health
data of a handwritten health diary was compared with health data sub-
mitted through a serious game. Physicians are able to derive a better and
more complete health status of patients with higher informative content
in health reports. The serious game was implemented in the project Inter-
acct, in which patients submit health data through a mobile app on a
daily basis to receive in-game rewards. The main hypothesis is, that the
informative content of health data, which was submitted through a seri-
ous game, is higher than the informative content of hand written health
diaries. Statistical results confirm this hypothesis significantly. This is
especially important for young and adolescent cancer patients, where
the results were even more conclusive than in the control group of stu-
dents. Considering positive side effects of the serious game (such as high
engagement, compliance and pleasure reporting health data through a
serious game), the proposition of the authors is to conduct further studies
and experiments regarding this topic.

Keywords: Serious games · Serious games for health · Health
reports · Informative content · Cancer outpatient treatment · m-health

1 Introduction

There are various ways of remotely recording health-related data, facilitated by
the development of new technologies [30]. However, the usage of these techno-
logical applications are not always backed by scientific evaluations and thus the
safety of users can be at risk [20]. This is especially true if the users are members
of a vulnerable group, such as chronically ill cancer patients. Further, it is hard
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to quantify the benefits of new technologies, especially when compared to analog
methods of gathering data (e.g. through handwritten health diaries).

The project Interacct has the aim to foster communication between young
leukaemia patients and their treating physicians using a mobile serious game. The
project is conducted by the St. Anna Children’s Hospital Vienna1, in cooperation
with the University of Vienna (Research Group Entertainment Computing)2 the
University of Applied Arts Vienna3 and T-Systems Austria4. Interacct includes
a serious game for patients with a health reporting function, as well as a web-
interface for physicians to evaluate and observe the submitted data.

The target group of project Interacct consists of children and adolescents
who have been treated by an allogeneic hematopoietic stem cell transplantation
(HSCT). This method is used to cure diseases like red-cell disorder or leukemia.
After treatment, patients struggle with a variety of symptoms, risks, and sequelae
[3,26]. Although many symptoms occur independently of the cancer type and
the treatment method [6,31], no screening tool exists that can be used to query
symptoms in a standardized way [8].

At the St. Anna Children’s Hospital, health monitoring of HSCT patients
in childhood and adolescence is currently based on a paper diary. In this paper
diary, the young patients document health-related changes on a daily basis. Once
they visit the clinic, they hand over the diary to their aftercare physician. This
procedure is accompanied by two major disadvantages. First, the adherence of
patients regarding paper diaries is low [19,27]. Second, the diaries are often
filled later and not regularly, which is partly caused by the low adherence [16,
25]. These disadvantages may be prevented by real-time electronic symptom
checking, for example via smartphone app [7,18]. If information about symptoms
is transmitted daily and directly to the physician, negative changes in health can
be detected quickly without visiting the hospital. Therefore, patients can receive
an immediate response after symptoms have been reported and can seek medical
care or initiate coping strategies [14]. Due to the timestamps of electronic data, it
is furthermore easy to arrange and evaluate data according to the date of entries
[25]. Another advantage of mobile applications is that children and adolescents
feel more comfortable with the electronic exchange of sensitive information [1,2,
15].

Although a lot of health-related software is available, a review published in
2015 revealed only four pilot-tested smartphone applications for young cancer
patients [28]. Often medical professionals are not included during the develop-
ment of health-related software [14], but these four apps are theoretically based
and evaluated scientifically. Currently, no study exists that has developed as well
as evaluated such an app and compared its content directly with the traditional
paper method. It is also unclear, whether a meaningful health profile can be

1 https://www.stanna.at/, accessed 21.06.2019.
2 https://ec.cs.univie.ac.at, accessed 21.06.2019.
3 https://www.dieangewandte.at, accessed 21.06.2019.
4 https://www.t-systems.com/de/at, accessed. 21.06.2019.

https://www.stanna.at/
https://ec.cs.univie.ac.at
https://www.dieangewandte.at
https://www.t-systems.com/de/at
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conveyed via electronic data transmission without seeing the patient personally,
due to the rare involvement of physicians in the development of those apps.

Therefore, this study aimed to develop and test a serious game for HSCT
patients that provides information about the health condition of treated chil-
dren and adolescents. Physicians evaluated the information content delivered
through the serious game and compared it with the information obtained from
the paper diary. The information content of the serious game was expected to
be significantly higher than the one derived from the diary.

1.1 Related Work

Hochstenbach et al. tested the feasibility of a mobile and web-based self-
management tool for outpatients with cancer pain. Patients (n = 11) and nurses
(n = 3) used the tool for pain monitoring, medication monitoring, and educa-
tional sessions. Results show, that patients and nurses were positive about using
the tool. The authors conclude, that the system demonstrates feasibility in every-
day practice [11]. A similar system is PainBuddy , which is discussed by Fortier
et al.: young cancer patients keep track of their pain during cancer treatment
using tablet computers. The provided app uses an animated avatar and gami-
fication components, as well as remote symptom monitoring. A pilot study has
shown, that patients (n = 12) were highly satisfied [10]. In PainSquad , adolescent
cancer patients keep track of their pain during therapy through an iPhone app.
The app was found to be appealing to the patients, which resulted in high com-
pliance rates [24]. A more specific approach was investigated by Rodgers et al.
by implementing EAT !, which should assist adolescents with self-management
of eating-related issues during HSCT recovery. While patients (n = 16) initially
embraced the app, the use decreased extensively over time. Authors suggest
further development and studies [22]. Baggott et al. implemented an electronic
diary for adolescent cancer patients. In a 3-week trial, patients (n = 10) showed
high adherence (≥90%) [2]. Wesley and Fizur reviewed several studies dealing
with cancer treatment with app support. They conclude positively but state the
demand for more empirical data and further research effort [29].

Outside of the field of cancer patient aftercare, Charlier et al. conducted a
meta-analysis on the effect of serious games for improving knowledge and self-
management in young people with chronic conditions. The authors conclude,
that using serious games can significantly improve self-management as well as
knowledge transfer [4]. Fishbein et al. give suggestions for the design and devel-
opment of mobile applications to promote oral drug adherence and symptom
management during chemotherapy [9]. Klaassen et al. have evaluated a coaching
and gamification platform for the self-management of young diabetes patients.
They give concise suggestions for the development of coaching and gamification
platforms in medical practice [13]. Price et al. developed Painpad, a tangible
device to self-log pain, and have shown increases in both frequency and compli-
ance with pain logging [21]. They further note that data self-reported this way
is more faithful than data reported to nurses.
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2 Methods

2.1 Study Design and Statistical Methods

Patients and students between ages 7–18 participated in this study to compare
the Interacct serious game app with a paper health diary. All participants were
asked to use the diary as well as the serious game for 5 days (Monday-Friday)
and to document given body function parameters (e.g.: tiredness, appetite, pain,
etc.) as conscientiously as possible. Only participants who used both, paper diary
and app, for at least one day were included. Due to this criterion, 10 students
were excluded prior to the analyzes and the final sample consisted of 15 patients
and 27 students. Due to organizational reasons, a completely balanced design
(crossover between starting with the diary or the app) could not be realized and
the diary was always used before the app.

The information content of the diary entries and the app data was checked by
two independent, blinded physicians. The physicians used a scale ranging from
1 to 5 points to evaluate the information. One point reflects low information,
whereas 5 points indicate a high information content. The interrater-reliability
was evaluated by calculating the intraclass correlation coefficient (ICC), which
was based on a two-way mixed model and the absolute agreement. Subsequently,
a one-way repeated-measures ANOVA was used to check whether the information
content of the app differs from the diary. Also, the between-subject-factor group
was included to examine any differences between patients and students. T-tests
for associated samples were conducted post-hoc to calculate contrasts between
the groups.

After participation, the children were asked to answer a usability question-
naire regarding general user satisfaction as well as the suitability of the app
design. User satisfaction was measured on a 5-point Likert scale, where 1 repre-
sented low values (“not at all”) and 5 high values (“extraordinary”). To evaluate
the app design, participants could award 3 points for each app-function, with 3
points being the most positive rating. The median and the interquartile range
(IQR) were calculated for each item. Additionally, participants had the oppor-
tunity to write down feedback to reveal additional ideas for the improvement of
the app.

2.2 Technical Components

The technical components used in the study were a Unity 3D5 app for the
patients and an ASP.net6 web-interface for the physicians. The persistence
layer was implemented through the ASP.net-backend, accessing a Microsoft SQL
database, running in a secure Windows Server 2016 environment. The connec-
tion between clients and server was established using Secure Socket Layer - SSL.
Basic authentication and cross-site request forgery (CSRF) tokens were used to
ensure data integrity and security.
5 https://unity3d.com/, accessed 21.06.2019.
6 https://dotnet.microsoft.com/apps/aspnet/, accessed 21.06.2019.

https://unity3d.com/
https://dotnet.microsoft.com/apps/aspnet/
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2.3 Interacct Client

The Interacct client is a native smartphone application for Android and iOS,
developed in Unity 3D. It was used as the main tool for the presented study.
The main components of the client app are remote medical data entry as well as
the game content itself. Completing the medical data entry survey, users were
rewarded with virtual in-game currency, used to progress in the main game.
Registration of new users was only possible through the administrative team of
the project.

The following subchapters will describe the main components of project Inter-
acct. A detailed project description, as well as design considerations, are covered
by Kayali et al. in [12].

Game Design. The core game idea of Interacct is to collect avatars and com-
plete procedurally generated levels. The avatar explores an island and needs to
fight off hostile NPC (non-player characters) monsters to complete a level. Fights
with the NPC monsters are easier for the player, once the avatar has reached
a certain level or skill set. To upgrade an avatar, the player can spend science
points, which are earned through the completion of health reports. At the end
of each island, a boss monster is encountered and has a chance of dropping an
egg shell, which eventually allowed the player to hatch a new avatar. The levels
come in different graphical settings and with different NPC monsters to provide
variety.

Health Reports/Remote Data Entry. Within the Interacct serious game,
users can to report a set of health parameters. The parameters mostly follow
a 0–3 scale and were adapted to match LOINC7 codes, where possible. The
parameters are listed and explained in Table 1. The health report data could
be submitted several times per day by each user and was accumulated by the
backend for each full day. For completing the report for the first time each day,
the user was rewarded with science points, a virtual in-game currency, which
could be used to extend the capabilities of the user’s avatar. Fig. 1 shows the
health report UI with all health parameter categories. Fig. 2 shows the input for
fluid intake amount and if the patient felt any pain during fluid intake.

3 Results

A high degree of interrater-reliability was found between the physicians. The
average measure ICC was .867 (95% confidence interval [CI] from .733 to .932,
F(41,41) = 8.530, p ≤ .001) for the paper diary and .912 (95% CI from .794
to .958, F(41,41) = 14.001, p ≤ .001) for the app. Over the entire sample, the
physicians gave an average of 3.77 (± .91) points for the information content of
the diary and 4.14 (±1.14) points for the app. The repeated measures ANOVA

7 https://loinc.org/, accessed 21.06.2019.

https://loinc.org/
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Fig. 1. Interacct serious game client with
the health report categories

Fig. 2. Interacct serious game client
showing input for fluid intake amount
and fluid intake pain

revealed a significant difference between information content of the diary com-
pared to the app (F(1, 40) = 5.571, p = .023, η = .12). This means that the
app provided significantly more information than the diary. The between sub-
ject factor group was not significant (F(1, 40) = .522, p = .474) and also no
significant interaction effect was found (F(1, 40) = 1.807, p = .186).

Although there were no group-differences shown in the ANOVA, post-hoc t-
tests revealed that the significant main effect was primarily driven by the patients
(Fig. 3). Patients received an average of 3.73 (±.63) points for the paper diary
and 4.43 (±1.07) points for the app. This difference was significant (t(1,14)
= −2.941, p = .011), while there was no significant difference in information
content for students (t(1,26) = −.772, p = .447). The information content of
their diaries was rated with 3.78 (±1.05) points and the app with 3.98 (±1.17)
points. The information content of the students’ diary and app was very similar
to the information given by the patients in the diary. These results indicate that
only the patients, who were probably the more intrinsically motivated group,
documented the body function parameters conscientiously. It is quite possible
that the students revealed rather superficial information.
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Table 1. Health parameters and their meaning, used by the Interacct serious game/
health report tool

Health parameter Meaning

Fluid intake amount Amount of fluid intake

Fluid intake pain Pain during drinking

Food intake amount Amount of food intake

Appetite Appetite before food intake

Stool consistency Consistency of stool (soft/normal/hard)

Stool frequency Frequency of defecation

Stool pain Pain during defecation

Playtime duration Amount of playing in minutes

Walking duration Amount of walking in minutes

Physical exercise duration Amount of physical exercise in minutes

Urine frequency Frequency of urination

Nausea Level of nausea

Vomiting Amount of vomiting

Anxiety Level of anxiety

Rage Level of rage

Fear Level of fear

Tiredness Level of tiredness

Mouth pain Level of mouth pain

Body temperature Body temperature in ◦C

Localized skin pain Level of skin pain + localization

This assumption is supported by considering the number of days participants
used the diary and the app. Patients used the paper diary for an average of 5.67
(±1.23) days, which was more than the required 5 days. The app was used by this
group for 4.67 (±2.53) days, but the difference to the diary was not significant
(t(1,14) = 1.479, p = .161). The students used the diary as long as patients (5.89
± 1.31 days), but there was a significant difference in the use of the app (t(1,26)
= 6.138, p ≤.001), which they used only 3.41 (±1.69) days. As mentioned in the
introduction, it is easy to fill the diary afterward, which is impossible with the
app. Therefore, the probability is quite high that especially the students did not
keep the diary up to date.

Furthermore, user satisfaction, as well as the evaluation of the app-design,
were positive (Table 2). There was no evidence that the diary was preferred to
the app.
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Table 2. User satisfaction and evaluation of the app design

User satisfaction Median score (IQR)

[1 = not at all; 5 = extraordinary]

I was bored 3.00 (IQR: 3.00)

I was impressed 3.00 (IQR: 3.00)

I felt frustrated 1.00 (IQR: 1.00)

I found it tiring 2.00 (IQR: 2.00)

I was irritated 1.00 (IQR: 1.00)

I felt skillful 3.00 (IQR: 3.00)

I was satisfied 4.00 (IQR: 4.00)

I felt challenged 2.00 (IQR: 2.00)

I had to put a lot of effort into playing 1.00 (IQR: 1.00)

I felt good 4.00 (IQR: 4.00)

Fig. 3. Main result: awarded points for paper diary and app compared between patients
and students (error bars: 95% CI)

4 Discussion

4.1 Main Findings

High usability of an app is not sufficient to motivate patients to enter data in the
long term [23]. In addition to usability, illness experience, information technology
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infrastructure, emotional activation, degree of burden caused by the app and
relevance of symptom monitoring are important factors for patient motivation
[5]. Especially children and adolescents who are not interested in health-related
symptom tracking and changes, such as the students participated in this study,
are quickly demotivated if they must enter a large amount of data every day [17].
The fewer data users are asked to enter, the greater is the level of adherence in
general [18].

5 Conclusion

In the presented study, the informative content of health data of a handwritten
health diary was compared with health data submitted through a serious game.
The serious game was implemented in the project Interacct, in which patients
can submit health data through a mobile app on a daily basis to receive in-
game rewards. Patients and students submitted 2 weeks of consecutive health
reports, first with the Interacct serious game, eventually with the paper diary.
Two independent, blinded physicians reviewed the health reports and rated the
informative content.

The main hypothesis is, that the informative content of health data, which
was submitted through a serious game, is higher than the informative content of
handwritten health diaries. The statistical results confirm this hypothesis signif-
icantly. This is especially important for young and adolescent cancer patients,
where the results were even more conclusive than in the control group of stu-
dents.

Considering the positive side effects of the serious game (such as high engage-
ment, compliance, and pleasure reporting health data through a serious game),
the authors propose to conduct further studies and experiments regarding this
topic.
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Abstract. People with intellectual disabilities are less likely to meet
the recommended daily levels of physical activity. Meeting these require-
ments can lower the risk of serious health problems and life threatening
diseases. To address this problem, the idea is to exploit mobile applica-
tions designed specifically to help increase daily levels of physical activity.

The results are: guidelines developed by a literature review and lessons
learned during the development of a prototype application. Evaluation
issues are based on focus group and usability test.

Keywords: Physical activity · Intellectual disabilities · Mobile
applications · Gamification · e-Health

1 Introduction

Cognition is the “mental action or process of acquiring knowledge and under-
standing through thought, experience, and the senses” [3]. Intellectual disabilities
(ID) falls under the term cognitive disabilities, but there is no international stan-
dard to what it means to have an ID. The Diagnostic and Statistical Manual
of Mental Disorders 5th edition (DSM-V) says intellectual disability means a
significant deficit in adaptive skills and carrying out age-appropriate daily tasks
[19]. The World Health Organization (WHO) uses IQ and defines intellectual
disability as having an IQ under 70, although meeting this requirement is not
enough for a diagnosis. A diagnosis requires further tests in motor and social
skills, language and social interaction and the handling of everyday tasks [24].

Among people with IDs, studies has discovered very low levels of physical
activity [14,20,21] with only a small percentage meeting recommended levels of
physical activities set by both global and national health organizations [1,2].
According to the WHO, all adults between the age of 18–64 years old have the
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same recommendation for minimal level of physical activities per week; at least
150min of moderate-intensity aerobic physical activity throughout the week or
do at least 75min of vigorous-intensity aerobic physical activity throughout the
week [1]. Evidence shows that meeting these requirements can result in an overall
lower rate of life-threatening diseases such as coronary heart disease, high blood
pressure, stroke, different types of cancer and depression. Physical activity will
also help reduce the risk of becoming overweight and the increased health risks
that brings [15].

Among technologies used to create and support solutions for health benefits
(eHealth) the use of mobile technology is growing fast [13,16]. The term mHealth
(mobile health) covers The use of mobile and wireless technologies to support the
achievement of health objectives [16]. Mobile phones are a potential platform for
serious games, which in recent years have become an increasingly valid medium
for solving challenges in the fields of education and healthcare [11,23]. Serious
games have been used to support rehabilitation, to promote healthy lifestyles
and have shown effectiveness as a training program [12]. The practice of making
activities more like games in order to make them more interesting or enjoyable
is called gamification [4]. Mechanics from gamification used in eHealth are for
example rewards, feedback and socialization [18].

2 Related Work

In this section we are going to present the most relevant work that address the
problem of physical activity of people with ID.

As people with IDs are more sedentary than people without IDs, several
studies have examined the motivators and barriers for physical activity in this
population [9,10,17,20,21]. These factors are very individual and varied, but
certain common motivators and barriers has been identified and should be con-
sidered:

– Motivators; Social interaction, working towards a goal, feeling healthy, hav-
ing work that requires PA & competition

– Barriers; Lack of facilities for PA, lack of support from key support persons,
cost of activities, enjoying unhealthy food and activities & lack of guidance.

The Web Accessibility Initiative (WAI) [6] has examples on potential barriers
for people with cognitive disabilities when using technology. Their guidelines
WCAG 2.0 (Web Content Accessibility Guidelines) [7] have several requirements
to fulfil in order to create an accessible application.

When designing applications for people with disabilities, accessibility (i.e
operating the application, perception of events and requirements of use) needs to
be considered [22]. Another point to keep in mind should be that when designing
applications for adults, one should avoid designing the application as if it is
intended for children [5].
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The DSM-V [8] describes different levels of intellectual disabilities and the
impact on conceptual, social and practical domain. Understanding written com-
munication and abstract ideas can be difficult in varying degrees for people with
IDs, meaning abstract thinking and executive function is impaired.

“Information for all” [5] is an European standard helping anyone trying to
communicate information to make it accessible to everyone. The standards are
describing how to use words, sentences, fonts and images. As many can find
it hard to read text, the standards suggests the use of images to support the
information trying to be communicated.

3 Application Proposal

The applications should focus on supporting the motivators and counteracting
the barriers outlined in previous sections. By having the option to interact with
family and friends, social interaction and competition can be achieved. At the
same time strengthening the support and guidance from key support persons.
Rewards in the form of medals or achievements is also encouraged to further pro-
mote social interaction and working towards a goal. Where possible, developers
should attempt to limit the required hardware to devices the users already have
access to, in order to decrease the cost of activities. The level of customisation
should also be considered. Having key support persons be able to suggest or
decide what activities are available to the disabled user, could have a positive
impact on the daily level of physical activity as they are performing activities
they enjoy.

Design. The design of the applications should focus on conveying clear, unam-
biguous information to the users. Information should be presented in limited
quantities per view, considering font size, colour-use and contrast, as discussed
previously and outlined by WCAG [7].

Communication. The European standards for making information easy to read
and understand [5], provides a high number of rules to consider. Many of which
can be directly included into development of applications designed for people
with IDs. Highlighting a selection of them, it is suggested to keep sentences short
and to use simple words. Larger numbers and percentages should be avoided.
Images are a good way of conveying information, either alongside text, or alone.

3.1 Initial Prototype

Figures 1, 2 and 3, illustrates the main flow of an early prototype application
considering the guidelines presented.

Figure 1 shows the screen that would greet the user before the daily activity
goal is reached. As suggested by WAI [6], the amount of information provided
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is limited in order to make the main objectives of the view clear. The avail-
able activities are described using a single word, accompanied by an image as
suggested in Information for all [5].

Instead of using a step-counter or progress-bar, the progress of the daily
activity is symbolised using a flower that blooms as you get closer to the daily
activity goal. Figure 3 shows the flower in full bloom, symbolising that you have
met your daily goal.

Figure 2 is displayed while the user is active and shows the flower changing,
in order to motivate them to keep going. The data is also displayed in a similar
way throughout the application in order to make it easier to understand.

Fig. 1. Before activity Fig. 2. During activity Fig. 3. After activity

4 Conclusions and Future Work

In this paper we present the initial prototype of a game-inspired application
to promote physical activity among people with intellectual disabilities. The
application design and interaction is based on guidelines extracted from the
literature and design standards.

The prototype and the guidelines will be evaluated in a focus group, and
later tested with a selection from the user group. Based on this first evaluation,
the design will be refined and further developed. The improved prototype will
then be tested with a selection of the user group.

The results and observations gathered from this test will be the basis of data
in the larger project, that will attempt to answer the question of whether or not
such applications can be a motivating factor towards an increased level of daily
physical activity in the user group.
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Abstract. This paper presents a mobile game to be played by fifth and sixth
grade students during their free time, to improve the knowledge they obtain at
school. The game uses a unique story and various interaction mechanisms (e.g.,
drawing on the screen, tilting the phone) to take the focus away from the
educational aspects, so that the players feel like they are playing, not studying.
User tests have been performed, showing that most students improved their
knowledge and providing feedback for future developments.

Keywords: Mobile game � Educational game � Interaction mechanisms �
Shape recognition � Accelerometer

1 Introduction

Students spend a considerable portion of their time interacting with their phones.
Mobile games are enjoyable for being simple and fun. However, most of them have no
educational purpose. Meanwhile, most students struggle with some school subjects and
end up losing the motivation to study. Therefore, we decided to create a mobile game
that would be appealing while helping to strengthen math knowledge. We aimed at
taking the focus away from the educational aspects, so that the players don’t feel like
they’re studying. Math questions are answered in different ways, like leaning the
phone, drawing on the screen or even having a math duel with a wizard.

In recent years, there has been more focus on using videogames as a learning
method, mostly because of their ability to captivate attention and hold it for long.
Educational games use interactivity to transmit knowledge, by requiring players to
strategize, test hypothesis, or solve problems. These games usually include a system of
rewards to motivate the player, a context to the activities, and learning content [1].
A handheld math facts game [2] for second graders made those who played it solve
three times more problems in the same time as those using paper worksheets.

Mobile games recently started being used in support of student learning, both in
formal and informal settings [3]. Since these games can be played anytime and any-
where [6], they don’t necessarily need to be used in the classroom [4] and have the
potential to improve efficiency and effectiveness in teaching and learning [5] while also
offering various unique and contemporary learning opportunities and promoting col-
laboration and interaction between players [3].

These games also help to develop a whole other set of important skills, such as
creativity, decision-making, abstract thinking and visual and spatial processing.
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A study [8] found that students tend to be more motivated to play games that challenge
them to utilize higher order thinking skills, where a strong narrative with fitting and
tightly coupled learning tasks help motivate players to learn [9], and that giving the
player goals of different levels to achieve helps them being more engaged [10].

2 Game Description

We created a mobile game to be played by fifth and sixth grade students during their free
time aiming at reinforcing the knowledge they obtain at school, while using techniques
to move the focus away from the educational aspects of the game. We do this by having
not only different ways of answering questions, but also by adding decision-making and
minigames, which helps the students enjoy playing and also obtain helpful knowledge.
We focused on math, because it is a fundamental topic which is not naturally understood
by all the students, but the game can be expanded in the future. During the design
process we counted with the informal feedback of a fifth-grade student.

In the game, an evil wizard stole all the math in the world and hid in his magic
mansion. The player’s mission is to find and defeat him. The game consists in walking
through the corridors and rooms of the mansion, overcoming the challenges that come
up by using different interaction mechanisms. The game ends when the player reaches
the wizard’s room and defeats (or is defeated) by him in a math duel, consisting in a
series of math questions answered by both the player and the wizard simultaneously.

Fig. 1. (a) Example corridor. (b) Example tilting question. (c) Example clock question. (d) Final
duel.
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When the game starts, the player is asked to choose their school year and difficulty
level, so the experience is tailored to their choices. By increasing the difficulty, the
player will start the game with less lives available, and the evil wizard will become
smarter, answering correctly more often during the final duel.

After a short introductory story to engage the player in the context of the game, the
player enters the magic mansion through a first corridor (Fig. 1a). Each corridor has
three different doors to choose from, each one leading to a different room. The player
will find a different corridor every time they leave a room, which helps providing a
feeling of choice and variety. There are several kinds of rooms available.

Key Room: In these rooms the player finds a key. The wizard’s room is protected by
magical wards, preventing the player to find and unlock it until they have all seven
keys. In a key room, the player must click the key to collect it.

Question Room: Here the player finds the wizard, who escapes, locking the way out
with a spell. To be able to exit the room the player must answer a math question related
to a school subject. If they fail, they lose a life. The game has four kinds of questions:

Multiple-choice: A question with four predefined answers from which the player
must choose one, with no time limit but only one chance.
Drawing: A question to which the player must answer with a simple character (e.g.
a one-digit number) by drawing it on the screen. Time limit of thirty seconds, with
no limit of tries.
Tilting (Fig. 1b): A question with two possible answers. The player must tilt their
phone and guide their character to the correct answer.
Clock (Fig. 1c): A question that requires the player to form an angle with the hands
of a clock. The player is able to control only one of the hands, by tilting their phone,
while the other hand is fixed.

After answering a question, the player receives feedback about the correct answer.
The player then proceeds to another corridor, if they have not lost the game.

Treasure Room: Here, the player finds a chest they can decide to open. It contains one
of the following artefacts:

• Crystal Ball: Remove two wrong answers in a multiple-choice question.
• Portal Scroll: Skip a question.
• Feather Pen: Change a question to another of the same kind.
• Life Medallion: Grants the player an extra life.
• Cursed Medallion: Takes a life from the player.

All the artefacts have the same chance of appearing. The player is only able to carry
one of each artefact at a time (except lives) and will keep them until used. The artefacts
can be seen on the top center of the screen (Fig. 1c).

Minigame Room: This room allows the player to get an artefact of their choice by
completing a minigame. Currently the minigame requires the player to tilt their phone
in order to help the character move and catch potions falling from the sky. Catching the
required number of potions within the time limit completes successfully the minigame.
These minigames contribute to highlight the entertaining aspects of the game.
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When the player obtains all seven keys, the magic wards are broken, and they’ll find
and face the wizard in a math duel. Both the player and the wizard must answer a series
of multiple-choice questions (Fig. 1d). The player starts the duel with the lives they
saved during the game, while the evil wizard always starts with full (five) lives. When
the player answers a question, the evil wizard answers it too, and each wrong answer
makes them lose a life. The wizard uses a simple algorithm to answer a question, where
he can either choose the correct answer, or choose one of the answers at random. The
chance of choosing the right answer increases with the difficulty level. Whoever
manages to survive the longest wins the game.

3 User Study

To evaluate the game, two testing sessions were performed. The educational effec-
tiveness of the game (through a math test), and the interest and enjoyment of the
children were evaluated while playing (through observation, a small questionnaire and
an informal conversation).

The first prototype had only one difficulty level, no minigames, no tilting or clock
questions, and the drawing detection was not calibrated. Its evaluation provided us with
valuable feedback to validate requirements and guide further developments. With this
feedback a second prototype was implemented and evaluated, comprising all major
features described in the previous section.

Two different classes of sixth-grade students participated in each of the sessions.
Both sessions occurred in a classroom and lasted around 1 h 30 m for each class, with
a post-session one week later that lasted for 20 min. The same methodology was used
in both test sessions:

• First the students answered a math test, about their knowledge prior to playing the
game. The test lasted for 20 min.

• After the test, we let them play the game. The participants installed the game on
their phone or tablet and played it for 50 min while the research team members
moved around the classroom, observing their behaviour and assisting when needed.

• In the end, we offered a questionnaire to fill in and had an informal conversation
with them. This lasted 20 min.

• We then let them play the game on their own for a week.
• One week later we met again in the classroom to repeat the same math test they had

done the previous week, so we could see if they had improved their math knowl-
edge (they had no information the test would be the same, nor did they have the
solutions). This lasted 20 min.

The test and questionnaire were individual, but the participants were allowed to join
their friends and play together, as we wanted them to feel free and act as naturally as
possible. A total of 29 sixth grade students (17 boys and 12 girls) with ages between 10
and 11, from two classes participated in the first evaluation. The test used to evaluate
their improvement consisted in 16 open answer questions addressing both fifth and
sixth grade subjects (as they were at the end of the sixth grade). The questions were
based on subjects in the game. We obtained the following results:

386 T. Lemos et al.



• On average, students increased their scores by 10% and the highest score increased
by 12%.

• In a total of 29 students, 20 improved their score after playing the game, while 6
maintained it and 3 lowered it.

• The student with the biggest improvement had an improvement of 44%.

To evaluate the players enjoyment, we gave them a questionnaire with a few ques-
tions, using the Smileyometer [11] technique. From the first prototype, we learned that:

• Most students use their phone to play while using their computer to study. This
supports our decision of creating a mobile educational game, as they can play on
their phone and learn from it.

• When asked about the game, 91% enjoyed playing it, while 78% showed interest in
playing it again, which were quite positive results.

• When asked if they had trouble understanding the game, 57% answered “never” or
“almost never”, while 37% answered “sometimes” and 6% answered “very often”.
This was concerning, as it meant the interface wasn’t as simple to understand as we
thought. Thus, we decided to improve it according to the observations and the
informal conversations.

• When asked about the game questions’ difficulty, 77% found it to be appropriate, so
there didn’t seem to be reason for concern.

During play time, we observed that while the children started by playing alone, as
time passed, they begin to interact with each other, helping their friends or challenging
them to a speed run of the game. We also observed that the players were having some
trouble with parts of the interface. During the whole session the children were very
enthusiastic about the game and eager to collaborate. They provided us with plenty of
ideas, like the possibility of choosing between difficulty levels, and the minigames.

The second prototype was tested by 30 students (11 boys and 19 girls) from two
sixth grade classes, with ages between 10 and 11. This time we gave them a test
consisting of 14 questions covering only fifth grade subjects (as the students were only
starting the sixth grade). From this second prototype we obtained the following results:

• On average, students increased their scores by 11% and the highest score increased
by 22%.

• From 30 students, 18 improved their score after playing the game, while 10
maintained it and 2 lowered it.

• The students with the biggest improvement had an improvement of 36%.

These results, as the ones from the first evaluation, show that the gamewas effective at
helping students obtain and retainmath knowledge.Wewere not able to relate the playing
time with their performance in the math test, as we couldn’t collect data regarding the
students’ usage of the game outside the classroom. We can, however, assume they had
their usual study patterns during that week, as they had no exams planned.

From the second prototype’s questionnaire we learned that:

• Most students use their phone to play. In this case they reported using the computer
to play and study, and most of them also used a tablet to play.
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• About the game, 96% enjoyed playing it while 92% showed interest in playing it
again. These were improvements from the already good results of the first session.

• When asked if they had trouble understanding the game, 84% answered “never” or
“almost never” while 12% answered “sometimes” and 4% answered “constantly”.
This is also an improvement over the first prototype, as now a majority of players
seems to understand the game easily.

• When asked about the questions’ difficulty, 60% found it to be appropriate. While
the percentage of players finding the questions’ difficulty level appropriate has gone
down, it can be justified as different kinds of questions were added to the game and
the increased difficulty that was detected on the clock questions, something we have
later improved.

• When asked the participants to sort the various parts of the game in terms of
enjoyment, we found out the part that needed more improvement were the clock
questions. We also found out that the players seem to enjoy more the parts that
don’t involve math questions, with the final duel being an exception to this. The
favourite interaction was drawing the answer.

Again, the players were very excited, proposing new features to the game,
including a labyrinth minigame. We can conclude we were successful in incorporating
the educational aspects in a game that is fun while transmitting knowledge.

4 Conclusions

We created a game with the objective of helping students of the fifth and sixth grades
obtain and retain math knowledge, while still having fun. Overall, we obtained good
results from the tests we conducted, as a majority of players improved their knowledge
after one week of playing the game, and also enjoyed the game. Thus, we can conclude
we created a game that shifts the focus to its ludic aspect, while promoting learning. We
plan to add new features to engage players as, for example, new unlockable characters
to play with, and new kinds of challenges.

Acknowledgments. This work is funded by FCT/MCTES NOVA LINCS PEst UID/CEC/
04516/2019.
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Abstract. Serious games represent a computational resource that can
be used as a tool to create new ways of raising awareness of digital
natives. In this sense, this paper presents current results with the “Aedes
vs. Repellents”, a 3D tower defense game that aims to promote the inter-
action and learning of the population in the prevention and combat of
the Aedes aegypti mosquito. For this, mechanics and dynamics of the
well-known “Plants vs. Zombies” game will be reuse, being applied in a
scenario capable of providing a context of public health learning in the
prevention of the mosquito.

Keywords: Game design · Aedes aegypti · Serious games

1 Introduction

Aedes aegypti is a mosquito that acts as a vector for the transmission of recur-
rent diseases in public health with alternating outbreaks and difficult-to-combat
epidemics, such as dengue fever, yellow fever, chikungunya and zika virus [3]. As
a result, several educational campaigns have been developed and increased over
the years in mosquito prevention and control involving science, education and
coordinated arts activities with schools, students, parents and teachers [5].

Educational games, also known as serious games, are types of software pri-
marily aimed at educational purposes [7]. It is a computational resource that
can be used as a tool to create new forms of dissemination, as well as implement
educational actions capable of increasing the public interest in combating the
mosquito [8].

However, there are evidences that define serious games as a boring alternative
for their players, being focused on learning aspects instead of promoting pleasure
and enjoyment for the player [1]. In fact, promoting the relationship between
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playfulness and learning is a major challenge during the process of designing
and building a serious game [1].

In this sense, and considering the reuse of mechanics and dynamics of suc-
cessful games to be applied in a scenario that provides a health learning context,
this article presents the “Aedes vs. Repellents” project. It is a game that seeks to
apply available mechanics and dynamics of the “Plants vs. Zombies” [2] game in
a context where the player has to protect a house suffering from constant waves
of mosquito attacks.

2 Related Work

Different types of serious games have been developed in the context of com-
bating the Aedes aegypti mosquito. As an example, the Mission Aedes [1] fea-
tures a 2D platform style game that seeks to: remember which is a mosquito
focus; understand and analyze the life cycle of the mosquito; apply knowledge
acquired regarding mosquito outbreaks; and evaluate the development cycle of
the mosquito. Following the graphic quiz style the Aedes Game [6] aims to inform
the Brazilian population about their social responsibility in the fight against
Aedes aegypti, providing a set of questions and answers that seek to inform
the player by feedback of the given responses. Finally, the Aedes in the Sights
game [4] uses virtual reality to propitiate an immerse backyard of a house full
of dengue spots, where the player must eliminate all the mosquito larvae found.

3 The “Aedes vs. Repellents” Game

The general objective of the proposed game is to avoid the player house invasion
by mosquitoes (Fig. 1). In this sense, as a protection strategy, the player must
build defense towers, in this case repellents, able to avoid mosquitoes but with
an energy consumption each one.

Fig. 1. Initial menu of the “Aedes vs. Repellents” game.
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To use energy, the player needs to build solar panels and batteries to generate
and store more energy as soon as possible. These resources are necessary to allow
the player to be protected at night, when the wave of mosquitoes begins to attack
the player residence.

The game difficulty will increase according to the subsequent mosquitoes
waves, along with the mosquito variations that can both destroy the towers
more easily and also offer more resistance to player damages.

As examples of game modeled characters: the insecticide is the base attack
structure (Fig. 2(a)) to kill mosquitoes; the plug repellent and the grid protection
work as defense units (Fig. 2(c) and (b)) against the mosquito wave; and the
special mosquito that does not fly provides a hull that gives a greater resistance
to damage promoted by repellents (Fig. 2(d)).

(a) Insecticide (b) Protection Grid

(c) Plug Repellent (d) Mosquito

Fig. 2. Designed characters of the “Aedes vs. Repellents” game.

The initial scenario of the game play presents a 3D environment, containing
the tracks where the elements of the game will be placed to avoid the invasion
of the mosquitoes to the residence (Fig. 3). New mosquitoes are applied in each
track per night wave, being increased by amount, speed and resistance in each
mosquitoes attack, according to the continuous survivor state of the player.
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Fig. 3. Initial game play of the “Aedes vs. Repellents” game.

4 Conclusions and Future Work

This paper presented the “Aedes vs. Repellents”, a game that aims to apply dig-
ital entertainment in the prevention and combat of the Aedes aegypti mosquito.
It is a playful application that aims to use mechanics and dynamics of the Plants
vs. Zombies game in a scenario where the player has to protect a house from
mosquito attacks using real prevention and combat elements such as repellents,
grid protection and insecticide.

As future work, in addition to the completion of the game (available at
https://github.com/lenda-uefs), it is important to be integrated with social net-
works, expanding the game reward system to the external and cultural environ-
ment of the player. The addition of new characters and multimedia resources,
followed by future participation in health campaigns, and the production of edu-
cational materials related to the game, will also be performed in the future.

Acknowledgments. The authors are grateful for the financial support provided by
FAPESB and Kamikan for the development of the “Aedes vs. Repellents” project.
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Abstract. Traditional teaching strategies have become increasingly
unattractive and demotivating for students in general. Students of inor-
ganic chemistry usually have difficulties in learning the atomicity of the
elements during the composition of the chemical compounds, as well as
in the understanding of the characteristics and functions of such com-
pounds. This work presents Quimi-Crush, a tile-matching digital puzzle
capable of stimulating students to learn and participate in the under-
standing of inorganic chemistry concepts in a playful and fun way.

Keywords: Chemistry teaching · Educational game · Tile-matching
puzzle

1 Introduction

The teaching of chemistry provides students a basic knowledge on specific phe-
nomena in nature [4]. However traditional strategies of chemistry teaching are
often seen as discouraging by students, since such strategies are based on memo-
rization of formulas and calculations making the learning process less enjoyable
[5].

As a result, more dynamic and attractive new approaches need to be incor-
porated into the chemistry learning and teaching process, in order to create
a friendly and welcoming environment to promote a playful approach to learn
inorganic chemistry [1].

Regarding serious games, “they combine the entertainment value of games
with additional objectives such as players acquiring knowledge or skills, receiving
guidance and feedback on tasks to perform, or contributing partial solutions to
problems” [2]. They are “intentionally designed to attract, engage, and retain
(even addict) players by applying psychology principles” [2], whose impact for
educational purposes has received considerable attention.

This paper presents Quimi-Crush, a tile-matching puzzle serious game capa-
ble of stimulating apprenticeship and participation of high school students in
inorganic chemistry learning-teaching process.
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2 The Quimi-Crush Game

Quimi-Crush is similar to famous match-3 puzzle games, like “Fat Princess -
Piece of Cake” [6] and “Candy Crush - Soda Saga” [3] (Fig. 1). One of the
main objectives in “Candy Crush - Soda Saga” is making a certain quantity of
combinations containing objects that look like soda bottles. In order to reach
that aim it is necessary to keep combining “candies” to create opportunities to
release the “soda bottles” objects. In “Fat Princess-Piece of Cake”, the player
must defend himself from waves of enemies that increase according the progress
of the player in the game. The player team has characters that perform attack
and defense actions from the combination of pieces on the board.

Fig. 1. Images from the games “Candy Crush - Soda Sag” (a) and “Fat Princess -
Piece of Cake” (b).

Regarding Quimi-Crush, the player controls actions of a hero by combining
chemical components in order to perform attacks on the villain, and the player
character suffers a damage when compounds that are not oxides are combined.
In principle, the spot where combinations occur has a six by six dimension,
initially containing five chemical elements: Hydrogen (H), Carbon (C), Sodium
(Na), Nitrogen (N) and Oxygen (O) (Fig. 2).

The dynamics of the game consists of turns, in which player searches for basic
chemical elements that are able to combine with each other (Hydrogen, Carbon,
Sodium, Nitrogen and Oxygen) according to a catalog of combinations (Fig. 3).
For each combination of basic elements that does not generate an oxide, the hero
of the game will take damage in the turn and consequently lose a heart. When
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Fig. 2. Game play screen where chemical combinations occur.

the combination of components produces an oxide, the hero will attack and the
villain will lose a heart.

If the player manages to combine enough oxides to destroy all hearts of the
enemy, he wins the match. The player loses the match when the number of simple
combinations that do not generate oxides is greater than the total number of
hero hearts. In case of victory, a new level is unlocked, otherwise, the player will
have to try to play the same level again or return to the initial menu.

If the player delays to find a possible item to be combined, the game signals
a possible match that can be performed, but this combination will not be neces-
sarily the best for the victory. However, if there are really no combinations, the
component area is scrambled again. An introductory tutorial is also provided by
the game, thus facilitating the explanation of the basic dynamics of the game
itself.

3 Conclusions and Future Work

Quimi-Crush presents an innovative approach to the teaching of inorganic chem-
istry. Through the blending of rules and goals of tile-matching puzzle games
known to young audiences, the game is able to dynamically exercise the knowl-
edge of atomicity of proposed base chemical elements. As a result, there is an
interesting didactic resource in the teaching of inorganic chemistry, which can
easily be extended to different inorganic chemical compounds and other known
chemistry concepts.
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Fig. 3. Combination catalogs of basic elements applied in the game.

As future work, besides extra improvements and corrections to become more
aesthetically attractive for the players, it is intended to evaluate the game usabil-
ity in the process of teaching public high school students. For this, the game will
be applied in both the mobile version and in public school PCs in the region.
Mobile and desktop versions of the game, together with developed source code,
will also be available at https://github.com/lenda-uefs after the necessary fixes
and adjustments.
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Abstract. In this paper, we present PDPuzzleTable, our exergame framework
for dual-tasking rehabilitation exercises for patients with Parkinson’s Disease
(PD). It is our aim to create a home monitorization scenario for the Leap Motion
Sensor together with a specific set of exercises designed for PD, that allows us to
follow upon disease progression by inferring motor-cognitive skills remotely
and passively.

Keywords: Parkinson’s disease � Cognitive impairment � Motor impairment �
Rehabilitation � Exergames � Serious games � Leap motion

1 Introduction

Parkinson’s Disease (PD) is a neurodegenerative disease primarily caused by the
idiopathic degeneration of the dopaminergic neurons in the substantia nigra pars
compacta. The core symptoms of PD are bradykinesia, tremor, rigor and postural
instability. Besides motor symptoms, cognitive symptoms are also typical of PD [1],
particularly executive dysfunction [2]. Once objectified, it is called Mild Cognitive
Impairment in PD (PD-MCI) and presents itself as a subtle difficulty on complex
functional tasks. The prevalence of PD-MCI is around 25% [3] and it is a risk factor for
decline into PD Dementia (PDD). PDD excludes PD patients from certain treatments
such as deep brain stimulation, and currently has no approved pharmacological
intervention.

However, recent research shows cognitive training may improve or stabilize the
cognitive skills of affected patients [4]. This research also indicates that transfer effects
can be expected, that is, cognitive training may improve motor symptoms and vice
versa [5]. An excellent way to combine cognitive training with motor rehabilitation is
the use of exergames, i.e. games that require the player to perform physical movements.
Another advantage of this approach is the sensory feedback provided by game
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controllers and sensors [6]. A recent systematic review [7] indicated the significant
progress of exergames for PD patients in the recent years, also pointing to the
requirements of future work, mainly the standardization of outcome evaluation and the
inclusion of new sensors and control techniques to train unaddressed areas, such as fine
motor skills.

For this purpose, the Leap Motion Sensor (LMS) seems to be a highly promising
approach, since it provides an intuitive, natural interface while providing sensory
feedback on motor skills. The LMS has already been shown to have potential in
evaluating the motor performance of PD patients [8, 9], particularly for hand opening
and closing exercises or finger tapping [10]. In fact, researchers have already begun
developing LMS based exergames or LMS-digitalized version of traditional motor skill
assessment methods such as the Fugl-Meyer test or the Box and Blocks test [11].

2 Methods

As a first step, we considered the diverse cognitive symptoms of PD and how they can
be trained via LMS Exercises. Table 1 summarizes our observations in this regard.

In order to create our exergaming framework, we accessed the LMS data directly
by using LeapC, a C-style Application Programming Interface (API) for the LMS.
This API was connected to our application, developed under Kha, a Haxe-based open
source multimedia framework. By using LeapC, it is possible to access the raw data of
the LMS directly, as presented in Table 2. Besides palm and finger coordinates, the
LMS is capable of measuring “pinch” and “grab” parameters, which determine the
degree of closure of a pinching motion (that is, grabbing an object with the index finger
and thumb) and grabbing motion (closing the fist) respectively. This provides a great
advantage when developing scenarios for people with varied fine motor mobility, since
the pinch and grab parameter thresholds can then be adjusted to adapt to users with
limited mobility, as it occurs in PD.

Table 1. Cognitive Symptoms of PD and potential training in LMS scenarios

PD symptom Treatment intent

Resting tremor Fine motor training in ADL-context
Reduction of joint mobility Grab and drop exercises, writing
Coordination/speed issues Training in a virtual scenario
Executive function Calculation and manipulation exercises with increasing

difficulty
Concentration problems Search and differentiate, sorting, simplification exercises
Memory disturbances Memorization techniques (systematic repetition, method of

Loci). Memory games/word puzzles
Delay in cognitive processes Awareness exercises, speed exercises
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The main advantage of the LMS, besides acquiring hand position with a sampling
rate of 200 Hz, is precisely this grabbing and pinching motion detection, since it allows
developers to adapt their environments to the varied motor skills of their target group
[11]. For this purpose, we implemented to unitary parameters, one for pinching and one
for grabbing, 1 being a completely closed pinch or grab. This permits us to demand
specific movements for patients with determinate degrees of hand closure, which we
can quickly change to ease playability or increase difficulty with time to further
improve the motor skills of players.

Considering our observations, we decided to create two scenarios. Firstly, the
Tower of Hanoi (ToH), also called tower of London (Fig. 1). The goal in this game is
to move a set of n discs from the left to either the middle or right columns in the
shortest possible time. It is only possible to place a disc over an empty tower or a larger
disc, one by one, which limits the possible movements. The game can be adapted to
operate with pinching motions, grabbing motions, or both. This task combines motor
skills with problem solving and sequencing, two important cognition areas.

Secondly, we decided to include a Simon-based Memory Game (SMG), in which
the player has to follow a visual and musical sequence by clicking on blocks. This
allows the training of working memory and sequencing. For the SMG, the goal is to
grab or pinch the blocks, following a randomized music and color sequence generated
by the game, that is one element longer for every successfully completed sequence. The
sequence can be limited to music or color exclusively and it may be requested from the
player to repeat the sequence forwards or backwards. This interaction pattern was
chosen purposely to mimic a hand opening/closing test. Figure 2 presents the SMG
game.

Fig. 1. Example images of the TOH game

Fig. 2. Example image of the SMG game
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For every game session, relevant game data as well as finger data are saved for
future processing. This data is described in Table 2, and is saved both locally (as a .csv
file) and remotely using a Rest API if desired. The data can be then automatically
processed in Matlab and relevant parameters can be extracted, for example detected
tremor (if any), variations in elapsed time or number of movements across different
sessions, or maximum fist closing/pinching achieved across different sessions. On a
future pilot test, we plan to link these game and sensor parameters to relevant PD
assessment scores, such as UPDRS-III (motor examination) to create difficulty adap-
tation algorithms as well as a potential home monitoring scenario [12]. To evaluate the
scenario, we firstly plan to analyze its feasibility, considering its technical, therapeutic
and patient-centered outcomes. Followed by this is a cross-over evaluation, meaning
the PD patient sample will be divided into two groups: Group 1 will first test a
physically demanding but cognitively lenient version and then a cognitively demanding
but physically easy one, while group 2 will test the same versions in the opposite order.
A diagram of the study protocol is presented on Fig. 2. The goal of this phase is to
determine whether the order in which the cognitive or motor task is presented plays a
role (Fig. 3).

Table 2. LMS and game extracted parameters

Hand parameters (200 Hz) Game parameters (Per play through)

Fingertip position (x, y, z) of each
finger

Number of movements/max sequence length

Hand palm position (x, y, z) Elapsed time (s)
Hand palm rotation (x, y, z) Input timelapse (s)
Pinch ratio (0–1) Number of disks (TOH)/number of elements

(SMG)
Grab ratio (0–1)

Fig. 3. Study protocol
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Abstract. Game Design Canvas (GDC) is a framework that can be
used to define fundamental game elements, and is able to provide a gen-
eral view of a game designer idea. Unified Game Canvas (UGC) com-
bines common GDC characteristics in a 5W2H perspective, increasing
the design possibilities for a GDC creation of a desired game. This paper
presents the UGC Generator, a simple and interactive open access web
tool that helps game designers to fill UGC panels and to provide UGC
models in a fast and dynamic way.

Keywords: Game design canvas · UGC · Open access web tool

1 Introduction

Game design can be defined as “the act of deciding what a game should be”
[6]. It is an important step to view the game as many perspectives as possible
[6], working as a planning/documentation step in the process of creating desired
analog/digital games.

Among the different ways of creating game design documents, Game Design
Canvas (GDC) is a framework that can be used to define fundamental game ele-
ments [8]. It allows a quick synthesis of game ideas that will be developed, show-
ing the game project overview in a unique design panel [7]. GDC also describes
the information in a systemic, integrated and quick way, showing perceptions
about how the developer team should act to compose the desired game [7].

Several types of design canvas were proposed to define the necessary infor-
mation to model a GDC, being a little exhausting to choose which fits better
in a desired game project. As a result, the Unified Game Canvas (UGC) [5] was
proposed to provide an unified canvas model for game designers. It organizes the
modeling information found on available GDCs in a 5W2H perspective [1–3],
achieving as a result a fast modeling of fundamental game elements available in
important GDC models [5].
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This paper presents the UGC Generator, an open access web tool for the
production of desired UGC models. It is a simple and interactive modeling tool
that helps game designers to fill UGC panels and to provide UGC models in a
fast and dynamic way.

2 The Unified Game Canvas (UGC)

5W1H is described [3] as a document that, through questioning, identifies actions
and responsibilities able to guide what should be developed. Those questions
are: “What?”, “Why?”, “Where?”, “When?”, “Who?” and “How?” [2]. Later,
Candeloro [1] suggest the inclusion of another questioning: “How much?” (the
cost), generating the 5W2H tool.

For the UGC model, 5W2H is used as a game design information classifier,
which should be related to: representation (what); responsibility (who); deci-
sion making (when); motivation (why); execution (where); production approach
(how); and business (how much) [5]. This information is organized in panels,
that must be fulfilled by the game designer to start the development of a game.

Eight panels are proposed by the UGC [5], which should be filled in the
following way:

– Game Impact: defines what the game must bring to the player, highlighting
motivations and reasons of emotion, fun and learning;

– Game Concept: seeks to attend the demand in identify the game respon-
sibility, highlighting their name, objective, intention and inspiration to the
game being created;

– Game Player: describes the information about who is playing the game,
varying from player ages to possible community involved;

– Game Play: describes the game representation, highlighting their start, mid-
dle and end steps according limitations and rules inside a defined game space;

– Game Flow: seeks to represent the game time experience of the player,
highlighting the repetition loop, the permanence in the playing act and the
concept of “my turn to play”;

– Game Core: indicates elements for the game building, describing mechanics
for the game rules, dynamics for game systems and the aesthetics for modeled
game components;

– Game Interaction: presents the execution environment of the game itself,
varying in platforms, implementation resources and technology involved; and

– Game Business: indicates financial concerns and the market view of the
game.

3 The UGC Generator

Developed by the integration of web technologies, the UGC Generator, which
is available at https://ugc-generator.herokuapp.com/, starts on a screen that

https://ugc-generator.herokuapp.com/
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shows UGC panels waiting to be filled (Fig. 1). Each UGC panel contains fields
with placeholders that give hints about the information that is expected to be
filled by the user. The user is free to fill the panel with any necessary information
for the game design.

If a UGC panel has too many information, the application will reduce the
text font size to fit all in the respective panel, when the PDF is generated. The
“Generate” button (end of the page) produces the respective UGC PDF with
all panel information, which can be download immediately. The user can also
provide an email to receive the UGC PDF, together with an extra JSON file.

A JSON file represents each subsection that the user can fill in a UGC panel.
It provides the necessary content to load the UGC model and perform desired
changes on it. To upload an UGC JSON file for edition, is necessary to press the
“Load JSON file” button (top of the page) and select the desired file to upload.

Regarding the UGC Generator usage, it was successfully applied in the Mas-
ter of Process game design [4]. It is a paper-based board game developed to
teach how to take decisions during software project phases, where you can hire,
fire and train employees in development activities. The filled UGC for this game
can be checked in https://ibb.co/8B8qwjJ.

4 Conclusions and Future Work

This paper presented the UGC Generator, an open access web tool able to create
and edit UGC models in a fast and dynamic way. For that, the UGC design
canvas was described, together with the main functionality of the proposed tool.

The UGC Generator is in an initial development version, but already presents
a useful resource to optimize the time of anyone who needs to design games
and their features, without having to worry about small details and the canvas
formatting.

As future work, some features will be changed to make it more suitable and
comfortable for their users, such as personal user account, usage monitoring and
usability assessment, for example. The integration with game patterns, game
elements and game features, showing possible contents to be filled in a respective
panel, will be also performed in the future.
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Avatars: The Other Side of Proteus’s Mirror

A Study into Avatar Choice Regarding Perception
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Abstract. The trend for online interactions, can be regarded as being ‘anti-
socially social’, meaning that a great deal of time is spent playing, working and
socializing with the internet serving as the communication conduit. Within that
Virtual Social Environment very deep relationships are formed and maintained
without the parties ever having met each other face-to-face. Raising the question
how much does the physical appearance of an avatar influence the perception of
the person behind it? Are relationships informed by appearance even in the
virtual world and what implications does that have for second language
acquisition? This paper leads to a small-scale research project where a selection
of avatars with various racially identifiable characteristics were used to identify
which avatars a second language speaker would feel more at ease interacting
with in the target language. The resultant research aims to test three hypotheses
regarding preferred avatar choice for second language users based solely on
perceptions.

Keywords: Avatars � Second language acquisition � Proteus Effect �
Perception � Chinese concept of face � RPGs

1 Literature Study

1.1 Proteus Mirror

Yee and Bailenson [13] coined the term ‘The Proteus Effect’ to define the way in which
in-game behaviors are influenced by the appearance of a player’s avatar. These self-
perceptions and resulting actions can be seen as independent from perceptions of other
players. It is important to the future planned research on RPGs and second language
acquisition to ascertain whether interaction with other avatars is based on cultural
aesthetics and perceived personality. This paper aims to look through the other side of
Proteus’s mirror to examine what the viewer sees and how that affects their online in-
game interactions.

1.2 Avatars

Avatars are endemic throughout online communities and modern culture [1]. High
levels of personalization allow players to select exactly how they wish to present
themselves and therefore how they wish to be perceived by others; creating a virtual
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mask [2–4]. When a new avatar is encountered, impulse judgements are often made
regarding the personality of the user informing the type of interpersonal relationship
that may be formed and acting a predictor of the behavioral profile of the user; known
as the ‘Thin-Slice Effect’ [10]. The high level of avatar customization freely available
now to users, means that the thin-slice style of judgement has greater validity [4].
However, the ‘thin-slice’ may be open to a certain level of bias with the viewer
superimposing how honestly, they themselves self-represent as an avatar. The study
aims to investigate how avatar perception affects relationships in general and specifi-
cally as second language interlocutors. It is intended that the focus of this small-scale
research will be purely on the aesthetics of avatar perception and the level of subjec-
tivity held by the viewer towards the visual cues.

1.3 Face and Second Language Acquisition

When relationships are formed and maintained entirely online via the medium of
avatars, the player is likely to feel less anxiety due to the ‘faceless’ anonymity of the
interaction. Additionally, the lack of visible social prompts based on context that may
otherwise cause interference, allow for a freer interaction without anxiety or inhibition
[8]. This is particularly prevalent cross-linguistically between English and Mandarin.
The use of a racially neutral avatar can help to alleviate the anxiety that can be felt
when communicating with a native speaker in the target language [7]. The concept of
‘Face’ resonates quite strongly with Chinese native speakers [9, 11]. Face is intrinsic to
Chinese culture; it holds that the perception of a person and how they present them-
selves is potentially more important than the actual reality. Avatars allow a degree of
freedom within the interactions as there is no perceived loss of face [11]. Feeding into
the negation of face is a sense of impermanence and reduction of responsibility with
avatar relationships; should a major mistake or social faux pas happen instead of trying
to make amends a new avatar can be created, and the cycle starts over [5].

2 Avatar Small Scale Study

The main area of research in the small-scale study was directed at second language
speakers and how willing or not they are to interact with avatars that represent the
cultural and racial background of the target language. Participants were shown a
selection of avatars representing a potential target language interlocutor. They were
then asked to express what their perception of the character is and what level of
interaction they would take.

It was predicted that the choice of avatar for in game interactions would mimic
those in real life; that the second language speakers would feel more at ease interacting
in the target language with a more culturally neutral character. Within the classroom
environment students are quite happy to use the target language to converse and feel
less pressure to be perfect at the language, thereby creating a rapport and a safe space
with peers of similar ability [9]. However, when faced with a native speaker, students
reported feeling anxious and reluctant to interact in the target language [9]. It was
predicted that players would feel more comfortable interacting in the second language
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if their avatar looks more culturally representative to the target language and the
interlocutor’s avatar looks more generic.

In order to test the hypothesis as a proof of concept, 16 avatars were designed to
represent multiple racial identifiers and fantasy styles (see Fig. 1). The participants
were 20 Chinese students who have English as a second language and 20 home
students who learn Mandarin. They were asked to select which of the avatars they
would choose in three different scenarios. The scenarios are based on the participant
being a second language user interacting with native speakers in the target language in
an RPG. (1) Which avatar that they would feel comfortable interacting with in the
target language with. (2) Which avatar that they would feel uncomfortable speaking in
the target language with. (3) Which avatar would they choose for themselves as the
second language speaker. The preferred avatars will inform the choices given in the
resultant RPG that is being created by the author for the larger scale research project
into the use of RPG for the mutual enhancement of both Mandarin and English.

Hypothesis 1: Participants are more likely to choose an avatar that resembles a native
speaker. Players will select an avatar to look more racially appropriate to the target
language and be more comfortable interacting with avatars that present as less racially
stereotypical.

Hypothesis 2: Participants are more likely to be comfortable interacting with a more
racially neutral character. Avatars with a lower level of racial and cultural identifiers act
as the interlocutor helps to negate the levels of anxiety that a second language speaker
may have when interacting with a native speaker.

Hypothesis 3: Participants are more likely to experience increase lack of inhibition
and increased motivation due the anonymity of using an avatar. Avatars enhance not
only the immersion and emotional investment also the role-play and communication
between players [6]. The use of an avatar can help negate the anxiety that a learner may
feel within face-to-face conversation in the target language [8].

Fig. 1. Avatars designed for the study.
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3 Preliminary Results

The first round of testing was the Chinese participants carried out via an anonymous
online questionnaire (http://tiny.cc/e74adz).

1 2 3

1 shows the avatars that the Chinese participants were most likely to choose to
represent themselves. The reasons given for these choices were: “the Chinese boy looks
most like me” “this avatar is the most neutral” and “she is really pretty so more people
may choose to talk to me”.

2 shows the avatars that the Chinese participants would choose to interact with in
the target language. The reasons given for these selections were “She is the prettiest”,
“I like her smile”, “She looks Scottish and I want to go to Scotland”.

3 shows the avatars that the Chinese participants would not want to interact with.
The reasons given for these selections were “This avatar is too ugly”, “I don’t like it’s
face”.

Whilst the chosen avatars for each scenario reflected the author’s predictions the
reasonings veered from the original hypotheses. The Chinese participants demonstrated
aesthetics to be the main driving force behind their choices. When considered with the
burgeoning “meinü jingji, beauty economy” [12] in China the justifications are not
surprising. Closely linked to face; beauty is intrinsically connected to success and
prestige.

4 Conclusion

The results have allowed the avatar choice given to the Chinese players to be narrowed
down to the top three from 1 & 2. The home participants questionnaire will be carried
out in September 2019; informing the avatar choices given to players of the finalized
RPG for the larger study. Further research will focus on the investigating the socio-
cultural implications of avatar choice and how aesthetics of perception affects player
interactions in the target language. Additionally, connections will be drawn between
the historical culture of mask use and the Chinese concept of ‘Face’.
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Abstract. This paper describes a Game Based Learning tool to teach fractions.
It was designed for children from 6 to 10 years old. It was developed consid-
ering the six facets framework to serious game. For the purpose of the study, 66
videos recorded were analyzed. On the other hand, the game was played by 34
students and it has been observed that 76% of them were able to complete three
activities without problems, 24% of them completed only one or two activities.

Keywords: Serious game � Fractions � Learning � Math learning � Games

1 Introduction

There are changes necessary to implement in classrooms the usage of new ICT [1], the
first one is to rethink the pedagogical practice in classrooms. It is necessary to research
on the influence of digital games on learning, the importance of virtual learning
environments in distance learning and the use of ICT [2].

In mathematics, fractions are one of the basic concepts in which learners present
difficulties in their understanding. The points as the most frequent problems in the
fractions learn are: (a) the learners focus on the counting of parts prioritizing the
number of parts and not the relation between the part and the whole; (b) do not work
with fractions larger than unity; (c) there is no emphasis on the ratio number of parts
and total size; (d) fractions are not represented in the same scale; and (e) comparing
heterogeneous fractions [3, 4]. Some studies have shown that teaching with computer
tools have better results than teaching using only verbal communication. It is also
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relative effectiveness of Video Mediated Instruction and Classroom Demonstration
Technique on the performance of students [5–7]. In mathematics, many concepts and
processes could be linked to visual interpretations, the reason why researchers used the
potential of visualization and simulations in teaching [8, 9].

2 Related Works

Gresalfi et al. [10], investigated the effects of design in fractions games, the goal of the
study was to contribute to understand how particular types of digital games can support
student learning and engagement. It was focused on commercially available educa-
tional apps that focused on similar content (fraction comparison and equivalence) but
represented extremes in how game-like they were (games vs. worksheets). Third-grade
students (n = 95) worked on the apps for an hour in their math classrooms. Students
preformed equally well on a paper and pencil assessment, but students’ enjoyment of
the games was significantly higher. Student interviews indicated that students who
played the games noticed the mathematics content in the games, sometimes linking it to
the game mechanics, noticed the relevance of the game for the assessment and talked
about enjoying the games. Findings suggest that exploratory games that implicitly
support mathematics knowledge can improve students’ math knowledge outside of the
game context and improve student engagement.

Sevinc and Brady [11], investigated a tradition in mathematics education research
which produced a genre of activities known as model-eliciting activities. They show
two story-based model-eliciting activities aimed at kindergarten and first-grade (K − 1)
students’ development of length measurement and an estimation of area measurement.
The study highlights not only that young learners were capable of developing models
on numbers representing length and area but also that engaging story narratives and
parallel whole-class and small-group activities were the main resources to support the
model development of young learners.

Dube et al. [12], they reviewed the published research papers indexed in databases
such us Scopus, Web of Science, Google Scholar and others. The focus of searching
was the use of tablets as elementary mathematics education tools. The goal of this study
is to discuss whether tablet computers are useful for mathematics learning. The three
more important tasks were: engaging children with mathematics, improving children’s
attitudes towards mathematic and improving children’s mathematic achievements.

3 The Six Facets of the Game Design

Marne et al. [13] developed a non-sequential and flexible framework with 6 facets of
serious game design. These facets were adapted and used in this serious game.

(a) Pedagogical Objectives
Learn fractions 1/2, 1/4, 3/4 with a visual approach
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(b) Domain Simulation
The game was designed considering the student’s context (culture aspects, geograph-
ical sceneries, society thinking). For example, the cultural thinking of a child from the
mountain range of Peru (rain, mountains, clouds) and different to the cultural thinking
of a child form the country of Brazil (trees, rivers, animals).

(c) Interactions with the Simulation
Considering the mathFractions with all models (it is possible to use only one or more
game models). The learner starts the game selecting the flag of his country, to select
automatically the language and the context (Peru, Brazil, USA or France).

(d) Problems and Progression
The problem means that, the game has 9 options to solve problems, and they are
grouped in 3 sectors: Quadrilaterals (filling quadrilateral blocks to pave the floor),
Circles (representation of circles over the Cartesian plane) and Fractions comparison
(visualizing the equivalence between two fractions). The progression means that each
selected option of the game has 5 difficulty levels. The progression is from the easiest
level to the difficulty level. Additionally, the game has 3 options to play: add (right
arrow), subtract (left arrow), and combine add and subtract operations (left and right
arrows).

(e) Decorum
The game uses computer animation approach to engage the student’s motivation.
In addition, when student completes correctly the task, there is a winning sound and
icon representation, and when the student fails the task, there is a sound indicating fail
and the correspondent icon representation.

(f) Conditions of use
Students from six years old on could play this game. Most of the time, the game does
not need assistance from the teacher or high ICT skills, but maybe young children need
an explanation about the rules of the game. Only one player could play the game, it is
not multiplayer.

4 MathFractions Design and Implementation

The game was developed considering the six facets methodology [13] and designed
mostly for children from 6 to 10 years old. The game has some flexible characteristics
of configuration for the user: the language selection, the image and the sound could be
contextualized according the country. In addition, each level has a progressive diffi-
culty. The software was developed using some tools like HTML5, JavaScript, Mysql,
and phaser.io framework. Currently, the mathFractions serios game are hosted under
the URL http://educatics.org/mathfractions/.
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The software was developed by undergraduate students of the Academic School of
Computer Science at the National University Micaela Bastidas of Apurimac. The agile
methodology of extreme programming was applied, in which the User Stories were
created and then the programming tasks were assigned to programmers. It was very
important to have graphic designers to create the scenes, the characters, and the images
of the game; also, sound designers were needed to create the different sounds of the
game. The tests were carried out by the programmers (alpha tests) and later by the
children who collaborated with the project (beta tests) and after the corrections. Both
tests allowed corrections and improvements to the software. The software game is
multiplatform (Windows, Linux, Mac), multilanguage (English, Spanish, French) and
easy to maintain.

5 Evaluation and Analysis

Initially, evaluations were made to the software product, through 5 children 10 years of
age, this allowed us to improve the software and served as a pilot test before formally
launching the product; then, two types of evaluation were carried out: evaluation by
children and evaluation by video recording analysis.

Analysis of Children’s Playing. This game was tested by undergraduate students,
From January-2016 to October-2016, the system registered 34 children from 2 different
schools; they acceded remotely to play the serious game. They played on freely, but
their teachers recommended to follow the interface order (first is the top leftmost, the
last one the bottom right). Considering the game model used, 75% played filling
quadrilateral blocks on the floor, 19% played the representation of the circle on the
Cartesian Plane, and 6% played the equivalence between two fractions.

Video Recording Analysis. The software was evaluated by 29 math prospective
teachers (enrolled in four years graduation program to math teacher preparation) of the
Institute of Mathematics and Statistics of the University of São Paulo. They worked in
one session of about half an hour with mathFractions, each student with an individual
computer desktop. There was no explanation about the software; they only received the
Web address where the game was hosted. Previously free screencast software was
installed in every computer of the laboratory (the RecordMyDesktop to Linux/Debian).
The teacher and two assistants watched the group and their screen during the working
session were registered in the video. A total of 66 videos were recorded, since some of
them had no experience with RecordMyDesktop software, starting it more than once.

6 Conclusions and Future Work

This Game was developed to enhance fractions teaching and learners comprehension of
the fraction concepts, directed to children from 6 to 10 years old. The tool was
developed under the six facets framework to design serious games. The software is
hosted and available at http://educatics.org/mathfractions/. In this interface and
didactical evaluation of mathFractions 66 screen sessions were recorded and analyzed.

420 M. J. Ibarra et al.

http://educatics.org/mathfractions/


It has been observed that: 76% of master degree students were able to complete three
activities without problems; 24% of the students completed; and 24% of them com-
pleted only one or two activities, probably because they did not read the instructions
correctly or did not recorded the activity completely.

In addition, we analyzed others 34 children that used mathFractions, indicated by 2
math teachers in 2 different schools in Peru and Brazil used the game, 75% of them
played filling quadrilateral blocks on the floor, 19% played the representation of the
circle on the Cartesian Plane, and 6% played the equivalence between two fractions.

For the future, the tool will be applied in real class sessions environment and will be
measured the qualitative punctuation obtained by the students.
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Abstract. Taking into account the importance of developing a healthy
eating behavior, which starts in childhood, this work presents the Ulti-
mate Food Defense. It is a tower defense digital game designed to help
players acquire healthy eating habits. As a result, a playful and enter-
taining approach has been obtained that can present the harm caused
by fatty foods when consumed in excess.

Keywords: Tower defense · Healthy eating · Blood glucose level

1 Introduction

The learning of eating behavior is a process that already begins in childhood of
an individual. Thus, the family and sociocultural context have an indispensable
role in the process of structuring the child eating habits [1].

One of the main ways of accessing technology for children is digital games [4].
Those can be defined as “attractive and interactive environments that captures
the player attention, offering challenges that require increasing level of dexterity
and skill” [9]. In addition, serious games are often characterizes as games that the
main purpose is to transmit knowledge [6], something that represents a window
of opportunity for the insertion of fun, pleasant and enjoyable elements to play.

This paper presents the Ultimate Food Defense, a digital game where the
player assumes the role of a defense cell to protects the body against caloric and
greasy food, being helped by health food available for consumption.

2 Related Work

Tower defence is a strategy game subgenre whose objective is prevent that the
enemy crosses the map and arrives in a specific reference spot in the game. As
an example of tower defense game in health thematic, Smile Battle [8] is a game
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developed with the purpose of transmitting oral health knowledge, where the
player has the duty of defend its mouth of the poor hygiene bacterium’s attack.

Another tower defense for health game is the DigesTower, designed to help
prevent childhood obesity [2]. The scenario is the Elise digestive system, who
is the main character in the game, where the foods are the “enemies” and the
digestives enzymes represents the player tower defense.

3 The Ultimate Food Defense Game

The game main menu (Fig. 1) was designed as a child friendly representation of
a sales stall containing healthy fruits to eat. For the menu buttons, five options
are provided to the player: New Game, Load Game, Instructions, Options and
Credits.

Fig. 1. Initial screen of the game.

When starting a new game, the players will see a human mouth, the greasy
and caloric food that advances into our organism, and a barrier in the end of the
tong that must be defended by the player to avoid health problems caused by
bad feeding (Fig. 2). To defend the body against the enemies and prevent blood
glucose increase, there is a defense cell controlled by the player that attempts to
avoid the advance of the bad food through the throat by shooting them.

Some healthy food were also chosen to help the player during the game
play. The strawberry for example helps in the blood glucose control [3], as it
has a substance called anthocyanin in its composition. For this reason, in the
game, this fruit helps the player to decrease the organism blood glucose level in
2 mg/dL. The grape impact in blood glucose level happens because, besides the
anthocyanin presence, there is the resveratrol existence. This substance promotes
a blood glucose drop, improving cells sensibility to insulin [10], increasing as a
result the defense cell velocity attack to the unhealthy foods in the game. Finally,
the lemon fruit has a substance called pectin, a soluble fiber that, besides help
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Fig. 2. Ultimate Food Defense game play scene.

in the digestion, it decelerates the absorption of sugar in the body [5]. For this
reason, in the game, this fruit makes the enemies attacks slow down.

To maintain a pleasant game, free use of fruits is not allowed during the
game. To control it, the game has a coin (the vitamins), which are received after
certain regular intervals of time or when an enemy is defeated. When the player
does not have enough vitamins to buy fruits, they remains blocked.

(a) Pizza (b) Soda (c) Hamburger

Fig. 3. Caloric and greasy game enemies.

About the caloric and greasy game enemies, Pizza, Soda and Hamburger
(Fig. 3) were chosen because they are commonly found in fast-food stores and,
therefore, consumed in large scale. When the enemies get as closer as possible to
the defense cell tower, they start to attack the wall that defends the organism,
and the attacks make the blood glucose increase gradually. For every enemy
attack against the wall, the blood glucose increases in 2 mg/dL.

The player blood glucose level always starts in 50 mg/dL. Considering that
the blood glucose values comprehended between 100 mg/dL and 125 mg/dL are
already considered a pre-diabetes indicative [7], the player will loose the match
if he were unable to conserve your blood glucose level at a value lower than
99 mg/dL. If this happens, the end game screen will be displayed to the player,
which will have the option of try again or go back to the initial menu.
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4 Conclusions and Future Work

This paper presented the Ultimate Food Defense, a digital game for the aware-
ness of the healthy eating importance. For this, a focus has been placed on the
body glucose level, giving the player the possibility to verify the impact that
healthy and unhealthy foods have on the sugar in our blood.

Regarding the game metaphor, besides the cartoon design to encourage the
consumption of healthy foods, the tower defense style reinforce the long-term
incentive for good nutrition. Its is possible to observe as the player must keep
avoiding the excessive consumption of caloric and greasy foods to cross the bar-
rier, together with the consume of nutritious food to balance the body glycemic
level.

As future works, more game levels will be provided, along with the addiction
of new enemies and nutritious food. It is also planned to perform a game usability
test to identify possible aspects that can be improved, making the game more
effective and attractive as possible.
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Abstract. An essential way to lifelong learning in the modern information
society is using ICT, geoinformation, and the concept of the so-called serious
games, as well as gamification mechanisms. The „Smart City Alter Eco” game is
a solution that not only facilitates social education for sustainable development
but is also part of creating a so-called digital twin of a smart city. The authors
propose an approach that enables creating a virtual model of a city, which
reflects spatial, economic, social, and legal relations, as well as testing various
versions of the city’s development. The objective of the game is not as much
creating an operative biogas plant but making it an attractive solution to the
environmental, economic, and social problems of the town of Żuromin in central
Poland.

Keywords: Serious game � Gamification � Digital twin � Smart city �
Sustainable development � Geoinformation � Information society �
Geoparticipation

1 Introduction

For the modern information society moulded in the era of civilisational transformation
associated with the spread of IT, games and gamification not only constitute a platform
for virtual entertainment, but are, or perhaps may become, a tool for responsible and
participatory shaping of the surrounding space. Sustainable development and shaping
of the so-called smart cities [1, 2] by their inhabitants require the ability to process
available information (including spatial data) and the needs or expectations of the local
community, as well as the extraction and use of the acquired knowledge of those
participating in the creation of an information society. One of the most effective ways
to educate society on sustainable development is to utilise the techniques of gamifi-
cation and the so-called serious games [3–7].

The primary purpose for creating serious games is not merely entertainment; “se-
rious games” help the players in obtaining, developing and consolidating specific skills,
as well as problem-solving [8].
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A variety of areas [9–15] uses serious games and serious games analytics [16–20].
The authors of this article aim to use serious games in the participative process of
shaping a smart city, the development of (geo)information society, as well as solving
complex social, economic, and environmental problems. Such a goal stems from the
Warsaw University of Technology’s implementation of the Ministry of Investment and
Economic Development’s project within the “Human Smart City” program. The project
is entitled “Increasing the participation of residents of Żuromin in the process of
managing, environmental monitoring, and creating a vision for the town’s development
by stimulating social geoparticipation.” It is carried out by an interdisciplinary scientific
team that supports the authorities and the local community of Żuromin – a town and
commune located in central Poland, around 100 km north of Warsaw.

2 Problem Definition and Research Area

The crux of the problem of creating and developing a smart city in Żuromin lies in the
residents’ low level of engagement in the process of co-deciding about the town’s
development, and their low activity in social consultations, civic shaping of the spatial
order or responsibility for the environment. Żuromin’s specific problem is an incon-
venient neighbourhood in the form of a massive number of pig and poultry farms in its
immediate vicinity. Around this town with a population of 10 000, there is the largest
poultry “basin” in Poland, with annual production exceeding 20 million chickens and
600 000 pigs. Such intensive agricultural production condensed within a few kilo-
metres around Żuromin creates an extremely offensive odour. Standards for the con-
centration of substances, such as sulphur compounds, nitrogen compounds, and
mercaptans, are far exceeded in this area. An additional problem lies in the excessive
fertilisation of the soil with liquid manure, which degrades the soil and increases the
odour offensiveness. This process also results in social conflicts between agricultural
producers, residents, and town authorities; the local community accuses the authorities
of being passive towards environmental degradation.

The construction of a biogas plant may solve this problem. It would also enable
advanced processing of agricultural production waste, as well as reduce the odour and
soil degradation, enable the generation of significant amounts of energy, and the
commercialisation of the project. According to the authors, developing and popular-
ising a serious game and running a social campaign, which shows that building a
biogas plant would be beneficial for all the parties, may not only be an extremely
innovative, but also an effective means of solving this problem.

3 Concept and Test Implementation of the „Smart City Alter
Eco” Game

What is crucial in solving the problems of Żuromin is the issue of social education on
sustainable development. The inhabitants of the commune (about 15 000 people),
owners of poultry and pig farms (several hundred people), and town authorities (dozens
of officials) should be made aware that only joint actions to shape a smart city may
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bring the desired results. The construction of a biogas plant, in which odorous waste
from agricultural production will be processed, may solve environmental, economic,
and social problems. However, the issue of the location of the biogas plant, its power,
funding sources, environmental effects and, above all, the sense behind its construction
– have all sparked controversy in the town. The authors believe that the practical
solution to this problem is creating a so-called digital twin of the town of Żuromin and
testing different variants of its development. An excellent tool for solving this problem
is building a virtual model of the town to develop a serious game so that a person may
play as town authorities, agricultural producers or residents. This game would also
enable virtual cooperation of all the parties and help them realise that cooperation is a
win-win solution.

To develop a prototype version of the „Smart City Alter Eco” game, a tool envi-
ronment of the engine of the strategic and economic computer game “Cities: Skylines”
(based on the modified version of Unity3D) was used in cooperation with the game’s
producers from Paradox Interactive company. Using this engine is intentional: the open
programming interface in “Cities: Skylines” uses C# language; therefore, it is possible
to modify and develop the game’s basic functionalities. The tool environment of
“Cities: Skylines” enables using the Unity – UnityScripting API’s programming
interface, as well as modifying the content of maps, objects, rules, and scenarios for the
development of a virtual town by using Map Editor, Theme Editor, Asset Editor, and
Scenario Editor. The following are the underlying conceptual assumptions of the
„Smart City Alter Eco” game:

• The application should display enough information about the commune so that
users are able to find their place of residence and the main facilities in the town of
Żuromin. Thanks to the engine from “Cities: Skylines” and 3D models of buildings,
a digital twin called Żuromina was developed, where every object has its digital
equivalent in the game.

• The application should ensure that the functions of particular buildings are recog-
nised at first glance, e.g. distinguishing residential structures from industrial
installations. This means that the 3D model should have contrasting textures in
different positions so that a residential building is different from an office or a farm.

• Without any loss of efficiency, users should be able to zoom out on the entire
municipality or to bring it closer to focus on a specific object. The view at the
maximum close-up does not have to be very detailed, but it is necessary that at the
maximum distance, one can still find a place, focus on it and approach it. It is
permissible that only a few terrain elements are seen at maximum distances.

• All farms in the commune are marked on the model. Clicking on a farm brings up a
window with available information on the farm, such as its size, the number of farm
animals, and the number of generated pollutants.

• When users locate a biogas plant in the commune, the “connect”, or “disconnect”
button becomes available. Pressing the button enables or disables the use of a
biogas plant by a given farm. The statistics of a farm change when it “connects” to
the biogas plant. Connecting a farm to a biogas plant may require additional data,
such as the cost of waste collection and transport, energy production profits, as well
as the positive public perception by the residents of the commune.
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• What is crucial to the effectiveness of the game is the visualisation of the envi-
ronmental effects of building a biogas plant. The devised game enables the visu-
alisation of two types of pollution: soil contamination and air pollution in the form
of the odour. Connecting to a biogas plant causes the decrease of the level of air
pollution (fast) and soil (much slower) in a given area of the town and commune.

• Users may place exactly one biogas plant in the commune; it cannot be located on a
farm or in the town of Żuromin. Its location may influence the results of the
simulation, mainly the estimation of the costs of waste transport.

• In the game, there are several variants of financing the biogas plant (commune
investment, European Union funds, private investment, public-private partnership),
but users may select and implement only one of the options in a given game.
Naturally, the power and efficiency of the biogas plant can be modified during the
game as subsequent farms are connected. The economic and social effects of
making decisions are visualised on a map and in the form of a set of information
tables indicating costs, profits, savings, environmental changes, and so on.

• Pollutants are assigned to a specific farm. In a given point of the town or commune,
pollution comes from many farms. When it happens, the game engine and a pro-
prietary spatial interpolation algorithm, which uses the GIS calculation engine,
estimates how much pollution comes from which farm. When users switch the farm
over to the use of a biogas plant, the change in the environmental impact becomes
immediately visible in the digital view of the town.

4 Summary

According to the authors, using clear rules and the mechanics of gamification may
enable large-scale public consultations, but – above all – may also contribute to the
awareness of the social consequences of actions, and, indirectly, to the development of
a knowledge- and morality-based open information society. There seems to be an
interesting parallel [21] between the development of technology (including the use of
games in the educational process), the emergence of an information society, and the
formation of an open society defined by Karl Popper in 1945; a society characterised by
a balance of proponents of various historicist theories [22]. Social participation for
sustainable development may constitute an essential element of the public discourse in
an information society (implemented, e.g., through properly built gamification tools),
understood as a free exchange of opinions on shaping the surrounding space.
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Abstract. Game-based learning represents a promising alternative to
teach computing in higher education. This paper presents “BDD Assem-
ble!”, a paper-based game proposal for teaching Behavior Driven Devel-
opment (BDD) competences. For this, the proposed game and the eval-
uation approach with software engineering students are described. As a
result, a simple, interactive and colaborative game was provided, able to
teach BDD concepts in a practical, competitive and fun way.

Keywords: Behavior Driven Development · Educational game ·
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1 Introduction

Originally developed by North [8], Behavior Driven Development (BDD) is an
“increasingly prevailing agile development approach in recent years, and has
gained attentions of both research and practice” [10]. It is focused on defining
fine-grained specifications of the behaviour of the targeting system, in a way
that they can be automated as executable specifications of a system [8,10]. It is
also an outside-in agile software development process for agile teams that helps
in a cooperative way to reduce this type of rework and regain time for new
development work [9].

BDD uses the Gherkin language to describe software behaviors [5], providing
a specific ubiquitous language that helps stakeholders to specify their system
tests [10]. It starts with textual descriptions of the requirements using specific
keywords that tag the type of sentence (Given, When, Then), indicating how
the sentence is going to be treated in the subsequent development phases [1,5].

Regarding serious games, “they combine the entertainment value of games
with additional objectives such as players acquiring knowledge or skills, receiving
guidance and feedback on tasks to perform, or contributing partial solutions to
problems” [2]. They are “intentionally designed to attract, engage, and retain
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(even addict) players by applying psychology principles” [2], whose impact for
educational purposes has received considerable attention.

Considering the relationship between BDD and serious games, BDD has been
used to document user stories as an approach to identify game rules [3]. Stake-
holders who are exposed to gamified elements can produce more BDD user stories
in better quality and with more creative ideas [6]. Moreover, as a cooperative
game, BDD can be used to demonstrate how issues can arise when requirements
are not communicated effectively or clarified with other team members [4].

This paper presents the “BDD Assemble!”, a paper-based game proposal able
to complement the list of BDD game options, as well as improve the BDD design
competence among agile development students.

2 Related Work

Regarding BDD usage to design a game, BDD Warriors [3] is a card game
that describes fictional scenarios as sets of Given-When-Then constructs that
must be completed by the players to get points and win the game. Players score
collaboratively by completing scenarios, which should make sense for the other
players to consider them as complete.

By the application of gamification strategies, the UserStory Game [6] is a
game on BDD-based requirements elicitation with diversified game elements. It
is an online gamified platform for eliciting requirements through user stories
and acceptance tests, which was developed to test the effect of gamification on
engagement and on performance in requirements engineering (Fig. 1).

Fig. 1. UserStory Game example [6].

Finally, focusing on the agile perspective, and without face-to-face commu-
nication, software teams playing the BDD Game rely on their interpretation of
a set of instructions - while under the pressure of time and resources, which are
based on a drawing in a booklet that represents a set of user requirements that
need to be implemented [4].
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3 Methodology

“BDD Assemble!” is a competition among player teams to combine in short time
proposed Gherkin sentences. Each team receives a story and 4 possible scenarios
related to it. Similar pieces of Gherkin sentences for Given, When and Then
are distributed for each team to be fit into their respective scenarios. Teams
are challenged to produce correct sentences using the distributed pieces in each
scenario, under the pressure of time against the other players. The team wins
if it can complete more correct scenarios before the other competitors. Figure 2
illustrates some prepared Gherkin sentences for possible scenarios in a ATM
(Account is in credit, Account is overdrawn past the overdraft limit, Deposit
money and Transfer between accounts) to be combined by each player team.

Fig. 2. BDD sentences for the “BDD Assemble!” gameplay.

As a verification approach for the game, the same was used by master degree
students in a Software Engineering (SE) classroom (Fig. 3). In this activity, the
students participated in a game match with 4–5 players each team, which was
performed after the conclusion of the Acceptance Test class.
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Fig. 3. “BDD Assemble!” gameplay by master degree students in a SE class.

4 Conclusions and Future Work

This paper introduced “BDD Assemble!”, a paper-based entertainment approach
that allows the production of BDD scenarios by proposed Gherkin sentences in
a colaborative and competitive way.

Satisfaction, usefulness, ease of learning and ease of use attributes was also
identified during the game play by the evaluated students via USE questionnaire
[7], confirming that the proposed game can combine fun and engaging with BDD
learning.

As future work, it is intended to produce a digital version of the proposed
game, as well as more BDD scenarios together with the application and evalua-
tion of the game in different SE classes.
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Abstract. Commonly, video games make a clear division on the dif-
ficulty offered (e.g. Easy, Medium, Hard), causing that players often
do not experience what game designers intended. In this document, we
propose a dynamic difficulty adjustment strategy for health point-based
video games based on a heuristic evaluation performed at play time. This
means that a video game may change its difficulty based on players’ per-
formance while they play. To test our strategy, we implement a fighting
video game and perform an evaluation with 10th grade students from
Institución Educativa Multipropósito. Based on our results, the students
considered that the game is balanced, suggesting that this strategy is a
viable choice to implement and test in other video games.

Keywords: Video games · Dynamic difficulty adjustment · Heuristics

1 Introduction

Game balance is key to provide a fun and engaged experienced to players [2].
It is defined as a state where the game is fair for a player, providing him/her
with challenges that match their skill. Commonly, video games make a clear
division on the difficulty offered,e.g. Easy, Medium, Hard, being these difficulties
subjective and unclear, specially to new players. Therefore, players do not often
experience what game designers intended. On the other hand, there are video
games that have a single difficulty, to deliver the intended experience designed.
In some cases, causing players to quit because it is too hard.

In this document, we propose a dynamic difficulty adjustment strategy com-
posed of two components: a playing agent with multiple difficulties and a heuris-
tic function that swaps between them by measuring players’ performance. To
test our strategy, we implement a fighting video game and perform a Player
Experience (PX) evaluation. The results show that the students considered the
game is balanced and each component of the strategy serves its purpose.

2 Methodology

Our Dynamic Difficulty Adjustment (DDA) mechanism is based on the work
done by [1] and [3], and extended to support more video games. It is composed
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of two core components: a heuristic function and a playing agent with multiple
difficulty levels that will be swapped based on the heuristic value.

2.1 Playing Agent

The playing agent is the character players face during their play-through. This
agent has difficulty levels that are interchanged based on a heuristic. A playing
agent should have at least three difficulties: easy, intended, and hard.

The most common types of agents are Finite State Machines (FSMs) which
allow an easy difficulty adjustment since FSMs rely on parameter values that
can be changed to increase or decrease the difficulty.

2.2 Heuristic Function

A heuristic function is in charge of selecting the difficulty of the agents a player
will face. To address this task, we identify two different scenarios: an immediate
evaluation and a episodic evaluation:

The immediate heuristic function measures the aggression of a player using
a proportion of the character’s Health Point (HP) difference. Equation 1 shows
the proposed heuristic’s equation.

H(PHPc, EHPc, PHPm, EHPm) =
PHPc

PHPm
− EHPc

EHPm
(1)

H ∈ [−1, 1] and it is calculated every T time-steps. PHPc, PHPm, EHPc,
EHPm are the current and maximum HP levels for both characters. H = 1
means the player has won and vice versa. The goal is to keep H ≈ 0, meaning
that both characters have similar HP such that they reach the end of a fight in
similar conditions. For each difficulty level, different selection intervals need to
be established to switch between them. For example, for three playing agents,
the intervals would be: [−1,−α), [−α, α], and (α, 1].

The episodic heuristic function measures how well a player has performed in
the past levels, or gameplay episodes, of a video game. This heuristic’s equation
is shown in Eq. 2.

H(P ) = Count(Successful episodes) − Count(Player′s deaths) (2)

H is calculated after an episode has finished, H ∈ Z. The count of successful
episodes and player’s deaths are natural numbers, including zero. If H > 0,
means a harder difficulty should be selected and viceversa. An episode can be
interpreted as a level, task, enemies defeated, among others, depending on the
game.
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3 The Forest of the Guardians

The Forest of the Guardians is a 2.5D fighting mobile video game developed to
test the DDA proposed. The game consists on a 1 Vs. 1 fight against an agent.
The agent uses a FSMs with three difficulty levels and the immediate heuristic.

3.1 Finite State Machine

The enemy uses a FSM that has four core combat states, described below:

– The base attack state casts k long-range attacks in the direction of the player.
– In the move towards the player state, the agent moves towards the player.
– The melee attack state is triggered once the agent is close enough to the

player’s character.
– Finally, in the move away state, the agent moves to the farthest corner/wall

from the player’s character. While in this state, if the player’s character is
close enough, the agent will transition to the melee attack state.

3.2 Difficulties

The three levels of difficulty proposed are: easy, medium, and hard difficulty. All
of the FSMs variations have the same parameters. The parameters are shown in
Table 1. These values were chosen experimentally.

Table 1. Difficulties’ parameter values

Difficulty Attack speed
(attacks/second)

Movement speed
(units/action)

Armour points

Easy 0.8 4 0

Medium 1 6 2

Hard 1.5 6 5

4 Strategy Evaluation

4.1 Participants

Nineteen 10th grade students from Institución Educativa Multipropósito were
involved in the evaluation process (58% are males and 42% are females). All the
students were asked to play the game once. The students’ age ranged from 15
to 18 years-old (Mean = 16.5, SD = 1.3).
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4.2 Methods

Player Experience Inventory is a standardised questionnaire proposed by [4].
Player Experience Inventory (PXI) incorporates two sub-scales: the functional
level, which evaluates the dynamics situated at the usage level, i.e., immediate
consequences experienced; and at the psycho-social level, i.e., which exceed the
usage level and focuses on the consequences at the psycho-social level.

4.3 Results and Discussion

Immersion presents positive results: 73.7% of students were not aware of their
surroundings, 79% were immersed in the game, and all of the students were
focused on the game. Even though there was another student playing another
video game, students were focused on the fight; indicating that the Flow channel
was achieved in some of them.

Challenge. This dimension presents positive results, 63.1% of the students con-
sidered that the game was not too easy nor too hard to play; the remaining stu-
dents show a neutral agreement. Similarly, 73.8% agree that the was challenging
but not too challenging; the remaining students have a neutral agreement.

Besides from the questions, a 74% win-rate is reported and an average remain-
ing HP of 26%. Even though the remaining HP is low, which is one goal of the
heuristic, the high win-rate shows that the game was probably too easy.

Considering these results we can argue that the game is considered balanced
by a group of students. This means that the difficulty level assigned by the
heuristic is adequate.

5 Conclusions and Future Work

As a result of this work, a dynamic difficulty adjustment strategy for HP-based
video is proposed, including two heuristics that address different scenarios. One
of the heuristics proposed was implemented in a video game and tested by 10th

grade students. Our results show that students considered the video game bal-
anced, therefore it might provide a solution to motivate students to play a video
game. In general, this strategy may be a viable solution to implement in other
scenarios and video games. However, to fully establish if the strategy motivates
students, longer evaluations with students are needed to corroborate that fact.

Based on our results, the immediate heuristic served its purpose: get both
player to low health at the end of the fight, averaging a 26% HP remaining at
the end of the fight. However, we are aware that the players’ win rate is still too
high (74%) implying that the FSM used was probably too easy for players.

As future work, longer evaluations are needed to validate if the proposed
balancing strategy motivates students to play the game in the long-term. More-
over, the episodic heuristic should also be tested. Additionally, combining both
heuristic functions is still a task to do.
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Abstract. Nowadays, there are different reasons why a student leaves a
course, a university, or the higher education system. This article presents
the University Universe, a playful digital game that simulates in prac-
tice the difficult task of concluding the semesters of higher education.
For this, game dynamics, scenarios and design approach were presented,
together with the developed game prototype. As a result, there is a game
that can simulate the difficult task of completing the semesters in a uni-
versity course, something particularly challenging, but capable of being
transformed into a gamified activity for students awareness.

Keywords: Higher education · Student retention · Serious game

1 Introduction

Nowadays, there are a lot of reasons why a student might drop out of university.
Among the usual reasons for this phenomenon, some of them stand out, such as
methodology disagreement, comprehension difficulty, monetary problems, bad
college infrastructure, no adaptation to the academic environment, etc. They
also come along with different types of personal problems, such as, diseases,
home moving and psychological problems, for example [1].

The lack of information during the first year, the student unsuitability with
the university system, and the inability of create new friendships are also pointed
as the main reasons of college evasion [2]. This is also attributed to the lack of
communication and information faced by the university environment [3], some-
thing that could be solved by appropriated information systems as a whole.

Undergraduates are deeply in touch with digital games, bringing the game
play to a new purpose level, such as education and spread knowledge [4]. In this
sense, this paper presents University Universe, a digital game that simulates the
hard task of finishing semesters during a university course. It aims to represent
the tension of a university student life, showing common problems found by them
in a fun and casual way that must be solved during the game play.
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2 The University Universe Game

Designed to be a mobile game that could be played with only one hand, the
University Universe game dynamic is to balance the essential attributes of a
university student: health, money, social life and grades (Fig. 1). These attributes
are modified by the execution of campus activities according to the game map
(Home, Library, Cafeteria and Academic Research Facility) (Fig. 2), which must
be kept at a certain minimum value to continue playing. Each level represents a
semester and the difficulty increases as the semesters advance, simulating what
students face in a real course.

Fig. 1. HUD displaying the current player status.

Fig. 2. Map of the University Universe game.

By the usage of a game design canvas approach [5], important features were
identified to develop an initial game prototype, such as:

– Initial menu and gameplay scenarios (Fig. 3);
– HUD with the following attributes: health, grades, money, social life and the

semester time indication (Fig. 1);
– Automatic decrease of player attributes as the time goes during the semester;
– Verification of the minimum attribute value required to go to the next

semester;
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– Representation of the current scene the player is on;
– Definition of which location affects the attributes in a certain way, during the

time and as the player clicks the scene;
– Change location according to the map selection;
– Record of the semester reached by the player; and
– End game when the player does not have the minimum attribute value

required or if an attribute reaches zero.

Fig. 3. General overview of the game scenes.

At the beginning of the game, the player has all attribute values maxed out
(100 points). The player character starts at Home (Fig. 3), and, when the scene
is touched, attributes are increased or decreased according to the context defined
for the respective campus activity:

– Home increases health in 3 points, decreases grades in 2 points;
– Library increases study in 4 points, decreases health in 2 points and social

life in 1 point;
– Cafeteria increases health and social life in 2 points, decreases money in 1

point; and
– Academic Research Facility increases grade and money in 2 points,

decreases health in 2 points and social in 1 points.

The location-based effects were defined by personal experiences during the
academic life. For instance, it was verified that productivity decreased at home,
due to the number of possible distractions. On the other hand, health increases,
due to the rest and procrastination possibilities. Conversely, a long time pro-
crastinating might cause the opposite effect. So, in the game, if the player stays
in a location for a long time, it will be harmful.

The first semester introduces the player to the gameplay and mechanics,
working as a game tutorial. It lasts 60 s while the following semesters are
100 s long. This game design decision was made during beta testing, where all
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semesters were 200 s long. This duration was considered too long by the initial
players who tested the game.

When a semester ends, the attributes need to be more or equal to the mini-
mum values required to keep playing. In the first semester, the minimum value
of all attributes is 30 points and, as the following semesters advance, this value
is increased by 5 points.

There are 4 ways to lose the game, one for each attribute to convey a message
about academic reality. For example, when the health attribute ends, a funny
message warning is displayed about the importance of mental and physical health
care during college years. When the grade attribute reaches zero, the player is
warned that he can not leave his academic life behind.

3 Conclusions and Future Work

This paper presented University Universe, a mobile game developed to the player
faces the difficult task of finishing semesters in a university. It is a challenge that
has a significant impact on the reality of student retention, which has been turned
into a gamified activity that introduces a funny perspective on the current life
status of most undergraduates.

As future work, new functionalities will be implemented, such as adding ran-
dom events that could turn out to be beneficial or harmful for the university
student (surprise tests, dating, etc). The correct balance between the attributes
and scenes for new implemented events, resources and scenes will also be per-
formed, together with an online ranking able to share obtained results in social
networks as a viral marketing strategy for the game.

Finally, the University Universe arcade is under construction to be placed
in a popular university environment, where students opinions and suggestions
about the game, especially about how the game has changed their life prospects
as an undergraduate student, will be collected by them.
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Abstract. In this paper, we propose GaZone, a system providing happi-
ness through unusual immersive experiences surrounded by their favorite
images. GaZone provides a function to search images on the Web and
easily collect them in the VR environment realized by the head mounted
display. The user immerses in the unusual environment surrounded by
many images suited to their preference, resulting in experiencing the
happiness that cannot be obtained by the conventional systems. From
the user study, it was confirmed that users felt happiness and their hearts
were moved by being surrounded by their favorite things.

Keywords: Happiness · Image search · Possession · Virtual reality ·
Entertainment

1 Introduction

Realization of happiness is important for humans to live a fruitful life [4,9].
One of the ways for human beings to get the feelings of happiness is to gather
goods that match their tastes and arrange them around themselves. Knutson
et al clearly indicated that one’s mere imagination of buying something makes
the state in the head almost the same as when he or she actually bought it [3].
Simple look at the images of one’s favorite goods strongly stimulate the nucleus
accumbens, which is the pleasure center of the brain, and the brain gets filled
with dopamine. That is, it is assumed that our viewing of the favorite things
arranged around us will bring us the similar effect. In this paper, we focus on
the happiness that can be felt by users when they collect their favorite goods
and put them around themselves.

However, anyone cannot always put it into action easily. There are restrictions
on securing necessary economic strength for collection (economic constraints)
and on ensuring necessary physical space for installation (spatial constraints).

In this paper, we propose GaZone, a system which allows users to feel
happiness without being bound by economic or spatial constraints. First, in
order to reduce the economic constraints when collecting things, GaZone intro-
duces a means of “obtaining images of user’s favorite things”. Also, it utilizes
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Fig. 1. Concept of GaZone

“VR environment” to eliminate the spatial constraints when arranging things,
and has the function of “changing layout by intuitive operations” such as grasp-
ing with a controller, to provide the feelings that users can actually arrange
things with their own hands as shown in Fig. 1.

In addition, it is expected that the users can feel a kind of possession1 of
favorite things from the elements of “acquisition of images of favorite things”
and “intuitive change of layout”. Similarly, it is expected that the users can
feel a kind of unreality from the elements of “VR environment” and “intuitive
change of layout”. It is thought that these feelings also contribute to form the
“happiness” that GaZone brings about.

2 Related Research

Conventionally, systems allowing any 3D objects to be displayed and freely
browsed have been proposed [1], in contrast, GaZone, the proposed system in
this paper, provides the immersive experience including elements as size and
distance because it displays the objects in the VR environment.

Ichikawa et al. proposed VR Safari Park as the interface with interactiv-
ity using the VR environment [7]. This is a system where users combine the
previously prepared block-like objects, resulting in inflating imagination and
promoting new discoveries, whereas GaZone utilizes a large number of images
on the Web being freely displayed around the user and provides the feeling of
happiness. There is another existing service which has a function of image search
in the VR environment, called “COMOLU”2. Meanwhile, GaZone aims to make
the user feel happier by interface providing certain feedbacks.

In addition, recent investigations have demonstrated that VR environment
can be effectively used to alleviate pain and discomfort in medical care [2,6]. In
these studies, the VR environment was used to alleviate the pain and discomfort
felt by humans, whereas in GaZone is used to induce human happiness.
1 The feeling of possession refers to the feeling when we can handle or arrange them

freely. It does not necessarily include the ownership towards the target thing.
2 http://comolu.info/.

http://comolu.info/
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3 Proposed System

We propose GaZone, a VR system where users can fetch many images of their
favorite things and arrange them freely in their surroundings for browsing evok-
ing happiness (Fig. 2). We made the promotion video for explanation [8].

Fig. 2. A user experiencing GaZone

GaZone is a new system providing users the feelings of happiness, and com-
posed of three elements, namely, the function to obtain a set of images of user’s
favorite things, the VR environment where the set of images are displayed around
the user, and the function allowing the user to intuitively change the layout of
the displayed images. Specifically, when the users’ favorite keyword is received
by voice, the images on the Web are searched and the obtained group of images
are displayed around the user (acquisition of images). After that, users can pull
images of interest closer to them in the VR environment, and perform opera-
tions such as selection, movement, scaling, and so on (intuitive layout change).
Users can freely repeat these operations, and an environment where the feeling
of happiness can be obtained is developed.

As a user of GaZone, ordinary people over junior high school students are
mainly assumed who have experience in image search on the Web and has no
hesitation in using the VR environment. In addition, it is expected to be partic-
ularly effective for users who have economic difficulty in freely purchasing their
favorite things, or difficulty in securing a space for physically arranging them.

4 Evaluation Experiment

Here, we have the users experience the proposed system in the following three
ways, and discuss the effect of the system.

First, we underwent the assessment by Qualification trial3 at an academic
conference, Entertainment Computing 2018, in order to confirm whether GaZone
3 Framework of the value standard in the field of Entertainment Computing research.

The applicants describe how they want the users’ minds to be moved and what
kind of approach was taken for that in the Entertainment Data Asset (EDA). The
Qualification committee members judge the validity of the system’s approach based
on the EDA and their experience using the system [5].
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provides the feeling of happiness and possession. As a result of having under-
gone the assessment, the Qualification committee qualified the usefulness. It was
confirmed that the “feeling of happiness” was evoked by being surrounded by
the favorite images. In addition, the opinions were divided among the judges
about the “feeling of possession”, and comments were obtained that one of the
reasons for this could be because they had not always experienced the intuitive
change of layouts of the favorite images sufficiently due to the limited amount
of qualification time.

Next, we took advantage of open campus to get various opinions from many
users unfamiliar with VR contents. We summarized the feedbacks from about
180 high school students who visited the open campus and experienced GaZone.
It was confirmed that nearly 90% of the participants enjoyed the system. Some
participants talked with their friends after leaving the demonstration booth,
saying “I felt happiness” and “I wanted to stay longer and more immersed”.

Finally, after securing about 15 min as experience time, we interviewed two
students to obtain their impressions and to confirm the changes happening in
the subject’s feelings after the experience. As a result, both users expressed that
it was unrealistic and enjoyable about the immersive experience where they were
surrounded by their favorite images. The user also noted that he felt he held the
images by himself, and that the impression he got when looking at the images
with GaZone was different from the one when looking at them with PCs or
smartphones. It was observed that they were often surprised or felt joy in the
process of freely moving images of favorite things with the controllers. That is
considered to be one of the major factors that evokes the feelings of possession.

5 Conclusion

In this paper, we proposed GaZone, a VR system providing the feelings of hap-
piness. GaZone focuses on the feelings of happiness that can be evoked when
collecting and putting things that match with the users’ tastes around them-
selves, and reduces and eliminates the economic and spatial constraints associ-
ated with this behavior, respectively. In the evaluation experiment, users were
asked to experience GaZone, and their opinions on the system and changes in
feelings after the experience were collected. As a result, it was verified that the
experience of GaZone actually evokes the feeling of happiness. In the future, we
plan to improve the system so that the feelings of happiness can be evoked more
surely, as well as to extend the function so that the feelings being evoked can be
remembered continuously even after the experience.

Acknowledgment. A part of this work was supported by JSPS KAKENHI Grant
Number 18K11557.
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Abstract. Digital games facilitate the teaching-learning process, arous-
ing the interest of students in various areas of competence. This paper
introduces AutomataMind, a game that seeks to stimulate the player log-
ical thinking skills, while presenting the concepts of Computer Theory
with emphasis on Automata Theory in a playful and challenging way.

Keywords: Game based learning · Automata theory · Serious games

1 Introduction

Educational software is a significant element in the construction of a knowledge
base for students [1]. In addition, digital games have been designed for teaching
purposes to engage and motivate the players into learning activities [3].

Studies have shown that many difficulties experienced by students when
learning Theory of Computation are related to the lack of logical thinking and
problem-solving skills [5], as well as a sense of monotony [6] that is caused by
the great number of complex and abstract concepts involved [2].

As a gamified approach to introduce concepts related to the Automata The-
ory in a playful way, this paper presents “AutomataMind”, an educational game
based on the Mastermind board game that seeks to stimulate the player logical
reasoning skills through proposed automata challenges.

2 Related Work

As an example of digital game related to the Automata Theory learning,
Automata Defense 2.0 [6] is a tower defense game whose objective is to stop
a variety of creatures, each one associated with a word, from reaching the map
exit. To achieve this goal, the player must design an automaton and assign it
to a tower. Each creature that carries a word accepted by a tower automaton
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is attacked when it moves inside of that tower coverage area. The player is able
to position towers in a strategic way, so that they can either attack or slow the
creatures movements.

Another game example is the “Chomsky’s Mountain” [4], where the player
goal is to reach the top of a mountain by solving problems that represent the
“enemies” that the user must defeat. To do this, the player must build a com-
puting model that matches the theme of the current level of the game. Each
level refers to languages associated with two types of grammar from Chomky’s
Hierarchy: Regular Languages and Context Free Languages.

Regarding the Mastermind game, whose game dynamics will be applied in
AutomataMind game, it is a code-breaking game that challenges the players by
prompting them to guess a specific pattern - also referred to as “the code” -
usually composed of a combination of pegs with different colors. Every time the
player takes a guess about the code, a feedback is provided showing how close
the player’s attempt to the actual code was.

3 The AutomataMind Game

AutomataMind was designed by integrating Mastermind game play aspects with
Automata Theory concepts. The game was structured in the following manner:
each level of the game starts with an automaton being shown on the screen. Then,
a string - a sequence of characters - that can be accepted by that automaton is
generated. This sequence remains hidden and represents the code that should
be “broken” by the player.

The player must try to guess what the secret sequence is, based on the
automaton that is being presented on the current level screen. Every time the
player takes a guess on what the code might be, a certain amount of information
regarding the current guess is provided, so that the player next guess can be
improved based on that feedback.

There is a limited number of guesses that can be made during a level. There-
fore, if the player reaches the limit without having guessed the correct sequence,
the stage restarts from the beginning, with a new code that may or may not be
similar to the prior one (the sequence selection process is random).

Fig. 1. Title screen of the AutomataMind game.
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The game main menu (Fig. 1) was designed as a graphic representation of
a finite automaton that has a lock as its final state, implying that in order to
find the correct code, the player guesses must necessarily be able to reach the
automaton accept state. For the menu buttons, three options are provided to
the player: Read the instructions, Play and Exit the game.

Figure 2 illustrates one game level, where the automaton at the top of the
screen is used as the player reference to discover the hidden sequence. The pegs
in the right side of the screen are used to provide feedback about the player
guess, where a red peg is placed for each character that is in the same position
as a similar character on the secret code. The white peg indicates the presence
of a matching character - a character that can be found in both the guess and the
secret code - but that is placed in the wrong position. The green confirmation
indicates that the string inserted by the player is accepted by the automaton
(meaning it ends in a final state) even though it might not be the correct code.

Fig. 2. Game play screen of the AutomataMind game.

AutomataMind is also divided into levels with increasing degrees of difficulty,
ranging from: number of characters used in the secret code; number of symbols
belonging to the automaton alphabet; and number of states and transitions the
automaton has. Initially, only the first level of the game is available to the player,
and to unlock a specific level, the player must successfully complete the previous
one (Fig. 3).

The score mechanism takes into account the number of red pegs the player
obtained while playing a level, as well as a multiplier that is inversely propor-
tional to the amount of guesses made. Thus, a greater amount of points is given
when the player takes a less amount of guesses to get to the correct sequence.
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Fig. 3. Level selection screen of the AutomataMind game.

4 Conclusion and Future Work

This paper presented the AutomataMind, an educational game capable of help-
ing students to develop logical reasoning skills while learning about the Theory
of Computation. The developed game is a simple solution that has the possibility
of contributing to the scenario of games aimed at teaching topics related to the
theoretical aspects of computing.

As AutomataMind is an on-going project (available at https://github.com/
lenda-uefs), an usability evaluation with undergraduates related to computer
science will be performed in the future. The inclusion of Pushdown automata
and Turing machines topics in future levels of the game will also be performed
for challenging and learning purposes.
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Abstract. This paper describes the design and implementation of a mobile app,
Smiling Earth, to support citizens to contribute to climate change by being aware
of their carbon footprint and making changes in their daily energy consumption
and transportation. One of the main aims of this work is to explore the ways in
which ICT could help raise awareness and educate citizens about their actions
and their consequences on the environment. The Smiling Earth app is designed
to visualise data about citizens’ activities and to motivate citizens to change their
behavior to reduce their CO2 emissions by changing their transportation habits.
The app takes a broader perspective of CO2 emissions, bringing together the
transport and energy sectors. The design process and a preliminary evaluation of
Smiling Earth is presented in the paper. This work has been conducted as a part
of the EU DESENT project.

Keywords: CO2 emissions � Green transportation � Urban mobility � Carbon
footprint � Behavior change � Gamification

1 Introduction

Global warming is one of the biggest and most urgent issues facing the world today.
Transportation, electricity consumption and domestic heating are responsible for a
large part of greenhouse gas emissions, which contribute to climate change. One of the
biggest contributors to Carbon Dioxide (CO2) emissions is transportation. Savings can
be made with better energy and transportation management transport is the sector
where most emissions cuts will be made in the near future [1]. While physical activity
such as walking or cycling for short trips are possibilities, many still choose to drive to
work to save time and for flexibility [2], or out of habit [3]. The main motivations for
the work presented in this paper is to explore the use of ICT to motivate citizens to
reduce their carbon footprint by changing their behavior. We believe that this is a
relevant step towards taking action to combat climate change and its impacts and for
responsible and sustainable societies, in line with the United Nations’ Sustainable
Development Goals (SDG). One of the areas in which ICT could contribute towards
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achieving the SDGs is to help citizens perceive them as goals they will contribute to as
a part of their daily lives. Indeed technologies are most effective when they help people
to achieve the goals they have already decided upon [4].

The success of smart urban mobility needs integrated solutions about energy,
transport, service and governance with the full involvement of multiple stakeholders,
such as governments, public and private enterprises and citizens. The European project,
DESENT, focuses on providing a smart decision support tool for urban energy and
transport, by developing innovative approaches and utilizing cutting-edge technologies
using co-creation. The DESENT consortium includes municipalities, universities,
research institutes, enterprises and private companies from Austria, The Netherlands
and Norway, and tackles the various challenges by implementing innovative solutions
in demo cities. One of the focus areas of DESENT is to support smart decision making
for policy makers and personalized services for citizens.

The aims of this paper are to describe a gamified pervasive mobile app, Smiling
Earth, designed to create awareness about carbon footprints and affect individuals’
behavior change towards more sustainable choices and actions in their daily lives. The
overall research question addressed is the paper is: Can the combination of energy and
transport data and individual energy consumption in terms of CO2 emissions motivate
people to manage energy better and reduce CO2 emissions? Smiling Earth, is designed
to (i) increase citizens’ awareness about their CO2 emissions through visualising data
about their daily activities; and (ii) motivate citizens to change their behavior to reduce
their CO2 emissions by adopting a healthier lifestyle. Smiling Earth takes a broader
perspective of CO2 emissions, bringing together the transport and energy sectors as
well as the lifestyle (e.g. transportation modes) of individuals. A few earlier examples
of mobile apps that address green transportation and sustainable urban mobility are
reported in the literature; UbiGreen tracks an individual’s transport options, e.g.
carpooling and walking, and provides feedback using a metaphor from nature as the
“wall paper” for the mobile app [2]. Another app is the MUV which encourages people
to adopt sustainable mobility modes livability [5, 6].

The rest of this paper is organised as follows: Sect. 2 describes the design process;
Sect. 3 describes the Smiling Earth app; Sect. 4 describes the evaluations and provide
an overview of the main results; Sect. 5 concludes the paper.

2 Design Process

The user group for the Smiling Earth are the general citizens and electricity consumers
in urban areas. Since the project consortium included energy companies and we had
easy access to them, we chose to work closely with them to leverage on their
knowledge of their customers. The design and development team also included
researchers with engineering, ICT and economics backgrounds. A participatory design
approach was followed. Several formative evaluations and design iterations were
conducted using sketches and the rapid prototyping tool Proto.io.

Designs to affect behavior change require an understanding of how humans adopt
or change behaviors. We have based our work on the Transtheoretical Model of
Behaviour Change (TTM), developed in the health sector [7]. TTM posits that
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behaviour change progresses through six stages of change: Precontemplation, Con-
templation, Preparation, Action, Maintenance and Termination. The first stage is to
inform users to raise awareness and then to educate and persuade them to contemplate
and take action.

3 Description of Smiling Earth

The central concepts that influence the design of Smiling Earth are CO2 emissions,
health benefits, environmental impact and economic profit. The Graphical User
Interface (GUI) for the main page is designed to reflect these concepts and draw the
user’s attention to the concept of CO2 emissions and how that affect the world we live
in; see Fig. 1. Metaphors have been used to create emotional attachments to concepts
such as the environment; e.g. [8–10]. We have used the earth as a metaphor to show the
impact of a high carbon footprint (global warning) which may be caused by the user’s
actions. The dashboard for the app, shown in Fig. 1(a) and (b), show the daily values of
CO2 emissions by an individual, from transportation and domestic heating. The cir-
cular indicator informs the user about the current value emissions in kg of CO2. The
number indicated in the circle is the daily value. The circular progress bar for each
circular indicator shows the user’s value relative to the maximum allowed level of
emissions; i.e. the target for the user must be less than this maximum amount. The daily
goal for the CO2 limit is 4 kg CO2 for the carbon footprint.

The screen shots in Fig. 1 show three possible states (out of five); (a) shows a very
happy earth due to low emissions with respect to the maximum level; (b) shows a
happy face, but less happy than (a) as the CO2 emissions are reaching close to the
maximum; (d) shows a very dismal picture of the earth due to a high level of emission,
far above the maximum level. The colour code used in the GUI are blue for values that

Fig. 1. Smiling earth concept and GUI
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are related to housing (such as the household heating and electricity consumption) and
green, which is related to transportation, such as walking, cycling or EVs.

Figures, (c) and (d), show estimations of CO2 values, when the user selects a
transportation or heating mode. The symbols on the bottom of the screen are “estimation
buttons” which are for solar panels, walking, cycling and an electrical vehicle, from left
to right. By clicking on the “estimation buttons”, the relevant values will be displayed.
For example, in Fig. 1(c), the estimated CO2 emission by selecting an electrical vehicle
is shown as 0.0 kg. On the other hand, the estimation for walking while either some-
times driving a combustion engine vehicle or using conventional heating means could
lead to a higher CO2 emission as shown in (d). These values are based on statistical data
[11] and analyses conducted by SINTEF Energy and the DESENT partners.

A menu on the top left of the screen enables users to see their CO2 emissions and
other values such as calories burnt and money saved, over the previous week, month or
year. The visualisation of CO2 emissions for a week and for a month are shown in
Fig. 2. The red horizontal line marks the maximum limit; i.e. users are encouraged to
keep their total CO2 emissions below that level. The blue and green colour coding is
used to indicate the emissions due to household actions or transportation actions; e.g.
Fig. 2(a) shows that 5 kg of Co2 out of the total of 8, are from household activities. Bar
graphs are used to visualise the data for a week while the continuous graph shown in
(b) is another visualisation of the data for a longer time period such as a month or
a year.

Two approaches are used to calculate the carbon footprint and costs related to the
energy consumption. In the first phase of development, users provide a monthly value
of their electricity consumption. A typical yearly energy consumption profile is then
calibrated to fit this value. The carbon footprint and costs from driving are estimated on
user provided data for fuel consumption and a conversion value of 2348 gCO2e/L [12]
and the distance travelled captured by the mobile device.

Fig. 2 Smiling earth - CO2 emission data visualization
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4 Evaluation

The focus of the evaluations were the concept and overall design and the GUI.
Questionnaires were used to obtain systematic feedback. Screenshots of the design
were presented with brief explanations, followed by discussions and a questionnaire,
designed to evaluate the general concept, usability, motivations and behaviour change
of the users through using Smiling Earth. The main feedback was about the values that
were shown on each screen so as to minimize the cognitive load on a user to remember
information across the different screens. One concern was the quality of the data that is
displayed as this was important for the users to gain trust in the data and the app.

This paper reports the responses to the questionnaire for the specific questions
related to the motivation of the user. There were five participants, who were university
students. The participants were asked to install Smiling Earth on their mobile devices
and use it for 8 days. The questionnaire included a set of statements (42 in total), where
the users were asked to agree or disagree, based on a Likert scale: 0: Strongly disagree,
1: Disagree, 2: Neither agree or disagree, 3: Agree and 4: Strongly agree. The set of
statements that are relevant for evaluating if the concept of Smiling Earth is under-
standable and if it can motivate citizens to affect their behaviour are shown in Table 1.

The responses to the statements in Table 1 are shown in Fig. 3. The responses to
Q15: “I understand clearly the purpose of the app” has a score > 3.5 (between agree
and strongly agree) and there was general agreement that the earth metaphor teaches
the impact of a high carbon footprint. The users also agreed to the statement about the
overall concept, Q16, (the link between energy, carbon footprint, activity and expenses
is motivating). These are encouraging results, considering that several participants from
the formative evaluations had found the concept complicated and difficult to under-
stand. Furthermore, the threshold of relating energy consumption data to one’s own
carbon footprint and contribution to the CO2 emissions was high. The users neither
agreed or disagreed to the statement that Smiling Earth raised curiosity about energy
and environment, Q17.

Table 1. Statements on motivation and concept (the number of the statements in the evaluation
questionnaire have been used)

Questions Related to behaviour change and concept

Q3 Viewing the data visualized in the app made me want to make some changes to
reduce my emissions

Q6 The app motivated me to change my behavior to a more sustainable one
Q7 My concern for the environment has increased after using the app
Q15 I understand clearly the purpose of the app
Q16 The link between energy, carbon footprint, activity, and expenses is motivating
Q17 I am more curious about energy and environment after using the app
Q19 I find the earth metaphor engaging
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The responses to Q3 and Q7 suggest that the users’ concerns for the environment
were not increased after using Smiling Earth. Through the discussions after the
questionnaires, it appears that they were aware of the climate problem and want to do
something about it and they wanted to engage others. The discussions also indicated
that the users’ knowledge about CO2 emissions were improved and the awareness
among them about the impacts of their everyday activities on the environment was
increased. The responses to Q6 show that the users neither agreed nor agreed to the
statement that Smiling Earth motivated them to change their behavior. This is perhaps
related to the responses to Q3 and Q7 and could be interpreted as the users assuming
that they already had a sustainable behavior and transportation habits.

The main feedback from the evaluations indicated that the concepts were inter-
esting and motivating. The overall results look positive and convincing enough to
continue developing the concept and the Smiling Earth app and the evaluations have
provided valuable feedback to enhance as well as simplify the app.

5 Conclusion and Future Work

This paper describes a mobile app Smiling Earth, designed to create awareness about
carbon footprints and affect individuals’ behavior change towards more sustainable
actions in their daily lives. The overall research question addressed is the paper is: Can
the combination of energy and transport data and individual energy consumption in
terms of CO2 emissions motivate people to manage energy better and reduce CO2
emissions? The evaluations show that Smiling Earth has the potential to contribute to
raising the awareness of users and motivating them to learn more about how their daily
activities could impact the environment through CO2 emissions. The results from the
evaluations of the prototype show that the concept of Smiling Earth is interesting and
understandable for the users and that it motivates users to change their behaviour to
environmentally sustainable habits. However, work remains to get users to actively use
Smiling Earth and sustain behaviours that emit less CO2.

The future plans for this work include further development of the concept and
prototype based on the users’ feedback and enhancing capabilities such as the social

Fig. 3. Smiling earth evaluation - concept and motivation
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aspects, user communities and enhancing the gamification aspects for intrinsic moti-
vation and raising the users’ curiosity to support behaviour change. We also plan to
conduct more evaluations with other user groups; e.g. car owners.
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Abstract. Location-based AR games have experienced a tremendous rise. With
Ingress (2013) and later Pokémon GO (2016), the two games have established a
new genre on the one hand and set new bench-marks in popularity on the other.
The specific characteristics, like multiplayer mode, integration of authentic
places, and ubiquitous accessibility, make it likely that these games may have a
potential as learning tools, i.e., being used in a game-based learning setting. In
education for engineering disciplines, such as Environmental Engineering,
authentic on-site experiences can be provided using location-based games. The
study presented herein analyzes the application of a serious location-based AR
game in the course Urban Water Management of the Master’s programme
Environmental Engineering. Methodologically, the application was evaluated
with the help of questionnaires (N = 7, 9, 17, pre- and posttest, perceptions and
preferences of the students). Despite the advanced level of education, there was
a high acceptance of the game-based learning setting. The study supports the
hypothesis that location-based AR games can be well-suited learning tools in
higher education.

Keywords: Augmented Reality � Serious game � Location-based � Higher
education � Environmental Engineering

1 Introduction

In recent years, the popularity of location-based Augmented Reality (AR) games is
increasing. For example, 2013 Ingress [1] has generated a hype that was surpassed by
2016 Pokémon GO [2] with an even larger player base. From a didactic perspective,
location-based AR apps, which encompass Ingress and Pokémon GO, have a number
of characteristics that make their use as learning tools very appealing: they lead learners
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to real objects on location and supplement these objects with information to be learned.
One of the principles supported is the contiguity principle: learning effects are rein-
forced by the temporal and/or spatial combination of object and information [3].
Location-based mobile apps may be also suitable as social interaction triggers for the
joint development of learning content in groups or for making decisions and achieving
goals as a team.

2 Study

The main objective of this small-scale study was to investigate to what extent the usage
of a location-based AR game could increase the engagement, as well as the learning
outcome related to the technical topic (i.e. the core objective of the course). The 18
participants of the study are enrolled in a course on management of urban water, which
is a part of the master programme Environmental Engineering at Bauhaus-University
Weimar offered as distance education with some on-site workshops. As a part of the
first on-site workshop in Weimar, the students experienced a customized scenario using
a location-based AR game, allowing the students to explore both touristic Points of
Interests (POIs), as well as information related to water management. The theoretical
foundations of the scenario are described in [4]. PlayVisit [5], the location-based game
works on the principle of a scavenger hunt: it leads the students to the next POI by
continuously indicating the current distance. Specific, customized information can be
displayed for each of the POIs, and questions can be integrated in the location-based
experience to allow checking the students’ knowledge, to establish a competition and to
capture students’ interest. The scenario contained a total of 16 POIs, 6 of which were
exclusively of a touristic nature. The differentiation between technical and touristic
POIs was based on the subject of the related question (Table 1). For example, the
Kirms Krakow House, a touristic location, served as a setting for a question on the role
of water in epidemics and therefore was considered a technical POI. Each POI was
associated with one multiple choice question that had to be answered. Each questions
was preceded by an introductory text, and the answer was followed by an explanatory
text. Table 2 shows an example sequence of these texts.

The participants were divided into groups, using three different paths (set in the
personalization of the game play) to avoid a joint tour in a single large group. Each
group consisted of three participants, each of whom was asked to perform one of three
tasks: (1) operating the mobile app, (2) coordination and documentation of the city
tour, and (3) ensuring road safety for the group. Two outcomes were requested to
encourage students to participate in the activity: The achieved score in PlayVisit and
the handwritten completion of a protocol form in which, for each POI visited, the name
of the POI, its key information from the students’ point of view, as well as further
remarks regarding the POI had to be entered. The tour was expected to last 70 min, and
all groups had to return within 90 min. At the end there was a combined debriefing and
feedback session of 15 min, where the winning group determined by the highest point
score in PlayVisit, was rewarded with a box of sweets. A pre-test and a post-test in the
days before and after the event, a feedback questionnaire, as well as a feedback round
within the debriefing were used as measuring instruments. Pre- (N = 17) and posttest
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(N = 7) as well as the questionnaire (N = 9) were provided online via Moodle. The
voluntary response resulting from the field study explains the large variation in the
number of participants. Pre- and posttest both consisted of 5 questions, which were
randomly selected from a pool of 29 questions and were similar to the questions to be
answered via PlayVisit. The feedback questionnaire consisted of 16 questions, out of
which three questions each asked several items on a 5-point Likert scale.

3 Results

This section describes only a selection of the results. In the feedback session, the
participants expressed themselves positively about the game play activity and stated to
have learned during the activity. This impression is confirmed by the items referring to
the question of how the city tour was perceived: “was fun” (4.1), “a good mixture
between technical and touristic POIs” (3.8), and “the technical POIs were interesting”

Table 1. Sample questions (Correct answers underlined)

Technical Which groundwater aquifer is most probable in Muschelkalk? (porous aquifer,
karst aquifer)
How can fine-grained up to colloidal particles be turned into a filterable material?
(precipitation, sedimentation, flocculation)
Who is the eponym of the formula for calculating the flow velocity of a
watercourse? (Reynold, Manning-Strickler, Pettenkofer)

Touristic To whom does the Poet’s Room in the City Palace pay tribute? (Wieland,
Herder, Schiller, Goethe)
What was the ox-eye (Ochsenauge, a small pond with fresh water supply) used
for in the past? (washing laundry, drinking water supply, tanning)
Which building is on the western side of the market square? (City Hall, Cranach
House, Goethe’s residence)

Table 2. Information provided at the first POI, the Urban Water Management Laboratory of the
university (Correct answers underlined)

Introductory
text

The characteristics of water are described using physical, chemical and
microbiological parameters. The concentration of organic material is of great
importance for the quality of water. In order to measure the concentration of
organic material in the water, there are different sum parameters such as
BOD5 and COD

Question Which of these two sum parameters (BOD5 and COD) has always a larger
value than the other? (BOD5 and COD)

Explanatory
text

Right! The COD indicates how much oxygen is needed to oxidize the
organic ingredients to CO2 and H2O. The BSB5 indicates how much oxygen
was consumed by the microorganisms in 5 days to biodegrade the
wastewater substances. However, since only a part of the organic wastewater
constituents is biodegradable, the following always applies: COD > BOD5
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(3.4). The items “was boring” (1.1), “the questions were too difficult” (2.0), and “was
work” (2.4) found the least approval. The item “I prefer a city tour with a human guide”
was rated neutral with 2.4. The game was seen as a good support, and the overall
conclusion was that also the students found that they learned a lot by taking the tour
(both scored 3.3). Interestingly, only 2 out of 9 participants were regular users of
commercial location-based AR games, such as Ingress or Pokémon GO. In addition to
the closed questions for which we used a 5-point Likert scale, it was also possible for
the participants to add their own comments. The overall comments were positive,
showed a general acceptance and indicated that the usage led to engagement with the
topic. However, some participants had too little time and it was an issue in keeping the
spatial orientation without looking at the mobile device continuously. Furthermore, a
critical issue was that for some groups the game did not work correctly at the
beginning.

4 Discussion and Conclusions

This small study showed that even if only a minority of the participants regularly play
location-based AR games, the integration of this element in a learning context was
perceived as motivating and interesting. The mix of different types of point of interests
may have contributed to this success and also the fact that the participants did not know
their surroundings well before. The results related to the learning aspects are in line
with a similar experiment carried out with a group of engineering students in January
2018, but the fun score is higher in this study. The main reasons for this are most likely
the usage of AR and also that the game is now much more stable and less energy
consuming. However, work still to be done includes more extensive studies with more
participants, dealing with unfavorable conditions such as rain and cold, and an exact
effect analysis.
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Abstract. The ubiquity of smartphones with a plethora of sensors made it
possible to develop context-based pervasive games playable by most people
without any additional equipment required. However, popular games like
Pokémon GO or Zombie, Run! show the minimal influence context has on the
gameplay besides the user’s position. Furthermore, in the context of movement
and mobility the distinction between different modes of transport becomes
necessary both for security and for environmental reasons.
In this paper we present a system that uses location information combined

with public transport data to detect different types of mobility, especially
vehicular mobility and uses this information for adaptation purposes in a pro-
totypical location-based game. Our evaluation shows that our system can be
used to reliably differentiate between public transport and driving a car within
minutes and is able to adapt content in pervasive games according to the context
surrounding the current user.

Keywords: Mobility � Mobility detection � Pervasive games � Context
detection

1 Introduction

With the rise of smartphones, the demand for mobile games has also increased as a
result of increased mobile Internet use. As a result, pervasive games that mix the real
and fictional world have become more popular. In addition to larger screens, more and
more sensors such as GPS receivers or magnetometers are being installed in smart-
phones. With these sensors it is possible to collect more data, so-called context
information, about the user and his environment. One game that uses one of these data
types is Pokémon GO, with which pervasive games have experienced a great hype. In
2016, Pokémon GO was the most widely used mobile game, which led to a positive
change in behaviour for many users [1].

However, current pervasive games use little to no data about the players’ move-
ment, besides velocity threshold based approaches to detection potential vehicle usage.
The aim of this paper is to detect the players’ mode of transportation and individualize
the content of pervasive games accordingly by collecting and analysing contextual
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information based on smartphones. This is especially important for serious games in
the areas of eco-friendly behaviour.

2 Smartphone-Based Context Detection for Mobile Games

Contextual information related to pervasive games has been defined differently by
several researchers. [2] and [3] present two well-known definitions for context with the
latter being that that: “Context is any information that can be used to characterize the
situation of an entity”.

Current pervasive games already include different context types exemplarily
described in the scenario of Pokémon Go. Besides the player position as a main game
input, the time context is used as a day-night cycle for both gameplay reasons and
security concerns. Weather is detected via many different online services for the user’s
position, for which open API can be used [4]. This weather information both influences
game mechanics and notifies the user about upcoming weather changes.

Another information of particular interest with regard to pervasive games is the
current activity of the user. This includes, walking, cycling, driving a car or the like.
This is done by using sensor-fusion with e.g. the accelerometer, gyroscope, magne-
tometer, GPS, WiFi, pedometer and others [5]. Current games however only use a
velocity-based static threshold to differentiate between valid movement and motorized
travel.

The differentiation between certain activities is particularly difficult when sensor
data hardly differs. In order to distinguish between different modes of vehicular
transportation additional logic is required, which we will investigate in the next
Section.

2.1 Differentiating Between Different Modes of Transportation

The detection of the player’s current activity plays an important role in context
detection. Data when the user is in a vehicle is quite similar, which makes it difficult to
tell whether the user is sitting in the bus or in his own car. We have examined multiple
approaches regarding IMU-based modality detection in our previous work [6]. The
downside here lies within the distinction between different vehicular modes of trans-
portation, as accelerometer sensor data is influenced by many other aspects like road
quality or vehicle suspension.

Enriching a vehicle discrimination by location data can be promising as shown by
Thiagarajan et al. who have presented three distinguishing characteristics [7]:

• a car is significantly faster outside rush hours than a bus on its route.
• the mean distance between consecutive stops is significantly greater for cars during

rush hour.
• drivers do not tend to stop at stops.

Stenneth et al. use routes of trains and bus stops to identify the means of transport
[8]. In addition to that Montoya et al. also use timetables and live information of busses
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[7, 9]. Location-based approaches need to incorporate mechanisms that handle variance
in location sensor accuracy [10].

However, using position information can lead to significant errors or jumps,
especially in large cities. Additionally, bus and train routes often overlap, so a lot of
data is needed to distinguish between specific routes.

In Germany the availability of public transport data is very limited, due to the
division into different transport associations, which usually do not provide open APIs.
However, public transport stop information can usually be downloaded directly from
the transport associations [11] or obtained via OpenStreetMap.

3 Detecting Public Transport and Game Adaptation

As investigated in [6] using a common API is reliable when detecting basic activities,
excluding different modes of transportation. We have evaluated the Google Awareness
Transition API [12], which detected the current activity (running, driving in a vehicle
or standstill) in 45 tests (15 per activity) within a maximum of two minutes. Especially
the change to running was very fast. It was also noticeable that it makes no difference
which activity is changed from, but only to which. An overview of the results of the
tests is given in Fig. 1.

Thereby our approach starts as soon as the user is recognized by a common API as
being in a vehicle. As noted in Sect. 2.1 it is important that all stops are detected.
Therefore, we need to determine the minimum sensing frequency for location updates,
as stops can be primarily be detected due to no change in player position.

For 30 journeys with bus and train, we have determined ten seconds to be the
minimum downtime, which leads us to a required location update every five seconds
according to the Nyquist-theorem. Due to higher basic update frequencies in location-
based games, this could easily be increased without additional battery consumption.
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Fig. 1. Detection times of Google Transition API.
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At each position, route information is determined for the player’s surrounding,
which includes nearby routes and stops using our OpenStreetMap approach, which we
extended by a public transport module. This information is then stored to reduce the
number of consecutive network calls.

After obtaining all required information, we check to see whether a possible route is
nearby. The procedure is as follows:

(1) A standstill is assumed at a speed of less than one meter per second. In this case,
the determined route information is first searched for stops at a distance of d = 50
meters (step 2). If the speed is higher, only nearby routes are searched (step 4).

(2) If a stop is found, it is saved. If there is the possibility to query departure times,
the departures for all stops found will be retrieved (step 3). If no stops were found,
the system also searches for nearby routes (step 4).

(3) If a departure is found within the time interval [−2 min, 10 min], the departure is
also saved. Ten minutes were selected here due to the ten-minute guarantee of the
RMV [14]. The two minutes were selected because the times in the timetable are
often departure times, and therefore a short standing time is also taken into
account. The values of the possible routes are then updated (step 5).

(4) The system searches for routes at a distance of d = 50 meters around the current
position. If one or more routes are found, they will be saved. If no routes are found
within a time window of 2 min (represents 12 location updates with a frequency
of 1 update per 10 s), the algorithm terminates and outputs the activity Driving a
car. Then the values of the possible routes are updated (step 5).

(5) Each route that has been detected at least once in the vicinity is assigned a value.
This value for a route r is calculated according to the following formula:

scorer ¼ xp � posr þxr � stopsr þxd � departuresr
#pos

For this formula the weights xp ¼ 1, xr ¼ 3 and xd ¼ 7 have been chosen ini-
tially. posr represents the number of positions within the vicinity of route r. Addi-
tionally, stopsr is the amount of correctly detected stops for route r and departuresr the
amount of valid departures within the given time window of step 3 for successfully
detected stops. This sum is then divided by the number of positions processed so far, so
that a value is generated as a function of time.

If a route’s value succeeds a give threshold s = 1 the value and route information of
the highest scoring route is returned and the respective route is detected (tram, bus,
train, etc.). In case all scores are below threshold s the algorithm returns Driving a car
(Fig. 2).

In addition, active Bluetooth connections and Wi-Fi information are analysed to
influence the decision-making process. In case an active Bluetooth connection with a
car is detected Driving a car is returned. Similarly, when the smartphone is connected
to public transport Wi-Fi public transport becomes more likely.
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3.1 Game Adaptation Based on Mode of Transportation

Game content adaptation for public transport is especially interesting as, given an
attractive reward, these could change the player’s mobility behaviour. These can be
implemented using a quest-based system, similar to quests current location-based
games already provide. One exemplary quest for public transport would be to Use your
local public transport for a full workweek in both directions (two times per day). As we
further want to encourage users to use available public transport options we modify the
allowed radius of interaction. This allows users when e.g. sitting in a tram to interact
with content on a larger distance than when going by car. Because trams and buses do
not take detours this is both required and convenient to allow enough content to be
interacted with when going on a pre-determined route.

Fig. 2. Public transport detection algorithm in a diagram.
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4 Evaluation

In our evaluation we want to investigate the accuracy of our public transport detection
approach and look at the feasibility and outcome of adaptation approaches for content
selection and quest generation. The system was implemented within our GEOVis
framework first presented in [13].

4.1 Public Transport Detection

In order to investigate the temporal aspect of the detection with regard to the means of
transport, 20 tests were carried out, half in a car and half in a public transport. The aim
was to determine with what accuracy the correct activity was detected and after what
time it was valid. The results show that the correct activity or route is detected in 85%
of cases during the journey. On average, the correct activity and route is detected after
179 s, having faster detection times for cars.

For 50% of journeys, the algorithm started detecting an incorrect activity or route
during the journey before it was correctly detected. This happened on average after
65 s, which can be interpreted as a required time until a stable prediction can be done.
It is also noticeable that at least one ‘wrong’ stop was detected in all car tests where a
wrong route was detected during the journey (50%). This happened especially when
stops were near traffic lights and the car had to stop. Due to the higher value of stops in
the algorithm, this route was detected as wrong first. For this reason, the correct activity
was not detected correctly during a journey. The public transport tests, where no correct
route was detected, showed that the journey times were too short. Both consisted of
only one stop and a maximum of two minutes of travel time. In both cases the correct
activity, but not the correct route, was detected because several routes were driving this
route.

Stops and departures of the specific routes were detected properly for real stops and
departures which were within the defined time window.

5 Conclusion

In this paper we presented a concept for context-based adaptation in pervasive games
focusing on differentiating between different modes of transportation, which is rec-
ognized by a combination of smartphone sensors and openly available APIs. An
algorithm was designed to improve the recognition of the user’s activity, in particular
the distinction between car and bus or train.

The in-game content is customized by player’s respective movement context, by
both providing him quests that further encourage public transport usage and improve
his interaction radius, that allows the access to more content in the vicinity. Our results
show that the recognition can be improved with existing departure data of the public
local traffic.
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Abstract. The technical requirements of mobile location-based games have
been met sufficiently well to make location-based mobile games an everyday
object. Games like Ingress or Pokémon GO have experienced a huge popularity.
Hence, the question arises how the obvious attraction of these games can be
used to achieve goals other than entertainment, such as learning. This article
describes the basic scientific background of a workshop of the ICEC-JCSG 2019
for the development of design principles for serious mobile location-based
games. First the game types involved are defined, then relevant design principles
are identified and presented providing a basis to substantiate design guidelines in
the workshop and contribute to the purposeful design of mobile location-based
games.

1 Introduction

In recent years, mobile location-based games have experienced the breakthrough to
mass media, as the games Ingress [1] and Pokémon GO [2] demonstrate. From a
didactic point of view, games have unique advantages that turn them into promising
learning tools. For example, as interaction triggers, they can support situated learning
just as much as they inherently support principles of multimedia learning [3], such as
the contiguity principles or signaling.

Among the aims of this workshop are the identification of design guidelines for
serious mobile location-based games, based on phenomena documented in literature
[4–6]. Further, it is important to analyze the characteristics of suitable learning content
for mobile location-based games [7] and frameworks for the integration of learning
content into serious games [8–10]. Additionally, current software frameworks for the
creation of serious mobile location-based games, such as PlayVisit [11] need to be
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identified. In the following, first the types of games under investigation are outlined.
Thereafter, existing design guidelines are presented. The workshop is based, in part, on
the experience gained during an earlier workshop [12] and the EU BEACONING
project [13].

2 Serious Mobile Location-Based Games

This section briefly describes the terms used to denote game types under investigation.
For this workshop, the term game implies a digital game. Serious games are games
that serve further purposes in addition to entertainment, such as learning. If learning is
the further purpose of a game, then such a game is also called educational game.
Mobile games can be understood as games that are played with the help of mobile
devices such as cellphones, smartphones or tablets. A further distinction can be made
between games which require an internet connection to play and games which can be
played on mobile devices without an internet connection.

Location-based games are in the context of this workshop interpreted as games
whose game mechanics depend on the awareness of the current position and its tem-
poral changes, i.e. the movement of the player through the space. Location-based
games require positioning technology, such as GPS, to track the current position. The
vast majority of location-based games are played on mobile devices and require an
internet connection, so mobile location-based games can almost be considered a
synonym to location-based games.

A categorization of AR games is provided by Wetzel et al. [14]. They distinguish
systematically the dimensions device mobility and content spaces. In their catego-
rization, “true mobile AR games”, which is the type of games primarily covered in the
workshop, are games that include high device mobility and a wide content space, i.e.
players are required to roam through the real world, such as a city. There is no clear
definition of how augmentation is to be performed for mobile AR games. For example,
both Pokémon GO and Ingress are commonly called AR Games. While Pokémon GO
implements true video-see-through AR, Ingress uses augmentations to display addi-
tional information about near real-world objects on the screen of the mobile device.

Pervasive games are close to mobile location-based games in that they also link
their game mechanics with the elements of the real world [15]. Through the intersection
of virtual and real world, pervasive games are very closely associated with augmented
reality. However, pervasive games are not necessarily relying on location-awareness.

The game types described here are not commonly defined, and many other defi-
nitions that differ by nuances exist. For example, De Souza e Silva and Hjorth [16]
distinguish between urban games, location-based games and hybrid reality games and
state that there is a “range of types of games mediated by mobile technologies”. Briefly,
the workshop focuses on the design of digital games that are used for learning purposes
using notions of location-based, mobile and/or augmented reality.
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3 A Set of Guidelines

This sections provides an overview of existing guidelines for game design. It serves as
a starting point for the workshop and follow a general-to-specific approach is: starting
from the design of games in general, guidelines will be presented that complement the
aspects of learning, mobile, location-based and augmented reality.

Among the game design guidelines, the work of Schell [17] is well-known and
established.When it comes to learning games,Harteveld et al. [18] contribute themodel of
“1. Fun (game), 2. Learning (pedagogy), and 3. Validity (reality)”, which is characterized
by inherent tensions and leaves the design process to become a complex problem. The
notion of fun is associated with engagement-causing motivation. Peters et al. [19] discuss
the options to design for engagement. For location-based games, Kiefer et al. [20] specify
the following dimensions of design that have to be considered in game design: dimension
of game environmental embedding, game conceptual dimension and game spatial and
temporal dimension. Montola et al. [21] describe design guidelines for pervasive games.
In the following, three selected design frameworks are described: First, the PGDF iden-
tifies the areas that need to be covered during design. Another framework for designing
mobile AR Games focuses on entertainment games, while the last framework deals
specifically with mobile location-based games for learning.

3.1 The Pervasive Game Design Framework (PGDF)

The PGDF [8, 22] names the components of consideration when designing pervasive
games for learning (Table 1), but without any specific rules on the implementation.

Table 1. Components of the PGDF

Component Description

Pervasive
context

The Pervasive Context describes the integration of the game into the real
world, i.e. the meaningful linkage of game mechanics and real-world
objects

Pedagogical
objectives

Since the aim of the PGDF is the design of pervasive games for learning
purposes, a description of learning objectives is required

Assessment
metrics

Educational technology, is also inevitably tied to measuring the
achievement of learning objectives. Therefore, it must be defined how the
achievement of learning objectives is measured

Difficulty level A serious game should be able to provide tasks of varying degrees of
difficulty

User skills Since the players most probably have different skill levels, it should be
determined which requirements are placed on the skills of the players and
also how games can respond to different skills

Social interaction Social interaction is one of the key triggers of learning processes. It is
therefore rewarding to analyze the extent to which social interactions can
be stimulated by the game mechanics in each serious pervasive game

Motivation Motivating players to engage with the game and thus indirectly with the
learning objectives is the basic rationale behind using learning games.
Therefore, it is essential to describe the game mechanics that should
provide motivation
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3.2 Mobile AR Games

Wetzel et al. [14] present guidelines for designing mobile AR games. The guidelines in
Table 2 also focus on the narrative connection between the objects of the real and the
virtual worlds. This aspect is rather neglected in the design of serious games due to the
effort involved.

3.3 Design Guidelines for Location-Based Mobile Games for Learning

Ardito et al. [23] provide guidelines especially for learning games. The guidelines are
divided into five categories. Most of the guidelines are generally applicable for learning
game design. Table 3 shows an extract of the guidelines especially relevant for
designing mobile location-based games. The category “Control/Flexibility” seems to
comprise solely guidelines applicable for general game design, thus it has not been
included in Table 3.

Table 2. Guidelines for designing Mobile AR Games [14]

Category Guideline

General • Justify the use of AR
• Engage players physically

Virtual elements • Create meaningful AR content
• Create fully-fledged characters
• Create a rich scenery
• Go beyond the visual

Real world elements • Make the journey interesting
• Comprise atmospheric elements from the reality
• Think about security
• Plan ahead

Social elements • Use complementing roles
• Use non-player characters
• Encourage discussions
• Avoid crowded areas

Technology and usability • Make the technology part of the game
• Keep the interaction simple
• Take display properties into account
• Take tracking characteristics into account
• Avoid occlusion-rich areas
• Design seamfully and for disconnection
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4 Summary

Starting from the positive and engaging experiences of location-based AR entertain-
ment games, this workshop aims to facilitate knowledge transfer towards education
communities and set the stage for analyzing key design principles that could guide the
creation of serious location-based AR games.
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Abstract. Game creation precedes game play. In this workshop, we
describe our efforts towards enabling people with different (dis)abilities
to co-create and play digital games. We focus on abilities, skills and
knowledge to enable collaborative and inclusive co-creation of inclusive
games.

Keywords: Game development · Game design · Game accessibility ·
Serious games · End-User Development

1 Introduction

Digital games extend beyond entertainment. Besides professional game devel-
opment, multiple domains have been benefiting from games. Education (game-
based learning, gaming literacy), training (serious games), and therapy and reha-
bilitation (games for health, therapeutic games), game making and modding, and
even game playing as a profession (e-sports) are successful examples of games
supporting real world activities.

However, despite applications and importance of games, millions of peo-
ple are still unable to play (reasons include physical, cognitive, and emotional
(dis)abilities; social, cultural, and economic issues; and even access to technology
itself). Moreover, intended audiences for game creation are currently limited to
young people without physical, cognitive, and emotional disabilities, often living
in favorable socioeconomic conditions.

A possible way to enable more people to play is enabling more people to
design and implement digital games. If we bring diversity to creation, we can
potentially achieve greater diversity to resulting games. In this strategy, cre-
ation predates play. In this workshop, we explore the framework defined in [1]
to present our ongoing efforts towards enabling inclusive co-creation of inclusive
c© IFIP International Federation for Information Processing 2019
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games. The goal of the framework is enabling communities of people with hetero-
geneous interaction needs to co-create games for themselves and for people with
different interaction needs (currently traditional audiences, hearing disabilities,
and low literacy).

The framework has three main pillars to support its goal: (1) a flexible archi-
tecture that enabled use-time modification of human-computer interaction; (2)
a collaborative work model to transform inclusion into a community problem,
which the community could collaborate to address; (3) tools to enable the work-
flow. It aims for maximum inclusion, towards approaching game accessibility
modding. The main idea is to transform game accessibility into a community
problem, on which people contribute based on their abilities, skills, and knowl-
edge to enable more people to play and create games. In this strategy, whenever
someone provides a new alternative, she/he might enable more people to co-
create and play. Once able to co-create, the newly-included may also become
able to contribute, transforming accessibility into an iterative process towards
maximum inclusion.

To enable the workflow, we provide communities with game creation and
modding tools. For instance, a storytelling tool (Lepi) was developed as proof
of concept for game creation, considering accessibility to a subset of interaction
needs (traditional audiences, hearing disabilities, and low literacy) and a single
genre (storytelling) [1,2]. A second example is a support system to aid play-
ers with cognitive disabilities to play, exploring community-created content to
remove accessibility barriers and enable play [3]. Our intention is defining and
expanding solutions to include new audiences, aiming for broader inclusion.

Current evaluation has found that each pillar of the framework enabled the
proposed workflow for the initial audience [2]. With the tool, people could co-
create story-based games with their abilities; with the collaborative work model,
contributors inserted media and content to address other interaction needs of
the community; due to architecture, people could insert this new content to the
game. This way, people could co-create inclusion as a community – from each
according to their abilities, to each according to their needs.

2 Call for Participation

Game creation precedes game play. In this half-day workshop, mixing tutorials
with participatory activities, we describe our efforts towards enabling people
with different interaction needs to co-create and play inclusive digital games.
We focus on abilities, skills and knowledge to enable collaborative and inclusive
co-creation of inclusive games.

Besides game accessibility professionals and researchers, this workshop can
benefit professionals exploring games for serious activities, designers aiming for
broader inclusion in interactive systems, digital accessibility researches, meta-
designers exploring end-user development for inclusion, researchers designing
collaborative systems, or professionals exploring Information and Communica-
tions Technologies with people with heterogeneous interaction needs.
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The workshop provides resources to accommodate people with different com-
puting backgrounds, as the framework encompasses design and programming for
professional developers; meta-design and end-user programming for end-users;
and individual and community workflows for collaboration.

3 Outcomes for Participants and for the Workshop

Game design is a discipline on which every area of human knowledge can con-
tribute towards a better project. With suitable approaches, everyone could co-
create according to their own abilities. In this workshop, co-creation is focused
on accessibility, abilities, and skills towards maximum inclusion.

In inclusive environments, there might be people with heterogeneous
abilities – including people with and without disabilities. With the framework,
they can co-create storytelling games accessible for them all. People can create
content based on their own abilities. Then members of the community can enrich
the game project based on their own abilities: they can convert existing content
into alternatives to enable use. Once they provide a new alternative, more people
can play – and potentially create new alternatives for inclusion. Thus, people
who could not use the original game may become able to further improve it.

At the end of the workshop, participants should be familiar with design and
implementation principles described in [2] to achieve co-creation of inclusion1. A
desired outcome towards inclusive co-creation and play could be a curated list of
game accessibility related efforts based on participants suggestions. Thus, this
workshop may be a starting point to gather these existing efforts in one place –
for instance, at the International Game Developers Association Game Accessi-
bility Special Interest Group’s Open Educational Resources2. This could serve
as reference for professional developers (for instance, designers, programmers,
and artists), and for end-users acting as non-professional developers.

4 Program

1. Welcome and Overview of the Framework. Participants will learn how each
pillar of the framework are combined to promote inclusive co-creation of
inclusive games.

2. The Architecture: Game Interaction as Add-Ons. Participants will be intro-
duced a different way to think about digital games. We can design and imple-
ment games for semantics of use and define commands to represent players’
intents. In particular, this enables us to provide different interaction alter-
natives for game play. These strategies allow development of games with

1 (i) Design for Semantics of Use, (ii) Implement for Modification, (iii) Provide Dif-
ferent Ways to Create and Play, (iv) Compose Interaction, (v) Focus on Abilities
and Skills, (vi) Foster Community Inclusion, (vii) Consider Inclusion as a Dynamic
Process, (viii) Foster Community Collaboration.

2 https://igda-gasig.org/oer/.

https://igda-gasig.org/oer/
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multiple interaction schemes: we can define multiple ways to enable play by
defining how a player should perceive the game content and provide com-
mands to it.

3. The Collaborative Co-creation of Inclusive Digital Games: End-User Collab-
oration Towards Inclusion. Participants will learn how communities of people
with heterogeneous abilities can promote inclusion. The collaborative work
model describes a process to promote the workflow for inclusive co-creation,
on which individuals provide inclusion to a community according to their
abilities, and a community provides support to individuals according to their
interaction needs.

4. The Game Co-creation Platform: Enabling People with Heterogeneous Inter-
action Needs to Create and Play Digital Games. We will discuss and present
tools and strategies to enable inclusive co-creation of inclusive games. Lepi
and the support system are explored as case studies, acting as proof of concept
for the strategies defined by the first two pillars. Besides game play, inclusive
creation tools allow domain experts to explore game creation and play as a
support for their professional activities. Thus, this activity showcases how
end-users can co-create accessibility features for inclusion according to their
own abilities.

5. Fostering Inclusive Co-creation and Play by People with Disabilities:
Approaches for Content Creation and Play. Aiming to achieve the outcomes
for the workshop from Sect. 3, participants could share game accessibility
resources that they know, and suggest improvements and directions to enable
broader audiences to create and play. What are possible strategies to enable
more people to create and play? Which existing content creation tools are
designed for people with disabilities? What game genres and mechanics could
become more accessible – or even universally accessible??
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