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Abstract. With the development of internet communication, spam is
quite ubiquitous in our daily life. It not only disturbs users, but also cms.
Although there exists many methods of spam detection in both the area
of cyber security and natural language processing, their performance is
still not capable to satisfy requirements. In this paper, we implemented
deep cascade forest for spam detection, a deep model without using back-
propagation. With less hyperparameters, the training cost can be easily
controlled and declines compared with that in neutral network meth-
ods. Furthermore, the proposed deep cascade forest outperforms other
machine learning models in the F1 Score of detection. Therefore, consid-
ering the lower training cost, it can be considered as a useful online tool
for spam detection.

Keywords: Spam detection · Deep forest · Deep learning · Machine
learning · Ensemble methods

1 Introduction

In the era of information explosion, communication through digital media
becomes prevalent in peoples’ daily life. There is a lot of complicated infor-
mation in our daily life. However, among these messages, there exists a large
amount of information that is false, violent, or illegal. These messages not only
affect user’s product experience, but may also lead to cyber security issues such
as financial fraud and personal privacy leaks [20]. According to the report pre-
sented by Kaspersky, an independent cybersecurity company, spammers continu-
ously exploit new methods to propogate malicious messages to their “audience”,
including instant messengers and social networks [13].
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Owing to the fact that spam is too multitudinous to be recognized and fil-
tered in advance manually, spam detection is of great significance. There are two
major difficulties in spam detection. One is how to convert text information into
numerical information, especially those conveys less information such as word
abbreviations, expressions, and symbols. The other is how to build an online
tool that can recognize spam in time.

Spam detection plays a predominant way in cyber security. Early in 1999,
Harris Drucker et al. applied Support Vector Machines (SVM) to email spam
detection [7]. In order to encode texts into computer-readable mathematical
features, he combined Term Frequency-Inverse Document Frequency (TF-IDF)
representation method with binary representation method. According to his
research, compared with boosting decision tree, SVM is considered as the most
suitable model at that time. In 2011, McCord used a variety of traditional
machine learning methods to detect spam on twitter. In his work, several classic
classification algorithms such as random forest (RF), naive bayes (NB), support
vector machine (SVM), and k nearest neighbors (KNN) are compared. Among
them, RF shows the best performance as an ensemble learning method [14].
When combining with multiple base classifiers, ensemble classifier provides a
more accurate prediction than single classifier. In 2013, Cailing Dong developed
an ensemble learning framework for online web spam detection, and their exper-
imental results reflect the effectiveness of integrated learning [6].

In around 2006, the idea of Deep Learning started to take shape. Hinton
believes that neural networks can be used to reduce dimensions of data so as
to contribute to feature extraction [8]. Its true in many areas such as speech
recognition [5], image recognition [11]. Deep learning is also widely used in nat-
ural language processing (NLP) [12,19], Long Short-Term Memory (LSTM) is
one of its best-known models. Hochreiter discusses [9] how LSTM is trained to
store information over a period of time. Recent years, some researchers began
to use deep learning models to detect spam. In 2017, Wu et al. compared multi-
layer perception with RF, decision tree (DT) and NB [22]. Later, Ren empiri-
cally explored a neural network model to learn document-level representation for
detecting deceptive opinion spam [15]. They compared gated recurrent neural
network (GRNN) with convolutional neural network (CNN) and recurrent neural
network (RNN), finding that GRNN outperforms others on datasets which con-
sist of truthful and deceptive reviews in three domains. Furthermore, Gauri Jain
et al. firstly used LSTM to categorize SMS spam and Twitter spam [10] in 2019.
The results show that LSTM is superior to traditional machine learning methods
in SMS and Twitter spam datasets. Due to the fact that some datasets contain
not only texts but also images, Yang et al. used CNN for image extraction and
LSTM for text extraction respectively [23].

When dealing with text information, a traditional approach is vector space
model [17]. It is designed to encode each word respectively. Therefore, it washes
away semantic information and generates high dimensional and sparse features
that are not suitable for neural networks. Another mainstream approach is
semantic-based textual representation, which translates textual information into
continuous dense features to learn the distributed representation of words [4].
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This method is also called word embedding, which has high autocorrelation and
is suitable for use in neural networks.

Our goal is to find promising methods and settings that can recognize spam
in social networks. Many developers have developed anti-spam tools for spam
detection, but they are not efficient. Most of these spam detection methods
are based on traditional machine learning methods. In recent years, with the
development of NLP, deep learning methods emerged in spam detection, which
have achieved satisfying results in accuracy. Nevertheless, the deeper the network
is, the higher training cost and complexity the model will be.

In summary, this article uses the gcForest method, the deep ensemble method
proposed by Zhou et al. in 2017 [24], and its structure has been improved to
adapt to spam detection problems. It is a highly-ensemble learning model with
fewer hyperparameters than deep neural network. Furthermore, its model com-
plexity can be determined in a data-dependent way which makes our model less
time-consuming. Compared with previous machine learning methods, our model
shows a higher accuracy and efficiency and solves training overhead problems
simultaneously.

The rest of the paper is organized as follows: Sect. 2 offers the description of
the cascade structure of gcForest approach (Deep Cascade Forest, DCF) that is
the core of our method. Section 3 briefly describes the text processing methods. In
Sect. 4, we illustrate models elaborately including datasets we use and parameter
settings in experiments. After that, we compare the accuracy, F1 Score, training
time, etc. of models. Finally, Sect. 5 describes the main conclusion and offers
guidelines for future work.

2 Deep Cascade Forest
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Fig. 1. Example of the cascade structure of gcForest (DCF) for spam detection. Sup-
pose each level of the cascade consists of two kinds of base models. There are two
classes to predict (spam or ham), thus, each model will output a two-dimensional class
vector, which is then concatenated for re-representation of original input.

In 2017, Zhou et al. proposed an ensemble approach with a deep cascade
structure, named gcForest [24]. The basic form of gcForest contains 2 parts:
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Multi-Grained Scanning and Cascade Forest. The former is used for feature
preprocessing, and for spam detection tasks, we replace it with text preprocess-
ing method. In order to train the model, we only use the cascade structure and
call the model the deep cascade forest (DCF).

As is elaborately illustrated in Fig. 1, first, it is necessary to split the input
document into words, and then carried out the text processing procedure that
extracting the textual information as a feature vector. Inspired by the well-known
recognition that representation learning in deep neural network mostly relies on
the layer-by-layer processing of raw features, DCF then feed the feature vector
into the layer-by-layer cascade structure. After training various base models on
the feature vector, the output predictions will then be concentrated with raw
features and fed to the next layer together. In each layer, different types of base
models can be selected to encourage the ensemble diversity. Base model can even
be an ensemble model, e.g. random forest and this constitutes an “ensemble of
ensembles”. The output of each base model is a class vector, indicating the
probability of predicting a sentence as a class. In the spam detection task, there
are two classes (spam and ham), that is, each model outputs a two-dimensional
probability class vector. To reduce the risk of overfitting, which is common in
deep learning models, class vectors are generated by k-fold cross validation. In
detail, each instance will be trained k-1 times to generate k-1 class vectors, and
then averaged to get the final class vector. Before generating a new layer, the
performance of the entire cascade structure is estimated on validation data, and
if the performance does not improve, the training process terminates. So that
the number of cascade levels is automatically determined.

DCF can achieve good results in different dimensions of input data. However
neural networks are difficult to get good results on high dimensional and sparse
text features. Comparing with deep neural networks, DCF has much fewer hyper-
parameters and lower training cost, and it opens the door of deep learning based
on non-NN (Neural Network) styles, or deep models based on non-differentiable
modules.

3 Text Processing

In order to turn text into information that computers can recognize, following
different text processing methods are used:

Remove the Stop Words. A stop word is a commonly used word (such as “the”,
“a”, “an”, “in”) that a search engine has been programmed to ignore, both when
indexing entries for searching and when retrieving them as the result of a search
query. We can remove them easily, by storing a list of words that considered as
stop words.

Build Word Count Vector. To build the word count vector for each sample, we
firstly create a dictionary of words and their frequency. Once the dictionary is
ready, we can extract word count vectors from training set. A sample corresponds
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to a word count vector. The dimension of the word count vector is the total
number of words in the training set. If the sample contains a word in the training
set, the value in the vector is the frequency of the word in the training set. If
not, the value is zero. All word count vectors are combined into a word count
matrix, rows represent each sample, and columns represent each word.

Term Frequency-Inverse Document Frequency (TF-IDF). TF-IDF stands for
term frequency-inverse document frequency, and the TF-IDF weight is a weight
often used in information retrieval and text mining, to produce a composite
weight for each term in each document. [16].

TF determines a terms (a word or a combination) relative frequency within
a document. The TF (wi) is the number of times that word wi appears in a
document.

TF-IDF uses the above TF multiplied by the IDF, the inverse document
frequency (IDF) is defined as:

IDF (wi) = log(
|D|

DF (wi)
) (1)

Where |D| is the number of documents, and the document frequency DF (wi)
is the number of times that word wi appears in all documents.

Texts to Sequences. This approach will create a vector for each sample, convert-
ing words to their index in the word count dictionary. An example of texts to
sequences is shown in Fig. 2.

Dictionary:   index         word            frequency

  Step 1
Build the word count dictionary for two sentences:

      Step 2
Convert sentences to sequences using the word index

Sentence Sequence
[2, 3, 1, 4]

      Step 3
Padding the sentences

Sentence Sequence
[0, 0, 0, 2, 3, 1, 4]

Fig. 2. An example of texts to sequences method

4 Experiments and Results

The experiments use two public data sets to train the model. In order to compare
models performance on detecting spam and their training cost, we used F1 Score
to evaluate the model and calculated the training and testing time of each model.
Our experiments use a PC with Intel Core i5 7260u CPUs (2 cores), and the
performance and running efficiency of DCF is good.
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4.1 Datasets and Evaluation Measures

The experiments are performed on SMS spam dataset and YouTube comments
spam dataset. All the information is available in UCI repository [1,21]. The
SMS spam dataset is a public set of SMS labeled messages that are collected for
mobile phone spam research. It has one collection composed by 5,574 English,
real and non-encoded messages, tagged in legitimate (ham) or spam [2]. The
YouTube comments spam dataset was collected using the YouTube Data API
v3. The samples were extracted from the comments section of five videos that
were among the 10 most viewed on YouTube during the collection period [3].
For these two datasets, each is divided into 70% training sets and 30% test sets.
The training set is used to train the model, and the test set is used to assess the
effectiveness of models. The overview of these datasets is reported in Table 1.

Table 1. Datasets overview

Dataset No. of instances No. of ham No. of spam

SMS spam 5574 4825 747

YouTube spam 1956 951 1005

The experiments were performed on four processed datasets, shown in
Table 2, where Count in the first row denotes the approach of building word
count vector, Sequence denotes the approach of texts to sequences.

Table 2. Number of features in four processed datasets

Dataset TF-IDF Count Sequence

SMS spam 8710 8710 200

YouTube spam 4454 4454 500

SMS spam (stop) 9403 9403 200

YouTube spam (stop) 4185 4185 500

In order to assess the effectiveness of proposed methods, this paper uses
different evaluation indicators, including accuracy, recall, precision and F1 score,
which are defined as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
(2)

precision =
TP

TP + FP
(3)

recall =
TP

TP + FN
(4)
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F1 = 2 · precision · recall
precision + recall

(5)

Where true positive (TP ) means the number of spam that are correctly
classified, false positive (FP ) means the number of legitimate emails (ham) that
are misclassified, true negative (TN) means the number of legitimate emails
(Ham) that are correctly classified and false negative (FN) is the number of
misclassified spam.

4.2 Parameter Settings

The grid search method is used to select hyperparameters of models [18]. Both
machine learning methods and deep learning methods are the benchmark, includ-
ing support vector machine (SVM), k nearest neighbors (KNN), Naive Bayes
(NB), decision tree (DT), logistic regression (LR), random forest (RF), adap-
tive boosting (Adaboost), Bagging, extra-trees classifier (ETC, standing for
extremely randomized trees), and long short-term memory (LSTM).

For SMS spam detection, SVM uses a sigmoid kernel with gamma set to 1.0.
KNN uses 49 neighbors. NB uses a multinomial kernel with alpha set to 0.2. The
minimum of DT samples in each split is 7, and the best gini value is used to
measure the quality of a split. LR uses the L1 penalty, random forest contains 31
decision trees. The Adaboost classifier contains 62 decision trees. The Bagging
classifier contains 9 decision trees. ETC contains 9 decision trees.

For YouTube spam detection, SVM uses a sigmoid kernel with gamma set
to 1.0. KNN uses 5 neighbors. NB uses a multinomial kernel with alpha set
to 1. The minimum of DT samples in each split is 2, and the best gini value is
used to measure the quality of a split. LR uses the L2 penalty, and random forest
contains 10 decision trees. The Adaboost classifier contains 50 decision trees. The
Bagging classifier contains 10 decision trees. ETC contains 10 decision trees.

For SMS spam detection, each layer of DCF contains 1 RF with 31 deci-
sion trees, and an NB classifier with a multinomial kernel. For YouTube spam
detection, each layer of DCF contains 1 DT, an NB classifier with a multinomial
kernel and a LR classifier. There are many hyperparameters used by LSTM.
The specific structure and settings refer to Appendix B. It can be seen that the
complexity of DCF is much smaller than that of LSTM.

4.3 Results and Analysis

Datasets shown in Table 2 are split into 70% training data and 30% test data. All
models use two text processing approaches: building word count vectors and TF-
IDF. In addition, given that LSTM is better suited to use semantic-based text
processing methods, the texts to sequences approach is used and compared with
other approaches. In order to further validate the performance of those models,
we compared their training time which is an important factor in building an
online detector.
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Figures 3 and 4 show the accuracy and F1 score of different models on the
SMS dataset and YouTube dataset, respectively. More details of precision, recall,
training and testing time are shown in Tables 3 and 4.
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Fig. 3. Accuracy and F1 Score of different models on the test dataset of SMS spam
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Fig. 4. Accuracy and F1 Score of different models on the test dataset of YouTube spam

From Fig. 3, we can conclude that DCF outperforms others in both the accu-
racy and F1 Score on the SMS spam dataset. After building word count vec-
tors, DCF achieves the highest accuracy of 99.40% and highest F1 Score of
97.84% which can be found in Table 3. Simultaneously, DCF gets the highest
accuracy of 99.40% after using TF-IDF method. The DCF’s performance is bet-
ter on datasets without removing stop words. The training time of DCF is much
less than LSTM after building word count vectors and using TF-IDF method.
LSTM performs poorly after using the building word vector and using the TF-
IDF method, because high dimensional and sparse samples produced by these
two methods are not well handled by LSTM. However, after using the texts to
sequences method, LSTM performance has been greatly improved but still does
not exceed DCF Among many machine learning models, NB not only has a short
training time, but also has an accuracy of 99.04%. In addition, since TP is equal
to zero, the accuracy, recall, and F1 score of some models are zero in Table 3,
which means that all spam is incorrectly classified.
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It can be inferred from Fig. 4 and Table 4, as for YouTube spam dataset,
DCF also achieved the highest accuracy (95.74%) and F1 Score (95.87%). LSTM
performs worst on the dataset after building word count vector and using TF-IDF
method, with the lowest accuracy and F1 Score, as well as the longest training
time, which denotes that it is less likely to be applied in this field. Regardless of
the text processing method used, KNN works very poorly.

Overall, DCF shows the highest accuracy and F1 Score in the spam detection
mission. This model not only has quite robust performance to different datasets,
but also has lower training cost than the deep neural network due to its automat-
ically determined complexity. The LSTM model is much suitable to use the texts
to sequences processing approach, but when facing high-dimension and sparse
data (e.g. the YouTube spam dataset), the model not only performs worse, but
also has a long training time.

Among other machine learning and ensemble learning methods, NB seems
more suitable for spam detection on account of its relatively higher accuracy and
lower training cost.

5 Conclusion

In this paper, differing from other researches who use machine learning meth-
ods and deep learning methods to carry out spam detection, we attempted deep
forest, a non-NN style deep model based on non-differentiable modules. We con-
cluded that deep forest shows the highest accuracy and F1 Score on both SMS
spam datasets and YouTube spam datasets. Deep forests are suitable for input
data of different kinds of dimensions, however neural networks are difficult to
produce good results on high dimensional and sparse samples. Owing to the fact
that deep forest has fewer hyperparameters and lower training cost than LSTM,
it can be considered as a more suitable model for building an online detector.

In the future, we hope to use new techniques to solve problems with more
datasets that include both images and texts. We also aim to explore more text
processing methods to further improve performance of classifiers. As an alterna-
tive towards deep neural networks, we intend to apply deep forest to other tasks
that can not be well handled by deep neural networks. With regard to online
tools, we plan to develop web browser and mobile phone plugins to filter spam
directly.

Acknowledegment. This work was supported by the National Natural Science Foun-
dation, China (Nos. 61806096, 61872190, 61403208).

A Performance Comparison Between Deep Cascade
Forest and Other Classifiers

Tables 3 and 4 shows the precision, recall, precision, accuracy and train-
ing/testing time of different models by different kinds of text processing methods
on SMS datasets and YouTube datasets, respectively.
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Table 3. Performance comparison between deep cascade forest and other classifiers on
SMS spam dataset

Classifier Text processing Precision

(%)

Recall

(%)

Accuracy

(%)

F1

(%)

Training

time (s)

Testing

time (s)

SVM TF-IDF 99.05 89.66 98.45 94.12 0m 0.4593 s 0m 0.1385 s

Count 40.82 34.48 83.97 37.38 0m 0.4723 s 0m 0.1495 s

TF-IDF, Stopwords 98.02 85.34 97.73 91.24 0m 0.3706 s 0m 0.4958 s

Count, Stopwords 71.91 72.84 92.28 72.38 0m 0.1763 s 0m 0.1140 s

KNN TF-IDF 100.00 61.64 94.68 76.27 0m 0.0041 s 0m 0.2161 s

Count 0.00 0.00 86.12 0.00 0m 0.0010 s 0m 0.3007 s

TF-IDF, Stopwords 99.08 46.55 92.52 63.34 0m 0.0014 s 0m 0.9363 s

Count, Stopwords 0.00 0.00 86.12 0.00 0m 0.0010 s 0m 0.3494 s

NB TF-IDF 98.21 94.83 99.04 96.49 0m 0.0018 s 0m 0.0003 s

Count 91.50 97.41 98.39 94.36 0m 0.0019 s 0m 0.0004 s

TF-IDF, Stopwords 95.20 93.97 98.50 94.58 0m 0.0017 s 0m 0.0005 s

Count, Stopwords 87.11 96.12 97.49 91.39 0m 0.0022 s 0m 0.0016 s

DT TF-IDF 90.05 85.78 96.71 87.86 0m 0.2270 s 0m 0.0006 s

Count 88.21 87.07 96.59 87.64 0m 0.1238 s 0m 0.0008 s

TF-IDF, Stopwords 86.70 81.47 95.69 84.00 0m 0.1950 s 0m 0.0104 s

Count, Stopwords 87.39 83.62 96.05 85.46 0m 0.1386 s 0m 0.0026 s

LR TF-IDF 93.33 72.41 95.45 81.55 0m 0.0107 s 0m 0.0002 s

Count 96.73 89.22 98.09 92.83 0m 0.0153 s 0m 0.0015 s

TF-IDF, Stopwords 90.06 62.50 93.84 73.79 0m 0.0085 s 0m 0.0005 s

Count, Stopwords 97.13 87.50 97.91 92.06 0m 0.0104 s 0m 0.0022 s

RF TF-IDF 100.00 86.64 98.15 92.84 0m 0.9180 s 0m 0.0150 s

Count 100.00 83.62 97.73 91.08 0m 0.9301 s 0m 0.0290 s

TF-IDF, Stopwords 100.00 82.76 97.61 90.57 0m 1.2973 s 0m 0.0437 s

Count, Stopwords 100.00 81.90 97.49 90.05 0m 1.3429 s 0m 0.0448 s

AdaBoost TF-IDF 95.26 86.64 97.55 90.74 0m 2.4091 s 0m 0.0185 s

Count 96.24 88.36 97.91 92.13 0m 2.1926 s 0m 0.0189 s

TF-IDF, Stopwords 96.72 76.29 96.35 85.30 0m 2.5404 s 0m 0.0370 s

Count, Stopwords 93.78 84.48 97.07 88.89 0m 2.4455 s 0m 0.0234 s

Bagging TF-IDF 93.52 87.07 97.37 90.18 0m 1.1530 s 0m 0.0579 s

Count 91.59 89.22 97.37 90.39 0m 0.7393 s 0m 0.0214 s

TF-IDF, Stopwords 91.08 83.62 96.59 87.19 0m 1.0032 s 0m 0.0284 s

Count, Stopwords 95.67 85.78 97.49 90.45 0m 0.8343 s 0m 0.0408 s

ETC TF-IDF 99.50 86.21 98.03 92.38 0m 0.6672 s 0m 0.0115 s

Count 99.02 87.07 98.09 92.66 0m 0.6012 s 0m 0.0131 s

TF-IDF, Stopwords 100.00 78.88 97.07 88.19 0m 0.9153 s 0m 0.0454 s

Count, Stopwords 100.00 81.03 97.37 89.52 0m 0.7918 s 0m 0.0201 s

LSTM TF-IDF 0.00 0.00 86.60 0.00 14m 54.3540 s 0m 35.1124 s

Count 0.00 0.00 86.60 0.00 20m 19.1406 s 0m 32.3467 s

TF-IDF, Stopwords 0.00 0.00 86.60 0.00 9m 49.5561 s 0m 28.2616 s

Count, Stopwords 0.00 0.00 86.60 0.00 15m 53.9231 s 0m 30.3698 s

Sequence 98.08 91.07 98.56 94.44 0m 32.2483 s 0m 3.2479 s

Sequence, Stopwords 91.27 93.30 97.91 92.27 0m 45.1065 s 0m 1.2113 s

DCF TF-IDF 98.68 96.98 99.40 97.83 1m 41.7678 s 0m 9.7851 s

Count 98.26 97.41 99.40 97.84 0m 46.6826 s 0m 4.6078 s

TF-IDF, Stopwords 98.63 93.10 98.86 95.79 1m 54.8653 s 0m 2.4483 s

Count, Stopwords 97.79 95.26 99.04 96.51 1m 6.5370 s 0m 1.3066 s
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Table 4. Performance comparison between deep cascade forest and other classifiers on
YouTube spam dataset

Classifier Text processing Precision

(%)

Recall

(%)

Accuracy

(%)

F1(%) Training

time (s)

Testing

time (s)

SVM TF-IDF 95.86 92.05 93.87 93.92 0m 0.1041 s 0m 0.0281 s

Count 70.68 71.85 70.19 71.26 0m 0.1014 s 0m 0.0229 s

TF-IDF, Stopwords 96.36 78.81 87.56 86.70 0m 0.0908 s 0m 0.0288 s

Count, Stopwords 77.67 79.47 77.68 78.56 0m 0.0521 s 0m 0.0117 s

KNN TF-IDF 98.81 27.48 62.52 43.01 0m 0.0017 s 0m 0.0258 s

Count 98.65 72.85 85.52 83.81 0m 0.0011 s 0m 0.0202 s

TF-IDF, Stopwords 98.46 21.19 59.28 34.88 0m 0.0008 s 0m 0.0279 s

Count, Stopwords 98.34 58.94 78.36 73.71 0m 0.0007 s 0m 0.0243 s

NB TF-IDF 90.79 94.70 92.33 92.71 0m 0.0018 s 0m 0.0004 s

Count 90.42 93.71 91.65 92.03 0m 0.0009 s 0m 0.0001 s

TF-IDF, Stopwords 89.68 83.44 86.54 86.45 0m 0.0010 s 0m 0.0001 s

Count, Stopwords 88.69 83.11 85.86 85.81 0m 0.0011 s 0m 0.0013 s

DT TF-IDF 95.88 92.38 94.04 94.10 0m 0.0450 s 0m 0.0003 s

Count 93.71 93.71 93.53 93.71 0m 0.0247 s 0m 0.0004 s

TF-IDF, Stopwords 95.02 82.12 88.59 88.10 0m 0.0481 s 0m 0.0003 s

Count, Stopwords 93.63 82.78 88.25 87.87 0m 0.0348 s 0m 0.0007 s

LR TF-IDF 95.34 88.08 91.65 91.57 0m 0.0081 s 0m 0.0001 s

Count 95.27 93.38 94.21 94.31 0m 0.0045s 0m 0.0001s

TF-IDF, Stopwords 96.69 77.48 87.05 86.03 0m 0.0030 s 0m 0.0001 s

Count, Stopwords 95.65 80.13 87.90 87.21 0m 0.0034 s 0m 0.0001 s

RF TF-IDF 97.90 92.72 95.23 95.24 0m 3.5051 s 0m 0.1002 s

Count 97.92 93.71 95.74 95.77 0m 3.3739 s 0m 0.1228 s

TF-IDF, Stopwords 97.62 81.46 89.44 88.81 0m 4.3453 s 0m 0.0874 s

Count, Stopwords 97.27 82.45 89.78 89.25 0m 4.5593 s 0m 0.1163 s

AdaBoost TF-IDF 94.20 91.39 92.67 92.77 0m 0.4922 s 0m 0.0071 s

Count 94.30 93.05 93.53 93.67 0m 0.4322 s 0m 0.0068 s

TF-IDF, Stopwords 94.92 80.46 87.73 87.10 0m 0.4404 s 0m 0.0071 s

Count, Stopwords 95.29 80.46 87.90 87.25 0m 0.4357 s 0m 0.0071 s

Bagging TF-IDF 97.22 92.72 94.89 94.92 0m 0.2403 s 0m 0.0085 s

Count 95.89 92.72 94.21 94.28 0m 0.2488 s 0m 0.0081 s

TF-IDF, Stopwords 97.57 79.80 88.59 87.80 0m 0.2903 s 0m 0.0083 s

Count, Stopwords 96.14 82.45 89.27 88.77 0m 0.2522 s 0m 0.0082 s

ETC TF-IDF 94.48 90.73 92.50 92.57 0m 0.1329 s 0m 0.0024 s

Count 96.90 93.05 94.89 94.93 0m 0.1476 s 0m 0.0035 s

TF-IDF, Stopwords 94.02 78.15 86.20 85.35 0m 0.1577 s 0m 0.0025 s

Count, Stopwords 95.14 77.81 86.54 85.61 0m 0.1473 s 0m 0.0030 s

LSTM TF-IDF 51.45 100.00 51.45 67.94 2m 56.7070 s 0m 8.4437 s

Count 51.37 99.67 51.28 67.79 3m 20.1492 s 0m 7.8555 s

TF-IDF, Stopwords 51.45 100.00 51.45 67.94 2m 7.2586 s 0m 9.3072 s

Count, Stopwords 51.45 100.00 51.45 67.94 2m 7.2586 s 0m 8.1658 s

Sequence 94.95 87.09 90.97 90.85 0m 47.4032 s 0m 1.1193 s

Sequence, Stopwords 88.97 85.43 87.05 87.16 1m 10.3903 s 0m 1.0290 s

DCF TF-IDF 95.65 94.70 95.06 95.17 0m 8.7054 s 0m 0.2663 s

Count 95.71 96.03 95.74 95.87 0m 8.6446 s 0m 0.2523 s

TF-IDF, Stopwords 95.82 83.44 89.61 89.20 0m 10.4687 s 0m 0.0996 s

Count, Stopwords 92.54 90.40 91.31 91.46 0m 11.8891 s 0m 0.3085 s
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B Parameters of LSTM in our Experiment

The LSTM layer contains 64 units for SMS spam detection and 100 units for
YouTube spam detection. On both datasets, the batch size is set to 128 In addi-
tion, an embedding layer is used to convert each word in the sequence into a dense
vector in advance. The embedding layer follows the LSTM layer, a fully con-
nected layer with 256 units, an activation layer using ReLu function, a dropout
layer with a dropout rate of 0.1, a fully connected layer with 1 unit, and an
activation layer using sigmoid function.
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Fig. 5. LSTM classification model

The structure of LSTM is shown in Fig. 5, suppose the texts to sequences
processing approach is used, then the output integer sequence is fed to the LSTM
model. After embedding each token in the sequence into a 50-dimension word
vector x, it is then fed to the LSTM layer with 100 hidden units. Overall, the
output 100-dimension vector is processed through a 256 units fully connected
layer, a 256 units ReLu layer, a fully connected layer with 1 unit in turn, and
finally gets the predicted label through the sigmoid mapping.
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