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Abstract. With the progress of medical informatization and the substantial
growth of clinical data, knowledge graph is playing an increasingly important
role in medical domain. Medical domain is highly specialized with abundant
high-quality ontologies, and has many professional sub-fields such as cardio-
vascular diseases, diabetes mellitus and so on. It is very difficult to build a health
knowledge graph for all of the diseases because of data availability and deep
involvement of doctors. In this paper, we propose an efficient and extensible
framework, DEKGB, to construct knowledge graphs for specific diseases based
on prior medical knowledge and EMRs with doctor-involved. After that, we
present the detailed process how DEKGB is applied to extend an existing health
knowledge graph to include a new disease. It is confirmed that using this
framework, doctors can get highly specialized health knowledge graphs con-
veniently and efficiently.

Keywords: Health knowledge graph � Extensibility � Conceptual graph �
Instance graph

1 Introduction

Knowledge graphs have been in the focus of research since 2012 when the term was
firstly proposed by Google, as an enhancement of their search engine with semantics
[1]. A popular definition of knowledge graph is a graph-based data structure composed
of nodes (entities) and labeled edges (relationships between entities) [2]. In general, we
define knowledge graphs with only concept nodes as Concept Knowledge Graph
(CKG), knowledge graphs with both instance nodes and event nodes as Instance
Knowledge Graph (IKG), and knowledge graphs covering CKG and IKG as Factual
Knowledge Graph (FKG).

Current health knowledge graphs usually cover wide areas of medical knowledge:
all proteins (UniProt), as many drugs as possible (Drugbank), as many drug-drug
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interactions as are known (Sider), and massively integrated knowledge graphs such as
Bio2RDF and LinkedLifeData [3]. However, the knowledge graphs covering wide
areas may contain inaccurate and irrelevant knowledge so as to be difficult in actual
use. For user-friendly and accurate purpose, health knowledge graphs should be tai-
lored for doctors in specific diseases. Meanwhile another problem may occur. Building
a new knowledge graph for a new disease from scratch in medical domain is time
consuming because there are many repetitive procedures such as data alignment. So a
construction framework for knowledge graph in a specific disease is necessary. Cur-
rently, the construction framework for general knowledge graphs mainly includes
knowledge representation, knowledge graph building tools such as extraction tools, and
knowledge storage and application. However, general strategies cannot be directly
applied to domain-specific knowledge graphs, let alone to more sophisticated disease-
specific knowledge graphs. The reason is that specific entities and relations from
specific data sources need to be extracted, and specialized semantic networks for
different diseases need to be constructed. In medical domain, there are many complex
concepts and relations, diverse diseases, which require large amount of prior knowl-
edge from doctors to clarify them. What’s more, the doctors’ actual demands may be
various. So the help from doctors also plays an important role. Hence, the most
important aspects of building a disease-specific knowledge graph lie in three parts: the
disease-specific data sources, the building tools to extract specific entities and relations,
and the help from the doctors.

The problem we are going to address in this paper is how to construct a knowledge
graph for a specific disease and extend it to other diseases, based on prior medical
knowledge, EMRs and doctors.

To solve this problem, we propose a knowledge graph building framework
DEKGB that can be used to create a knowledge graph with many diseases. We use
EMRs from hospitals and implement a toolset to help the doctors put forward pro-
fessional knowledge, along with existing medical knowledge.

This paper is organized as follows. In Sect. 2 we introduce the related work. In
Sect. 3 we present the framework and data flow of DEKGB. In Sects. 4 and 5 we show
the construction of CKG and IKG for cardiovascular diseases in detail. In Sect. 6, we
show the extension process to include a new disease in an existing health knowledge
graph by using DEKGB. In the end, we summarize the paper and propose future work
in Sect. 7.

2 Related Work

We investigate several knowledge graph building frameworks in health domain, such
as cTAKES, pMineR, I-KAT and RDR. According to the three most important aspects
to build disease-specific knowledge graphs in the introduction, the related works will
be compared from 3 aspects, data sources, building tools adopted and the help from
experts (Table 1).

In general, pMineR supports Processing Mining for clinical data from both
administrative and clinical aspect. It provides automatically identification services for
process discovery [4] and is currently exploited in Hospitals for supporting domain
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experts in the analysis of the extracted knowledge models. cTAKES [5] is an open-
source Natural Language Processing (NLP) system that extracts clinical information
from EMRs. I-KAT provides a user-friendly environment to create Arden Syntax MLM
(Medical Logic Module) as shareable knowledge rules for intelligent decision-making
by CDSS [6].

2.1 Data Sources of Frameworks

The building frameworks listed above have different data sources. For example,
cTAKES and I-KAT collect data from medical databases like UMLS, SNOMED CT
and so on, while pMineR gathers data from open source EMRs. In general, the data
sources of building frameworks in medical domain are mainly from public resources,
including medical standards and clinical records.

2.2 Building Tools of Frameworks

Different frameworks adopt different measures to process massive medical knowledge
or clinical data, on the purpose of meeting multiple requirements. The building tools
listed above show the differences of building health knowledge graphs.

pMineR can encode clinical events by extracting processes under the form of
directed graphs, which can calculate the real model of the processes. It also provides
graphical comparison tool between different processes, allows doctors to model the
adherence to a given clinical guidelines and to estimate performance together with the
workload of the available resources in health care. cTAKES offers Natural Language
Processing tools like annotation system to extract entities and relations from EMRs. I-
KAT creates a knowledge base from MLMs using Arden Syntax to achieve share-
ability, uses standard data models and terminologies to enhance interoperability, and
reduces complexity by abstraction at the application layer to provide physician
friendliness.

Table 1. Comparisons of building frameworks.
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In DEKGB, multiple tools are adopted to construct the disease-specific knowledge
graphs, including entity, relation and event extraction tool, normalization tool, ER-
OWL mapping tool and doctor-involved tools. The tools we adopt support better
knowledge extraction and knowledge graph construction.

2.3 The Help from Doctors

Experts offer their prior knowledge and demands to construct health knowledge graphs
for different usages and applications. cTAKES offers the creation of a personalized
dictionary from UMLS according to experts’ demands, to process clinical notes and
identify types of clinical named entities - drugs, diseases/disorders, signs/symptoms,
anatomical sites and procedures; while I-KAT provides a user-friendly platform for
doctors to create knowledge bases based on their prior knowledge and use standard
syntax to share the knowledge.

DEKGB supports doctors to input personalized prior knowledge. At the same time,
public medical standards will also be involved, to construct a disease-specific CKG,
meeting experts’ demands and covering comprehensive medical knowledge simulta-
neously. DEKGB also allows experts to propose extraction rules on professional
medical records to form instance knowledge graphs that can exploit in-depth medical
knowledge and their associations. What’s more, for both CKG and IKG, DEKGB
offers tools for experts setting different mapping rules to convert structured data to
triples in knowledge graphs.

3 Framework of DEKGB

In this section, we will present the framework of DEKGB. The framework includes
framework architecture and work flow of DEKGB in detail.

3.1 Architecture of DEKGB

DEKGB can build a disease-specific knowledge graph or can be applied to an existing
disease-specific knowledge graph to extend the single disease to other diseases, such as
extending from cardiovascular diseases to diabetes mellitus. It is suitable for expanding
to all diseases incrementally. As shown in Fig. 1, based on the existing medical the-
saurus, EMRs from hospitals in a specific disease and doctors in the study of that
disease, the construction of a disease-specific knowledge graph could be implemented.

The building process of knowledge graphs using DEKGB can be divided into two
modules:

1. CKG Building Module: construction of concept knowledge graphs from doctors’
prior knowledge and medical standards like UMLS.

2. IKG Building Module: extraction of entities and relations from EMRs and fusion of
concept nodes and instance nodes.

Specifically, DEKGB introduces doctor-involved tools into building modules,
including doctor input tool, rule base tool and doctor annotation tool.
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3.2 Work Flow

As shown in Fig. 2, three main problems that DEKGB needs to solve are data sources,
building modules and the help from doctors.

The data sources of DEKGB are (1) EMRs from disease-specific Hospital: clinical
data from professional hospitals specialized in a specific disease, (2) doctors in related
diseases: leading doctors in the study of the specific disease and (3) medical thesaurus
containing different medical standards like UMLS. To involve the doctors in DEKGB,
we propose doctor-involved tools: doctor input tool, doctor annotation tool and rule
base tool. Doctor input tool and rule base tool are used in the construction of CKG
while doctor annotation tool and rule base tool are applied to build IKG. For building
modules, the construction of CKG is based on doctors’ prior knowledge and medical
thesaurus and this module contains normalization tool, ER-OWL tool and doctor-
involved tools. Meanwhile the building modules of IKG are divided into structured
data conversion module (from ER model to RDF model) and unstructured data con-
version module (extraction of entities, relationships and events). And the construction
of IKG is based on EMRs from hospitals, extraction tools and doctor-involved tools.
Finally, for different possible usages, DEKGB generates CKG and IKG.

Fig. 1. The framework of DEKGB.

Fig. 2. The data sources and building workflow of DEKGB.
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4 Building CKG for Cardiovascular Diseases

Conceptual knowledge graph integrates medical standards from medical thesaurus like
UMLS and doctors’ prior knowledge from the doctor input tool. Two steps are con-
tained in the conceptual graph building module. The first step is the construction of
medical thesaurus CKG and it will be conducted when DEKGB is firstly applied to
construct a disease-specific knowledge graph. The second step is the construction of a
disease-specific CKG when a new disease is going to be included in existing CKG.
Here we take building CKG for cardiovascular diseases as an example (Fig. 3).

4.1 Medical Thesaurus CKG Construction Procedure

In DEKGB, the data source of Medical thesaurus CKG is UMLS. UMLS is the
abbreviation of Unified Medical Language System, a set of files and software that
brings together many health-related standards. The medical knowledge in ULMS is
stored in ER databases. Hence, medical knowledge in UMLS needs to be mapped to
nodes in CKG. For user-friendly purpose, DEKGB provides a mapping rule tool for
doctors to decide the mapping format. The generated mapping rules in rule base is
applied to convert the data from ER database to RDF graphs [7]. In specific, doctors set
rules indicating which column (in ER databases) should convert to which concept node
(in knowledge graphs).

At present, the conversion from ER to RDF includes direct mapping and custom
mapping. Here we adopt a custom mapping method to better meet doctors’ needs. The
standards and tools that support this method are as follows: R2RML, Virtuoso, etc.
In DEKGB, we use R2RML, a standard transformation language of converting a
relational database to RDF and its implement tool D2R is adopted to fulfill the process.

4.2 Cardiovascular Diseases CKG Construction Procedure

The disease-specific CKG is constructed on the basis of doctors’ prior knowledge and
medical thesaurus CKG. To get doctors’ prior knowledge, DEKGB provides the doctor
input tool for doctors to define concepts and relations in the new disease field and add

Fig. 3. Conceptual graph building module.
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them into CKG. Here we take cardiovascular diseases for example. The steps to
construct cardiovascular diseases CKG are as follows.

1. A group of doctors in cardiovascular diseases are invited to offer crucial medical
knowledge through doctor input tool. The prior knowledge from doctors contains
medical entities, relations and triples, which may be useful for diagnosis or other
actual usage.

2. The knowledge from doctors are put into normalization tool. The process of nor-
malization is divided into two kinds, depending on whether the concepts, relations
or triples offered by doctors exist in medical thesaurus CKG or not. If the knowl-
edge does not exist, it will be inserted into medical thesaurus CKG according to the
encoding system of UMLS. Otherwise, standard medical knowledge encodes by
UMLS will be used. Notice that for efficiency, the standard encoding is merely an
attribute of the Disease-specific CKG nodes.

Hence, a comprehensive medical thesaurus spanning all kinds of diseases can be
constructed incrementally. What’s more, despite a universal medical thesaurus CKG,
small scale of disease-specific conceptual knowledge graphs will be constructed
individually, with which doctors’ actual needs can be satisfied. Table 2 shows different
normalization formats for different kinds of doctors’ prior knowledge after knowledge
normalization in cardiovascular diseases.

5 Building IKG for Cardiovascular Diseases

To build the IKG in an assigned disease field effectively, structured clinical data and
unstructured clinical data should adopt different conversion procedures. The procedures
include: (1) structured data to IKG and (2) unstructured data to IKG. Here we take the
building of IKG for cardiovascular diseases for example (Fig. 4).

Table 2. Knowledge normalization in cardiovascular diseases.
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5.1 Structured Data Conversion Procedure

The main process of structured data transformation is mapping from structured data in
ER databases to RDF/OWL instance knowledge graphs, supported by mapping rules
from doctors setting through rule base tool. The detailed technology is introduced in the
conversion of UMLS to medical thesaurus CKG in Sect. 4.1.

5.2 Unstructured Data Conversion Procedure

The key tools of unstructured data conversion procedure in DEKGB are as follows:
entity extraction [8], event extraction and relation extraction shown in Fig. 5. The
purpose of this procedure is to extract entities, events and relations in unstructured data
and convert them to IKG. In extraction tasks, machine learning-based methods are
widely used, but they may be so noisy as to provide many wrong results. So rule-based
data integration and extraction approaches are adopted and it has better interpretability
and effective interactive debugging [9]. Hence, for better extraction performance and
the ability to process massive EMR data, DEKGB provides rule base tool and doctor
annotation tool to involve doctors and adopt machine learning-based methods at the
same time. Doctor Annotation Tool provides the annotation interface, with which
doctors can annotate the unstructured data based on the concepts provided by the CKG.
The annotated results will be stored in the entity corpus and relation corpus, used as
training set to support entity and relation extractions with machine learning algorithms.
The combination of doctors’ annotation and machine learning methods can augment
the performance of entity and relation extraction [10].

Entity Extraction Tool. The entity extraction tool in DEKGB is based on the
sequence annotation method and the rule-based method. To implement the methods,
rule base tool and entity corpus are adopted to support it (Table 3).

Sequence Annotation Method. Based on sequence annotation method, entities and
relations can be extracted, and used as training set for machine learning method to
extract entities and relations in a larger data set. Comparing the results and efficiency
among different models, we use LSTM-CRF and CRF in our method [11, 12]. Here is
an example of annotation-based entity extraction in cardiovascular diseases:

Fig. 4. Instance graph building module.
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Pattern-Based Entity Extraction. Pattern-based entity extraction [13] can extract entity
and relation at the same time, which will be described in relation extraction.

Relation Extraction. The relation extraction is composed of two parts: pattern-based
module and supervised learning method-based module [14].

Pattern-based method consists of two steps: (1) recognition of medical entities and
(2) identification of the correct semantic relation between each pair of entities.
In DEKGB, patterns are defined by doctors in the rule base. For example, many EMRs
in inpatient medical records have patterns like “The patient has symptoms such as ***”
and “The patient was admitted because of ***”. Such patterns can be applied to entity
extraction and relation extraction. At the meantime, supervised learning method is
adopted, which would improve the accuracy when data scale is larger (Table 4).

Here is an example of pattern extraction using DEKGB in cardiovascular diseases:

Table 3. Annotation-based entity extraction in cardiovascular diseases.

Input:
When the patient got up in a morning 1 week ago, he had chest pain with no obvi-
ous inducement, located in the precordial region, radiating to left shoulder and 
left elbow joint, accompanied by sweating and palpitations….
Output:

<chest pain, CUI, C0008031 >
<precordial region, CUI, C0230134>
<radiating, CUI, C0332301>
<shoulder, CUI, C0037004 >
<elbow joint, CUI, C0013770 >
<sweating, CUI, C0038990>
<palpitation, CUI, C0030252>

Table 4. Pattern extraction in cardiovascular diseases.

Input:
The patient had chest tightness after a physical activity 4 years ago, no chest 
pain, no abdominal pain or diarrhea, no nausea or vomiting, and was diag-
nosed as "coronary heart disease" in the local hospital. .......
PATTERN1: The patient/ He / She had + * (may split by ‘,’) + after+ *
Output Entity: 
{chest tightness}: C0232292,   {physical activity}: C0026606

Output Relation: 
Patient<has>chest tightness, chest tightness <after>activity

PATTERN2: no +*+ or + * + , (split by ‘,’)
Output Entity: 

{chest pain}: C0008031, {abdominal pain}: C0000737......
Output Relation: 
Patient<no>chest pain, Patient<no>abdominal pain......
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6 Extension to Include a New Disease

In addition to building disease-specific knowledge graphs, DEKGB is also extensible to
include new diseases into current knowledge graphs. Except for the input of EMRs and
doctors’ prior knowledge in another disease, the building tools and the input of medical
thesaurus can be reused. Hence, workload of building health knowledge graphs for a
specific disease will be reduced and a health knowledge graph covering different kinds
of diseases can be constructed incrementally. For example, when DEKGB is going to
include diabetes mellitus into the existing cardiovascular diseases knowledge graph, the
following steps need to be implemented:

Firstly, DEKGB needs EMRs and doctors specialized in diabetes mellitus.
Specifically, doctors need to provide their prior knowledge from three aspects:

(1) Diabetes mellitus related concepts, relations and RDF triples, and Table 5 pre-
sents an example from doctors in C2 hospital;

(2) Mapping rules from ER to RDF based on the structured data in EMRs;
(3) Entity and relation extraction rules based on the features of unstructured data in

EMRs. Table 6 shows an example.

Comparing to cardiovascular diseases, the extraction patterns of diabetes mellitus
have their own features, which also proves the necessity of doctors.

Secondly, CKG of diabetes mellitus will be constructed. After getting prior knowl-
edge from doctors through doctor input tool, the concepts, relations and triples will be put
into normalization tool for standardization, based on the existingmedical thesaurus CKG.
Afterwards, the CKG of diabetes mellitus will be implemented. Figure 5 shows a part of
CKG of diabetes mellitus based on prior knowledge from doctors after the normalization
process.

Finally, IKG of diabetes mellitus will be built. In this process, doctors firstly need
to annotate the unstructured data based on the CKG and EMRs in diabetes mellitus.
Then machine learning methods are adopted to process massive EMR data and gen-
erate entity and relation corpus. Afterwards, on the basis of extraction rules in rule base
and automatic extraction methods, the medical knowledge in EMRs of diabetes mel-
litus will be extracted. Hence, the IKG of diabetes mellitus can be implemented.

Table 5. Concepts, relations and triples in diabetes mellitus.
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7 Conclusion and Future Work

In this paper, we propose a disease-specific and extensible knowledge graph building
framework named DEKGB. This framework can be used to construct a disease-specific
knowledge graph or applied to extend the current health knowledge graph to include a
new disease based on medical standards, doctors’ prior knowledge and EMRs from a
professional hospital. In order to augment the accuracy of knowledge and provide a
user-friendlier application, we adopt doctor-involved tools in DEKGB.

Table 6. Pattern extraction in diabetes mellitus.

Input:
The patient has found to have hyperglycemia for more than 3 years. ...... The 
patient was admitted in our department with "diabetes mellitus ". Since on-
set, the patient has polydipsia, polyphagia, polyuria and 3 kg loss in body 
weight.
PATTERN1: The patient/ He / She had symptoms such as + *, (split by ‘,’)
Output Entity: 

{headache}: Concept node: C0018681
{dizziness}: Concept node: C0012833/ C0220870/C0012833 /C0149746
{thirst}: Concept node: C0039971

Output Relation: 
Patient<has>headache
Patient<has>dizziness
Patient<has>thirst

PATTERN2: Since onset, the patient has +*+ (split by ‘,’)
Output Entity: 

{polydipsia}: Concept node: C0085602
{polyphagia}: Concept node: C0020505 
{polyuria}: Concept node: C0032617
{body weight}: Concept node: C0005910

Fig. 5. CKG of diabetes mellitus.
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In the future, we will gradually involve more medical knowledge from multiple
international medical standards and from other channels other than hospitals, to enrich
the knowledge graphs built by DEKGB and we will refine the tools we adopt to better
fit the actual needs and augment the efficiency and accuracy.
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