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Foreword

Foundations of Data Visualization should become required reading for visualization
researchers. In my Visualization Viewpoints article on Top Scientific Visualization
Problems,1 I encouraged visualization researchers to engage in what Bill Hibbard
called “foundational problems” in visualization.2 Researchers responded with
exciting new papers describing theoretic frameworks, new conceptual models,
ontologies, and taxonomies.3 The editors of Foundations of Visualization, Min
Chen, Helwig Hauser, Penny Rheingans, and Gerik Scheuermann, have assembled a
who’s who among international visualization researchers contributing to founda-
tional visualization problems.

Foundations of Data Visualization begins by introducing important basic con-
cepts related to visual abstractions, what measurement means in visual spaces, and
knowledge-assisted models, including an information-theoretic perspective. The
book then moves on to explore the fundamental mathematical and computer science
underpinnings of visualization, illuminating many essential links between computer
science and mathematical theory and visualization theory.

An observation variously attributed to Yogi Berra, Albert Einstein, Richard
Feynman, and Jan L. A. van de Snepscheut goes, “In theory, there is no difference
between theory and practice. But, in practice, there is.” In a nod to this paradoxical
truth, the book concludes with several chapters on empirical studies in visualization
and multiple “real-life, feet on the ground” examples of visualization collaborations
with university and industrial domain, scientific, engineering, and medical
researchers, reminding us how visualization in its practice reaches into and influ-
ences virtually all disciplines and aspects of our lives.

1C. R. Johnson: Top Scientific Visualization Research Problems; IEEE Computer Graphics and
Applications 24(4): Visualization Viewpoints, pp. 13–17, July/August 2004.
2B. Hibbard: Top Ten Visualization Problems; Proc. ACM SIGGRAPH 33(2), ACM Press, 1999,
pp. 21–22; https://doi.org/10.1145/326460.326485.
3M. Chen, J. Kennedy: References for Theoretic Researches in Visualization; https://sites.google.
com/site/drminchen/themes/theory-refs, 2017.
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Likewise, as da Vinci understood the need for practitioners to study their own
practices, whether the art of science or the science of art, so too did he comprehend
the need to theorize those practices in order to understand them and hence to
strengthen them. I cannot help but agree with him when he says, “He who loves
practice without theory is like the sailor who boards ship without a rudder and
compass and never knows where he may cast.”

This book reminds us that, as practice evolves, theories of visualization emerge
and themselves evolve. The book Foundations of Data Visualization proposes
many “stakes in the ground” for future discussion and debate. I encourage all
visualization researchers to read this volume and to engage and further the dis-
cussion—even to propose new theoretical ideas—on foundational visualization
research.

August 2019 Chris R. Johnson
University of Utah

Salt Lake City, USA
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Preface

Data visualization is the user- and task-oriented transformation of data from mea-
surement or simulation, as well as from models (empirically crafted or machine-
learned) into interactive images for exploration, analysis, and presentation. It has
become an indispensable central part of the knowledge discovery process in many
fields of contemporary endeavor. Since its inception about three decades ago, the
techniques of data visualization have aided scientists, engineers, medical practi-
tioners, analysts, and others in dealing with a wide variety of data. One of the
powerful strengths of data visualization is the effective and efficient utilization
of the human sensory and cognitive system to enable and support instructive
exploration, complex analysis, and critical decision making, through the recognition
of relevant patterns, the observation of unseen relations, and the identification of
new connections with other data and complementing facts, concepts, theories,
goals, and opinions, which are known to the users. Since vision dominates our
sensory system, a significant amount of effort has been made to bring meaningful
abstractions or other useful information to our eyes through interactive computer
graphics. The foundations of data visualization should therefore address the fun-
damentals of visualization techniques, the intrinsics of visualization processes, the
conceptualization of visualization users, their mind and tasks, and the principles of
developing visualization applications. The interplay of these multidisciplinary
foundations of data visualization and currently emerging, new research challenges
in visualization constitute the broader basis of this book.

As the title indicates, this book focuses on the foundations of visualization as
seen by about fifty experts from all areas of visualization, including scientific
visualization, information visualization, and visual analytics, providing an in-depth
discourse on a wide range of foundational topics, based on their broad expertise.
The rapid advances in data visualization have resulted in a large collection of visual
designs, algorithms, software tools, and development kits. We also commonly refer
to a substantial body of work on mathematical methods in data visualization such as
topological methods, feature extraction techniques, and information-theoretic
solutions. However, we are still lacking a widely accepted and unified descrip-
tion of theoretical, perceptual, and cognitive aspects of visualization that would
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allow visualization practitioners to derive even better solutions—facilitated by a
sound theoretical basis. With this book, we identify promising, related ideas and
contribute to their further discussion, evaluation, validation, or falsification.
Currently, many visualization researchers and developers employ empirical studies
to decide if a visual design is more effective. They could benefit from a compre-
hensive theory that answers why one visual design is more effective than another
and how a visual design can be optimized. Fortunately, the visualization commu-
nity has accumulated a substantial amount of knowledge about the role of existing
visualization techniques in specific analytic processes, but the generalization of
such knowledge for explaining many phenomena in practice or guiding the
development of new applications has been challenging, especially in terms of using
mathematical theories and quantitative measures. Accordingly, progress in such
principle research on data visualization would also contribute quantitative measures
of visualization quality. In addition, the community seeks a better understanding
of the merits and demerits of conducting different forms of empirical studies
involving domain experts and may benefit from the development of theory-guided
methodologies for evaluating visualization techniques and systems.

With the experience of delivering technical advances over the past three decades,
it is timely for the visualization community to address these fundamental questions
with a concerted effort. Such an effort will be critical to the long-term development
of the subject, especially in building theoretical foundations for the subject. The
community needs to develop suitable models for the whole visualization process
from cleaning and filtering the data, analysis processing, mapping to graphical
representations, to the perception and cognition by the human visual system and the
interpretation by the human mind. While we have good empirical methods for
evaluating visualization techniques and systems in applications, more effort will be
necessary for using empirical studies to inform theory formation and to validate or
falsify proposed theories. Such theories, once adequately validated, would in return
provide the basis for more effective and efficient methods of evaluation. Modern
visualization includes advanced numerical and algorithmic data processing, so the
correctness of such processing requires a critical look at its assumptions, consid-
ering the application at hand. Only then, visualization can establish strong corre-
lations between visualization algorithms and questions in the application domains.
Further, uncertainty has received attention from the visualization community in
recent years, but a full analysis of uncertainty at all stages of the established
visualization pipeline is still not available. Theoretical foundations of uncertainty in
visualization need to be related to uncertainty in the data, errors due to numerical
processing, errors due to visual depiction, and, finally, uncertainty in human per-
ception and cognition.

This book does not provide the absolute or final foundations of data visualiza-
tion, and indeed no book could ever do. Nevertheless, to date, it is the most
extensive collection of this discourse, by the visualization experts representing
different areas of visualization, on four important foundational aspects of
visualization:

viii Preface



Theoretical Underpinnings of Data Visualization: As the research field of data
visualization evolves, and lots of individual contributions are made to a quickly
growing corpus of the visualization literature, theoretic considerations become
increasingly important. Explaining visualization and how it works become a
pressing question as well as sorting out essential theoretic underpinnings of the
visualization process. In Part I of this book, six chapters contribute a rich in-depth
discussion of central theoretic questions in visualization research. A fabric of
visualization (Chap. 1) is described, demonstrating the complex interaction of
different aspects in data visualization, before the central topic of abstraction is
addressed (Chap. 2). In Chap. 3, the question of what can we measure in visual-
ization (and how) is discussed, before the focus is set on the role of prior knowledge
in visualization (Chap. 4). Part I of this book then closes with two extensive
chapters on important mathematical foundations of visualization (Chap. 5) and on
essential concepts for mappings and transformations in data visualization (Chap. 6).

Empirical Studies in Visualization: While empirical studies provide useful means
for evaluating visualization techniques and systems, it has become more common to
use empirical studies to gain new insight about various fundamental questions about
human perception and cognition in visualization. Meanwhile, there has been con-
cern about whether empirical studies can serve as an effective and efficient means of
evaluation in applications involving domain experts and aspiration for finding more
cost-effective evaluation methods. The six chapters in this part address the topics on
empirical studies from several perspectives that are rare in the visualization liter-
ature, including a survey of variables used in controlled and semi-controlled
experiments (Chap. 7), a rational discourse on evaluation involving domain experts
(Chap. 8), an in-depth discourse on evaluation in the form of long-term case studies
(Chap. 9), an inspiring argument for using visualization as an analytical tool for
handling data resulting from empirical studies (Chap. 10), a philosophical exami-
nation of different schools of thought that represent some most consequential
hypotheses in visualization (Chap. 11), and a summary of the challenges and
opportunities in empirical visualization research (Chap. 12).

Collaboration with Domain Experts: Many visualizations address questions and
needs from researchers, engineers, or analysts. These users know the data, the
underlying model, and the tasks well, usually even better than the visualization
experts involved. This part discusses successful examples and draws conclusions
from them in collaboration with such domain experts. The reader can also find some
advice on how to find and start good collaborations. The three chapters in this part
address the topic of collaboration with domain experts from practical and theo-
retical points of view. Seven successful case studies are described including learned
lessons (Chap. 13), the view of industry in collaboration with universities is given
special attention (Chap. 14), and more theoretical considerations about the col-
laboration between domain experts and visualization researchers are presented
(Chap. 15).
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Visualization for Broad Audiences: Besides domain experts, there is strong need
for visualizations for broad audiences like the general public. A substantial part of
science communication and public debate relies on effective visualizations allowing
to understand and to draw conclusions for a lay audience on data. This part concerns
the foundations of this specific challenge (Chap. 16), as well as remaining challenges
(Chap. 21). It also includes descriptions of the goals, characteristics, and examples
of visualization for broad audiences in four distinct settings: a research institute
(Chap. 17), a large government agency (Chap. 18), a science center or museum
(Chap. 19), and three different perspectives on educational settings (Chap. 20).

This book follows an inspiring, engaging, and energetic Dagstuhl Seminar in
January 2018 on the topic. The editors and all the authors are very grateful to
Schloss Dagstuhl, its staff, and its funding organizations for the unique opportunity
to hold the seminar there. Without this support and great atmosphere, this book
would not have been possible. The section of Acknowledgment details our gratitude
to all seminar participants, authors, reviewers, the individuals, and organizations
that helped to produce this book.

Oxford, UK Min Chen
Bergen, Norway Helwig Hauser
Orono, USA Penny Rheingans
Leipzig, Germany
February 2020

Gerik Scheuermann
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Part I
Theoretical Underpinnings of Data

Visualization

Thinking theoretically about data visualization includes a variety of perspectives, of
which several are addressed in the following chapters. Holistic attempts to formu-
lating a theory of data visualization, for example, may result in help with explaining
visualization and how it works. Seeing visualization as a rich compound of aspects
leads to theoretic considerations of particular questions, for example, relating to
the user (and her/his tasks) in visualization, or to mathematical and technological
concepts that enable the successful communication of the data to the user. As an
increasing amount of research on visualization unfolds–data visualization is still a
relatively youngdiscipline, compared tomanyothers such as physics, chemistry, etc.–
the field is seeking principal explanations as well as theoretical foundations. Clearly,
one may not expect to arrive at the all-explaining, ever-standing theory without any
intermediate steps–scientific theories develop over time as every falsification of an
older theory invites the formulation of a new and better theory. In that sense, the
following chapters amount to a serious contribution to this still young discussion
about theoretic considerations in visualization and it is expected that this contribu-
tion stimulates further thoughts and new work on next-level theoretic foundations of
data visualization.

InChap. 1, “TheFabric ofVisualization”,Marai andMöller describe the landscape
of visualization foundations in terms of a Human aspect, a Systems aspect, and a
Formal aspect–together with the domains on which these visualization foundations
are based on. They emphasize that visualization is rooted in a rich variety of different
fields and that their contribution shapes a multi-aspect fabric of visualization theory–
still young and sparse. Together with thoughts about the essential evaluation of
theoretic considerations–in visualization as well as in general–they explain that this
book should be seen much more as a starting point of theoretic thoughts about
visualization than as a final answer.

In Chap. 2, “Visual Abstraction”, Viola, Chen, and Isenberg address the central
concept of abstraction in visualization and provide a formal footing for the notion of
abstraction. They discuss the different roles of abstraction in visualization and how
they relate to the different domains that visualization is rootet in. After reviewing
the notion of abstraction as known from related fields, they then put special empha-
sis on visual abstraction, before working out an information-theoretic analysis of
abstraction as a process.

http://dx.doi.org/10.1007/978-3-030-34444-3_1
http://dx.doi.org/10.1007/978-3-030-34444-3_2


2 Part I: Theoretical Underpinnings of Data Visualization

In Chap. 3, “Measures in Visualization Space”, Bolte and Bruckner discuss the
important notionofmeasurements–herewith a special focus onvisualization.Clearly,
measurements,may they be taken fromparts of a visualization solution, or fromentire
visualization approaches, quantitatively or qualitatively, provide an essential basis
for a useful reasoning about visualization, for evaluation, comparison, and for pre-
diction. For four types of measurements–quality metrics, metaperceptual processes,
perceptual characteristics, and structure-oriented measures–they discuss also their
empirical measurability and their descriptive power, concluding that more work is
needed–not only to formulate useful measures, but also to work out their measura-
bility.

In Chap. 4, “Knowledge-Assisted Visualization and Guidance”, Miksch, Leitte,
and Chen direct the reader’s focus towards one of the most critical reasons for why
visualization is often such a successful mechanism for helping users with their
tasks, i.e., the user’s tacit knowledge from a priori processes. They describe how
knowledge-assisted visualization provides solutions for incorporating implicit and
explicit knowledge into visualization solutions, including also information-theoretic
considerations about the visualization process, targeted at supporting users during
decision making. Moreover, they also address the non-trivial topic of guidance in
visualization and how it can help users to bridge knowledge gaps during an interactive
visualization session.

In Chap. 5, “Mathematical Foundations in Visualization”, Hotz, Bujack, Garth,
and Wang provide a large-scale review of mathematical concepts in visualization-
demonstrating impressively, howwide-spread and important the role of mathematics
and its many different subfields, including calculus, linear algebra, differential geom-
etry, topology, statistics, and others, is in visualization. This overview addressesmany
mathematical topics that form an essential basis of many visualization solutions and
understanding them sufficiently well amounts to a reprequisite for designing and for
understanding visualization.

In Chap. 6, “Transformations, Mappings, and Data Summaries”, Whitaker and
Hotz take a detailed look at visualization as a mapping from data to interactive
graphics, discussing the different types of data and providing a rich overview of
crucial aspects of transformations, mappings, and summaries that constitute essential
parts of successful visualization processes. They review a large variety of different
methods and techniques, providing a useful overview of typical approaches to central
steps in the visualization pipeline.

On the Role of Mathematics in Visualization

Hans Hagen and Roxana Bujack
Visualization, as a part of computer science as well as a part of mathematics, relies
on both fields, not only as a foundation, but also as a source of crucial concepts
and tools. Mathematics is an important foundation of science, because it provides a
logical and quantitative approach to the scientific process. Mathematics in science
can be thought of an analogy to words and their substance in a language.

http://dx.doi.org/10.1007/978-3-030-34444-3_3
http://dx.doi.org/10.1007/978-3-030-34444-3_4
http://dx.doi.org/10.1007/978-3-030-34444-3_5
http://dx.doi.org/10.1007/978-3-030-34444-3_6


Part I: Theoretical Underpinnings of Data Visualization 3

Mathemathics is the queen of the science.

Carl Friedrich Gauss

There is no consensus on the definition of mathematics, not even on the question
whether it is an art or a science. Also, we know today from Gödel’s incompleteness
theorem that it cannot be completely embedded into a firm axiomatic framework,
because every sufficiently powerful axiomatic system has undecidable statements.
But this does not make it any less crucial for science. It provides concepts, like
quantity, structure, space, and change to study tools, methods, and approaches–not
at the least in visualization–that facilitate practice.

Without mathematics, there’s nothing you can do.
Everything around you is mathematics. Everything
around you is numbers.

Shakuntala Devi

Mathematical concepts are a fundamental part of nearly all branches of science.What
would be

– Computational Fluid Dynamics without vector fields,
– Magnetic Resonance Imaging without tensor fields,
– Special Relativity without hyperbolic geometry, or
– General Relativity without differential geometry?

Through the tools of mathematics, we are able to precisely describe and formalize
observed phenomena. This allows us to make reproducible statements that have a
clear meaning across boundaries of fields. Since visualization relies on a multitude
of scientific fields and on top of that serves a large number of different application
sciences, it is crucial that it uses an underlying shared language. Mathematics is the
only reasonable candidate, because it has an operational vocabulary that all sciences
already know and that is general enough as well es also precise enough to work
across fields, cultures, and spoken languages.

The book of nature is written in the language of
mathematics.

Galileo Galilei

Oftenmathematics, inspired by one area, proves useful inmany other areas, and joins
the general stock of mathematical concepts. In visualization, we use it to describe
sources, kinds, and transformations of data.We quantify the validity and limits of
the output. A mathematical theory may even predict phenomena that have not been
observed experimentally yet and thereby guide intuition and future scientific explo-
ration. Even the purest mathematical concepts often turn out to have practical appli-
cations.
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How can it be that mathematics, a product of human
thought independent of experience, is so admirably
adapted to the objects of reality?

Albert Einstein

A rigorous mathematical statement of the goal can directly steer us to a specific
establishedmethodor implementation fromother fields, e.g., casting a graph layout as
an optimization problem. Further, it opens up the complete toolset that mathematics,
physics, perceptual sciences, color theory, and computer science have to offer, which
helps us to do our work and research far more efficiently.

In mathematics the art of proposing a question
must be held of higher value than solving it.

Georg Cantor

All in all, mathematics is an essential tool for all sciences; and vice versa, all sciences
provide inspiration and insight into mathematics.

Number rules the universe.

Pytagoras

To wrap up, one additional quote is added from our discussion about the meaning of
mathematics for visualization at Schloss Dagstuhl in January 2018:

The more math, the less blah blah.

Hans Hagen



Chapter 1
The Fabric of Visualization

G. Elisabeta Marai and Torsten Möller

Abstract The visualization theory foundations draw on several domains, from sig-
nal processing to software design and perception. This chapter describes the land-
scape of visualization foundations along three aspects: a Humans aspect, a Systems
aspect, and a Formal aspect, along with the domains the visualization foundations
are rooted in. This chapter further provides definitions for the visualization, theory
foundation, theory, model, and concept terms, and a discussion of theory granularity,
from grand theories to middle-range theories and to practice theories. The chapter
further discusses several challenges related to the theory fabric of the visualization
that result from the diversity of our roots. The chapter ends with a discussion of pos-
sible evaluation criteria for theory components, with respect to the range of theories
and models, from mathematical frameworks to guidelines and best practice advice
presented in this book.

1.1 Visualization: Definition and Essential Aspects

Since the year 2000, the term “visualization” appears to be ten times more frequently
used in books than “computational biology” and about five times more frequently
than “compilers” [6]. No doubt, this use is compounded by the dual dictionary def-
inition of the term, where visualization is defined [3] as either: (1) [mass noun]
The representation of an object, situation, or set of information as a chart or other
image (e.g., “video systems allow visualization of the entire gastrointestinal tract”),
or [count noun] a chart or other image that is created as a visual representation of
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Fig. 1.1 Visualization theory foundations draw on multiple domains

an object, situation, or set of information (e.g., “3D visualizations for architectural
design”) or (2) the formation of a mental image of something (e.g., “visualization is
a helpful technique for relieving stress”).

In fact, the emphasis on visualization as a computing discipline started relatively
recently in 1987, with the publication of “Visualization in Scientific Computing,” a
special issue of Computer Graphics [14]. Since then, the term has been continuously
revisited and redefined, to clarify, for example, that interactive visualization was
distinct from digital weather animations.

In this book, we refer to visualization along its first dictionary interpretation
above, and as more precisely defined by Munzner: “Computer-based visualization
systems provide visual representations of datasets designed to help people carry out
tasks more effectively” [16]. In this textbook definition of visualization, we note the
explicit reference to computer-based systems, to the analysis tasks involving datasets,
and to humans who perform the tasks and their visual system. In fact, these three
axes capture the essential aspects on which the theory foundations of visualization
stand: the Systems, Formal/Analysis, and Human aspects.

In turn, these aspects draw on several domains, from signal processing to percep-
tion. Figure1.1 illustrates the landscape of visualization foundations along the three
aspects (Systems, Formal, and Humans), as well as the domains the visualization
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foundations are rooted in, with their respective connections to specific disciplines:
the System aspect connects to Computer Science and Engineering; the Formal aspect
connects to Formal Sciences; and the Humans aspect connects to Social Sciences.
Clearly, some of these roots are further connected to each other—for example, soft-
ware design in visualization involves both Systems and Humans, and data mining
is related to data base programming (Systems), as well as to machine learning and
statistics (Formal).

1.1.1 Terminology

At the center of Fig. 1.1 lie the existing visualization theory components (including
principles, frameworks, models, guidelines), whether specific to the visualization
field or borrowed from related fields. Before we discuss the challenges related to
these theory components, as well as possible criteria for their evaluation, we need
terminology. In the following sections, theory foundation denotes the set of con-
cepts, theories, and models on which the practice of visualization is based, as well
as a system of ideas intended to explain phenomena or observations related to visu-
alization. A concept is an abstract idea or a general notion. A theory provides a
description of concepts and their relationships, in order to help us understand a phe-
nomenon or observation. A model is a system or prototype used as an example
to follow or imitate; unlike a theory, a model usually involves some meaningful
arrangement or sequence of concepts. A theory component is any aspect of a theory
foundation above, be it a concept, a theory, or a model.

Furthermore, following similar definitions in other fields [20], theories can have
different granularity, spanning the formal to practice space. Grand theories have the
broadest scope and present general concepts and propositions or principles. Grand
visualization theories consist of conceptual frameworks intended to be pertinent to
all instances of visualization. Theories at this level may both reflect and provide
insights useful for practice but are not designed for empirical testing. Middle-range
theories are narrower in scope than grand theories—they are simple, straightfor-
ward, general, and consider a limited number of variables and limited aspect of
reality, they present concepts at a lower level of abstraction, and guide theory-based
research and visualization practice strategies. The functions of middle-range theories
are to describe, explain, or predict phenomena and observations. Middle-range theo-
ries offer an effective bridge between grand visualization theories and visualization
practice. One of the hallmarks of middle-range theory compared to grand theories is
that middle-range theories are more tangible and verifiable through testing. Practice
theories have the most limited scope and level of abstraction and are developed for
use within a specific range of visualization situations. Visualization practice theo-
ries may provide guidelines for visualization design and implementation and predict
outcomes and the impact of visualization practice. The capacity of these theories is
limited, and they analyze a narrow aspect of a visualization phenomenon or observa-
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tion. Visualization practice theories are usually defined to an exact community (e.g.,
broad audiences, domain expert audiences, etc.).

1.2 Theory Foundation Challenges

Because the visualization theory foundations draw on several domains (Fig. 1.1),
it is important to be aware of the effect these roots have on the theory fabric of
visualization. First, while several books, including this collection, seek to formulate
theory components in the form of concepts, theories, and models, it is important
to be aware that, with such complex roots, the landscape of visualization theory
is sparsely populated. For example, it is unlikely that exactly three types of visual
analysis workflows exist, although only three are currently documented (“Overview-
first”, “Search-first”, and “Details-first”) [8, 12, 24]. Second, given the root diversity
of visualization, theoreticians should be open to multiple points of view. In fact, as
a result of their adaptation to the visualization research context, some theories and
models may disagree with each other, some may complement each other, some may
be incorrectly framed into, transferred to, or applied to the visualization field, and
some concepts may be duplicated. Third, given that the visualization field itself is
still evolving, we should be prepared to revisit our theory foundation periodically. For
example, from a practical perspective, some of the visualization theories are based
on observations and may be later contradicted by other observations. Fourth, we note
thatwhile some of the visualization roots aremature (e.g., numericalmath), others are
still, themselves, evolving at a fast pace (e.g., social science). In consequence, there
is always a chance that visualization theory components will ignore important new
developments in our root disciplines. For these reasons, the visualization field should
never overlook or dismiss a challenge to our theory foundation. Furthermore, given
the currently high entry bar for new theory contributions, we could also carefully
consider how to evaluate and challenge an existing theory component.

In this section, we illustrate these issues by examining first the source of one exam-
ple foundational component, showing how that component entered the visualization
field, what evidence supported it at the time, and how it was later challenged.

1.2.1 A Trajectory: User- and Activity-Centered Design

To illustrate some of the challenges associated with having multiple roots as a field,
let us consider the historical background and trajectory of a core theory concept in
visualization, that of domain characterization in the visualization design process.

Visualization relies significantly on data from other domains. As a consequence,
aswe train in visualization research,we also train into interdisciplinary collaboration.
Whether we seek to design a novel technique, or adapt or extend an existing one, the
users’ needs, goals, and constraints need to be first discussed. In the visualization
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literature, this first step is known as “characterizing the domain”, and it is particularly
important, since subsequent layers in the design process depend on it [16]. This step is
also notoriously difficult: From one end, designers may lack the domain knowledge
to extract or even understand the domain experts’ needs; from the other end, the
domain expertmay not be able to articulate those needs, or have the time to apprentice
a visualization researcher.

While the concept of domain characterization exists in both the software engi-
neering and in the interaction design literature (as “requirements engineering”), spe-
cific models of this process have been constructed in the visualization field, perhaps
because visualization design relies on the human visual system and depends heavily
on data. These models tend to rely on the user-centered design or human-centered
design (HCD) paradigm introduced by human–computer interaction research. In this
paradigm, as described by Don Norman in his “The Design of Everyday Things”
2002 book [18], we (the designer) start the design process by observing the user,
we generate ideas, then prototype, after which we test the prototype with the user,
and reiterate through this process. The core of this paradigm is that a deep, detailed
knowledge of the user is necessary in order to design.

Yet several aspects of this HCD paradigm, as adapted into the visualization field,
come at odds with either other roots of visualization, or with empirical observations
in the field. For example, if, as proposed in the HCD-derived literature, the value
of a visualization is measured in its number of users [27], then the relative value
of a visual computing project commissioned by the two researchers who will find a
cure for Alzheimer’s disease would be really questionable, despite its transformative
impact. A step further, the software design literature emphasizes writing functional
specifications (a layman description of the function of a software system, without
any implementation or design details) before prototyping [25]; that essential stage
does not appear in HCD models, despite the fact that most visualization systems are
a form of software. Furthermore, HCD models of domain characterization also lead
to starkly lower rates of project success than those observed in software engineering
[13]. Last but not least, visualization domain characterization models based on the
HCD paradigm emphasize a so-called visualization triad, Humans-Data-Tasks, and
in doing so tend to lose sight of the user workflows and context of the user activity.
Workflows are not just sequences of tasks; they are sets of interrelated processes [19].

Interestingly, by 2005 Norman was already cautioning the interaction community
against HCD: “HCD has become such a dominant theme in design that it is now
accepted by interface and application designers automatically, without thought, let
alone criticism. That’s a dangerous state—when things are treated as accepted wis-
dom” [19]. Around that time, Norman started advocating for an alternative model,
called activity-centered design (ACD). Rooted in Russian and Scandinavian Activity
Theory, ACD focuses on activities, not on the individual person: “...because people
are quite willing to learn things that appear to be essential to the activity, activity
should be allowed to define the product and its structure” (Norman, The Design of
Everyday Things Revised and Expanded, 3rd ed) [17]. Because activities are per-
formed by humans, ACD can be regarded as an enhancement of human-centered
design. However, note that ACD specifically ranks activities before users, and by
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extension, before data and users. Furthermore, activities are a higher-level concept
than tasks:With increasing granularity, users have activities (problems) and tasks. An
activity is a high-level structure such as “go shopping” or “understand the relation-
ship between E. coli genomes”, while a task is a lower-level component of an activity
such as “drive to market”, “find a shopping basket”, “use a shopping list to guide the
purchases”, respectively, “load the complete E. coli dataset (673 genomes)”, “locate
an ortholog cluster in the 673 genomes”, “examine the gene neighborhood of the
ortholog cluster” [1, 13], etc. An activity is a collected set of tasks, but all performed
together, potentially as part of a workflow, toward a common high-level goal. In
contrast, a task is an organized, cohesive set of operations directed toward a single,
low-level goal [13].

Most notably, the concepts underlying ACD resemble the software engineering
emphasis on the functionality of a software system. In particular, because designers
and domain experts can agree, during the initial requirement engineering stage of
the design, on the activities to be supported by a system, these functionality-related
requirements can be verified and formally approved by the “user” before the ideation
stage. After all, a functional specification describes the functionality and features
of a product, and it does not concern itself with how the product is implemented,
the underlying algorithms, exact interactions, or visual encodings used. Therefore,
functional specifications can effectively ensure that the designers are not solving the
wrong problem. They can also help the designers avoid situations where the way
the data are shown does not fit correctly the user workflow—before the prototyping
stage.

While the interaction design domainwas coming to termswith theACDparadigm,
the visualization field continued to develop theories and guidelines using the HCD
paradigm and the Humans-Data-Tasks triad for at least another decade. A first model
unifying via ACD the interaction design roots and the software design roots of
domain characterization was proposed only in 2017 [13]. In this activity-centered
model, functional specifications explicitly capture the user activities and workflows,
as determined during the requirements session, in the form of designer-written sce-
narios. Asking the user to review these scenarios is a unique opportunity to verify that
the visualization designers are not solving the wrong problem, before the prototyping
stage. When evaluated on a set of 75 visualization projects, this ACD visualization
model correlated with a 63% success rate, compared to a 25% success rate using
HCD models [13], marking a wealth of missed opportunities in the field.

The example described above illustrates how theory components gleaned from
across the fabric of visualization may disagree with each other, and how they, and
the entire field, may benefit from being reconciled under a visualization-specific
framework. Given the heavy evidence accompanying the 2017 illustrative model
(the experience of many young designers, as opposed to the experience of one to a
few authors, in the case of earlier guidelines; or in contrast to considering the explicit
incorporation for the first time of user workflows into a model as sufficient merit,
as argued below), the example also illustrates the high entry barrier to new theory
components. In general, once theory components are established in the visualization
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field (e.g., the “Overview-first” mantra [24]), alternatives (e.g., the “Search-first”
mantra [8], and later the “Details-first” mantra [12]) are introduced with difficulty.

1.3 Evaluation of a Theory Component

Once a theory component takes root within a field, the entry barrier for new theory
components goes high. In particular, in our experience, appropriately or not, new
models and theories are often required during the review process to provide, along
with the theory component itself, some form of evaluation of that element. This
request comes in contrast to earlier published works; for example, the “Overview-
first” mantra was not accompanied by evidence [24].

One way to address this conundrum is by considering several possible evaluation
criteria for theory components. We note that theory components can be supported
by empirical evidence, or be mathematically provable. Neither form of evidence is
infallible: Empirical evidence may be contradicted by later observations, and math-
ematical proofs often make assumptions (which by definition are statements taken
to be true, without proof). In the assessment of the science philosopher Karl Pop-
per, a theory in the empirical sciences can never be proven, although it can be
falsified [7]. For example, the statement “All swans are white” can hold true in
certain parts of the world and be falsified once a black swan is observed.

With this observation in mind, in the visualization literature, a model or theory
has been acceptably supported by as little as one to a few concrete examples coming
from the experience of one to a few authors [11, 15, 22, 23] and sometimes by no
evidence [24]. A theory component has also been acceptably supported by evidence
from other reports in the literature, by direct comparison against an accepted alterna-
tive theory component [13], or bymathematical proof [2]. In general, the visualization
literature captures some of the different types of evaluation and concepts used in the
field [9, 10], without addressing the theoretical underpinnings of these types and
concepts.

In principle, there are many possible evaluation criteria for theory components.
Because this topic has not been explicitly discussed in the visualization community,
it is worth looking at how other disciplines handle the same issue of theory evalua-
tion. For example, one of the disciplines with keen interest in this topic is nursing.
As in visualization, nursing theory includes both theories unique to the field and
theories that have been borrowed from related sciences by practitioners to explain
and explore phenomena specific to nursing. Furthermore, nursing theories also span
a wide range, from grand theories to practitioner guidelines, and they are also largely
based on observations and phenomena, and on a mix of quantitative and qualita-
tive data. The seminal nursing theory evaluation work of Fawcett and Rizzo-Parse
[5, 20, 21] proposes as evaluation criteria the following elements: significance, inter-
nal consistency, parsimony, testability, empirical adequacy, and pragmatic adequacy
[4], which we briefly discuss below.
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Significance: The criterion of significance focuses on the context of the theory
component. This criterion requires justification of the importance of the theory com-
ponent to the discipline and is met when the origins of the theory component are
explicit, when antecedent knowledge is cited, and when the special contributions
made by the theory component are identified.

Internal consistency: This criterion focuses on both the context and the content
of the theory component. The criterion requires all philosophical claims, conceptual
model, and concepts and propositions, to be consistent with each other, the linkages
between concepts to be specified and that no contradictions in propositions are evi-
dent. The concepts also need to reflect semantic clarity (e.g., explicit definitions are
given) and semantic consistency (the same term and the same definition are used
consistently for each concept in the entirety of the author’s discussion).

Parsimony: This criterion assesses whether the content of a theory component is
stated clearly and concisely. The fewer the concepts and propositions needed to fully
explicate the theory component, the better.

Testability: Theory componentsmay be amenable to direct empirical testing. Such
an approach would require the concepts to be observable and the propositions to be
measurable. The criterion of testability for middle-range theories may be met, for
example, when specific instruments or experimental protocols have been developed
to observe the concepts, and statistical techniques are available to measure the asser-
tions made by the propositions. Descriptions of personal experiences may be used,
although they are not mandatory, to evaluate the testability of grand theories.

Empirical adequacy: This criterion requires the assertions made by the theory
component to be congruent with empirical evidence, determined by means of a
systematic review. If the empirical data conform to the theoretical assertions, it may
be appropriate to tentatively accept the assertions as reasonable or adequate.

Pragmatic adequacy: This criterion focuses on the utility of the theory component
for visualization practice. The criterion requires that practice theories be used in the
real world of visualization practice, while the extent to which a grand theory or
a middle-range theory meets this criterion could be determined, for example, by
reviewing all descriptions of the use of the theory in practice.

This list of potential evaluation criteria is not exhaustive; other criteria could
be heurism (the amount of research and new thinking stimulated by the theory;
whether other theorists quote the theory and use it as a springboard to create their own
theories), tests-of-time (a theory’s durability over time), and soon. Furthermore, some
of the criteria above might be more appropriate for specific theory components; for
example, pragmatic adequacy (or actionability) seems a good fit with the guidelines
and best practices described in the latter half of this book, while parsimony and
internal consistency may be more appropriate for the mathematical frameworks and
formal models described in the first half. Overall, we note the need for a wider range
of evaluation criteria of theory components, and for a better understanding of where
specific evaluation criteria may apply.
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1.4 Conclusion

The visualization field draws on a multitude of domains, connected to different
branches of science and engineering. Accordingly, many of the visualization theory
foundations draw from principles in these domains and sciences. In this chapter, we
organized these aspects along threemain axes: Systems, Formal andHumans, andwe
used these axes to describe the fabric of the visualization field and its ties to multiple
science and engineering domains. Building theory foundations for visualization is
the collective responsibility of the visualization community. Our different rootsmean
that our different subcommunities have different contributions to this space, and at
the same time, that our resulting space coverage is in consequence sparse.

As a result of their adaptation to the visualization research context, we noted that
some of the resulting theories and models may disagree with each other, some may
complement each other, and some may be incorrectly framed into, transferred to,
or applied to the visualization field. These complications affect the fabric of visu-
alization and lead in some cases to terminology overloading and duplication. The
field is still very young and fragmented, and there is a need to reconcile conflicting
views in the existing theory landscape. To maintain growth and intellectual diver-
sity, we furthermore need to keep an open mind with respect to existing guidelines,
accept challenges to our existing theory components, and lower the entry barrier for
alternative theories.

There are multiple resources available that discuss theory components of visual-
ization, including software design and user-centric design frameworks, mathematical
and systems engineering frameworks, and perceptual and cognitive frameworks [16,
26, 28]. This book itself contributes additional theory components, and is not an
exhaustive resource either. All these existing and proposed theory components can
be evaluated along amultitude of criteria.Whilemathematical frameworksmay score
highly along parsimony and consistency criteria, guidelines and best practice advice
also have complementary value along pragmatic adequacy criteria. In general, the
field stands to benefit from a wide range of theory contributions and from a wider
range of evaluation criteria.
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Chapter 2
Visual Abstraction

Ivan Viola, Min Chen and Tobias Isenberg

Abstract In this chapter, we revisit the concept of abstraction as it is used in visual-
ization and put it on a solid formal footing. While the term “abstraction” is utilized
in many scientific disciplines, arts, as well as everyday life, visualization inherits the
notion of data abstraction or class abstraction from computer science, topological
abstraction from mathematics, and visual abstraction from arts. All these notions
have a lot in common, yet there is a major discrepancy in the terminology and basic
understanding about visual abstraction in the context of visualization. We thus root
the notion of abstraction in the philosophy of science, clarify the basic terminol-
ogy, and provide crisp definitions of visual abstraction as a process. Furthermore,
we clarify how it relates to similar terms often used interchangeably in the field of
visualization. Visual abstraction is characterized by a conceptual space where this
process exists, by the purpose it should serve, and by the perceptual and cognitive
qualities of the beholder. These characteristics can be used to control the process of
visual abstraction to produce effective and informative visual representations.

2.1 Definitions

The term abstraction often lacks a precise definition in many fields. While several
fields have defined the term for their own purposes, there is only a vague under-
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standing of its meaning that is shared by all fields. Some scientific disciplines and
scholarly fields have adjusted the vaguely understood meaning to fit the needs of
the respective discipline or field. In this chapter, we first present our key definitions
related to visual abstraction, and we then provide the justification for the definitions.
In giving these definitions, we revise our previous set of definitions relating to the
concept of abstraction [19], based on new discussions related to, and insights from,
our further literature study. Terminology related to abstraction has been adopted from
Leppänen [9] and is discussed in Sect. 2.2.7.

Definition 2.1 An abstraction is a process that transforms a source thing into a less
concrete sign thing of the source thing. Abstraction uses a concept of point-of-view,
which determines which aspects of source thing should be preserved in its sign thing
and which should be suppressed.

Definition 2.2 A data representation is a sign thing that stands in digital form for
a referent thing from reality or another sign thing, using data structures or concept
things. Similarly, a visual representation is a sign thing that stands for a referent
from reality or another sign thing so that it can be visually perceived and cognitively
processed by a human observer.

Definition 2.3 Visual abstraction is a particular type of abstraction where the sign
thing is visual, while the source thing is either non-visual or visual. A visual repre-
sentation results from a process of visual abstraction if such transformation inten-
tionally disregards certain aspects of data representations.

Definition 2.4 The abstraction process also involves a point-of-view component
defined through the task,which the visualization process aids to accomplish. This task
is represented as a combination of targets on which particular actions are performed.

Proposition 2.1 The amount or significance of abstraction of a thing can be, in
computer or signal representations, quantified by means of information theory.

Definition 2.5 Ameaningful visual abstraction is a visual abstraction such that, for
a given point-of-view and for a given purpose or goal, key aspects of the underlying
referent thing are preserved in the visual representation so that the cognitive load
when perceiving it as a stimulus is significantly reduced.

Definition 2.6 A visualization is a process that transforms data representations
of a thing from reality into visual representations. Visualization is a process that is
intended to be ameaningful visual abstraction process. The designers of visualization
processes must understand the point-of-view component and tasks. Otherwise, they
would not reach the full meaningfulness intended.

Definition 2.7 An abstraction axis is the perceived sequence of visual representa-
tions that are assembled by the designer of a visualization system to illustrate a given
point or series of points about reality. Each of the building blocks of an abstraction
axis is the result of an individual abstraction process to a visual representation. Each
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transition between two successive abstraction axis building blocks can but does not
have to remove information, some can also both remove and add information based
on chosen blocks specific abstraction. If two or more abstraction axes are constructed
such that they affect independent aspects of the visual representations, they can be
combined into an abstraction space that observers can explore.

2.2 Flavors of Abstraction

The notion of what is abstract and what is concrete is a fundamental discussion in
philosophy, without a clear consensus. In its simplest terms, an abstract object has no
physical referent, while concrete objects have physical referents. Reiterating Frege’s
writings, “The Thought” [7] is even stronger in restricting what an abstract thought
is: “An object is abstract if and only if it is both non-physical and non-mental.” An
object is acknowledged asmental when “it exists at a time if and only if it is the object
or content of some mental state or process at that time.” This statement implies that
an abstract object is an object if and only if it cannot be found in nature, cannot be
constructed, and one cannot even form a mental image of it.

Another definition of abstract objects is that they lack causal powers [17]. This
means that abstract objects cannot affect other objects in any way. An empty set is
such a case of an abstract entity as it does not have any causal powers. The definition
of abstract entity is often so strict that some philosophers deny the existence of an
abstract entity as such. However, there seems to be better agreement on what an
abstraction is: “It is a distinctive mental process in which new ideas or conceptions
are formed by considering several objects or ideas and omitting the features that
distinguish them” [17]. Lewis [10] proposed that “abstract entities are abstractions
from concrete entities. They result from somehow subtracting specificity, so that an
incomplete description of the original concrete entitywould be a complete description
of the abstraction.” In the rest of the chapter, we use the term abstraction aligned
with these definitions to only describe a process, as we have also done in our own
definitions at the beginning. The entity after abstraction is, in our case, denoted as a
representation. We do not enter the dispute of whether it is an abstract entity or not.
In such a way, we build on the part that philosophers agreed upon, while we avoid the
terminological controversy. Before we look at the use of abstraction in visualization,
let us first consider its occurrence in related arts and sciences.

2.2.1 Abstraction in the Arts

In the arts, the term abstract art refers to non-figurative artwork, where the intent is to
develop art beyond depiction of natural or man-made objects. The composition may
exist with a degree of independence from visual references in the world [1]. This art
movement started during the early twentieth century and emerged from figurative art.
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Artists such as Picasso, Mondrian, Kandinski, and many others originally depicted
natural objects. The beginning of non-figurative art started with a deep analysis and
observation of the creative process, where the graphical elements that composed the
rendering became themselves the subject of study. The natural objects were gradually
represented through collection of simpler geometric primitives. The artists searched
for an expression of minimal set of visual elements that are still able to carry the
figurative meaning. But they did not stop there. Artists further experimented with
the graphical elements beyond recognizability of any corresponding figure from the
rendering itself. Interestingly, one can sometimes discover a correspondence to their
earlier works where a particular figure is still recognizable, thus transitively the
figure can be imagined in the fully abstract art with such aids as well. It indicates
that the artists still had a particular figure in mind, when rendering a particular art,
while, without the prior work context, this figure would not be discovered by another
human observer. This gradual process, which transformed figurative art into what is
now called abstract art, is abstraction.

2.2.2 Abstraction and Generalization in Cartography

In cartography, depending on a chosen scale for a map and its type/target audience,
a subset of information is selected, the elements to be depicted are simplified, and
their depiction is adjusted. For example, streets can be shown with a much larger
width than in reality, yet fine details of their path are removed. When zooming out,
important elements and landmarks in the map are depicted, while generally less
relevant elements are suppressed. At a particular level of scale, for example, the post
office, a religious place, a building of historical significance, a bridge over the river,
or the main streets are clearly depicted in the map, while similar objects in terms
of spatial dimensions are abstracted into very simplified representations, if they are
shown at all. The field has created a solid vocabulary and guidelines on how certain
elements should be depicted and when should they be visible. In cartographic visual
language, the umbrella term for guidelines of how different scales should depict
certain information is map generalization [2]. We discuss the specific meaning of
the term generalization below, but other principles such as grouping or classification
are applied here as well. In prior work, these concepts are considered as distinct
abstraction principles and we discuss their specifics below.

2.2.3 Abstraction in Shape Analysis

In shape analysis, the term abstraction typically refers to a skeletonization or ex-
traction of topological features that represent essential characteristics of the under-
lying shape [6, 8]. Here, abstraction preserves the key properties of the geometric
components such as their connectivity. The levels of detail of these abstracted repre-
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sentations are controlled through measures like persistence: this measure determines
which structures are too small for particular scale to justify their validity and which
are grouped into other larger-scale structures. Such abstracted representations facili-
tate the extraction of hierarchies in shapes to facilitate geometric linkage, multi-scale
representations, and—importantly—the topological representation is much sparser
and facilitates an unobstructed clear view on the key geometric properties. The same
holds for the topology of flow data, where a flow field is classified into points and
regions of certain uniform properties such as sinks, sources, and separatrices (curves
or surfaces) that partition the flow according to its long-term behavior.

2.2.4 Mathematical Abstraction

The termmathematical abstraction refers to a process of transforming a specific real-
world situation into generalized form using mathematical formalism.1 The specifics
which do not affect the solution to a given problem are removed so that, in the end,
only a set of key elements with properties and relations to each other remains, which
can be expressed formally. Problems to solve in mathematics class are frequently ex-
pressed as real-world situations. The tasks are to abstract from the real-world specifics
and apply a mathematical formalism that provides the answer to the given problem.
The development of mathematics and physical sciences has advanced through math-
ematical abstraction into Euclidean geometry, algebra, and analysis. These develop-
ments have been possible due to humans being capable of thinking in an abstract
way.

2.2.5 Abstract Thinking

School students are trained in abstract thinking by being challenged to solve a specific
real-world problem. To be able to do so, they are trained to abstract from the case
specifics by extracting only the essential components so that a formal solution can be
calculated and, finally, interpreted back for the specific real-world scenario. Abstract
thinking is, according to cognitive psychology [14], the most complex stage in the
development of cognitive thinking, where generalizations and concepts are used in
the thought process. From a set of observations, hypotheses can be formed and logical
reasoning can lead to conclusive statements [14].

1https://en.wikipedia.org/wiki/Abstraction_(mathematics).

https://en.wikipedia.org/wiki/Abstraction_(mathematics)
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2.2.6 Abstraction in Object-Oriented Design

In computer science, the term abstraction achieves yet another flavor of its meaning.
In object-oriented design, the most frequently used programming methodology, it
primarily relates to the definition of classes and methods that cannot be instantiated.
Typically, classes and methods are hierarchically grouped into increasingly abstract
constructs such that implementations of particular functionality can be shared among
many different elements. While for most of these classes it is possible to create
instances, an abstract class is a construct that itself cannot be instantiated but which
organizes the functionality into a comprehensive representation. The class hierarchy
as the outcome of such abstraction gives a clear understanding of differences in
functionality among various classes as well as what they have in common. It also
facilitates further extensibility of existing code to support new cases that were not
considered in the initial software design.

2.2.7 Abstraction Ontology

In the area of information and knowledge modeling, a particularly interesting past
work closely relates to our own investigation. Leppänen [9] distinguishes between
first-order and second-order abstraction. First-order abstraction is associated with
primary things, while second-order abstraction acts upon a predicate that defines
the primary things. An example of a primary thing is sedan with several predicates,
among others a color. The result of the abstraction of a sedan would be a car or a
vehicle, which corresponds to first-order abstraction. Let us assume that an instance
of a sedan is painted with a particular blue, for example, Maya Blue. This predicate
can also be abstracted to light blue or blue, a process which is of the second-order
abstraction type and is also termed as predicate abstraction.

Importantly, Leppänen defines four elementary abstraction principles: classifi-
cation, generalization, composition, and grouping. First, classification is defined
through the term isInstanceOf or that instances are typeOf. The opposite to classi-
fication is instantiation. Second, generalization is a principle of abstraction where
the differences of subtypes are suppressed to fit a supertype. This refers to an isA
relationship and the antonym to generalization is specialization. Third, composition
is a principle of abstraction in which a whole concept is composed of part concepts.
These parts are abstracted to form a whole object. This refers to a partOf relation-
ship and its opposite is the decomposition. Finally, the last principle of abstraction is
grouping which relies on a isMemberOf relationship and whose opposite is individu-
alization. For example, a particular person can be a member of a political party. This
abstraction includes aggregation, set membership, and association. Both first-order
and second-order abstractions can benefit all four elementary abstraction principles.
In all cases, an important property to highlight is that abstraction is associated with
an intentional and controlled loss of information.
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Leppänen’s work stresses the importance of the concept point-of-view that plays
crucial role during the abstraction process. When using classification on a thing
termed, for example, Margaret Thatcher, the abstraction along classification would
lead to entity female or UK Prime Minister. If we would be using grouping, the
abstraction would lead to Conservative Party. In case the composition principle is
used for abstraction of UK Prime Minister, the outcome would be UK Government.
Therefore, things might generally have many different kinds of abstractions as things
from reality are typically embedded in complex and intertwined abstraction hierar-
chies.

In his work, Leppänen combines philosophical and semiotic standpoints. In the
context of semiotic frameworks [16], they refer to three kinds of things: a concept
thing, a referent thing, and a sign thing. Concepts are mental constructs, words of
mind, and form basic components of human knowledge. A referent is an element of
reality that relates to the concept.A reality describes a set of anything that exists or can
possibly exist, physically or virtually. A sign is anything that can stand for something
else, including symbols, text, or images. As such it is a representation of a concept.
These concepts are used below in the discussion of abstraction in visualization. We
applied the same terminology in our definitions from the start of the chapter, but we
added the concept of a source thing (Definition2.1).

2.2.8 Summary of Abstraction in the World Outside
Visualization

The intuitive understanding of abstraction has been reinforced by this brief excur-
sion into various fields and that stand and argue for abstraction. We can observe that
the term is not used uniformly and that it is frequently exchanged with other terms.
The recurrent pattern is that abstraction relates to formation of some higher-order
constructs or representations that are result of a transformation of lower-level enti-
ties. The lowest entities are more tangible, while the higher levels of the abstraction
hierarchy are further removed from tangibility and become more mental constructs
and concepts (defined as the constituents of thoughts [17]) that, in one way or an-
other, allow humans to recognize certain characteristics clearer than the lower-level
representations. The ability to abstract seems to be one of the core properties of
humans, present while shaping the entire body of analytical knowledge humankind
has formed throughout our history.

2.3 Abstraction for Visualization

Let us now investigate how abstraction manifests itself in visualization. We propose
that abstraction is equally central to visualization as it is to other areas in which ana-
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lytic reasoning is the core part of a processing workflow. Visualization is the process
of transforming the digital representation of data into visual representations that are
exposed to a human viewer (Definition2.6). It takes advantage of the fact that most
humans are extremely efficient in comprehending information presented as a visual
stimulus. Naturally, this stimulus has to be well designed to convey the intended
information (Definition2.5). This aspect is the main concern of the visualization
mapping stage of the visualization pipeline. Visualization is omnipresent in study-
ing various real-world phenomena, conveying structures, methods, or concepts. In
visualization, the abstraction process guides the transformation into visual represen-
tations (Definitions2.2 and 2.3), similar to the process of abstract thinking. In some
sense, it serves as an extension of the working memory, where needed information
can be instantaneously accessed. We thus first clarify the meaning of abstraction in
visualization and then discuss its core properties.

To bring visualization into the context of semiotic frameworks, the sign is termed
as representation, both digital and visual, and the referent is the studied phenomenon
from reality (Definitions2.1 and 2.2). The concept is what relates to the referent and
can be conveyed through the representation. In visualization, abstraction is performed
at least in three stages: first, the abstraction of the reality into data representations;
second, the data representation is, through abstraction, transformed into visual rep-
resentations; third, a visual representation is transformed into a mental model or a
memory representation through the perceptual and cognitive processes of the human
observer.

Abstraction has occurred if the quantum of information before the abstraction is
higher than in the representation after abstraction, while some aspects of the original
representation are preserved and become more prominent (Definition2.1). In case
there is no intended information loss, we refer to a more general term transformation
or mapping. For example, several simultaneous abstraction processes that individ-
ually work on different aspects of the things could be combined, some work in a
positive direction (removal of information) and others in a negative direction. This
could lead to composite transformation or mapping that transfer one representation
into another, with information loss and information gain at the same time.

2.3.1 Task Abstraction

Visualization is driven by a particular intent. There is a reason behind a visualization,
even in the casual scenarios. This intent defines the point-of-view (Definition2.4),
which, as a controllingmechanism, can steer how abstraction changes the representa-
tions. In the visualization literature,Munzner [15] describes a hierarchical framework
into which specific individual visualization usage scenarios can be abstracted. On
the highest level, Munzner classifies the tasks as a combination of an action upon a
target. The action class is instantiated into analyze, search, and query, which can be
further instantiated into lower-level classes of actions. The target is instantiated into
data in general, attributes, networks, and spatial data which are further instantiated
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into more detailed targets. It is the combination of the action and target that would
define the point-of-view to guide the abstraction process.

2.3.2 Data Abstraction

Munzner [15] also defines various types of data and data sets for visualization. Data
types are items, attributes, links, positions, and grids. Data set types are tables, net-
works, trees, fields, geometry, clusters, sets, and lists. All these types are concept
things (Definition2.2). The data abstraction here refers to the transformation from
the real-world phenomenon, the referent thing, into data structures (concept thing)
and digital representations (sign thing), to facilitate an efficient and automatized
computational processing. This task of data abstraction is somewhat similar to the
mathematical abstraction process. In both cases, we end up with a formal repre-
sentation on which standardized mathematical or computational machinery can be
applied.

The initial data abstraction is typically performed during the acquisition process.
Either real-world observations aremade and digitally stored in a particular data repre-
sentation or even amathematical model is formulated based upon these observations.
Both forms are data representations abstracted from the thing that exists in reality,
and these representations have been achieved through a classification process.

The result of the initial data abstraction is frequently further abstracted into an-
other data representation to promote a particular point-of-view, neglecting unimpor-
tant aspects of the original data representation. As such, the filtering operation is
typically applied, which might be considered to relate to map generalization and as
such corresponds to the generalization abstraction principle. Once the data represen-
tation contains the relevant data prominently, a conversion into data representation
is performed that can efficiently be visually represented.

2.4 Visual Abstraction

After series of data abstractions and transformations (the latter when no informa-
tion loss happens), in visualization, the data is transformed/abstracted into visual
representations. A visual representation is then shown on a display, perceived, and
further cognitively processed by a human observer. The visual abstraction process
that generates this visual representation can be performed in many ways: In the case
of kernel density estimation plots or clustering techniques, for instance, data can be
visually abstracted using a composition principle such that smaller elements become
a part of higher-order representations. In the case of volumetric scalar fields, the voxel
values can be classified into color and opacity ranges. By this, some voxels become
abstracted into types such as air, soft tissue, or hard tissue. Level of detail techniques
would typically relate to composition or grouping; in atomistic visualization, individ-
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Fig. 2.1 Abstraction space in which a thing from reality is gradually transformed into visual repre-
sentations: a initial abstraction into a digital form, b data abstraction into new data representation, c
different data abstractions can lead to identical data representation, d visual abstraction transforms
the data representation into a visual representation, e visual abstraction transforms one visual repre-
sentation into another visual representation, f the abstraction space encodes less and less information
from the original thing from reality. The further from center the more sparse the representation is.
g the dotted line conveys a visualization pipeline that can be seen as a composite visual abstraction

ual atoms become member of particular molecules, which in turn become members
of certain compartments, up to cells. In many cases of particular visual abstraction,
it can be simultaneously argued for different abstraction principles, and there might
be more principles than those proposed by Leppänen [9].

Munzner [15] provides a conceptual framework according to which visual rep-
resentations or encoding can be categorized. This framework is rather extensive;
however, on the low level, the visual encoding can abstract data representations
through two key aspects. The first aspect is the graphical mark that positions each
data element: points, lines, and areas. These marks further encode quantitative infor-
mation or their mutual relationship is conveyed through various perceptual channels:
position, shape, color, size, and angle. These basic low-level perception-driven visual
elements can be combined to create rich spectrum of possible visual representations.
These visual representations can be used to encode, manipulate, compare, or reduce
the data in the visual representation space.

Data representations and visual representations can be ordered according to how
much they abstract a particular phenomenon. The abstraction process is depicted
in Fig. 2.1. We can see the abstraction space related to one thing, one entity from
reality. There are several ways how the thing can be abstracted into a digital form.
After this first stage of the process, the data representation has been abstracted from
the thing. There could be several data abstractions applied, under which the data
becomes sparser and sparser so that the information sought by the user or intended
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by the visualization creator becomes gradually clearer. Sometimes, even the series of
abstractions can take different paths yet still result in the same data representation.
In practice, however, such data abstractions would only apply to a given path to
a particular visual representation, as most visualization systems will maintain their
original datasets to allow users to also observe different visual representations, which
would be the result of a different sequence of data abstractions.

After the sequence of data abstractions, the data representation is still non-visual.
If we apply a visual mapping to such data (whether with intentional loss of informa-
tion or not), we achieve a visual representation that can be viewed on a display. But
even visual representations can be further transformed into sparser visual represen-
tations by means of visual abstraction. The more far away in the abstraction space,
the less information from the reality is preserved. If we concatenate a path from the
reality to the final visual representation, we can see a visualization pipeline. In case
we perform a transformation so that the distance between the original representa-
tion and the reality and the target representation and the reality is the same, we do
not perform an abstraction. If the target representation is closer to the reality than
the original representation, we perform an inverse operation to abstraction. Yet this
inverse abstraction only happens in the eyes of the beholder, as we always remove
information along the path from reality to visual representation.

2.4.1 Meaningful Abstraction

It is not clear whether an abstraction has to be meaningful or whether its only con-
dition is a loss of information. What if, for example, a high-dimensional data set
is projected onto fewer dimensions? Projection is, in principle, a valid abstraction.
But what if we project only every second data element and create a confusing data
representation in which only half of the data set is projected onto lower-dimensional
space. Is such a meaningless projection also an abstraction? From the information-
theoretic point-of-view, we have lost a certain amount of information, so it can be
considered as an abstraction. To differentiate us from this view, we should define the
termmeaningful abstraction for those abstractions that are useful in some application
contexts (Definition2.5).

Visual mapping may result in a representation with an equal amount of informa-
tion, however, more visually confusing than the previous representation. For exam-
ple, it is known that humans have difficulties with identifying portraits of known
faces if they are rotated by 180◦ from the natural portrait orientation [18]. From the
information-theoretic point-of-view, the rotation does not remove information from
the image, but there is a significant difference in cognitive load between these two
representations. Such a rotation is consequently not a meaningful visual mapping.
The same holds for two visual representations of a graph, a node-link diagram and
an adjacency matrix. When one visual representation is transformed into another,
no information is lost. Yet the cognitive load for viewers differs between these two
representations. Building on the term of meaningfulness, a visual representation can
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be more meaningful (or effective) for a particular intent than another visual repre-
sentation. Visual abstractions that lead to these representations might be ordered or
perhaps even quantified in how meaningful they are.

The concept of meaningfulness in terms of visual abstraction processes is tightly
related to visual perception processes. In principle, a meaningful visual abstraction
makes the job of visual processing simpler so that less of a cognitive processing
needs to be invested, for a given purpose or goal, in comprehending the abstracted
visual representation to understand the intended aspects of the reality. Therefore,
visual abstractions relevant to visualization will need to result in lower cognitive
load when comprehending the abstracted representation, for the chosen intention.
Therefore, the meaningful visual abstraction has to pass two conditions: the target
visual representation has to formally contain less information and the cognitive load
has to be lower. The perceived information, if not increase, should decrease at most
linearly with the cognitive load.

At this point, we solidify the previous discussion and define some key terms
in visualization. Abstraction is a process; it is a transformation along which some
information is intentionally lost to give prominence to the higher-level information
within. The abstraction process results in a representation. For pure data abstraction,
it results in a data representation, while, when visual abstraction is involved, it results
in a visual representation. These abstractions can be considered asmeaningful as long
as they are benefiting particular application example or purpose. Themeaningfulness
property is scoped by the set of meaningful applications. A visual representation is
the result of a visual transformation. When information is intentionally lost and the
cognitive load is lower, while the perceived information loss is, at most, linear with
the cognitive load difference, then we consider the visual abstraction as meaningful.
Visual mapping and visual encoding, while both having their distinct meaning, can
be used interchangeably with visual transformation. Visual metaphor operates on the
concept of analogy. It presents a sign thing of a different referent thing from reality
than the one originally regarded. This way visual mapping associates properties of
one referent thing to another referent thing. An example of a visual metaphor is
Chernoff faces, where different facial properties encode multivariate data [5].

2.4.2 Abstraction Axes and Abstraction Spaces

So far, we mainly discussed the process of abstraction from reality via data repre-
sentations to visual representations. Yet we also showed that positive or negative
abstraction can be perceived by a viewer as he or she is manipulating this abstrac-
tion chain or visualization pipeline. For better describing the latter aspect, Viola and
Isenberg [19], inspired by earlier examples in visualization [11–13, 20] as well as
in the arts world, proposed the notion of axes of abstraction which could form an
abstraction space. With these two concepts, we can describe the abstraction that is
perceived and controlled by the beholder, in contrast to the abstraction that is applied
as a particular visual representation is generated (Definition2.7).
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An abstraction axis in this concept is the previously mentioned virtual, perceived
connection between different endpoints of the previously discussed abstraction pro-
cess. This connection arises for observers as they adjust the settings of the visu-
alization pipeline. This notion, however, assumes that, for each abstraction axis,
there is a clearly identifiable succession of changes to the visual representation that
(a) decreases the amount of information in each step and (b) provides a meaning-
ful generalization of the depicted content to the viewer. In fact, Viola and Isen-
berg [19] even state that abstraction axes do not need to be unique: for their chosen
example from structural biology [20], they show that a molecular van-der-Waals
surface-based molecular representation can be subjected to two alternative forms
of structural abstraction (a phenomenon they call “forking” of axes)—one lead-
ing to a surface-based abstraction via different probe sizes and one leading to a
second-order representation via balls-and-sticks, licorice (sticks-only), and backbone
representations.

In particular for this latter form of abstraction, one could argue that condition
(a) is not necessarily met: while the transition from van-der-Waals surfaces to the
licorice representation in van der Zwan’s [20] model certainly removes the detail of
the graphical atom representations, it simultaneously also adds representations of the
bonds between atoms that did not exist in the starting configuration: the represen-
tations of atoms with implicitly represented bonds are continuously replaced with
representations of bonds with implicitly represented atoms. One could thus argue
that in this transition no abstraction happens, only one representation is smoothly
transitioned into another. This transition, however, only happens in the eyes of the
beholder; at any given point, along the transition still abstraction happens from reality
(source things) via data representations to visual representations.

Amore recent example is the work byMiao et al. [12] who similarly constructed a
progression of transitions from an atom-based representation of DNA nanostructures
and the mechanical building blocks of the nanostructures to be built. Interesting in
their progression of ten abstraction stages is that, while the first and last are fairly
clear, the specific order of the sequence in-between is not and was created based on
the discussions with and needs of their collaborating domain scientists.

Based on these two examples, we thus suggest that pure and continuous abstrac-
tion axes are rather rare. Instead, abstraction axes are typically composed of smaller
building blocks where one representation is (typically) seamlessly transformed into
another and as such forms a constructed sequence. In practice, we often find abstrac-
tion axes that progress from a representation with more information to a represen-
tation with less detail, thus the name abstraction axis. We can also find transitions,
however, that remove one type of visual detail and replace it with another type of
visual information. Abstraction axes are always constructed with a given purpose
and application case in mind and are not unique. If two abstraction axes work on
independent attributes of the visual representation and can thus be independently
controlled, then they form an abstraction space (Definition2.7).
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2.5 An Information-Theoretic Analysis of Abstraction
as a Process

As described above, the notion of “abstraction” encompasses a wide range of defini-
tions in different contexts. It can be quite difficult for a single mathematical formula-
tion to encapsulate the essences of these definitions. In this section, we examine the
characteristics of the process of abstraction using information-theoretic measures.
We show that the definitions given at the beginning of this chapter can be explained
using an information-theoretic metric, which therefore offers a potential means for
modeling and measuring visual abstraction.

Figure2.2 shows several visualization images generated using some typical
visualization techniques. Most visualization researchers would unreservedly refer
to the first four images, (a)–(d), as results of visual abstraction, and many would
contentedly accept a suggestion that (e) and (f) are also results of visual abstraction,
but somewould be hesitant to consider (g) and (h) as such abstracted representations.
Nevertheless, one can also argue that the latter four images, (e)–(h), are also results
of visual abstraction because, in comparison with the source data, some information
has been abstracted away and, in comparison with statistical abstraction of the source
data, the information presented is visual.

First, the level of willingness for people to consider a visualization image as
an abstracted visual representation does not appear to be related to the quality of
the image or the usefulness of the technique that generates the image. Second, we
can observe that both Fig. 2.2a, h feature some deformation, and deformation does
not seem to be a critical factor that influences the perception of visual abstraction
results. Similarly, from a comparison of (b) versus (h) and (c) versus (g), we can
observe that the types of data to be visualized do not have decisive influence upon
the perception of the term “visual abstraction.” Third, we can also observe that an
impression of photorealism or just a perceived intention seems to bring about the
hesitation in characterizing a visualization image as the result of visual abstraction.
Meanwhile, having no or less photo-realistic effect in an image (e.g., (e) or (f)) does
not immediately imply visual abstraction either, at least to some people. Here the
adjective “photo-realistic” indicates that the rendering algorithm used was designed
to achieve a photo-realistic effect, without implying that the image resulting from
the rendering process actually resembles a photograph.

One hypothesis is that our willingness or hesitation to consider a visualization
image as resulting from visual abstraction relates to an unconsciously integrated
reasoning about two conditions of visual abstraction.

A. Avisual abstraction is a transformation fromdata to its visual representation
with some information loss—Here, data can be of any data types including
visual data (e.g., image corpora and videos). This can be considered as a broad
definition of visual abstraction and encapsulates the aforementioned definitions in
cartography and shape analysis. While introducing a constraint of visual output,
it exhibits a parallel with the definitions in relation to mathematical abstraction,
abstract thinking, and grouping in object-oriented design. All eight images in
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(a) London underground map [23] (b) pen-and-ink volume rendering [3]

(c) 3D streamline flow visualization [20] (d) glyph-based video visualization [9]

(e) network visualization [14] (f) parallel coordinates visualization [25]

(g) 3D flow visualization [26] (h) volume visualization and deformation [2]

Fig. 2.2 Examples of visualization images that may attract different views as to whether they are
the results of visual abstraction processes. Most would agree that a–d are visually abstract, many
would content that e and f are considered so, and some might be hesitant about g and h
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Fig. 2.2 satisfy this condition in general. We will discuss information loss in
detail later.

B. A visual abstraction is a transformation from a more photo-realistic visual
representation to a less photo-realistic one—This canbe considered as a narrow
definition of visual abstraction and encapsulates the aforementioned definitions
in art, cartography, and shape analysis. It applies to transformations with visual
input as well as visual output. Considering the examples in Fig. 2.2, for images
(a), (b), (c), and (d), it is relatively easy for one to imagine their photo-realistic
counterparts. Although some of these images can be generated directly from
source data that may not be visual, a subjective impression of a transformation
that decreases photorealism is sufficient for viewers to associate these images
with abstraction. Meanwhile, it is harder to imagine a photo-realistic version of
(e) or (f), and therefore, this condition does not appear to be applicable to them.
For images (g) and (h), it is intuitive to consider them more photo-realistic than
less. They not only fail to satisfy but also negate this condition.

We can easily see that reading data using a spreadsheet or reading their statistical
summary does not meet either condition. Images (a), (b), (c), and (d) in Fig. 2.2
satisfy both conditions. Images (e) and (f) satisfy condition A but not B. Images (g)
and (h) satisfy condition A but negate B. Suppose that we had a numerical score 2
for condition A, score 1 for condition B, score 0 for not applicable, and score −1
for negation. Spreadsheet or statistical summary would score 0; (g) and (h) would
score 1; (e) and (f) would score 2; (a), (b), (c), and (d) would score 3. Such a scoring
system would reflect the level of willingness for one to characterize a visualization
image as the result of visual abstraction.

We can also infer that condition A is more essential than condition B. Without
A, images (e) and (f) would not be considered as results of visual abstraction at all.
Without B, there would not be any hesitation about whether images (g) and (h) are
results of visual abstractions.

However, condition A does not in itself meet the expectation for theminimal qual-
ity that the process of meaningful visual abstraction should possess, since arbitrarily
throwing away information should not be referred to as meaningful abstraction. Be-
low, we use several information-theoretic measures to clarify Condition A.

Let Pd→v be a process for transforming a dataset d to a visualization image v. Let
D be the data space containing all possible datasets that Pd→v can take as its input,
and V be the data space containing all possible visualization images that Pd→v can
generate. In information theory, D and V are referred to as alphabets. The dataset d
is thus a letter in the input alphabet D, and the visualization image v is a letter of the
output alphabet V. The process Pd→v can thus be written as Pd→v : D −→ V.

The Shannon entropy measures the amount of uncertainty or variation of an al-
phabet. Let p(d) be the probability of a dataset d in the context of an application.
The Shannon entropy of D is thus defined as:

H (D) = −
∑

d∈D
p(d) log2 p(d)
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When all letters in D have the same probability, we haveH (D) = log2 ‖D‖, where
‖D‖ is the number of different letters in D. Similarly, we can measure the Shannon
entropy H (V) as the amount of uncertainty or variation of V.

Alphabet Compression [3] is the difference H (D) − H (V), which is a coarse
indication of the amount of information loss of the visualization process Pd→v. Con-
sider a simple example.D is defined by a real variable, X , whichmay take valid values
between 0.00 and 10,000.00 at two decimal point precision. There are thus 1,000,001
possible values. Let all values have the same probability. We haveH (D) ≈ 20 bits.

Meanwhile, we consider a process Pd→v that plots a value d ∈ D as a bar in a
single-variable bar chart using a canvas with 1000H × 100W pixels. The maximum
resolution available for the mapping function Pd→v : D −→ V is 1000 pixels, thus
1001 bar charts with different bar heights. We have H (V) ≈ 10 bits. The alphabet
compression is therefore about 10 bits. In terms of Condition A, there are about
10 bits of information loss. Therefore, any visualization process, which features
many-to-onemapping from data to visual objects, typically exhibits positive alphabet
compression. Only when the variation ofD is very small, e.g., using the above canvas
to plot an integer variable in the range of [0, 100], the amount of alphabet compression
can be zero. In the worst scenario, the plotting function randomly depicts a bar with
a height between 0 and 1000 pixels, the amount of alphabet compression would be
negative.

All images in Fig. 2.2 feature many-to-one mappings. For example, the distortion
in Fig. 2.2a is a kind of many-to-one mapping, since many potential track layouts
would lead to the same metro map. In the image rendered with a pen-and-ink effect
in Fig. 2.2b, each white pixel could be a placeholder for many differently colored
pixels that have been abstracted away. Each glyph in Fig. 2.2d is a very low-resolution
visual representation of some 20 values, most of which are real numbers. In the
volume-rendered image in Fig. 2.2h, each pixel results from a rendering integral that
transforms a few hundred voxel values to an RGB trio. Many different combinations
of these voxel values could result in pixels with the same color.

Hence, a process for generating visualization images from relatively complex
datasets features many-to-one mappings, which means information loss or positive
alphabet compression. According Condition A, such a process is thus a process of
visual abstraction.

However, what quantifies a visualization or a meaningful visual abstraction must
be a process that is intended to generate “meaningful” visualization images from
input datasets. The word “meaningful” implies three factors: (i) the viewer can in-
terpret what is being depicted; (ii) the viewer’s interpretation of what is depicted is
reasonably correct in relation to the original data; and (iii) the viewer’s interpretation
errors due to information loss do not have serious impact on the viewer’s task.

Consider that a viewer’s interpretation is a process Qd←v = P−1
d→v that attempts to

reconstruct a dataset from a given visualization image. This process can be written as
Qd←v : V −→ D

′. We useD′ to denote an alphabet that has the same set of letters as
D but a different probability mass function from that of D. For example, given a bar
that is 499 pixels tall, a viewer may interpret it as one of these values in the original
D, {498.00, 498.01, . . . , 499.99, 500.00}. Imagine that the interpretation is biased
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Fig. 2.3 The effectiveness of a visual abstraction process depends on the succeeding task process
as well as the viewer’s knowledge, biases, and cognitive capability

toward 500.00 due to the corresponding mark on the vertical axis. The probability
q(500) would be undesirably higher than the original probability p(500).

In information theory, such errors in the interpretation can be collectively mea-
sured by the Kullback–Leibler divergence, which is defined as:

DK L(D
′‖D) =

∑

d∈D
q(d) log2

q(d)

p(d)

where p() and q() are the probability mass functions of D and D
′ respectively, and

q(d)/p(d) is a discrete representation of the Radon–Nikodym derivative of q with
respect to the original p.

In the context of visual abstraction, this measurement offers a counterbalance to
the measurement alphabet compression. It is referred to as Potential Distortion [3].
While it is desirable to have the results of visualmapping Pd→v as abstract as possible,
i.e., for Pd→v to have a high amount of alphabet compression, it is also necessary to
keep the inaccuracy of the interpretation function Qd←v as low as possible, i.e., for
Qd←v to have a low amount of potential distortion.

Since Qd←v is a human-centric process, Qd←v may feature inaccuracy due to
perceptual errors and cognitive biases. However, Qd←v can also make use of human
knowledge that is not encoded in the data to help more accurate reconstruction. For
example, imagine that a viewer is asked to guess what would be the original colors
on the patch of white pixels between two black lines in the pen-and-ink visualization
image in Fig. 2.2b. A naïve guess would be either white (as what is seen) or an
arbitrary selection from various gray colors. Most viewers, especially those familiar
with the depicted object or volume visualization methods, can do much better than
the naïve guess. Hence the process of “knowledge-assisted guessing”—a heuristic
process—has a lower amount of potential distortion than the naïve guessing. In
general, it is this human knowledge that enables visual abstraction to be deployed
effectively in many situations, such as those illustrated in Fig. 2.2. Whether users
have the adequate ability to interpret the results of visual abstraction is thus one of
the key criteria for judging if a visual abstraction process is appropriate or its results
are meaningful, which reflecting the two factors (i) and (ii) described above.

Nevertheless, since Pd→v is usually a many-to-one mapping, and Qd←v is usually
a one-to-many mapping, one may wonder why we should go through such “un-
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necessary fuss” to apply the process Pd→v first to D and another process Qd←v to
reconstructD′. One important rationale is about the task succeeding Pd→v and Qd←v.
The judgment about whether a visual abstraction process is appropriate or its results
are meaningful thus depends on another process Pv→t . As illustrated in Fig. 2.3,
Pv→t takes V as the input, and generates another output alphabet T that may consist
of a collection of letters, e.g., different options of a decision, different levels of an
assessment, different categories of a situation, etc.

The process of visual abstraction Pd→v and the reconstructive interpretation Qd←v

can collectively affect the task process Pv→t , especially its Cost Ct(Pv→t , Qv←t ).
Similar to Qd←v, here Qv←t is an interpretation process for reconstructingV fromT.
For a univariate value (e.g., 499.38), there is littlemerit to visualize it using a bar chart.
The difference in the cost of reading the number and that of viewing a bar is negligible
for most tasks. The potential distortion caused by visual abstraction can only affect
the process Pv→t negatively. However, if the number of variables increases, e.g.,
10 variables, the cognitive load for viewing and comparing 10 numbers is likely to
be higher than viewing and comparing 10 bars using a bar chart. It is not difficult
to imagine the merits of visualization when the number of variables increases. For
the volume datasets featured in Fig. 2.2b, h, the number of variables in a dataset is
typically at the scale of 256 × 256 × 256 or more. It is inconceivable to perform
a decision task by reading the numerical values of such a volume dataset. Hence,
visual abstraction can be used to transform a volume dataset with a huge number
of variables to visualization images as shown in (b) and (h), which reduces the cost
Ct(Pv→t , Qv←t ) significantly.

The above information-theoretic discourse on visual abstraction is based on the
cost-benefit metric for data intelligence proposed by Chen and Golan [3]. For any
data intelligence process Pi with an input alphabet Zi and an output alphabet Zi+1,
its cost-benefit ratio is defined as:

Benefit

Cost
= Alphabet Compression − Potential Distortion

Cost

= AC(Pi ) − PD(Qi )

Ct(Pi , Qi )
= H (Zi ) − H (Zi+1) − DK L(Z

′
i‖Zi )

Ct(Pi , Qi )

When this metric is applied to the two processes in Fig. 2.3, we have the combined
cost-benefit ratio as:

Benefit

Cost

(
d → v → t

) = AC(Pd→v) − PD(Qd←v) + AC(Pv→t ) − PD(Qv←t )

Ct(Pd→v, Qd←v) + Ct(Pv→t , Qv←t )
(2.1)

= H (D) − H (V) − DK L(D
′‖D) + H (V) − H (T) − DK L(V

′‖V)
Ct(Pd→v, Qd←v) + Ct(Pv→t , Qv←t )

= H (D) − H (T) − DK L(D
′‖D) − DK L(V

′‖V)
Ct(Pd→v, Qd←v) + Ct(Pv→t , Qv←t )



34 I. Viola et al.

In comparison, if one has to perform the task by reading the datawithout visualization,
the cost-beneficial ratio would be:

Benefit

Cost

(
d → t

) = AC(Pd→t ) − PD(Qd←t )

Ct(Pd→t , Qd←t )
(2.2)

= H (D) − H (T) − DK L(D
′′‖D)

Ct(Pd→t , Qd←t )

Note that the termDK L(D
′‖D) in Eq. (2.1) and the termDK L(D

′′‖D) in Eq. (2.2) are
of different quantities as they relate to Qd←v and Qd←t respectively.

When the dataset d is large and complex, we can see that the costCt(Pd→t , Qd←t )

in Eq. (2.2) would be much higher than the combined costs in Eq. (2.1) in terms of
time and cognitive load in performing the task. In other words, we have:

Ct(Pd→t , Qd←t ) > Ct(Pd→v, Qd←v) + Ct(Pv→t , Qv←t )

Although reading data might appear to be more accurate, the reconstruction process
Qd←t from the task alphabet T (e.g., the patient has a tumor or not) to the data
alphabetD (e.g., a volume dataset) is much more error-prone than the reconstruction
process via visualization. In other words, we have:

PD(Qd←t ) > PD(Qd←v) + PD(Qv←t )

With AC(Pd→v) + AC(Pv→t ) = AC(Pd→t ), it is not difficult to conclude:

Benefit

Cost

(
d → v → t

)
>

Benefit

Cost

(
d → t

)

Under Condition A, we can thus mathematically reason that, for any slightly large
or complex dataset, the process from data alphabet D to task alphabet T with visual
abstraction is usually more cost-beneficial than the process without.

For some very simple datasets, such as a univariate value, visual abstraction may
not have an information-theoretic merit. However, this is not to say that it could not
have cognitive merit in disseminative visualization. More likely, the results of visual
abstraction could attract more attention from the viewers who unconsciously devote
more cognitive load to the task. Although the viewers’ cost-beneficial ratio increases,
the presenter of the disseminative visualization benefits from the contribution of
extra cognitive load from the viewers. In many ways, this is similar to scenarios
of disseminative visualization, where the amount of visual abstraction is purposely
reduced in order to attract viewers’ attention and hence their cognitive load. Such
scenarios may include, for instance, showing an animated chart, while a static chart
could adequately convey the information, or showing visualization in theater-based
virtual environments [4].

Similarly, we can also use the cost-benefit metric to analyze the scenarios under
condition B by comparing the cost-benefit ratio of a more photo-realistic technique
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with a less photo-realistic technique. Similar to Condition A, the potential distortion
is affected by viewers’ knowledge as well as their biases. The cost is affected by the
viewer’s task as well as cognitive capability.

Furthermore, this metric can be applied to human-centric processes (e.g., visu-
alization and interaction) as well as machine-centric processes (e.g., statistics and
algorithms). In general, statistical abstraction and algorithmic abstraction usually
result in more alphabet compression as well as more potential distortion but less cost
than visual abstraction. In designing a visual analytics workflow, the metric can be
used to compare the cost-benefit of a human-centric process with that of a machine-
centric process by analyzing the trade-off among alphabet compression, potential
distortion, and cost. The metric can also be used to guide a visualization designer in
choosing different forms of visual abstraction, e.g., in reasoning about the trade-off
among the amount of abstraction, the potential perceptual errors, and the cost of task
performance.

In summary, as defined at the beginning of this chapter, meaningful visual ab-
straction depends on some points of view and some tasks. From the perspective of
information theory, the points of view may be in either or both of the following
forms:

• The factors that influence the alphabet compression and cost of the process Pd→v

for transforming data to visualization. These factors may include the designers’
wish to keep or highlight some information while removing or deemphasizing
other information, their understanding of the task requirements, their appreciation
of the resources available for visualization, and their awareness of the viewers’
knowledge of visual representations and skills of visual analysis.

• The factors that influence the potential distortion and the cost of the process Qd←v

for reconstructing data from visualization. These factors may include the viewers’
knowledge related to the data being depicted and the visual representations used,
their understanding of the information required for performing their tasks, and
their cognitive load and time constraint in executing the process Qd←v.

Meanwhile, tasks can be defined as processes that succeed the processes Pd→v and
Qd←v. As long as the tasks fall broadly in the category of data intelligence tasks,
the cost-benefit metric proposed by Chen and Golan [3] can also be applied to these
succeeding processes. Therefore, from the information-theoretic perspective, the
most meaningful visual abstraction, or the most effective visualization in general, is
the process with the optimal cost-benefit measure.

2.6 Summary

In this chapter, we thus formally defined the concepts of abstraction and visual
abstraction as they relate to the field of visualization and based on existing notions of
the terms in related fields such as the arts and in philosophy.We argued that any visual
representation is the result of multiple abstraction steps from reality, and we called
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the step from data representation to visual representation visual abstraction. We also
showed that as users of a visualization system, we do not observe this abstraction
process but instead adjust settings to transition from one visual representation to
another—each being an independent result of the abstraction process from source
thing to sign thing. Yet as designers of visualization systems, we can provide guided
interaction such that several results of meaningful abstractions can be assembled into
sequences that we call abstraction axes to better illustrate how different aspects of
reality relate to each other, and several of these abstraction axes can be assembled into
abstraction spaces to illustrate the interrelation of several independent aspects. So
while we argue that any visual representation is the result of an abstraction process,
it is still important to discuss abstraction

and visual abstraction as it teaches us about visualization as a process in general.
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Chapter 3
Measures in Visualization Space

Fabian Bolte and Stefan Bruckner

Abstract Measurement is an integral part of modern science, providing the fun-
damental means for evaluation, comparison, and prediction. In the context of visu-
alization, several different types of measures have been proposed, ranging from
approaches that evaluate particular aspects of visualization techniques, their percep-
tual characteristics, and even economic factors. Furthermore, there are approaches
that attempt to provide means for measuring general properties of the visualization
process as a whole. Measures can be quantitative or qualitative, and one of the pri-
mary goals is to provide objective means for reasoning about visualizations and their
effectiveness. As such, they play a central role in the development of scientific the-
ories for visualization. In this chapter, we provide an overview of the current state
of the art, survey and classify different types of visualization measures, characterize
their strengths and drawbacks, and provide an outline of open challenges for future
research.

3.1 Introduction

Considering the vast amounts of data involved in many scientific disciplines, it is
essential to provide effective and efficient means for forming a mental model of the
underlying phenomena. Visualization seeks to provide these means through interac-
tive computer-generated graphical representations, taking advantage of the extraor-
dinary capability of the human brain to process visual information. Specifically, the
term “visualization” refers to the process of extracting meaningful information from
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Fig. 3.1 240 different tree visualization techniques [48]—which one should be used?

data and constructing a visual representation of this information. This process is
composed of three basic stages [26]

A. making data displayable by a computer,
B. transmitting visual representations to human viewers, and
C. forming a mental picture about the data.

Significant effort has been devoted to the formulation of taxonomies and cate-
gorizations of this general process. For instance, Shneiderman [49] introduced a
task-by-data taxonomy, while Tory and Möller [53] focused on the classification of
visualization algorithms. In an influential contribution, Munzner [38] proposed a
nested model for designing and developing visualization pipelines, that has inspired
a considerable amount of subsequent work. Wang et al. [60], for instance, proposed
a two-stage framework for designing visual analytics systems, while Ren et al. [42]
proposed a multi-level interaction model of goal, behavior, and operation to facilitate
system development with formal descriptions. The multi-level typology of Brehmer
andMunzner [7] distinguishes between the basic questions ofwhy, how, andwhat, in
order to classify abstract visualization tasks. These types of classifications are highly
valuable resources for visualization practitioners and researchers to steer the design
process and to compare competing approaches.

Ultimately, however, in order to assess the effectiveness of visualization, it is cru-
cial to know whether or not the mental picture of the data established by a human
viewer is consistent with the original data, and whether or not one specific visu-
alization technique or parameter setting is more effective than another. Displaying
and analyzing data is of ever-increasing importance in almost all research disci-
plines. Consequently, the field of visualization is constantly growing and reliable
visualizations are of more and more importance for domain experts to gain authentic
insights. This progress comes along with a steady growth in diversity and complexity
of visualization methods, making judgment of their effectiveness and suitability for
a certain task difficult. Figure3.1, for instance, which shows 240 different techniques
to visualize tree data taken from a visual bibliography on the topic [48], illustrates
the challenges in selecting appropriate visualization techniques.

Traditionally, visualization techniques and their parameter settings are evaluated
by carrying out user studies which measure their performance for particular sets
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of tasks. However, such studies require considerable effort and their design is non-
trivial [38]. Their specialized nature alsomakes it difficult to generalize the outcomes.
Furthermore, when developing new visualization techniques, frequently only a small
number of initial users is available,making it difficult to obtain statistically significant
results. The alternative of solely relying on the visualization creator’s judgment,
is also scientifically questionable because it often reflects personal preference and
may include bias. Hence, it is highly desirable to support a visualization process by
enabling visualization creators to conduct an evaluation using objective measures.

In principle, such quality measures could then be used to automatically select
and/or parameterize a visualization from a set of choices according to these measures
by using an appropriate optimization process. Moreover, measures may also inform
us about the structure of the visualization space itself; i.e., they may lead us to
deeper insights into how the phenomenon of visualization works and hence could
be of utility beyond a descriptive or evaluative usage. Hence, questions related to
visualizationmeasures are tightly connected to the bigger effort of specifying a theory
of visualization. In this paper,we survey approaches that seek to enable the systematic
analysis of visualization algorithms and their propertieswith respect to the underlying
data characteristics and their perceptual qualities.Whilewe cover the significant body
of research that has been devoted to various types of visualization measures, we also
specifically look at approaches that regard the interplay between data, algorithms and
their parameters, and visual perception and cognition as a phenomenon that deserves
study in its own right.

In many disciplines of science, hypotheses are formulated based on empirical
data, and then subsequently developed into models and complete theories of the phe-
nomenon under investigation. The predictions of these models and theories are then
continuously validated and, once they are supported by sufficient data, are generally
accepted as scientific “facts”.1 Importantly, the consequences of these theories can
lead to the discovery of new relationships and insights due to their predictions. The-
oretical physics, for instance, heavily relies on the mathematical structure of existing
well-validated theories in the development of more comprehensive models of our
universe. There are many instances—for example within the standard model of par-
ticle physics—where subsequent discoveries have been predicted based on structural
and mathematical aspects such as symmetries of the underlying theory. For instance,
the famous Higgs mechanism and one of its important predictions, the Higgs boson,
were already described in the 1960s, but strong evidence for its existence only became
available in 2013.

The formulation of measures forms an important first step in the development of
such theories, as they are often the fundamental building blocks from which more
complex relationships can be derived. Thus, measures play a central role in the
ongoing search for a more comprehensive theory of visualization.

1While a scientific theory can never be proven “true” in a mathematical sense, there are many
examples of well-established theories such as evolution, quantum mechanics, and general relativity
that form the basis of modern science and that are rarely questioned on a principle level.
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3.2 Measurement in Science

In philosophy, the topic of measurement in science has been illuminated from many
different points of view. Tal [52] gives a comprehensive account of the different
schools of thought, and here, we will only briefly summarize his considerations in
order to provide additional background. In principle, he distinguishes between the
following perspectives:

A. Mathematical theories ofmeasurement regardmeasurement as themapping of
qualitative empirical relations to relations among numbers or othermathematical
entities. Measurement theory aims to identify the assumptions related to the use
of differentmathematical structures for describing aspects of the empiricalworld.
In particular, it attempts tomake statements about the adequacy and limits related
to the use of these structures. One of the key insights of measurement theory
is that mathematical structures used for measurement should mirror relevant
relations among the real-world objects being measured. For instance, we could
mistakenly assume that an object measured at a temperature of 60 ◦C is twice
as hot as one measured at 30◦. However, when expressed using the Fahrenheit
scale, the temperatures of these objects are 86 and 140, respectively. This is
because the zero points of these two scales are arbitrary and do not correspond
to the absence of temperature.

B. Realist views consider measurement as the estimation of mind-independent
properties and/or relations. A measurement is regarded as the empirical estima-
tion of an objective property or relation. The term “objective”, in this context,
is meant to signify that these properties are independent of the conventions and
beliefs of the humans conducting the measurement and of the methods used in
their execution. The values of measurements are regarded as approximations of
true values, and measurement itself is aimed at obtaining knowledge about prop-
erties and relations, rather than the assignment of values to objects themselves.
For instance, a realist about length measurement would say that the ratio of the
length of an object to the standard meter has a definite objective value, irrespec-
tive of how it is measured. The measurement itself is merely an approximation
of this value.

C. Operationalist views are concerned with themeaning and use of quantity terms.
A realist would argue that these terms refer to sets of properties that exist inde-
pendently of being measured. The operationalist point of view, on the other
hand, is that the meaning of quantity concepts is solely determined by the set
of operations used for their measurement. They view measurement as a set of
operations that shape the meaning and/or regulate the use of a quantity term. For
example, length could be defined as the result of concatenating rigid rods, but it
could also be defined by timing electromagnetic pulses. A strict operationalist
would distinguish these two into distinct quantity concepts such as “length-1”
and “length-2”.

D. Information-theoretic accounts view measurement as the gathering and inter-
pretation of information about a system. Measuring instruments are regarded
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as “information machines” that interact with an object in a given state, encode
that state into a signal, and convert this signal into an output. The accuracy of
a measurement is dependent on the instrument as well as the level of noise in
the environment. Information-theoretic accounts of measurement were origi-
nally developed by metrologists and hence are practically oriented and tailored
toward evaluating and improving the accuracy of measurement standards. As
such, their connection to more philosophical considerations is less explored.

E. Model-based accounts viewmeasurement as the coherent assignment of values
to parameters in a theoretical and/or statistical model of a process. According to
model-based views, measurement consists of two levels: (1) a process involving
interactions between an object of interest, an instrument, and the environment;
and (2) a theoretical and/or statisticalmodel (i.e., an abstract representation based
on simplifying assumptions) that describes this process. Hence, the central goal
of measurement is to assign values to the parameters of these models such that
they satisfy certain criteria such as coherence and consistency.

While these considerations are important and relevant lines of philosophical inves-
tigation, for the purposes of the discussion here we will largely gloss over these
partially subtle distinctions. Nevertheless, we will see that some of these views are
more prominent in the visualization domain than others. Many of the visualization
quality measures are constructed in an operationalist manner, providing different
means to measure the same property of a visualization. Several phenomena in visu-
alization have been described by applying communication models from information
theory, and several theoretical models try to explain, e.g., perceptual processes in
the human visual system or the visualization process as a whole. Mathematical the-
ories of measurement and realist views have received less attention in visualization
research. As this topic gains more attention, we expect a more explicit exploration of
the philosophical underpinnings of different approaches. In the following sections,
we will describe different types of measurements in visualization and how they can
be combined to build a better understanding of visualization as a research field in the
future.

3.3 Types of Visualization Measures

There are numerous different aspects of the visualization process that one can set
out to quantify. Partially, the boundaries between different types of measures can be
fuzzy, but in the following we will attempt to characterize some principal categories
of measures that have been investigated.
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3.3.1 Measures of Perceptual Characteristics

The measurement of perceptual characteristics of visualizations aims to mimic low-
level processing of visual stimuli in the human perceptual system. Essentially, the
idea is that by—at least partially—modeling and simulating the early processing
stages of the perception pipeline, we can predict how particular visual elements
influence the interpretation of a particular visualization by a human observer.

Significant efforts have been devoted to understanding the effectiveness of differ-
ent visual variables for encoding quantitative and qualitative data in the visualization
literature. For example, Cleveland andMcGill [15] ran a well-known series of graph-
ical perception experiments to measure accuracy in comparing values and to derive
the rankings of encoding variables that still form the basis for many visualization
design decisions. Similar types of experiments have also been used to compare dif-
ferent types of charts, and their results have been employed to aid the automatic
construction of visualizations [35, 36].

A major early contribution to the study of visual perception was made by the
Gestalt School of Psychology. Developed in the early twentieth century, the intent
was to understand the principles behind how humans acquire and maintain mean-
ingful perceptions of the world given its complex and chaotic nature. The main idea
maintains that the human perceptual system employs a notion of “Gestalt” (German
for shape or form) that it uses to organize and interpret its inputs. By further inves-
tigating this basic thought, psychologists were able to establish a series of Gestalt
principles of perception, which are still respected today as accurate descriptions of
visual behavior. Since then, several works have set out to describe these and related
observations and their effects in a more formal manner.

At the most basic level, we can look at physiologically based models which
typically idealize neural behavior using mathematical functions. The response of
retinal ganglion cells, which have a center-surround behavior, can be described by a
difference-of-Gaussians function which contains a narrow excitatory center within
a larger inhibitory surround [43]. A Gabor function, mathematically defined as a 1D
sinoid within a 2DGaussian envelope, has been shown to be a good approximation of
the edge patterns which the primary visual cortex (V1) neurons are sensitive to [17].
Li [33] presented a model of contour perception in the primary visual cortex. While
it does not include retinal processing or edge pattern recognition, it focuses on lateral
connections in the visual cortex and how they can give rise to contour integration
phenomena. Grossberg and Williamson [63] proposed a more detailed physiologi-
cally based model which includes center-surround processing and Gabor-like pattern
matchingof neurons. It divides the primary visual cortex into several layers associated
with particular behaviors such as contour enhancement and convergence of neural
activity. Pineo andWare [39] combine aspects of themodels by Li andGrossberg and
Williamson. They realize a difference-of-Gaussians retinal response and a V1 Gabor
response. Furthermore, their approach is specifically tailored toward the viewing of
data visualizations, which—they argue—tend to be viewed in an exploratorymanner.
Hence, they seek to model perception in the moments after viewing, before steady-
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state activity is reached. This also allows them to make the computational evaluation
of the model sufficiently fast to be embedded in an optimization loop. Thus, in addi-
tion to their model of low-level perception, Pineo and Ware [39] also present an
application of their perceptual model for 2D flow visualization. They argue that the
brain generates its high-level understanding of a visualization from the activity of
low-level neurons, and erroneous low-level perception thus has a degrading effect
on this high-level understanding. Based on this reasonable assumption, they propose
a predictor for the perceived direction at a point in visual space from the activity of
edge selective neurons that surround it. Likewise, they predict the perceived speed
of flow from the activity of blue-yellow neurons (which correspond to their chosen
color mapping) weighted by the distance of the receptive field to the point being
predicted. These measures are then used in a hill climbing optimization process to
adjust the parameters of a streaklet-based visualization.

Such perceptual measures focus on the low-level processing of visual stimuli
in the human perceptual system such as preattentive processing [23]. Hence, they
are primarily concerned with how basic visual encoding variables, such as position,
length, area, shape, and color, and the interaction of the variables (e.g., integrable
or separable), influence the efficiency of low-level perceptual features such as visual
search, change detection, and magnitude estimation [3]. While physiological models
taking into account neural response are scientifically attractive due to their “first-
principles” nature, an obvious challenge is to scale them up to more informative
aspects of higher-level perception. As is the case in many areas of science, it is far
from trivial to connect multiple scales in a meaningful manner while preserving
important practical aspects such as computational feasibility. For this reason, the
modeling of higher-level phenomena often ignores some of themore detailed aspects.
In the context of perceptual measures, the concept of saliency [24] is a prominent
example for this.

In general, visual saliency models assess the features of an image to predict which
areas of that image will draw a viewer’s attention. While they are typically inspired
by the structure and function of the human visual cortex and are designed to be “bio-
logically plausible”, most approaches make a number of simplifying assumptions.
Several practical saliency models have been proposed that, while inspired by basic
principles such as the center-surround mechanism, forego more detailed modeling of
the neural response and instead take a more phenomenological approach. Saliency
models can be categorized asmodels of bottom-up visual attention. Bottom-up visual
attention is drawn to regions that are distinct from their surroundings with respect to
their basic visual features such as contrast, color, or motion. Top-down visual atten-
tion, on the other hand, is driven by the viewer’s goals, expectations, and experience.
It is hence allocated voluntarily based on the viewer’s task and prior knowledge [16,
40]. This makes saliency an attractive basic task-agnostic measure for investigating
how viewers read a visualization in principle, and thus, saliency-based measures
have garnered the interest of visualization researchers.

Kim and Varshney [28], for instance, presented a method that enhances the
saliency of selected regions in volumetric data which they validated using an eye-
tracking study. Lee et al. [32] applied the concept of saliency to surface meshes and
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showed how the measure can be used for targeted simplification as well as viewpoint
selection. Jänicke and Chen [25] proposed an approach which uses a saliency-based
metric to measure the mismatch between data-space feature maps and the visual
representation of the data. While most types of saliency models are tailored toward
natural scenes,Matzen et al. [37] developed amethod specifically targeted at abstract
data visualizations.

Overall, perceptual measures are a useful tool for determining and/or predicting
which parts of a visualization will be most prominently seen by a user. Combined
with an appropriate way to characterize relevant features in the data, they can be
utilized to detect potential mismatches between the importance of regions in data
space and their perceptual prominence in the final image. However, at present, only
low-level perceptual processing can be feasibly taken into account and higher-level
aspects or even cognition are still beyond the reach of current approaches.

3.3.2 Task-Oriented Quality Measures

In contrast to lower-level perceptual measures, the goal of quality measures is to
inform about the performance of a visualization technique with respect to a partic-
ular well-defined task assumed to be important for the overall goal of the visual-
ization. As discussed in the survey by Behrisch et al. [3], a particular characteristic
of such measures is that they do not explicitly consider the user. Instead, they often
attempt to heuristically quantify the presence and/or extent of an “anti-pattern”, i.e.,
an assumed known defect or undesirable characteristic of a visualization. These types
of measures are commonly referred to as “quality metrics” in the visualization liter-
ature. However, as pointed out by Behrisch et al. [3], this is a somewhat misleading
term as “metric” has a precise meaning in mathematics with well-defined properties
(i.e., non-negativity, identity of indiscernibles, symmetry, and the triangle inequality)
which need not necessarily hold in all cases. Thus, we adopt the more neutral term
“measure” which does not have these implications.

As the recent state-of-the-art report by Behrisch et al. [3] focuses on these types
of measures (classified as “mid-level perceptual quality metrics” in their work), we
will only briefly summarize well-known approaches and refer the reader to their
comprehensive survey for further details. Given their specialized nature, it makes
sense to discuss task-oriented quality measures according to the type of visualiza-
tion they are designed for, as shown in Fig. 3.2. For instance, in scatterplots and
scatterplot matrices “scagnostics”—based on an idea by Tukey and Tukey [56]—
have been introduced as an approach to identify anomalies based on attributes of
their shape and appearance. These measures themselves form a multi-dimensional
space which can be explored in a scatterplot matrix in order to identify outliers in
the form of unusual scatterplots. Wilkinson et al. [62] later presented graph-theoretic
methods to implement the same approach using a set of measure categories (outliers,
shape, trend, density, and coherence), and each composed of multiple numerical
measures. For example, the shape of scattered points in a plot can be described by
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Fig. 3.2 Behrisch et al. [3] analyzed and categorized quality measures from around 250 papers
in visualization. These mid-level measures are mostly specific to the underlying data, task, and
visualization technique

the following measures: convexity, skinniness, stringiness, and straightness. Bertini
and Santucci [4, 5] proposed a model for visual clutter in scatterplots based on an
estimate of colliding points vs. available space. They subsequently derived a quality
measure that aims to quantify whether the relative data density is preserved when
considering the represented density in the plot. It is also common for quality mea-
sures to be defined implicitly, for example as part of a layout algorithm. For instance,
Byron and Wattenberg [10] presented an approach to optimize the appearance of
stacked graphs by using measures such as deviation and wiggle.

Task-oriented quality measures have arguably received the most attention in the
field of visualization, as they often tend to encode—with varying degree of fidelity—
known best practices or common shortcomings specific to a particular class of
visualizations. In essence, they can be seen as (partial) formalizations of design
recommendations, and thus tend to be quite practically oriented. Typically being
grounded in well-established principles in visualization makes these types of mea-
sures semantically meaningful and expressive, providing a sound basis for optimiza-
tion as well as for the comparison of different but related algorithms. A potential
downside of this applied nature of task-oriented quality measures is their limited
generalizability.

For instance, when rendering streamlines in flow visualizations, there exist dif-
ferent seeding strategies to define the starting points and number of streamlines. The
overall goal is to display all features in the flow without introducing clutter. This
goal introduces a trade-off between increasing the number of streamlines to cover
all features, but decreasing it for better clarity. While this optimization is crucial for
streamline visualizations, it is so specific that it can hardly be applied to any other
type of visualization. This is true for many task-specific quality metrics. As a con-
sequence, whenever a new visualization technique is discovered, new task-oriented
quality measures need to be developed to optimize the specific aspects of this visu-
alization. It would be desirable to define general measures that express the quality
of a visualization independent of its type and allow for their comparison.
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As an example, edge crossings can be optimized for multiple visualizations, i.e.,
graphs, parallel coordinates, and storylines. This is because all of these techniques
utilize edges (or links) as a visual encoding for aspects of the underlying data. The
user’s ability to read a chart is influenced by the number of edge crossings as well as
the angle at which they cross, and there seem to be higher-level perceptual aspects
of such visual embeddings that increase the cognitive load on the user. If we manage
to define these aspects instead of task-specific features, then we might be able to
form a more general theory about the perception of visualizations. This would not
only allow us to compare different techniques on an equal basis, but further enable
the prediction of how new visualization techniques will perform given their defined
visual mapping.

3.3.3 Structure-Oriented Measures

In contrast to task-orientedmeasures, this class attempts to quantify general structural
elements of the visualization process. More specifically, structure-oriented measures
aim to express in a—at least in principle—measurable form fundamental charac-
teristics of the visualization process itself. Classical examples for these types of
measures are Tufte’s data-to-ink ratio, as well as his lie factor [55]. The former
describes the proportion between the amount of pixels used to present data and the
total amount of pixels, whereas the latter describes the ratio between the size of a
data value and the size of its corresponding visual element. Both express desirable
relationships between the data and its visual representation, but are not tied to any
particular visual encoding. On the contrary, they aim to describe general qualities of
visualizations, and thus play a particularly important role in considerations toward a
theory of visualization.

Mackinlay [35] was one of the first to discuss the expressiveness and effectiveness
of visualizations as general means to compare and choose different visual designs.
He describes expressiveness as the ability to encode all facts of a dataset without
introducing additional facts that are not in the data. Effectiveness, on the other hand,
further depends on the user’s capabilities to read a certain visualization. Having the
user introduced as a deciding factor for the effectiveness of a visualization requires
a detailed understanding of the human visual system and although a lot of research
has been contributed toward this goal, we still do not possess a sufficiently complete
model that would allow us to predict this on a general level. We are therefore further
reliant on empirical results of user studies to describe the perceptual capabilities of
visualization users.

Demiralp et al. [18] evaluated visual mappings in general by assessing how well
the input data is represented by visual elements. They describe visualization as a
function that maps from a domain of data points to a range of visual primitives. They
further argue that the same measures that can be found in data, like symmetry and
distance, should be reflected in the visual elements. In this sense, we could encode
pairwise difference in data space as pairwise perceptual difference in color, shape,
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size, or others. One problem with this approach is that perceptual distance is not
given in most visual spaces and needs to be estimated empirically. Additionally, we
often utilize several visual encodings at the same time, and it is unclear how they
interact and potentially interfere. The authors argue that when two visual spaces are
combined, a measure for that space can be constructed from the individual measures.
When acquiring perceptual measures for all kinds of visual spaces, we could then
create a standard library to validate the pairwise distances between elements in all
kinds of visualizations.

Inspired by these considerations, Kindlmann and Scheidegger [29] argue that dis-
tance functions and metrics have limits, since for example, partial orders are not
symmetric. They instead developed an algebraic framework for describing sym-
metries between manipulations in data space and their resulting consequences in
visualization space. From this, they derived three principles that should be true for
a mapping from data to visualization, i.e., unambiguous data depiction, representa-
tion invariance, and visual-data correspondence. In short, the visual mapping should
make sure that a change in the data is reflected by a corresponding change in the visu-
alization, while changes in the data representation (e.g., the specific data structures
used in the implementation) do not affect the visualization, and significant changes in
data should result in noticeable changes in the visualization. Given some examples,
it becomes clear that not always all of these principles can be met. The visualization
designer needs to be aware of certain shortcomings and make sure that the right
principle is respected given the task at hand. In this work, the authors introduced
a uniform description of different design choices. They adhered to a mathematical
model that describes the process of visualization based on its structural properties.
They further mention that user studies can be utilized to test perceptual distinguisha-
bility and thereby complement mathematical models. The conjunction of evaluated
visualizations and mathematical models can help to make statements about visual-
izations which are not yet evaluated through user studies. While this approach still
relies on some notion of perceptual distance, it is notable as it does lead to measur-
able predictions that in principle can be verified without reliance on user studies. For
instance, it can be testedwithout user involvement whether a significant change in the
data leads to no change in the visualization. This opens up the door for a set of “unit
tests” for visualization, which could verify at least some objective characteristics
fully automatically.

Silver [50] employed the concept of object orientation to conceptualize the visu-
alization process, arguing that the definition and abstraction of features into objects,
and their interactions in local regions, allows for a better measurability of phenomena
and understanding of their evolution. Abstracting the features of a scientific domain
into such a concept allows for generally applicable measurements such as volume,
diameter, and curvature and provides a basis for objective comparison. Jankun-Kelly
et al. [27] proposed the P-Set model to describe a user’s interactions as choosing
a parameter based on a previous parameter set, and applying the new set to derive
a transformed visualization result. As demonstrated by Liu et al. [34], distributed
cognition can be utilized as a theoretical framework in visualization. Purchase et
al. [41] analyzed which existing theoretical models can be applied to visualization
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and provided suggestions for their integration. In particular, they considered visu-
alization under the light of data-centric predictive theory, information theory, and
scientific modeling. Chen and Jänicke [12] applied information theory to describe
phenomena in visualization with communication models. They argued that many
problems and features in visualization can be explained by similar phenomena from
information theory which can be applied to evaluate visualizations on a more general
level. Xu et al. [64] followed a similar idea to evaluate visualizations by measuring
the amount of information that is transported through the visual channels and applied
this framework to flow visualization examples. Wang and Shen [61] complemented
this work by additional principles with a particular focus on scientific visualization.
Category theory and semiotics were employed by Vickers et al. [58] to facilitate an
improved understanding of visualizations in practice and to describe a well-formed
visualization process. The conceptual framework of visual multiplexing by Chen et
al. [13] facilitates the study of different mechanisms for integrating and overlaying
multiple pieces of visual information.

Based on these information-theoretic considerations, Chen and Golan [11] intro-
duced a comprehensive cost-benefitmodel of visualization, defining cost as the search
space for answers. They utilized the big O notation to classify tasks accordingly.
Presenting a fact or piece of information has cost O(1), observations as in “What
happened?” require the user to read all data points, which has a complexity of O(n).
When looking into correlations, causes, and other complex relationships, we must
consider a broader spectrum of relations, ending up at O(nk). And, finally, when we
want to derive a model for visualization, taking into account all parameters and algo-
rithmic steps, the complexitymight beO(n!). They further introduced a cost function,
which can be derived from energy, time, or monetarymeasurements necessary to find
the answer. They defined benefit as a gain in certainty about the information. Based
on these definitions, they derived an incremental cost-benefit ratio that describes
the amount of effort required to compress the information toward the point that the
user’s initial question can be answered and a decision can be made. Based on this
formulation, it is in principle possible to use an optimization process to discover the
best visualization method.

Bruckner et al. [9] proposed a model to analyze the directness of interaction
techniques in visualization. They considered the different mappings involved in the
visualization process, i.e., the mapping from data space via the visualization space to
the output space (e.g., amonitor or a head-mounted display), aswell as the subsequent
perceptual and cognitive processes involved in generating the user’s mental model.
They then investigated the parallel process of interaction, starting from an intended
action (based on the user’s mental model) via the manipulation space (i.e., a physical
interaction device such as a computermouse) to the interaction space and finally back
to the data space. Based on this model, they introduced a measure for the degree of
indirectness of an interactive visualization setup based on how invertible the involved
mappings are and demonstrated how this measure can be practically realized.

Compared to task-specific quality metrics, describing visualizations on a general
level not only provides us with a better understanding of visualization as a scien-
tific research field, but further allows us to make predictions about non-evaluated, or
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even not yet developed visualization techniques. For instance, when the interaction
with the visualization does not coincide with gathered knowledge about interaction
directness, the user is likely to experience a discrepancy between their intended and
executed manipulation. One major question is how the sheer number of theoretical
frameworks andmodels can be combined and integrated into one coherent knowledge
base. Similar to other research fields like physics, where theories about electricity
andmagnetism have been combined into a larger theory of electromagnetism, visual-
ization could gather greater insights by combining existing theoretical frameworks,
leading to a fundamental strengthening of the research field as a whole.

3.3.4 Meta-Perceptual Process Measures

So farwe have primarily examinedwell-established and generally acceptedmeasures
and models to evaluate visualization with the goal of optimizing task execution time,
easing data exploration, or increasing the gained insight. But when visualization is
utilized as a knowledge source for the general public, we can formulate other equally
important goals for visualization design. In education, we might be interested in
creatingmemorable knowledge or engage students inworkingwith a visualization. In
commercial scenarios, aspects such as aesthetics and impact, or even the profitability
of a visualization can be the main goals of a specific design. We summarize these
higher-level aspects as meta-perceptual process measures that aim to characterize
additional qualities that gobeyondwhat are typically considered to beprimarydesired
properties of a visualization in the research community. In some sense, suchmeasures
aim to capture the attributes of a visualization from the point of viewof other domains,
such as art or economics.

For instance, Healey et al. [22] conducted experiments to evaluate how hue and
orientation allowusers to accurately estimate features in visualizations through preat-
tentive processing. The question was if a short glimpse at a visualization can convey
the general message, and if it can, which factors influence this capability.While Skau
et al. [51] showed that even small visual embellishments increase the error rate when
reading bar charts, Bateman et al. [2] found that visually embellished visualizations
are more memorable than plain charts. Figure3.3 shows two visual mappings for bar

Fig. 3.3 Comparison of plain and embellished bar charts [51]. Even small visual modifications,
like using triangular instead of rectangular bar charts, will increase the error rate. Embellished
representations can increase the memorability of the visualization
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charts, as well as their embellished counterparts. Borkin et al. [6] investigated which
elements of visualizations make them memorable. They showed, for example, that
color, human recognizable objects, high visual density, and unique design improve
the ability of humans to remember a visualization. Furthermore, memorability was
independent of subjects’ context and biases.

Aesthetics of a visualization are hard to measure and in most cases subjective.
Tractinsky et al. [54] found a strong correlation between aesthetics and usability,
which suggests it as an important factor for designing and evaluating visualizations.
Lau and Moere [31] proposed a model for aesthetics in information visualization,
seeing aesthetics as the degree of artistic influence on the data mapping, rather than
as a measure of appeal. Filonik and Baur [20] summarized several possible measures
of aesthetics for information visualization from the literature and concluded that
many aspects of this phenomenon remain unexplored. Harrison et al. [21] ran a
user study and found correlations between certain measurable visual features and
visually appealing aesthetics. They found that colorfulness and visual complexity
have a positive correlation to perceived aesthetics, but depend on gender, age, and
level of education.

Saket et al. [45] summarized and reviewed several of thesemeta-perceptual criteria
in the field of visualization. They described engagement as the amount of time spent
with the visualization, proposed a model for measuring enjoyment [46], and found
that pictorial representations and embellished visualizations increase enjoyment [47].
Their work concluded that memorability, engagement, and enjoyment are complex
aspects of visualizations that are hard to quantify, and require further study. It is,
for example, not yet clear how interactions affect these measures, and many more
factors that influence a user’s experience might exist.

A somewhat different class ofmeasures is related to non-cognitive aspects of visu-
alization. For instance, VanWijk [57] proposed amodel tomeasure the “profitability”
of a visualization in an economic sense. In this model, the cost of a visualization (e.g.,
development cost and users’ time to understand the visualization) is considered in
relation to the return on investment in the form of knowledge gain. The value of a
visualization can thus be increased if many people use it regularly, obtain valuable
knowledge, and spend less time or money to make a decision. Unfortunately, knowl-
edge gain is a rather broad and vague concept, so more precise notions are needed
to quantify this aspect more accurately.

Compared to previously discussed approaches, meta-perceptual processmeasures
have so far mostly been evaluated in rather narrow scenarios, providing guidelines
for visualization design. More quantitative measures that would allow for the com-
parison of different visualizations with respect to the outlined qualities have not been
explored extensively. Furthermore, the fact that some qualities like aesthetics are not
necessarily directly related to common visualization goals such as the generation of
insight, may have led some visualization researchers to discard them as irrelevant.
However, we believe that it is important to also consider the impact of visualization in
a broader context, and hence find that themeasurement of such properties is an impor-
tant and worthwhile endeavor. Parallels may be drawn to other fields—for instance,
organizational performance was once mostly viewed in terms of its economic char-
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acteristics, but organizational psychology has shown that measures of occupational
health and well-being such as job satisfaction can be important predictors for the
financial success of a company.

3.4 Toward a “Bigger Picture”

As can be seen from previous examples, there is still a long way to go toward quan-
titative statements about visualizations in general. Figure3.4 provides a high-level
overview of the discussed measure categories with respect to their practicality as
well as their ability to describe general phenomena. Many of the presented quality
measures are specific to a certain type of visualization, like wiggle in streamgraphs,
or scagnostics for scatterplots. Counting the number of edge crossings in a visualiza-
tion is an example that can be applied to several different visualization techniques,
like graphs, streamgraphs, and parallel coordinate plots, but is still specific to visual-
izations that utilize visual links for their layout. It could be argued, that a meter can
measure width, height, and length in the real world, because every object has to have
these properties, given their underlying molecular structure. Visualizations, on the
other hand, utilize a number of visual properties to encode varying information, even
encoding semantically similar informationwith different visual encodings. From this
point of view, it is no surprise that different subareas in visualization have developed
vastly varying quality measures. Kosara [30] looks at many of the best practices
followed in visualization and encourages researchers to build a better, well-justified
basis for knowledge about visualizations.

Some properties, like clutter, empty space, and overplotting are more general and
can be used to characterize visualizations on a more fundamental level. But their
effect on the users’ perception varies and is therefore often evaluated through user
studies. Several examples, as for instance discussed by Harrison et al. [21], have
shown that measures which by themselves do not make a statement about quality
(e.g., colorfulness and visual complexity) can be transformed into quality measures,
when evaluatedwith a user study. The users’ perception can bemeasured or quantified
and thereby operate as an indicator for quality. The fact that this type of evaluation
can be performed for visualizations in general means that there might be a common
ground that allows for comparability. While Behrisch et al. [3] provided an excellent
summary of task-dependent quality measures, a survey of existing studies would
be able to provide an overview of what these studies have in common and on how
specific they are to their individual task and visualization types.

In order to compare not only different visual encodings, but visualization types,
we would require a standardized way of evaluating common properties. For instance,
different visualizationsmight apply the same colormap andwhen asking users of dif-
ferent visualizations the same questions we would acquire comparable answers. One
major problem of this approach is that visualizations are, among other things, data-,
task-, and user-dependent. While a given dataset might create clutter in one visual-
ization, it might not in another, and the opposite can be true for yet another dataset.
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Fig. 3.4 Overview of visualization measures regarding their ease of being measured and their
capability of describing visualizations as a whole. While quality metrics are easy to measure, they
are in most cases too specific to find applicability in generalized observations. Meta-perceptual
measurements try to capture more general, higher-level phenomena, but require user studies to be
quantified. Although they are applicable to a large range of visualization techniques, their generated
insight follows specific intents (like making a visualization memorable). Perceptual studies try to
understand the human visual system and could, if fully understood, explain many phenomena in
the analysis of visualizations. At present, however, where only the low-level visual processing is
well understood, their applicability is limited to rankings of visual channels and encodings for
rather isolated situations. Theories about visualization are among the most general and descriptive
approaches for describing visualizations. Although some of them propose varying measures for the
quality of a visualization and allow for their comparison, they are in many cases still too abstract
to be applied in practical use cases

Some visualizations are better in giving an overview, while others provide detailed
insights, and the questions asked in user studies are often task-dependent to investi-
gate exactly these specific strengths or weaknesses. When asking task-independent
questions in order to keep the results comparable, insight on these specific differences
might get lost. Lastly, visualizations can be targeted toward a certain audience, being
more specific for experts, or more intuitive for the broader public. For this reason,
participants of a user study are often chosen from the specific audience, introducing
a bias toward the background and knowledge the participants have. If the goal is
to create comparable results, the distribution of participants would need to be as
general as possible, introducing additional problems like participants not having the
background knowledge required to, e.g., benefit from a visualization in the medical
domain. Independent of the mentioned shortcomings, we might be able to come up
with some general statements that provide insight into the users’ mental model and
opinion about the visualization given their data and purpose they operate on, similar
to the System Usability Score introduced by Brooke [8]. The interpretation of such
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a score, as in this case demonstrated by Bangor et al. [1], can lead to a description
of the general performance of a visualization, and bring us closer to a common basis
for comparability across fields.

Perceptual studies in particular provide more general means by analyzing the
human vision and ranking different visual channels based on their capability of pre-
senting information. They build a fundamental understanding of the basic principles
of visualization and are applicable to all kinds of visualization types. So far, we
merely understand low-level perceptual processes. This fact limits the applicability
of perceptual studies to make general statements about visualizations and predict
their usability. Meta-perceptual metrics, on the other hand, try to evaluate higher-
level features independent of the specific visual encoding. Aesthetics, engagement,
and enjoyment have a major impact on the way users interact with the visualization
and on how the gained knowledge is memorized. Despite several efforts taken in this
direction, these measures have mostly been explored in information visualization
and require further research in other fields like, e.g., scientific visualization. When
we have a better understanding of how these phenomena behave in different visual-
ization types, we can build a more general theory and learn from the insights gained.
In addition to already mentioned measures, proxy measures can be used to quan-
tify properties that are otherwise hard to observe. The idea is to find a measurable
property that strongly correlates with the phenomenon we want to analyze.

As a reflection of a discussion panel on how to pursue theoretical research in visu-
alization, Chen et al. [14] described different evaluation approaches and how they can
contribute to a theoretical foundation. Taxonomies classify objects of interest, such
as data types, visual encodings, user tasks, or interaction techniques into groups and
subgroups. Ontologies then describe additional relationships between these different
groups and entities, providing a more detailed picture of the underlying interactions.
Guidelines describe the quality of a certain approach and make statements about
which practices should or should not be used in order to achieve a desired outcome.
The authors argue that guidelines need to be evaluated and refined over time, as
well as transformed into quantitative laws when applicable. VisGuides [19, 59] pro-
vides a platform to openly discuss guidelines in visualization and allow for their
continuous refinement. When a guideline has shown to be useful over the years,
it can be established as a principle. Conceptual models describe a general idea or
understanding of how certain processes or systems work in order to reason about
their structure and functioning. For example, a perceptual model describes how we
think the human visual systemworks, which allows us to derive conclusions and best
practices, although we have not fully understood this system yet. Such models can
further be supported by mathematical frameworks, like information theory. In our
opinion, the combination of quantitative measures and a mathematical framework
can form the basis of more general models of visualization. These can then be used
to reason about causal relationships and make testable predictions. We believe, that
the main goal of our community should be to unify existing approaches into larger
theories about visualization that incorporate acquired knowledge into a more general
understanding of the subject itself. Sacha et al. [44] demonstrated how perceptual
and theoretical frameworks, as well as guidelines, can be combined into a model for
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understanding the process of knowledge generation. We should continue this line
of thought to further integrate quality and meta-perceptual measures into theoretical
frameworks and to create general models of the visualization process. By continu-
ously verifying and refining thesemodels, we can continuously advance visualization
theory and strengthen the research field for greater accomplishments to come.

3.5 Conclusion

Other research fields have shown how incremental refinement and verification of
theoretical models can lead to major leaps in knowledge and understanding. In visu-
alization, we have seen several promising attempts toward a theoretical foundation,
as well as greater acknowledgement and presence of theoretical papers. We can
learn from other scientific disciplines and bear in mind that the formulation of a
theory and definition of measures in visualization do not need to be perfect from the
very beginning. Practical barriers, like not being able to compute a measure due to
technical limitations, should not prevent us from suggesting and formulating such
concepts. Many important milestones in scientific history, like Einstein’s general rel-
ativity or Feynman’s quantum electrodynamics, have been postulated much earlier
than they could be verified. Similarly, Fermat’s Last Theorem took 358 years from its
proposition to a mathematical proof. Such theories allow us to state our assumptions,
formulate predictions, and develop technological advances, even if they are not well-
verified or “proven” yet. Evaluation efforts can be made not only to assess specific
visualization techniques or applications, but to empirically test theories. Based on
such continuously validated and refined theories, we are optimistic that we will even-
tually be able to evaluate and compare visualization techniques on a more general
level, predict how users will perceive and interact with the visualization, and develop
new visualization techniques for better decision making.
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Chapter 4
Knowledge-Assisted Visualization and
Guidance

Silvia Miksch, Heike Leitte and Min Chen

Abstract Visualization envisions to intertwine the strengths of humans and com-
puters for effective interactive visual and analytic data analysis and exploration. To
this end, humans’ tacit/implicit knowledge from prior experience is an important
asset that can be leveraged by both human and computer to improve the visual and
analytic exploration processes. However, acquiring, structuring, formalizing, storing,
and utilizing implicit and explicit knowledge within the whole visualization process
are provocative and widely-discussed research challenge. This chapter elaborates on
(1) knowledge-assisted visualization, which aims to incorporate implicit and explicit
knowledge as well as information-theoretical considerations into the visualization
process to support users for decision making and (2) guidance, which is a computer-
assisted process that aims to actively resolve a knowledge gap encountered by users
during an interactive visualization session. This chapter ends with critical reflec-
tions about applicability, usability, and utility of the proposed knowledge enhanced
visualization processes.

4.1 Introduction

Analytical reasoning for real-world decision making involves volumes of uncertain,
complex, and often conflicting data that analysts need to make sense of. In addition
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to sophisticated analysis methods, knowledge about the data, the domain, and prior
experience is beneficial in this endeavor. Ideally, visualization and/or visual analytics
(VA) environment would leverage this knowledge to better support domain users,
their data, and their analytical tasks in an application context.

Visual Analytics (VA), “the science of analytical reasoning facilitated by inter-
active visual interfaces” [52, p.28], provides means to obtain information, derive
insights, and build new knowledge from data. It is a multidisciplinary approach, inte-
grating aspects of data mining and knowledge discovery, information visualization,
human–computer interaction, and cognitive science. It has also beendefined as a com-
bination of “automated analysis techniques with interactive visualizations” [32,
p.7]. Indeed, VA leverages, the specific strengths of computers and humans for the
best possible outcome: on the one hand, computers are better at managing and pro-
cessing large amounts of data by exploiting their enormous computational power;
on the other hand, humans have better perceptual and cognitive means, which enable
them to visually perceive unexpected patterns and to interpret data.

Without disputing the clear and well-established advantages of this human-in-
the-loop approach, we envision that the overall analytic process would benefit if the
prior knowledge that can be properly represented in computers could be effectively
utilized.

In this chapter, we will investigate the feasibility of a knowledge-assisted visual-
ization (KAV), where explicit prior knowledge can be exploited by the machine
to support interactive visualization and data mining. We will also discuss the
information-theoretical considerations about the knowledge-assisted visualization
processes for supporting users’ decision-making tasks (from both ontological and
information-theoretic perspectives). This will be followed by a related discourse
where we will elaborate on guidance seen as a mixed-initiative process that aims to
actively resolve a knowledge gap encountered by users during an interactive visual-
ization session.

In Sect. 4.2 the foundations of knowledge-assisted visualization are detailed,
including definitions, models for KAV, and examples. KAV strongly hinges on the
integration of humans and human knowledge in the data analysis process. Human
involvement, however, is often criticized as error-prone and biased. In Sect. 4.3, we
make an information-theoretic argument for the integration of the user in (knowledge-
assisted) visualization systems and data intelligence processes and detail the benefits.
To use human knowledge on a larger scale, the gained knowledge has to be formalized
and made accessible to machines. This can be achieved through ontologies which
are detailed in Sect. 4.4. Section4.5 continues with integration of guidance in KAV-
systems to resolve knowledge gaps in the data analysis process. The chapter closes
with critical reflections and conclusions in Sect. 4.6.
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4.2 Knowledge-Assisted Visualization: Definitions and
Models

Sharing prior knowledge has been identified as one of the top 10 unsolved problems in
visualization [10]. It ensures that all users have a common ground for the exchange of
information and can profit from previous experiences, and is consistent with the user-
centered design tradition in human–computer interaction. However, before we can
discuss ways to represent, store, and share prior knowledge, we need to understand
what knowledge is. The three terms “data”, “information”, and “knowledge” often
occur together in computer science and are commonly not well distinguished and
even occasionally used interchangeably. In this section, we will first summarize
definitions and variants of knowledge, continue with an overview of models that
integrate knowledge in the visualization process, and close with three examples.

4.2.1 Definitions

An introduction to information and knowledge in visualization was given in a paper
by Chen et al. [11]. They observed that many competing definitions for the three
terms existed in various areas of research such as computer science, engineering,
psychology, or management. They also concluded that the concepts behind the terms
data/information/knowledge were neither identical nor mutually disjoint and that
none of them was a subset of another. A classic model for describing the relation-
ships among these concepts is the data–information–knowledge–wisdom (DIKW)
hierarchy [1], which provides a means for classifying human understanding. Russell
Ackoff therein distinguished the three terms by the type of questions that could be
answered [1]:

• Data: are just a collection of symbols.
• Information: is data that are processed to be useful, providing answers to “who”,
“what”, “where”, and “when” questions.

• Knowledge: is the application of data and information, providing answers to “how”
questions.

Translating these definitions to visualization, an information-assisted system is, for
example, one that provides generic filters that help people to find data points that are
relevant for their application. When automatically suggesting dates for an appoint-
ment, such a filter may select and highlight empty time slots of appropriate length in
the calendar. Taking additional optimization criteria into account, such as preferred
time of day, transition times between tasks and overall time management would turn
this system into a knowledge-assisted system as it encodes humans’ knowledge about
good temporal planning and automatically provides this knowledge to other users in
answering their “how-to” questions, such as “you may choose this time-slot because
it is optimal in terms of X, Y, and Z.”
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An alternative example of information-assisted visualization for spatial data is
isosurface extraction for scalar fields that automatically extracts some structural
information that is relevant and useful inmany applications. If additional knowledge-
based supports were provided to select appropriate isovalues or classify structures in
a medical setting based on prior or domain knowledge, this system would turn into
a knowledge-assisted system.

Both examples have in common that the knowledge-assisted variant integrates dig-
ital representations of knowledge. Chen et al. [11] defined digital representations
of knowledge as data that represents the results of a computer-simulated cognitive
process (such as perception, learning, association, and reasoning) or the transcripts
of some knowledge acquired by human beings (such as ontologies, best practices,
or guidelines). Wang et al. [57] further elaborated on this discussion of locations of
knowledge. Following the ideas of Nonaka and Takeuchi [40], they distinguished
between explicit knowledge and tacit knowledge. Explicit knowledge is knowl-
edge that can be processed by a computer, transmitted electronically, or stored in a
database. Tacit knowledge, on the other hand, is personal, specialized, and can only
be extracted by a human. In their paper, Wang et al. [57] explored four conversion
processes between these two types of knowledge (internalization, externalization,
collaboration, and combination), paving ways to make personal tacit knowledge
available in knowledge-assisted visualization systems.

Knowledge-assisted visualization systems require digital representations of
knowledge for two types of prior knowledge: operational knowledge (how to inter-
act with the visualization system), and domain knowledge (how to interpret the
content). Both of them are vital to understand the intended message in the visual-
ization. Integrated operational knowledge can help the user to select an appropriate
algorithm for their data, define good default values for parameters, or define sort-
ing strategies for small multiple techniques. Chen [10] stated that while a focus on
usability and a perception- and cognition-aware design could alleviate the need for
operational knowledge, the domain knowledge could not easily be replaced. Thus,
the research on the problem of operational knowledge in visualization has focused
on the science of interaction. For example, Pike et al. [43] identified the design of
knowledge-based interfaces as an open challenge, stating that the ability of visual
analysis tools to represent and reason with human knowledge is underdeveloped.

4.2.2 Models of Knowledge-Assisted Visualization

In the knowledge-assisted visualization paradigm [11], a solution to alleviate the
problem of missing expert knowledge is to rely on explicit machine-readable knowl-
edge to provide guidance to the user through the interactive exploration process, or
to automate the process partially. Examples of techniques applying this paradigm
are APT [36], SemViz [25], and Show Me [37]. Integrating operational and domain
knowledge in the analysis process can improve not only the user-controlled analysis
processes but also the automatic ones. The fundamental role of prior knowledge in the
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knowledge discovery process (KDD) has already been acknowledged two decades
ago [20]. Intelligent data analysis, the applications of artificial intelligence (AI) tech-
niques in data analysis, aims at automatically extracting information from data by
exploiting explicit domain knowledge (sometimes called background knowledge in
this context) [27]. Knowledge-based systems enable the integration of background
knowledge into the reasoning process, so that it is easy to model exceptional rules,
which, for example, can prevent the system to reason over abnormal conditions [42].
A central questions that still remains is how to acquire, structure, formalize, store,
and utilize prior knowledge. Several models have already been proposed to augment
existing pipelines and process models as well as incorporate explicit and implicit
knowledge.

Chen et al. [11] has extended the classical interactive visualization pipeline with
an additional knowledge-based system that stores knowledge retrieved from data and
the user. Knowledge from data can be obtained by simulating cognitive processes,
for example, through rule-based reasoning. Expert knowledge is typically the tacit
knowledge concerning the operational aspects of visualization processes (e.g., how
to use a complex visualization system) and that concerning the application domain
(e.g., what is the suitable transfer function for visualizing a particular type of volume
data). Both types of knowledge need to be digitized in order to be actionable. They
also observed that directly retrieving tacit knowledge from the user could be difficult
and inconvenient. Often it is not clear which a priori knowledge to collect and how to
create a comprehensive knowledge base. Additionally externalizing tacit knowledge,
as already observed by Chen [10], is a challenging task. Hence, they proposed an
alternative pipeline that progressively learns relevant information such as frequently
used parameters and design options, or analysis routines.

Wang et al. [57] extended the analytical expression of visualization proposed by
van Wijk [58]. In their mode, explicit knowledge is stored in a knowledge base and
tacit knowledge remains with the users. In their paper, they discussed four strategies
how the tacit knowledge could be turned into explicit knowledge and captured in the
knowledge base.

While the importance of prior knowledge has been recognized separately for both
interactive visualization and data mining, the close examination of its role in VA
processes only started a few years ago. Sacha et al. [48] recently introduced the
knowledge generation model for VA, which is an extension of the VA process model
by Keim et al. [32] in order to capture the different stages of the human reasoning
process for obtaining new knowledge from data. Nevertheless, the direct utilization
of explicit prior knowledge to assist, guide, or automate the different processes of
the VA pipeline has not been adequately investigated. The published work generally
focuses on the objective of capturing and reusing operational knowledge, but rarely
on domain knowledge. Some recent examples of this can be found in Flöring and
Appelrath [24] and Wagner [54].

Federico et al. [23] proposed a model of knowledge-assisted VA, extending van
Wijk’s model of visualization [58] to a knowledge-assisted VA scenario by incor-
porating an explicit knowledge store and several knowledge-related processes. The
conceptual model is depicted in Fig. 4.1. The outer boxes enclose processes related
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to machines and humans, respectively. Explicit knowledge can be stored in a dig-
ital form and used to steer the visualization and the analysis process. Tacit knowl-
edge is extended in the cognition process and influences reasoning about perceived
data and the exploration strategy. Tacit knowledge can be made available to the
machine through externalization. Edges encode the potential mutual influences of
data/knowledge stores and processes.

4.2.3 Examples

To further illustrate the concept of knowledge-assistedvisualization inpractical appli-
cations, this subsection details three application scenarios of knowledge-assisted
visual analytics: Gnaeus integrates clinical practice guidelines, a form of explicit
knowledge, to improve patient treatment in health care. KAMAS is a malware anal-
ysis system with a knowledge base to apply and externalize the identified patterns
in execution traces. KAVAGait is a system for clinical gait analysis that supports the
interactive exchange between explicit and tacit knowledge.

4.2.3.1 Gnaeus: Guideline-Based Health Care for Cohorts

Gnaeus [22] is a guideline-based knowledge-assisted visualization of electronic
health records for cohorts (as shown in Fig. 4.2). Evidence-based clinical practice
guidelines are sets of statements and recommendations used to improve health care
by providing a trustworthy comparison of treatment options in terms of risks and ben-
efits according to a patient’s status; they condense the complex domain knowledge
underlying the clinical practice in a narrative form. Gnaeus utilizes their formaliza-
tion as computer-interpretable guidelines (CIGs).

In Gnaeus, both the declarative knowledge and the procedural knowledge are
exploited to drive two analytical components: the temporal mediator and the com-

Fig. 4.1 A model for knowledge-assisted Visual Analytics: The model by Federico et al. [23]
encodes the generation, transformation, and exploitation of knowledge in a visual analytics scenario
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pliance analyzer. The declarative knowledge, specified as guideline intentions, is
exploited to process the raw input, time-stamped data, such as blood glucose (BG)
values at particular times, to produce a set of clinically meaningful summarizations
and interpretations. The “BG monthly good pattern”, for example, is defined as a
month when the patient had up to one abnormal value of BG per week and no more
than four abnormal values per month, while the BG abnormal values are defined in
the context of pregnant diabetic patients according to taking insulin medication and
fetus size.

Several chronic conditions can bemanagedwith a combination of the right amount
of physical activity, appropriate diet, and drugs. Thus, it is particularly important
to assess not only the general efficacy of treatments but also the compliance of
patients and caregivers with the clinical guidelines for the management of these
diseases. An executed treatment is compliant if the recommendations that the patient
was eligible for were fulfilled by performing the corresponding actions within the
suggested response time windows. In Gnaeus, a rule-based reasoning engine ingests
the procedural knowledge of CIGs, patient data, and treatment data, and computes
compliance [3].

TheCIGs are also directly visualized. In particular, the hierarchical structure of the
guideline is visualized as a tree diagramwith a top-down layered layout, whose nodes
represent treatment plans and leaves represent clinical actions; the logical structure
of a treatment plan is shown as a node-link diagram of a hierarchical task network.
Gnaeus also features knowledge-assisted interactions to support user exploration.

Since an EHR can contain a large amount of multivariate time-oriented data for
each patient, the guideline can be used as an index to browse the EHRdata both across
the different variables and along the time axis. When the users select a subplan in
the guideline views, only relevant data is shown in the temporal views, identified
through the plan-parameter dependency specified in the CIG declarative knowledge.

Fig. 4.2 Gnaeus, a guideline-based knowledge-assisted electronic health records visualization for
cohorts [22] (Figure taken from [23] © 2017 IEEE. Used with permission)
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Fig. 4.3 Scipio, a plugin of Gnaeus [22] for simulating patient cohorts (Figure taken from [23] ©
2017 IEEE. Used with permission)

Moreover, the user can switch from absolute to relative time, thus data of all patients
are aligned according to the execution time of the selected subplan.

The Scipio plugin of Gnaeus (see Fig. 4.3) supports shared decision making by
interactive visualization of patient-level microsimulation [46]. The evidence-based
knowledge about probability of critical event occurrence as well as transition prob-
abilities between conditions of increasing severity are modeled as Markov models.
Since these models might be too complex to be communicated to the patient as
such, Scipio utilizes microsimulation to generate data of a synthetic cohort of virtual
patients with similar conditions (age, disease, treatment); this data is then visualized
for an easier understanding of treatment consequences.

4.2.3.2 KAMAS: Behavior-Based Malware Analysis

KAMAS[55] is a knowledge-assistedmalware analysis system (as shown inFig. 4.4).
It supports IT-security analysts in learning about previously unknown samples of
malicious software (malware) or malware families based on their behavior. There-
fore, the analysts need to identify and categorize suspicious patterns from large col-
lections of execution traces. With KAMAS, the analysts can explore preprocessed
call sequences (rules) in their sequential order, which include system and API calls,
to find out if the observed samples are malicious or not. If a sample is malicious, the
system can be used to determine the related malware family. A knowledge database
(KDB) storing explicit knowledge in the form of rules is integrated into KAMAS
to ease the analysis process and to share it among colleagues. Based on the explicit
knowledge, automated data analysis methods are used to compare the rules fea-
tured in the loaded execution traces based on the specification with the stored explicit
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Fig. 4.4 KAMAS, a knowledge-assisted malware analysis system [55], supporting IT-security
experts during behavior-based malware analysis (Figure taken from [23] © 2017 IEEE. Used with
permission)

knowledge. Thereby, the specification gets adapted to highlight known rules. Addi-
tionally, the explicit knowledge can be turned on and off partially or completely by
interaction.

If the analyst loads execution traces into the system, the featured rules are visu-
alized based on the systems specification. If there is no specification prepared in
the first visualization cycle (e.g., zooming, filtering, sorting), all read-in data are
visualized and compared with the KDB. The image, which is generated by the visu-
alization process, is perceived by the analyst for gaining new tacit knowledge,
which may influence the user’s perception in the future operations. Depending on
the gained tacit knowledge, the analyst has now the ability to interactively explore
the visualized malware data (rules) by the system-provided methods (e.g., zooming,
filtering, sorting), which are affecting the specification. During this interactive pro-
cess, the analyst gains new tacit knowledge based on the adjusted visualization. For
the integration of new knowledge into the KDB, the analyst can, on the one hand,
add a whole set of rules and, on the other hand, the analyst can add a selection of
interesting calls that represent an extraction resulting from his/her tacit knowledge.
Moreover, KAMAS allows the analyst to visualize directly the whole collection of
explicit knowledge stored in the KDB.

4.2.3.3 KAVAGait: Clinical Gait Analysis

KAVAGait [56] is a knowledge-assisted VA system for clinical gait analysis (as
shown in Fig. 4.5) that supports analysts during diagnosis and clinical decision mak-
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Fig. 4.5 KAVAGait, a knowledge-assisted clinical gait analysis system, supporting analysts during
clinical decision making (Figure taken from [23] © 2017 IEEE. Used with permission)

ing. Users can load patient gait data containing ground reaction forces (GRF) mea-
surements. These collected GRF data are visualized as waveforms in the center of
the interface, representing a separated view for the left (red) and the right (blue)
foot as well as providing a combined visualization. Additionally, 16 spatio-temporal
parameters (STP) (e.g., step time, stance time, cadence) are calculated, visualized,
and used for automated patient comparison and categorization.

Since one primary goal during clinical gait analysis is to assess whether a recorded
gait measurement displays normal gait behavior or if not, which specific gait abnor-
mality are present. Thus, the system’s internal explicit knowledge store (EKS) con-
tains several categories of gait abnormalities (e.g., knee, hip, ankle) as well as a
category including healthy gait pattern data. Each category is defined by a set of
parameter ranges [min,max] of the 16 calculated STPs. All EKS entries are used
for analysis and comparison by default. However, analysts can apply their expertise
(tacit knowledge) as specification to filter entries by patient data (e.g., age, height,
weight).

Automated data analysis of newly loaded patient data is provided for categories
(e.g., automatically calculated category matching) influencing the systems specifica-
tion. The EKS stores explicit knowledge and the automated data analysis methods
are strongly intertwined with the visual data analysis system in KAVAGait. Thus, the
combined analysis and visualization pipeline consist of the following process chain,
and support the analysts during their interactive data exploration. Based on the visu-
alization, the generated image is perceived by the analyst, gaining tacit knowledge,
which also influences the analysts perception. As data exploration and analysis is
an iterative process, the analyst gains further tacit knowledge based on the adjusted
visualization and driven by the specification. To generate explicit knowledge, the
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analyst can include the STPs of analyzed patients based on his/her clinical decisions
to the EKS, which can be described as the extraction of tacit knowledge.

Moreover, KAVAGait provides the ability to interactively explore and adjust
the systems EKS, whereby the explicit knowledge can be visualized in a separated
view. Two different options (one for a single patient and one for a category) are
provided in KAVAGait for the adjustment of the stored explicit knowledge by the
analysts’ tacit knowledge.

4.3 The Importance of Knowledge in Data Analysis: An
Information-Theoretic Perspective

In the previous section, we saw KAV models and examples of KAV-systems in VA
that benefit strongly from the integration of tacit and explicit knowledge. However,
while humans’ knowledge may be appreciated in the field of visualization, there are
also wide-spread doubts about the relative merits of humans’ involvement in data
intelligence workflows. Not only are humans considered to be slow, costly, and inca-
pable of handling “big data” but they are also considered to be a liability of errors and
biases (e.g., [30]). Such doubts have stimulated much concern among visualization
researchers. For example, among the 13 chapters in the volume on Cognitive Biases
in Visualization [19], the majority of the chapters there focus on addressing biases
as a serious problem in visualization. Only a few chapters, such as [44, 50], argued
that we should see biases as the side-effect of heuristics and knowledge application,
and should not overlook the potential biases of statistical inference and algorithmic
decisions. In this section, we make an information-theoretic argument for the impor-
tance of human involvement not only in visualization but also in data intelligence
workflows in general.

In the field of visualization, it has been widely appreciated that the effectiveness
of a visual representation depends on data, users, and tasks [38]. The dependence on
users implicitly suggests the importance of knowledge in visualization processes.
Perhaps, the first theoretical rationale was given by Chen and Jänicke when they
outlined an information-theoretic framework for visualization [14] and noticed that
interactive visualization violated the Markov chain condition of data processing
inequality (DPI), which is one of themost important theorems in information theory.

Consider a fully automated workflow that consists of a sequence of processes
for data processing and analysis, P1, P2, . . . , Pi , . . . , Pn , where each process Pi
transforms from an input data space Zi to an output data space Zi+1. Intuitively, an
input data space encompasses all possible input datasets that a process may receive,
and an output data space encompasses all possible output datasets that a process may
generate. In information theory, these data spaces are also referred to alphabets [17].
The DPI states that if a sequence of alphabets forms aMarkov chainZ1 −→ Z2 −→
, . . . ,−→ Zn+1, the mutual information in the workflow can only decrease, such
that:
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I (Z1,Z2) ≥ I (Z1,Z3) ≥ . . . ≥ I (Z1,Zn) ≥ I (Z1,Zn+1)

When an automated workflow exhibits a huge amount of information loss, such as:

I (Z1,Z2) ≫ I (Z1,Zn+1)

the integrity of the decisions as the final outputZn+1 could be undermined by the sig-
nificant loss of information during the process. Indeed, in their most influential book
on information theory [17], Cover and Thomas concluded “no clever manipulation
of the data can improve the inferences that can be made from the data.”

As Chen and Jänicke [14] noticed, interactive visualization may break the condi-
tion of Markov chain in two ways. First, when a user views the interim data between
two processes (e.g., P1 −→ Z2 −→ P2), and uses the acquired knowledge to inter-
act with a later process (e.g., changing a view parameter in P5), the output to P5 no
longer depends only on the output of P4. Second, if a user interacts with any process
under the influence of additional knowledge that is not in the initial input data space
Z1, this also breaks the condition of a Markov chain. Since DPI highlights a poten-
tially critical risk of any fully automated workflow, breaking the condition of DPI is
a good thing. In other words, if a “clever manipulation” that does not satisfies the
Markov chain condition, such as interactive visualization, it is possible to “improve
the inferences that can be made from the data.”

In many scientific studies (e.g., [30]), the biases of human decisions are often
measured by assuming that the decisions made using statistics or algorithms are the
ground truth in conjunction with an experimental design where humans’ decisions
cannot benefit from any additional information that is not in the data. Unjustifiably,
this approach to measuring biases was in favor of the third-party metric (i.e., a
statistical measure or an algorithmic decision) that served both as a “judge” (assumed
to be correct) and a “contestant” (to be compared with humans).

Chen and Golan proposed an objective measurement without a third-party met-
ric [13]. For any decision process Pi that transforms its input alphabetZi to its output
alphabet Zi+1, one can imagine that there is an inverse process Qi = P−1

i that trans-
forms the output back to the input. For example, consider an examination taken by a
class of n > 0 students and the examination marks are of an integer value between 0
and 100. Let the input alphabet Zi contain all possible combinations of n marks for
the n students. We can imagine the following four scenarios for someone to perform
an inverse process Qi to reconstruct the n marks:

A. Pi is a statistical process for computing the mean µ of the n values. One has to
guess the n marks with the given output µ.

B. Pi is an algorithmic process for dividing the n numbers into k < n ordered groups
and output k integers representing the numbers of students in individual groups
(e.g., 5 students in group A, 22 students in group B, and so on). One has to guess
the n marks based on these k numbers and the definitions of the groups.
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C. Pi is a visualization process for plotting the n numbers in a bar chart such that
each bar is of 4-pixel wide and up to 20-pixel high. One has to guess the n marks
using the bar chart.

D. Pi is an interactive query process, with which one can perform k < n queries
and each time, one enters a student’s name and obtains the corresponding mark.
One has to guess the n marks based on k marks obtained from the interaction.

None of these processes is prefect because all of them cause some forms of infor-
mation loss. Their merits depend on the values of n and k as well as the tasks to be
performed using the output in each case. Hence, the inverse process in any of the four
cases is not accurate. We can define the deviation of the guessing results from the
actual nmarks using an information-theoreticmeasure referred to asPotentialDistor-
tion. The measure is one of the three fundamental measures in a cost–benefit metric.
For the detailedmathematical definition and explanation of themetric, see [13]. From
the perspective of this chapter, the important consideration here is the knowledge of
the person who has to make the guess. For a teacher who taught the n students,
the potential distortion will be much lower than for one knows nothing about the n
students or the subject being examined. The knowledge of the teacher can bring ben-
efit to all four scenarios, which exemplify four types of processes in VA—statistics,
algorithms, visualization, and interaction [15].

The knowledge that is used in or is available to a VA process can potentially be
measured or estimated. Tam et al. conducted an observational study [51], and ana-
lyzed two case studieswhere visualization-assistedmachine learning (ML) processes
produced better classification models than fully automated ML processes. Using
information-theoretic analysis, they estimated the amount of knowledge that was
available to the visualization-assisted ML processes, and discovered that the amount
of entropy (or information) in such knowledge is considerably larger than that of
a small or skewed training dataset. Evidently, the use of such knowledge was the
reason for the better models resulting from the visualization-assisted ML processes.
This finding was further confirmed by a manipulation study by Kijmongkolchai et
al. [34], where they experimentally confirmed that participants used their knowledge
in visualization and made better decisions than the would-be decisions without such
knowledge (i.e., chances). Because their stimuli were designed to measure individ-
ual pieces of knowledge in bits, they were able to transform the traditional accuracy
measure to an information-theoretic measure for quantifying human knowledge used
in the visualization tasks in their empirical study.

4.4 Ontologies as External Knowledge Bases

As discussed in the previous section, domain knowledge can alleviate the challenges
of large and complex data analysis. In many practical applications, we can observe
the impact of human knowledge upon visualization processes. For example, in the
current discussion on climate change, the general public is mainly presented with
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highly condensed information like the average temperature of the earth’s climate sys-
temwhen talking about globalwarming or expected rising of the sea level. Choropleth
maps may be used to illustrate regions that are affected most severely. Climate scien-
tists routinely produce various forms of numerical data and visualization images by
computing, aggregating, curating, and selecting relevant pieces of information from a
large set of simulated and measured multivariate time-series ensemble data. Making
sense of this data requires specialized expertise and skills. The knowledge gained
through training is only partly covered in books, documented analysis routines, and
climate data analysis libraries, and a good portion of it is tacit knowledge that is
usually gained through experience and often remains with the individual scientist.

Jänicke et al. and Kappe et al. reported joint work with climate experts [29, 31],
where the visualization scientists encountered several of these analysis procedures to
extract critical weather and climate events and procedures to aggregate information.
Someof the procedureswere formalized as routines for analyzingElNiño events [53],
while others require interventions and decisions by a domain expert. In the projects,
some knowledge of feature extraction were formalized for supporting rapid data
analysis for both experts and layman users and enabling them to filter large volumes
of data for relevant time frames rapidly. This is particularly helpful for users with a
little climate background to focus their attention.While these projects have confirmed
the benefits of formalized knowledge, they have also highlighted the need for some
effective and efficient mechanisms to assist domain experts in externalizing their
knowledge and assist data scientists in formalizing such knowledge.

Apart from mathematical definitions and computational procedures for formal-
izing knowledge, ontologies are another variant to externalize tacit knowledge. In
computer science, an ontology is a form of knowledge representation. Themost basic
data structure for an ontology is a graph, where nodes represent concepts and edges
represent the relationships among the concepts. There are a number of specification
languages for defining ontologies, including popular ones such as the Web Ontology
Language (OWL), the knowledge interchange format (KIF), Resource Description
Framework Schema (RDFS), and TheDARPAAgentMarkup Language + the Ontol-
ogy Inference Layer (DAML+OIL). These ontology languages have enabled many
disciplines and communities to acquire, preserve, and share various domain-specific
knowledge. The uses of such stored knowledge include search engines, data integra-
tion, and text analysis.

Carpendale et al. discussed the potential uses of ontologies in biological data
visualization [4]. In addition to the technical challenges that large ontologies present
to network visualization, they pointed out that ontologies could be used to aid (i) text
mining and text and document visualization, (ii) the automated or semi-automated
creation of visualization, and (iii) information retrieval in interactive visualization.

Gilson et al. made the first attempt to use ontologies to automate the visual map-
ping from a dataset to a visual representation [26]. Their knowledge-assisted method
requires the construction of three types of ontologies:

• aDomain Ontology (DO), which stores the semantics of a specific subject domain
(e.g., music charts),
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• one or more Visual Representation Ontologies (VROs), each of which captures
the semantics of a visual representation (e.g., bar charts, tree maps) and stores the
mapping from each visual representation to its implementation mechanism in an
external visualization toolkit.

• a Semantic Bridging Ontology (SBO), which specifies the relationships between
the concepts in the DO and those in the VROs.

After receiving an input dataset, an automated system first analyzes the dataset
with the aid of the DO, identifying semantics of various data labels such as column
headings. It then searches the SBO to identify optional visual representations (e.g.,
bar charts, tree maps, etc.), and optional visual objects (e.g., vertical bars, horizontal
bars, treemap nodes, etc.) with their corresponding visual channels. It compares
various optional mappings and selects the most highly ranked mapping. Finally, it
uses the VRO of the selected visual representation to retrieve the implementation
mechanism for the visual representation. This completes the visual mapping process
from a dataset to a visual representation.

Khan et al. developed a visualization-assisted search engine for supporting a team
of users who routinely search for hundreds and thousands of files in the context of
building industry [33]. A file ontology serves as the backbone of the search engine
and is dynamically updated according to users’ interaction. The users’ interaction is
thus a form of knowledge externalization, while the ontology is a form of knowledge
formalization. In addition, the ontology enables users to visualize the provenance
of the past search activities (i.e., captured facts or simple knowledge) in order to
minimize the repeated search attempts with the same search criteria.

Recently, Sacha et al. constructed an ontology capturing major processes in
machine learning (ML) workflows, including those processes in the four iterative
stages: prepare data, prepare learning, model learning, and evaluatemodel [47]. They
surveyed a number of papers on visualization-assisted ML, extracted the knowledge
about the different places where visualization was used, and recorded these places in
the ontology. They believe that the knowledge captured in this ontology can encour-
age researchers to develop advanced visualization techniques for aiding ML, and
they hope that with more and more knowledge captured, this ontology may be used
to aid the design of visualization-assisted ML workflows in the future.

More recently, Chen and Ebert outlined an ontological framework that can be used
as the core for building a comprehensive ontology to support the design, evaluation,
and improvement of visual analytics (VA) systems [12]. It provides 24 abstract enti-
ties for reasoning about the causal relations among the symptoms, causes, remedies,
and side-effects in the life-cycles of VA systems, providing an early step toward
building a more comprehensive knowledge base (in the form of an ontology) for
the VA community to record a large collection of concrete instances of problems
and solutions that VA researchers and practitioners have experienced in real-world
applications.
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4.5 Providing Guidance in KAV-Systems

Ontologies are one way to externalize tacit knowledge and to make it applicable in
digital analysis systems. The overarching goal is to store knowledge and integrate it in
the analysis pipeline to easework or support users in their decision-making processes.
This is particularly true in the design of VA solutions, where the design space is a
very-high-dimensional manifold and there is a plethora of potential interactive visu-
alizations and analytical methods available as well as parameters and sequences for
fine tuning thereof (e.g., to set parameters, but suitable values are unknown upfront).
Often it is not clear to the user(s), which methods or techniques will eventually lead
to the intended results [35]. To this end, the users need more support in the sense
of guidance. Guidance requires the storage, integration, and application of opera-
tional and domain knowledge in KAV-systems to help the users close the knowledge
gap. In the following subsections, we will define guidance and its application in VA
systems (Sects. 4.5.1 and 4.5.2), propose a model for its integration in VA systems
(Sect. 4.5.3), and demonstrate its application using an example from cyclical pattern
detection (Sect. 4.5.4).

4.5.1 Guidance

Guidance is seen as a process that gradually narrows the gap that hinders effective
continuation of the data analysis. It provides prospective assistance so that users can
make sense of the data on their own. For example, an anti-fraud manager needs guid-
ance to detect harmful behaviors of some customers using highlighting techniques,
whereas an investigator needs guidance to fine-tune the fraud transaction moni-
tor providing various alternative options. Furthermore, the quality of VA-supported
workflow can be significantly improved by guidance-oriented solutions [6]. While
there are already some approaches that offer guidance toVAusers (e.g., [8, 16]), there
is only limited knowledge about the general guidance mechanisms and underlying
structures of guidance. Furthermore, existing guidance approaches do not cover the
entire VA process. New techniques are needed to offer guidance on all intertwined
phases of the VA process (e.g., how to wrangle the data, how to read and interact with
the visualmeans in away that the user can derive appropriate information for decision
making). This major challenge was also identified in the roadmap of VA [52].

In the context of VA, guidance has been described as a strategy to assist in data
exploration and analysis.We characterized guidance from the conceptual perspective
as follows Ceneda et al. [6, p.112]:

Guidance is a computer-assisted process that aims to actively resolve a knowl-
edge gap encountered by users during an interactive visual analytics session.

The three important aspects of this definition are emphasized in italics. First,
guidance is a dynamic process that runs alongside the regular data analysis activities
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Fig. 4.6 Guidance is a mixed-initiative process. On the one hand, the user explicitly or implicitly
expresses his/her analysis target and a possible knowledge gap that hinders progression, by inter-
acting with the system. On the other hand, the system reacts to the user’s actions and gives cues that
help to decide which steps to take to reach the target [7] (Figure adapted from [7] with permission
of Davide Ceneda)

of the user. Second, there is a knowledge gap that causes the data analysis to stall.
The user does not know how to proceed. The goal of guidance is to narrow the
knowledge gap. Finally, the definition of guidance describes an interactive scenario.
That is, guidance assumes the existence of a human in the loop.

Guidance provides one or multiple suggestions to the user. Suggestions can be
considered or ignored by the user. Suggestions are to help users in forming decisions.
Making the decisions remains the responsibility of the user. Guidance does not aim
to close the knowledge gap automatically with a definite or exact answer. Typically,
this is not even possible due to ill-defined or highly complex problems. If guidance
were able to compute a precise answer, we could neglect VA at all, compute the
answer, and provide it to the user as an instruction. But this would contradict with
the idea of the human in the loop.

4.5.2 Guidance-Enriched Visual Analytics

Guidance has its roots in human–computer interaction (HCI) [18, 41, 45] and can
be seen as a mixed-initiative process [28] (as shown in Fig. 4.6). A mixed-initiative
process is an approach where both users and systems can “take the initiative” and
both contribute to the process. The central questions are the degree and type of
involvements. Guidance is a dialogue between users and systems, in which users
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provide, implicitly or explicitly, their own needs and issues as input, and the system
provides possible answers to alleviate problematic situations [7].

The central question is the degree of involvements. On the one hand, the user
explicitly or implicitly expresses her/his analysis target and a possible knowledge
gap that hinders progression, by interacting with the system. On the other hand, the
system reacts to the user’s actions and gives cues that help to decide which steps to
take to reach the target [7]. On this score, guidance is (1) a dynamic process that
runs alongside the regular data analysis activities of the users; (2) needed due to a
knowledge gap that causes the data analysis to stall, and (3) an interactive scenario
assuming the existence of a human in the loop. In this sense, guidance is comparable
to a mentor helping a student. While the mentor does not know the solution of the
student’s problem, she/he can provide hints as how to approach the problem, and
guiding the student toward finding the solution on her/his own. To this end, guidance
is not merely an additional algorithm that computes results but is indeed as a catalyst
for human–computer cooperation [5].

4.5.3 A Model for Guidance-Enriched Visual Analytics

We build upon the initial characterization of guidance by Schulz et al. [49], but we
focused on VA and adapt it with respect to the knowledge gap of users, the input and
the output of a guidance generation process, as well as a refined characterization of
the degree to which guidance is provided (as shown in Fig. 4.7).

Ceneda et al. extended van Wijk’s model of visualization [58] to cover the guid-
ance generation process as well as the VA process [6]. Here, they made a slight
modification by replacing the term visualization with visual analytics.The model
thus covers both visual and analytical methods. The components of the model are
shownwith gray outlines in Fig. 4.8. Boxes represent artifacts, such as data or images,
while circles represent functions that process some input and generate some output.
Visual and analytical means [V] transform data [D] into images [I] based on some
specifications [S]. The images are then perceived (P) to generate some knowledge
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Fig. 4.7 Aspects of guidance: knowledge gap, input and output, and guidance degree [6] (Figure
taken from [6] © 2017 IEEE. Used with permission)
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Fig. 4.8 Guidance and VA (in blue) extend van Wijk’s model [58] (in gray). Aspects of visual
analytics (VA) are shown to the left, while user aspects (U) are on the right. Guidance considers the
user’s knowledge (or lack thereof) and may build upon various inputs, including data, interaction
history, domain conventions, VA specifications, and visualization images. Different degrees of guid-
ance are possible. Orienting uses visual cues to enhance perception. Directing supports exploration
by providing alternative options. Prescribing directly operates on the specification [5, 6] (Figure
taken from [5]. Used with permission)

[K]. Based on their accumulated knowledge, users can interactively explore (E) the
data by adjusting the specifications (e.g., choose a different clustering algorithm or
change the perspective on the data). As such, van Wijk’s model effectively conveys
the iterative and dynamic nature of knowledge generationmediated throughVA. This
makes it perfectly suited to be expanded to a model of guided VA.

Ceneda et al. attached new guidance-related components to the model, shown
with blue outlines in Fig. 4.8. A central position is taken by the guidance generation
process (G). It is hooked up first and foremost with the user’s knowledge [K]. The
reason is that before one can take any measures of guidance, one needs to know what
the particular problem of the user is. Similar to the worldview gap [2], they coin
the term knowledge gap to capture the actual deficit that hinders continuation of the
data analysis. The guidance generation process (G) is further connected to sources
of information based on which guidance can be generated. These sources include the
original data [D], visualization images [I], VA specifications [S], interaction history
or provenance [H], and domain conventions or models [D]. Taken together, these
components represent the input to the guidance generation process.

On the output side, results of a guidance generation process can be delivered
in various ways. Figure4.8 illustrates three different scenarios: (1) Orienting, (2)
Directing, and (3) Prescribing:

• Orienting guidance is at the low end of the guidance degree. It provides basic
guidance through visual cues ([C] in Fig. 4.8). The main goal is to build or main-
tain the user’s mental map [39]. Such a map may contain potential targets and
paths as well as relations among them. Providing visual cues hinting at these tar-
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gets and paths is a common strategy for implementing orienting. Visual overview
techniques may provide some kinds of orientation as well.

• Directing guidance represents a medium degree of guidance. It offers useful
options or alternatives ([O] in Fig. 4.8) that the user may or may not choose to
follow. The suggestions may differ in terms of quality and costs for different paths
leading to the same result or, in terms of interest for paths, leading to similar or
new results. Directing can benefit from preview techniques that help users make
informed decisions for one or the other option.

• Prescribing guidance captures the highest degree of guidance. It directly operates
on the specification ([S] in Fig. 4.8) in order to automatically generate suitable
visual results [36, 59]). It implements a largely automated process, which proceeds
toward a specified target. In a sense, this degree of guidance can be compared to an
interactive presentation. A user may interrupt the presentation and ask for details,
or rewind/reverse it to revisit a nugget of information that has been found earlier.
Depending on the degree of automation, the user can recover control for a while
and direct the presentation to another path or even another target.

The main goal of guidance is to create and maintain an environment in which users
are able to make progress and perform their tasks effectively. This dynamic progres-
sive procedure is well expressed by the knowledge change (dK/dt) occurring as a
consequence of the guided visual analysis and the interactive adjustment (dS/dt) of
the specification. A critical concern is that knowledge is acquired through perception
and cognition (P). So the leverage point of guidance is to facilitate perception and
cognition at different degrees.

4.5.4 Example of Guidance-Enriched VA: Cyclical Patterns
in Univariate, Evenly Spaced Time-Series

To illustrate our guidance approach, Ceneda et al. recently proposed a data-driven
guidance technique [9] to support the visual exploration of cyclical patterns in uni-
variate, evenly spaced time-series (as shown in Fig. 4.9). A classical spiral plot is
enhanced with data-driven guidance mechanisms to support the identification of pat-
terns and push the exploration forward. They statistically determine cycle lengths
that reveal strong patterns and visually indicate these interesting cycle lengths while
the user interacts with the slider. It provides an orienting support via visual cues that
aim at solving an unknown target problem for which the knowledge gap is a data
problem. In a qualitative user-study, they showed that guidance could enhance the
data exploration. The participants developed a deeper understanding of the data and
had an increased confidence in the analysis outcome.
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4.6 Conclusions and Critical Reflection

The main contribution of this chapter is the investigation of the theoretical and prac-
tical underpinnings of visualization and VA in order to (1) incorporate the function
and role of tacit (implicit) and explicit knowledge in the analytical reasoning process,
including discourses from the information-theoretical and ontological perspectives,
and (2) explore a conceptual characteristics of guidance in visualization and VA
solutions. In the following, we reflect critically on these concepts and methods.

We have recalled Ceneda et al.’s conceptual model that generalizes existing
approaches of knowledge-assisted VA [6]. It is based on the well-known visual-
ization model of van Wijk [58] and allows for modeling a broad range of analytics
systems (both with and without explicit knowledge as well as automated data analy-
sis).Hence, it connects seamlessly to existing theoretical foundationswhile extending
their descriptive, evaluative, and generative power. The proposed model contains the
essential components, processes, and connections needed in a knowledge-assisted
VA system, i.e., (1) tacit knowledge extraction, (2) automated data analysis methods,
(3) explicit knowledge-based specification, (4) explicit knowledge visualization, and
(5) tacit knowledge generation.

However, this work represents an early step in this conceptual and practical area, a
number of opportunities for future research arise. Onemajor issue is the necessity for
novel evaluationmethods that canmeasure knowledge flows in aVApipeline in order

Fig. 4.9 Ceneda et al. [9] proposed a guided solution for the exploration of cyclical patterns in time-
series. A classical spiral visualization (center) is enhanced with data-driven guidance mechanisms
to support the identification of patterns. The user interface with the slider (left) allows to configure
the spiral plot. The slider is used to modify the cycle length displayed in the spiral plot. They
statistically determine cycle lengths that reveal strong patterns and visually indicate these interesting
cycle lengths while the user interacts with the slider (Figure adapted from [9] with permission of
Davide Ceneda)
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to assess the effectiveness of different components in the VA pipeline. Such methods
can be based on explicit knowledge as conceptualized in Ceneda et al.’s model.
For example, the nested workflow model [21] points in this direction, enabling
the description of VA processes at different design levels, also in terms of data
and knowledge flows, as well as collaboration between users. Further areas of future
researchmay include validationmethods for extracted explicit knowledge, extracting
knowledge indirectly via user interactions, or more specific support for collaboration
and multi-user systems.

Within the characterization of guidance in VA by Ceneda et al. [6], where various
aspects of guidance have been identified, the guidance generation process remains
to be a black box and it is desirable to detail this process in relation to the whole
VA process beyond the extension of van Wijk’s model [58]. On the one hand, the
operationalization of these aspects needs to be incorporated within the guidance
generation process. For example, the understanding of users’ knowledge gaps is
limited and most existing approaches implicitly infer the knowledge gap. On the
other hand, we need a better understanding about the internals of guidance and how
guidance is actually generated (“opening the black box”). To this end, we could
utilize the HCI model by Norman [41] for clarification (using his “why”, “what”,
and “how” layers).
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Chapter 5
Mathematical Foundations in
Visualization

Ingrid Hotz, Roxana Bujack, Christoph Garth and Bei Wang

Abstract Mathematical concepts and tools have shaped the field of visualization
in fundamental ways and played a key role in the development of a large variety
of visualization techniques. In this chapter, we sample the visualization literature to
provide a taxonomy of the usage of mathematics in visualization and to identify a
fundamental set of mathematics that should be taught to students as part of an intro-
duction to contemporary visualization research. Within the scope of this chapter, we
are unable to provide a full review of all mathematical foundations of visualization;
rather, we identify a number of concepts that are useful in visualization, explain their
significance, and provide references for further reading. We assume the reader has
basic knowledge of linear algebra [90], multivariate calculus [89], statistics, combi-
natorics, and stochastics [39]. Other topics not covered in this chapter, such as image
analysis [88], computer graphics [86], signal processing [41], computational geome-
try [2], geometric modeling, mesh generation, computer-aided geometric design [35,
106], and numerics [76] can be found in well-established textbooks. More advanced
topics such as information theory, dimension reduction, and kernel methods are dis-
cussed in other parts of the book.
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Fig. 5.1 Visualization pipeline. All steps in the pipeline involve the use of mathematical concepts
and tools. We cover various aspects of data analysis, filtering, and mapping
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Fig. 5.2 Example of a data set:S consists of a set of points with a neighborhood relation. Attributes
in A are elements of the interval [t0, t1]. f assigns temperature values to the points

5.1 Data and Basic Terminology

You can have data without information, but you cannot
have information without data.

Daniel Keys Moran, programmer and science fiction writer

Data are at the center of every visualization task and every step of the visualization
pipeline; see Fig. 5.1. The input to the visualization pipeline, the raw data, can be
any collection of information in any form. In this chapter, we define a data set
as a triplet D = (S ,A , f ) consisting of a set of structured items S , a set of
attributes A , and a function that assigns attributes to the items. S consists of a
set of items, continuous, or discrete, together with a structure (such as a metric
for a continuous domain or neighborhood relations for networks); see Fig. 5.2 for
an example. The tools used for the analysis and visualization of data sets depend
on the nature of S and A . The most important distinctions are continuous versus
discrete structures and quantitative versus categorical attributes; see Table5.1. In
this section, we emphasize continuous structures and quantitative attributes. A more
detailed classification of data sets concerning types, structures, and organizations can
be found in Munzner [68]. An introduction to data representations from a scientific
visualization perspective can be found in Telea [92].
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Table 5.1 Examples for possible structures S and attribute spaces A

Structures S Attributes A

Continuous domains equipped with metrics Ordered, ordinal, quantitative

Meshes, simplicial complexes Scalars, vectors, tensors

Graphs, networks, trees Categorical

5.1.1 The StructureS

The structure S can vary from discrete points to continuous domains. In general,
S consists of a set of items and some relation between the items. We describe two
of the most frequently used structures in more detail.

Graphs, Networks, andTrees.Graphs or networks are structures that are frequently
used for non-spatial, relational data representations. The terms graph and network
are sometimes used interchangeably. Mathematically, a graph G is a pair (V, E)

consisting of a set of items V , called vertices or nodes, and a set of relationships
between these items expressed as a set of edges E ⊆ V ×V . Edges can be directed or
undirected. For directed graphs, (v,w), and (w, v) ∈ E represent different relations.
If the edges are assigned a numeric attribute, the graph is weighted.

A possible representation of a finite graph is an adjacency matrix, which is a
square matrix of size |V | × |V |. For a simple graph, the adjacency matrix is a (0,1)-
matrix with zeros on its diagonal and ones for each edge. If the graph is undirected,
the matrix is symmetric. Typically, graphs are displayed using a set of points for the
vertices, which are joined by lines for the edges. A general introduction to graphs
and networks can be found in [56].

When analyzing graphs, characteristics as cycles, planarity, sparseness, and hier-
archical representations are of interest.

Continuous Domains. A continuous domain D is a subset of Rn equipped with a
metric. A metric supports measurements and determines distances in the domain. A
commonmetric is the Euclidean distance. Othermetrics includeManhattan distances
and polar distances. More generally, when the domain is a parameterized manifold,
the choice of a metric has an impact on many calculations such as derivatives; see
Sect. 5.2.

A continuous domain can be represented by a finite set of discrete samples asso-
ciated with an interpolation scheme. In this case, S consists of a set of points
{pi ∈ D | i = 1, . . . , k}, equipped with a neighborhood structure, e.g., the points
are organized as a regular grid (associated with piecewise multilinear interpolation)
or a simplicial complex (corresponding to piecewise linear interpolation).
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5.1.2 The Attribute Space A

An attribute is a specific property assigned to data items that arise from measure-
ment, observation, or computation. Attributes can be continuous and quantitative,
e.g., temperature; discrete and ordered, e.g., the number of people in a class; as well
as categorical, e.g., various types of tree species. The set of possible attributes span
the attribute space.

The most common continuous quantitative attributes can be subsumed under the
term tensor. A tensor of order r is defined as a multilinear mapping acting on r
copies of a n-dim vector space V over R into the space of real numbers,

T : V × . . . × V
︸ ︷︷ ︸

r

→ R. (5.1)

Sometimes, rank, degree, and order are used interchangeably. A tensor of order 0
corresponds to a scalar α ∈ R, and a tensor of order 1 is a vector v ∈ V .

α : R → R, α(x) = αx 0th-order tensor or scalar, e.g., temperature;
w : V → R, w(v) = w · v 1st-order tensor or vector, e.g., velocity;

T : V × V → R, T(v, v′) = v · T · v′ 2nd-order tensor, e.g., strain tensor.

Tensors of higher order, especially 3rd- and 4th-order tensors, can also be found in
a few visualization applications. In the visualization literature, the term tensor often
refers to 2nd-order tensors. With respect to a specific basis {e1, . . . , en} of the vector
space V , a tensor is fully specified by its action on the basis elements resulting in
the typical component representations. For a vector, this is w = (w1, . . . ,wn)

T and
for a 2nd-order tensor, and this is a matrix

T =
⎛

⎜

⎝

t1,1 · · · t1,n
...

. . .
...

tn,1 · · · tn,n

⎞

⎟

⎠ .

For a basic introduction to the use of tensors in visualization, we refer to the state-
of-the-art report by Kratz et al. [59].

EnrichedAttribute SpaceA ∗. In-depth data analysis often requires somemodifica-
tions of the attribute space. The most common examples are filtering, e.g., removing
noise, or enrichment of the original attributes by derived quantities, e.g., the field
gradient or local histograms. Other modifications are changes of the representation
or parameterization of the attribute space to emphasize data symmetries useful for
feature or pattern definitions; see also Sect. 5.4. Examples include scaling, rotation
in attribute space, and expressing a 2nd-order tensor by its eigenvalues and eigen-
vectors.
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5.1.3 Fields as Example Data Sets

Field data are very common in scientific applications where they express physical
quantities defined over continuous domains, for instance, temperatures in a room,
or wind velocities in the atmosphere. Such data are often the results of numerical
simulations or measurements from experiments. A field is defined as a mapping
from a continuous domain D ⊆ R

n into an attribute spaceA ⊆ R
m (similar notions

include range and co-domain), given as

f : Rn ⊇ D → A ⊆ R
m . (5.2)

Typically, the domain can be considered in a spatiotemporal context, for example,
D = Ds × It ⊆ R

4, where Ds ⊆ R
3 is the spatial domain and It ⊆ R is a time

interval. Depending on the attribute space, we distinguish a scalar field S : D →
A ⊆ R, a vector field V : D → A ⊆ R

2, a tensor fields T , and more generally, a
combination of such fields, resulting in a multifield with an attribute space spanned
by the individual fields.
Ensembles of Fields. Fields are often associated with a set of parameters, which
typically play a different role than the domain dimensions. Parameters are often used
to create collections of data sets, referred to as ensembles [96].

{ f1, . . . , fk} : D × {P1, . . . , Pk} → A ⊂ R
m, (5.3)

where each Pi (for i = 1 . . . k) is a parameter tuple. An example of an ensemble is
the data set generated from a computer simulation with different initial conditions
(described by different parameters). Each fi : D× Pi → A is an ensemble member
or a realization. Ensemble members often have internal correlations or follow certain
distributions, making them especially hard to analyze. Ensemble data arise in many
applications and are an important theme in visualization research [46].

5.2 Differential Structures

Science is a differential equation. Religion is a boundary
condition.

Alan Turing, mathematician and computer scientist

Whereas real data and computations are mostly based on discrete domains and
attributes, many of the concepts for their analysis are founded on continuous set-
tings. The machinery of differential arithmetics and differential structures provides
powerful analysis tools. Differential operators [16, 87] play a crucial part in visu-
alization. They allow the definition and categorization of many features, including
extrema, ridges, valleys, saddles, and vortices. Differential equations, for example,
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(a) (b)

Fig. 5.3 Interplay between discrete data and continuous concepts. aNumerically computed stream-
lines of the flow behind a cylinder approximate the solutions of an ordinary differential equation
(Image courtesy Wito Engelke). b A discrete mesh approximates the shape of a mechanical part,
where a continuous color map highlights the extremal values of the load of the material (Image
courtesy Martin Falk)

are the basis for the definition of streamlines, a fundamental method in flow visual-
ization; see Fig. 5.3a.

Finally, differential geometry provides mathematical tools to characterize curves
and surfaces and plays an important role in visualization; see Fig. 5.3b. In this chapter,
we summarize the most fundamental concepts of discrete structures that are fre-
quently encountered in visualization research.

5.2.1 Differential Operators

Differential Operators in Euclidean Spaces. Differential operators [16, 87] map
functions (e.g., fields) to their derivatives and thus allow us to study the rates at
which continuous attributes change. They can be applied to scalar, vector, and tensor
fields. They give rise to definitions of features, such as extrema, ridges, valleys,
saddles, and normals of iso-surfaces. We describe differential operators for scalar
fields f : Rn → R and vector fields v : Rn → R

n . The explicit expression of the
operators depends on the inherent metric of the space; here, we assume the Euclidean
metric. We often use the operator

∇ =
⎛

⎝

∂
∂x1
...
∂

∂xn

⎞

⎠ (5.4)

to simplify the notations. The gradient of a scalar field
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∇ f =
⎛

⎝

∂ f
∂x1
...
∂ f
∂xn

,

⎞

⎠ (5.5)

is a vector that indicates the direction of the steepest ascent. Locations where gradient
vanishes (∇ f = 0) are associated with critical points of the scalar field, such as
maxima, minima, and saddles; see also Sect. 5.7. Hessian matrices consisting of
2nd-order partial derivatives are used to classify the critical points,

H =
⎛

⎜

⎝

∂2 f
∂x21

...
∂ f

∂x1∂xn

... ...
∂2 f

∂xn∂x1
...

∂2 f
∂x2n

⎞

⎟

⎠ . (5.6)

The eigenvalues of the Hessian H can be interpreted as the principal curvatures and
the eigenvectors as principal directions; therefore, H is often used to define ridges
and valley lines in scalar fields. For example, a topographic ridge is defined as the
set of points where the slope is minimal on the scalar field restricted to a contour line.
This means that one eigenvector of H is aligned with the elevation gradient [72].

The Jacobian J ∈ R
n×n is a matrix that generalizes the concept of a gradient for

a vector field v,

J = ∇v =
⎛

⎝

∂v1
∂x1

... ∂vn
∂x1

... ...
∂v1
∂xn

... ∂vn
∂xn

⎞

⎠ . (5.7)

The eigenvalues of the Jacobian can be used to categorize the types of 1st-order
critical points in vector fields, i.e., positive for sources, negative for sinks, differently
signed for saddles, and complex for center points; see Fig. 5.4.

Other important differential operators are the Laplace operator Δ f = ∇2 f =
∂2 f
∂x2 + ∂2 f

∂y2 + ∂2 f
∂z2 , the divergence div v = ∇ · v, and the curl curl v = ∇ × v of a

vector field. In an infinitesimal neighborhood, the divergence is a measure of how
much the flow converges toward or repels from a point, and the curl indicates of how
much the flow swirls or rotates.

Differential Operators for Field Approximations. Differential operators also play
an important role in the approximation of fields as they represent the components
in the Taylor expansion. A scalar field in the vicinity of a point P ∈ R

n can be
approximated as f (P+x) = f (P)+∇ f (P)·x+ 1

2 x
T H(P)x+O(‖x‖3). For vector

fields, the linear approximation is given as v(P + x) = v(P)+ J (P) · x + O(‖x‖2).
Differential Operators in Non-Euclidean Spaces. For non-Euclidean spaces, dif-
ferential operators are more complex. Consider, for example, spherical coordinates:
The divergence of a vector (vr , vθ , vϕ) (where r is the radius, θ is the polar angle,
and ϕ is the azimuthal angle) is then given as
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div v = 1

r2
∂

(

r2vr
)

∂r
+ 1

r sin θ

∂

∂θ
(vθ sin θ) + 1

r sin θ

∂vϕ

∂ϕ
. (5.8)

The differential operators for cylinder and spherical coordinates can be found inmost
textbooks.

5.2.2 Differential Equations

A differential equation [1, 80] is a mathematical equation that relates a function
with its derivatives. Differential equations are categorized into ordinary differential

Fig. 5.4 Jacobian J can be used to classify the local behavior of a vector field in the vicinity of
a critical point. Locally, the field can be approximated up to 1st order via the Taylor expansion
as v(x) = v0 + J · x . If v0 = 0, the point x is critical. The critical point can be classified based
on the determinant and the trace of the Jacobian. The sign of the discriminant Δ = tr2(J ) −
4 det(J ) separates the area of real and complex eigenvalues of the Jacobian. Complex eigenvalues
are associated with swirling motions
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equations (containing one independent variable) and partial differential equations
(involving two or more independent variables).

One of the most common examples of an ordinary differential equation in visu-
alization is given through the relation of a vector field and its trajectories (that are
everywhere tangential to the field); see Fig. 5.3a. A flow can be represented either as
a time-dependent vector field R

d × R → R
d , (x, t) �→ v(x, t) or through its flow

map,
R × R × R

d → R
d , t × t0 × x0 �→ Ft

t0(x0), (5.9)

with Ft0
t0 (x0) = x0, and Ft2

t1 (Ft1
t0 (x0)) =Ft2

t0 (x0).

The flow map describes how a flow parcel at (x0, t0) moves to Ft1
t0 (x0) in the time

interval [t0, t1]. The two representations of the vector field are related to the initial
value problem [15],

Ḟ t
t0(x0) = v(x(t), t), Ft0

t0 (x0) = x0, (5.10)

where Ḟ refers to the temporal derivative of F and inversely through integration,

x0 +
∫ t

t0

v(x(t), t)dt = Ft
t0(x0). (5.11)

Partial differential equations are more complex than ordinary differential equations
and, depending on the initial and boundary conditions [36], may not have a unique
solution or a solution at all. As a popular example, we can look at the heat equation,

du(x, t)

dt
− α∇2u(x, t) = 0, (5.12)

where α ∈ R is called the thermal diffusivity. The solution to the above heat equation
is a Gaussian. It describes the physical problem of heat transfer or diffusion and is
used in various visualization applications, for instance, in diffusion-based smoothing,
or to define a continuous scale space.

Even if solutions of differential equations exist, for visualization applications,
it is rarely possible to derive them analytically, but only numerically [11, 66], due
to the reliance on empirical data for coefficients, initial conditions, and boundary
conditions. The most popular solvers for ordinary differential equations are the Euler
and Runge–Kutta methods. For partial differential equations, the families of finite
element methods (FEM), finite volume schemes, and finite differences methods are
frequently used, depending on the choice of discretization.
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5.2.3 Differential Geometry

We review elements from differential geometry [61] that are most relevant to visu-
alization, including parametrized curves and surfaces, lengths, areas, and curva-
ture. Some of these concepts can be generalized from three-dimensional to higher-
dimensional spaces dealing with general manifolds, which are topics in Riemannian
geometry [3].

Parametric Curves. In differential geometry, curves are defined in a parametrized
form, and their geometric properties, including arc length, curvature, and torsion, are
expressed using integrals and derivatives. A parametric curve

γ : [a, b] ⊂ R → R
d (5.13)

is a vector-valued function defined over a non-empty interval. Curves can be distin-
guished depending on how often they are differentiable. In the continuous case, we
will assume the curve to be sufficiently smooth.

The fundamental theorem of differential geometry of curves guarantees that up to
transformations of the Euclidean space (rotations, reflections, and translations), a
three-dimensional curve can be uniquely defined by its velocity, curvature, and tor-
sion. These three concepts describe changes of the Frenet–Serret frame, which is a
local coordinate system that moves with the curve. A Frenet–Serret frame is spanned
by the unit tangent vector T (t), normal vector N (t), and binormal vector B(t), which
are defined via derivatives of the curve γ (t) with respect to the parameter t ∈ [a, b],

T (t) = γ ′(t)
‖γ ′(t)‖ ,

N (t) = γ ′′(t) − (

γ ′′(t) · T (t)
)

T (t)

‖γ ′′(t) − (γ ′′(t) · T (t)) ‖ ,

B(t) = T (t) × N (t).

Consequently, commonly used curve descriptors include velocity v(t) = ‖γ ′(t)‖,
curvatureκ(t) = ‖T ′(t) · N (t)‖/‖T (t)‖, and torsion τ(t) = ‖N ′(t) · B(t)‖/‖T (t)‖.
Other useful measures are the arclength l(t) = ∫ t

a ‖γ ′(s)‖ds and the acceleration
a(t) = γ ′′(t).

Parametric Surfaces. Similar to curves, surfaces can be parametrized; see Fig. 5.5.
A parametric surface

S : Ω ⊂ R
2 → R

n (5.14)

is a vector-valued function of a non-empty area. We assume the surface to be suffi-
ciently smooth.

The tangent plane of a surface at a point S(p) ∈ R
n with p ∈ R

2 is the union of
all tangent vectors of all curves through S(p). The plane is spanned by the two partial
derivatives Su(p) = ∂S/∂u and Sv(p) = ∂S/∂v. The surface normal, perpendicular
to the tangent plane, is given by the cross product of the partial derivatives,
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N(t)

z
TPS
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x y
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SvP

Parametrized surface S

Fig. 5.5 Left: parametrized surface. Right: The changes of the normals in a certain direction define
the normal curvature of the surface

N (p) = Su(p) × Sv(p)

‖Su(p) × Sv(p)‖ . (5.15)

Measurements on Surfaces. The calculation of the length of a curve on a surface
or the surface area can be easily formulated using the first fundamental form I(p) :
R

2 → R
2×2. I(p) defines a natural local metric induced by the Euclidean metric in

R
n . For notational simplicity, we omit the dependence of the location p ∈ R

2. Its
components guv are defined as the scalar product of the tangent vectors Su · Sv. In
matrix form, the first fundamental form is given as,

I =
(

guu guv
gvu gvv

)

=
(

E F
F G

)

. (5.16)

Using the first fundamental form, a line element ds on the surface is expressed as
ds2 = Edu2 + 2Fdudv + Gdv2 and an area element as d A = ‖Su × Sv‖du dv =√
EG − F2 du dv. The arclength of a curve on the surface results from integrating

the line element l = ∫ b
a ds, and the area of a surface patch results from integrating

the area element.

Surface Curvature. Many different curvature measures are available. Loosely
speaking, curvature is a concept thatmeasures the amount bywhich a surface deviates
from a plane or the variation of the surface normal. Central to the concept of curvature
is the Gauss map, which maps the surface normals to the unit sphere N : S → S2.
The differential of the Gauss map in a certain direction is a measurement of cur-
vature in that direction. Mathematically, the curvature is summarized in the second
fundamental form, denoted as II. In matrix form, it is given as,

II =
(

Suu · N Suv · N
Svu · N Svv · N

)

=
(

e f
f g

)

, (5.17)
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where Suv, Suu, Svv are the respective second derivatives of the surface parametriza-
tion. The shape operator expresses the curvature in local coordinates,

S = 1

EG − F2

(

eG − f F f G − gF
f E − eF gE − f F

)

. (5.18)

Its eigenvalues (k1 and k2) are called the principal curvatures at a given point; its
eigenvectors are called the principal directions. The Gaussian curvature K is equal
to the product of the principal curvatures. It can also be calculated as the ratio of the
determinants of the second and first fundamental forms. The mean curvature H is
defined as the average of the principal curvatures:

K = k1 · k2 = eg − f 2

EG − F2
, H = 1

2
(k1 + k2) = 1

2

eG + gE − 2 f F

EG − F2
.

Points on the surface can be categorized as elliptic (K > 0), parabolic (K = 0, H =
0), hyperbolic (K < 0), and flat (K = H = 0) using the Gaussian and mean
curvatures.

The curvature κ of a surface curve γ can be decomposed into its normal curvature
kn normal to the surface and its geodesic curvature kg , which measures the deviation
of a curve from being a geodesic κ2 = k2n + k2g . The extrema of the normal curvature
over all curves through a point correspond to the principal curvatures k1 and k2 of the
surface. A curve where the geodesic curvature is equal to zero is called a geodesic,
which is a generalization of a straight line on arbitrary surfaces, as the straightest
and locally shortest curve.

5.2.4 Manifolds

Roughly speaking, an n-manifold M embedded in R
m is a space that is locally

similar to Euclidean space R
n . Formally, each point p of the manifold M has an

open neighborhood Up ⊂ M that is homeomorphic to an open subset V of the
Euclidean space described by a chart or local frame ϕ : Up ⊂ M → Vp ⊂ R

n . The
entire manifold can be described by a collection of compatible charts, which together
form an atlas.

Awell-known example is a sphere, which is a 2-manifold embedded inR3, defined
by the condition x2 + y2 + z2 = R (R being the radius). There are many ways to
define charts on the sphere. It is also possible to cover thewhole sphere excluding one
point with a chart, which requires at least two charts to complete the atlas. Covering
a sphere with one chart, however, is not possible.

Similar to surfaces, one can define a tangent space TpM attached to every point
in M . TpM has the same dimension as the manifold. The tangent space defines a
local basis on the manifold and plays an important role since many fields (e.g., vector
fields) live in the tangent space of the domain; see Fig. 5.6.
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5.3 Sampled Data and Discrete Methods

The world is continuous, but the mind is discrete.

David Bryant Mumford, mathematician

Fields are defined over continuous domains in theory; however, they are described at
discretely sampled locations in practice. Typical analysis and visualization methods
rely on a reconstruction of the continuous fields. Two different approaches are com-
monly used to deal with this issue. First, the discrete data are interpolated to fill the
entire domain. Second, the analysis techniques are transferred to the discrete setting.

5.3.1 Data Representation

Sampled data come in many different forms and representations depending on their
origin. For measurement data, one often deals with unstructured point clouds result-
ing from practical constraints, e.g., possible placements for sensors. Data coming
from simulations are mostly based on grid structures, ranging from uniform grids
to unstructured and hybrid grids. Therefore, the attributes are assigned to either the
grid vertices, the grid cells, or distinguished points inside the cells, e.g., Gauss or
integration points coming from finite element simulations; see Fig. 5.7. An overview
of common data representations can be found in [92].

A grid is built from a set of vertices V and neighborhood relations, defining edges,
faces, and cells. The neighborhood relations can be given explicitly for unstructured
grids or implicitly encoded in an index structure. An example is a quad mesh where
the vertices are identified by three indices V = {vi jk | 1 ≤ i, j, l ≤ n} and edges
E = {(vi jk, vi+1 jk), (vi jk, vi j+1k), (vi jk, vi jk+1) | ∀vi jk ∈ V }. The most common

Fig. 5.6 Vector field defined on a sphere given in spherical coordinates. Left: A parametrization of
the sphere with spherical coordinates, Right: The vector field can be expressed in a local reference
frame, which depends on the spherical coordinates
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two-dimensional cells are triangles and rectangles; three-dimensional cells include
quads, tetrahedra, and prisms.

5.3.2 Simplicial Complexes

Simplicial complexes are data structures that are particularly useful for combinatorial
algorithms (see Sect. 5.7). They can be considered as a formal generalization of
triangulations to higher dimensions. A k-simplex is defined as the convex hull of
k + 1 affinely independent points pi ∈ R

k ; the convex hull of any non-empty subset
of the k + 1 points is a face of the simplex. 0-, 1-, 2-, and 3-simplices are vertices,
edges, triangles, and tetrahedra, respectively.

A simplicial complex K is a set of simplices such that every face of a simplex
from K is also in K , and the intersections of two simplices in K are either empty
or a face of both simplices; see Fig. 5.8. A more detailed discussion can be found
in [22, 67]. A simplicial complex is a type of cell complex in which the cells are
simplices. There are several different ways to formalize and instantiate the notion
of a cell complex, including CW complex, Δ-complex, cube complex, polytopal
complex, etc.; see Hatcher [47] for an introduction.

Fig. 5.7 Data can be assigned to a regular cubic grid in many different ways

k=0
vertex [A]

k=3
tetrahedron [A,B,C,D]

k=2
triangle [A,B,C]

k=1
edge [A,B] Simplicial complex

Fig. 5.8 Left: 0-, 1-, 2-, and 3-simplex, respectively. Right: A simplicial complex embedded in R2
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5.3.3 Neighborhood Graphs

Neighborhood graphs impose combinatorial structures on point clouds that capture a
certain notion of proximity. Such structures give rise to the use of grid-based analysis
methods but are also of interest for clustering algorithms and many discrete theories.
Themost fundamental neighborhood structure is theDelaunay triangulationof a point
cloud. Given a finite set of points P = {pi }mi=1 ⊂ R

n , the Voronoi diagram is defined
as a decomposition of the domain in regions Vi assigned to each point pi ∈ P . Vi

contains all points inRn that are at least as close to pi as to any other point in P . The
dual structure of the Voronoi diagram in the plane is the Delaunay triangulation and
in three dimensions the Delaunay tetrahedralization. The Delaunay triangulation
maximizes the minimum angle in a triangulation and gives rise to a reasonably
nice triangulation. The concept extends to higher dimensions, but its computation
becomes very costly.Manyother neighborhoodgraphs have been studiedwith respect
to geometric properties and robustness. Examples include the Gabriel graph [38] and
the k-nearest neighbors graph. A more detailed discussion about such graphs can be
found in textbooks on computational geometry [2]. Neighborhood graphs in the
context of high-dimensional and sparse data in visualization applications are also
discussed in [18]. There is a large body of work related to meshing that is also
relevant to this context [106].

5.3.4 Reconstruction and Interpolation

The goal of a reconstruction is to recover an approximate version of a continuous
function from a sampled data set. A reconstruction that matches the values in the
sampled points exactly is called interpolation.

Given a set of points (vertices or nodes) P = {pi }mi=1 with pi = p j for i = j and
a set of associated values { fi ∈ R}mi=1, a function f : Rn → R is called interpolating
function for the set of points if it fulfills the interpolation condition f (pi ) = fi , for
1 ≤ i ≤ m.

Infinitely, many possibilities are available to interpolate a set of points. The choice
of a specific interpolation is often guided by simplicity and efficiency. It is important
to be aware that different interpolation schemes may have significant impact on the
computation and visualization results. The most common interpolation methods for
gridded data are piecewise linear, bilinear, and trilinear interpolations. For scattered
data, one typically constructs a grid or uses radial basis functions [7].
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5.3.5 Discrete Theories

Discrete theories typically inherit structural properties from the smooth setting and
come with theoretical understandings about the preservation of relevant invariants.
In general, they satisfy a subset of properties from the smooth setting, resulting in
a large diversity of discrete theories [97]. For example, in the discrete setting, a
geodesic defined as a locally shortest connection is not equivalent to the straightest
connection, as in the continuous setting [73].

In visualization, themost important examples arise fromcombinatorial differential
topology and geometry. For instance, discrete exterior calculus provides discrete
differential operators [19]; discrete differential geometry introduces concepts for
curvatures and geodesics [20]. A very useful and popular discrete theory is discrete
Morse theory [37],which forms the base ofmany current algorithms for the extraction
of the Morse–Smale complex; see also Sect. 5.7.

5.4 Symmetries, Invariances, and Features

Symmetry is a vast subject, significant in art and nature. Mathematics
lies at its root, and it would be hard to find a better one on which to
demonstrate the working of the mathematical intellect.

Hermann Weyl, mathematician and theoretical physicist [98]

Symmetries, invariances, and conserved quantities are closely related concepts that
play an important role in many mathematical and physical theories, for instance,
Noether’s theorem links symmetries of physical spaces with conservation proper-
ties [84]. Invariants are properties of an object (a system or a data set) that remain
unchanged when certain transformations (such as rotations or permutations) are
applied to the object. In visualization, invariants play a central role for feature defini-
tion and pattern recognition. For example, the number of legs of a three-dimensional
animal model is invariant with respect to changes due to animal movement or shape
morphing. Another example is the Galilean invariance for flow features, e.g., vor-
ticity does not change under certain changes of the reference frame even though the
flow components change [71]. There are also topological invariants which charac-
terize spaces with respect to smooth deformations [47]. A formal analysis of the
symmetries that arise from group actions, with a strong emphasis on the geometry,
Lie groups, and Lie algebra can be found in textbooks dealing with representation
theory and invariant theory [42].
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5.4.1 Features, Traits, and Properties

According to the CambridgeDictionary, a feature is “a typical quality or an important
part of something”. In the visualization literature, the term feature is not well-defined
and oftentimes an overloaded concept. Features often represent structures in a data
set that are meaningful within some domain-specific context. They can be used as
the basis for abstract visualization. Here, we define a feature F(D) ⊂ I of a data
set D as a subset of data items having a specific property; see Sect. 5.1. For field
data, features are typically defined as certain subsets in the spatial domain. Typical
features of a scalar field s : D → R are iso-surfaces s−1(a) (for a ∈ R) and the set
of critical points of s.

In many cases, features can be locally defined by traits T ⊂ A ∗, subsets of
the enriched attribute space A ∗ containing the data attributes and possibly derived
quantities. Specifically, given a field f : D → A ∗ that maps a domain D into
an enriched attribute space A ∗, a trait-induced feature is defined to be FT (D) =
f −1(T ) = {x ∈ I | f (x) ∈ T }, for some T ⊂ A ∗ [53]. A point trait T = {p} ∈
A ∗ = R gives rise to a trait-induced feature known as an iso-surface. A point trait is
also referred to as a feature descriptor. If A ∗ encodes the derivatives of f , then the
set of critical points is a trait-induced feature given by all points where the derivative
of the scalar function is equal to 0. A line trait is a line in A ∗ = R

2 spanned by the
scalar values and its derivatives. It is desirable for a descriptor to be invariant with
respect to changes (e.g., rotations and scalings) to the data representation.

Other types of features based on structures of the data, such as cycles in a graph,
may not be described by traits naturally. Such features are referred to as structure-
induced features. In general, features can be defined by any combination of attribute
and structural constraints.

5.4.2 Transformations, Symmetries, and Invariances

Invariants are directly linked to transformations T describing an inherent symmetry of
the system.A transformation is a function thatmaps a set X to itself, i.e., T : X → X .
In the context of visualization, a transformation concerning the structureS is called
the inner transformation; a transformation of the attribute spaceA ∗ is called theouter
transformation. A transformation can be both an inner and an outer transformation.
The notion of invariance and transformation can also be extended to changes in the
model used to create the visualization, or the image itself [58].

When talking about invariants, we are interested not only in one specific trans-
formation but also in certain classes of transformation described as transformation
groups [42]. A transformation group acting on a set X is defined as a group G with
neutral element e and an action

T : G × X → X,
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where each group element g ∈ G defines a transformation Tg as Tg(x) ≡ T (g, x)
with the following properties: for all x ∈ X and all g, h ∈ G, Te(x) = x , and
Tg(Th(x)) = Tgh(x).

A symmetry group is a group that conserves a certain structure, property, or feature.
It gives a unique relation between symmetries and invariants. Formally, let T : D →
D be a transformation (short for T : I ×A ∗ → I ×A ∗), and F(D) be a feature
of a data setD . Then, we say that T is a symmetry ofD if F(D) commutes with the
transformation T

T (F(D)) = F(T (D)).

Typical transformations for field data are rotations in three-dimensional Euclidean
space that form the group SO3 acting onR3. An application is the definition of invari-
ant moments as descriptors of flow patterns [8]. An example that plays an important
role in flow visualization is the Galilean transformation, which transforms coordi-
nates between two reference frames that differ only by constant relative motion [57].
Domain-specific invariants like shear stress or anisotropy also play a central role in
tensor field visualization [60]. An example of discrete data is the permutation group
Sym(M) whose elements are permutations of a set M .

5.5 Cluster Analysis

The Milky Way is nothing else but a mass of innumerable
stars planted together in clusters.

Galileo Galilei, astronomer, physicist and engineer

A frequently employed approach in visualization and exploratory analysis is cluster
analysis or clustering, i.e., to assign a set of objects to groups in a manner such that
objects in the same group are more similar to each other in some manner than to
those in other groups. In other words, data are decomposed into a set of classes that
in some sense reflect the distribution of the data.

To achieve this general goal, a very large variety of algorithms have been presented
for specific problems or data modalities [33, 51]; they differ significantly in how
they define and identify clusters. Clustering results are typically subject to various
parameters, and it is often necessary tomodify (e.g., transform) input data and choose
parameters to obtain a result with desired properties. We describe four clustering
techniques that are frequently applied in data analysis and visualization and illustrate
how they have been used to address various visualization problems.

k-Means Clustering. Given a set of data (x1, . . . , xn) where each xi is a
d-dimensional real vector, k-means clustering (also called Lloyd’s algorithm) seeks
to partition the data into k ≤ n disjoint sets C = {C1, . . . ,Ck} (with a fixed k) such
that the variance within each cluster is minimized, i.e., to find
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arg min
C

k
∑

i=1

∑

x∈Ci

‖x − mi‖2

wheremi is themean of data inCi . The result depends centrally on the chosenmetric,
for which the Euclidean norm is often selected. Algorithmically, Ci can be found
iteratively in a manner similar to computing a centroidal Voronoi tessellation [21]:
Given an initial set of cluster centersmi , assign to each cluster the data points that are
closer to mi than to all other cluster centers. Compute a new set of means as cluster
centers from the assigned points, and repeat the process until convergence. Initially,
the data centers can either be chosen randomly or according to heuristics [13].

k-means clustering was used in visualization, for example, by Woodring and
Shen [102], who employed it to automatically generate transfer functions for volume
rendering temporal data. They achieved this by identifying clusters of data points
that behave similarly over time. k-means clustering is relatively easy to understand
and utilize. However, a major drawback of this approach is that the number of classes
or clusters k must be specified a priori.

Spectral Clustering. Clustering is not directly applied on the data, but rather on
the similarity matrix S (where Si j = ‖xi − x j‖) that contains pairwise distances
between individual data items. Clustering is then performed on the eigenvectors of
S. Intuitively, S can be viewed as describing a mass–spring system. Masses coupled
through tight springs will largely move together relative to the equilibrium of such a
system, and thus eigenvectors of small eigenvalues of S can be seen to form a suitable
partition of the data.

As with clustering in general, many incarnations of this basic idea have been
given. The normalized cuts technique is a nonparametric clustering approach often
used in image segmentation [85]. For visualization purposes, it was utilized by Ip et
al. to explore feature segmentation of three-dimensional intensity fields [50], and by
Brun et al. to visualize white matter fiber traces in DT-MRI data [6].

Density-BasedClustering. TheDBSCAN (density-based spatial clustering of appli-
cationswith noise) algorithm is awidely used general-purpose clustering scheme [32,
83]. It considers the density of data points in their embedding space and subdivides
them into three types. A point xi is a core points if at least m points lie within a
distance of δ from xi ; these points are called directly reachable from xi . Both m
and δ are parameters. An arbitrary point x j is reachable from xi if there is a path
xi , xk, . . . , x j such that each point in the path is directly reachable from its predeces-
sor. Points that are not reachable from any core point are called outliers. Clusters are
formed by core points and the points that are reachable from them. (There may be
multiple core points in a cluster.) Due to the non-symmetric reachability relations,
DBSCAN uses the notion of density connectedness for a pair xi and x j . That is,
points xi and x j are connected if there is a third point xl from which both xi and x j

are reachable.
DBSCAN is relatively easy to implement and has a good runtime properties, but

many variants of the basic technique exist that differ in various details [83, 91]. Wu
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et al. used DBSCAN to provide level-of-detail in visualization and exploration of
academic career path [103].

Mean Shift. A mean shift procedure is a variant of density-based clustering; it is
applied to identify themaxima (ormodes) of a density function fromdiscrete samples.
Fixing a kernel function K (xi − x) (typically flat or Gaussian) and a point x in the
embedding space, the weighted mean in a window around x is

m(x) =
∑

xi
K (xi − x)xi

∑

xi
K (xi − x)

.

The mean shift m(x) − x is then minimized by setting x ← m(x) and iterating until
convergence. Data points x j are grouped into clusters according to themode to which
the mean shift converges if initialized with x j . This process yields a general-purpose
clustering technique that does not incorporate assumptions about the data and relies
on a single parameter, the kernel bandwidth. In visualization, a good example of
the usefulness of this algorithm is given by Böttger et al. [4], who use mean shift
clustering to achieve edge bundling in brain functional connectivity graphs.

5.6 Statistics for Visualization

If the statistics are boring, you’ve got the wrong numbers.

Edward R. Tufte, statistician [93]

Statistics deals with the collection, description, analysis, and interpretation of (data)
populations.Descriptive statistics are used to summarize population data.Moments,
also called summary statistics, are a statistical notion to describe the shape of a
function (distribution). Mathematically, the n-th central moment of a real-valued
continuous function f (x) of a real variable is given by

μn =
∫ ∞

−∞
(x − c)n f (x)dx,

where c is the mean of f (x). The first moment corresponds to the mean, and a
usual assumption considers c = 0. These moments give rise to the usual statistical
descriptors of a distribution such as variance (n = 2), skewness (n = 3), and kurtosis
(n = 4). Potter et al. provide guidance on the visualization of functions via their
summary statistics [75]. For multiple variables, the concept of moments can be
generalized tomixedmoments.Applications in visualization includepatternmatching
for feature extraction [9].

A frequent problem in comparative visualization is comparing distributions. Here,
the covariance of two distributions
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cov( f, g) = E [ f − E[ f ]] E [g − E[g]]

signifies their joint variability. In the multivariate case, covariance can be general-
ized to the covariance matrix. Covariance matrices have been frequently used in
visualization, for example in glyph-based [74] or feature-based visualization [101].

Furthermore, correlation of functionsmay be used for comparison. In the broadest
sense, correlation is any statistical association between data populations; in practice,
correlation is usually used to indicate a linear relationship between functions. An
commonly used concept is the Pearson’s correlation coefficient,

ρ f,g = corr( f, g) = cov( f, g)

σ f σg
,

where σ f and σg refer to the standard deviation of f and g, respectively. ρ f,g ∈
(0, 1] if f and g are positively correlated; ρ f,g ∈ [−1, 0) if f and g are negatively
correlated; ρ f,g = 0 if f and g have no linear correlation. Finding correlations among
data is one of the most essential tasks in many scientific problems, and visualization
can be very helpful during such a process [14, 43].

Order statistics, on the other hand, characterizes a population in terms of ordering
and allows us to make statistical statements about the distribution of its values. For
example, the q-percentile (0 ≤ q ≤ 100) denotes the value below which q percent
of the samples are located. Order statistics can be easily combined with descriptive
statistics in the univariate case [75]. Higher-dimensional variants of these notions are
also available and used to represent data visually [77]. An interesting generalization
of order statistics to a widely used topological structure is the contour boxplot [99].

5.7 Topological Data Analysis

If you can put it on a necklace, it has a one-dimensional hole.
If you can fill it with toothpaste, it has a two-dimensional
hole. For holes of higher dimensions, you are on your own.

Evelyn Lamb, math and science writer [62]

For topology in visualization, two key developments from computational topology
play an essential role in connecting mathematical theories to practice: first, separat-
ing features from noise using persistent homology; second, abstracting topological
summaries of data using topological structures such as Reeb graphs, Morse–Small
complexes, Jacobi sets, and their variants.
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c at Mustafa Hajij

Fig. 5.9 Betti numbers for the sphere and the torus. β0 = 1, β1 = 0, and β2 = 1 for the sphere
(left) and β0 = 1, β1 = 2, and β2 = 1 for the torus (right). Image courtesy of Mustafa Hajij

5.7.1 Topology, Homology, and Betti Numbers

Topology has been one of the most exciting research fields in modern mathemat-
ics [52]. It is concerned with the properties of space that are preserved under con-
tinuous deformations, such as stretching, crumpling, and bending, but not tearing or
gluing [100].

The beginning of topology was arguably marked by Leonhard Euler, who pub-
lished a paper in 1736 that solved the now famous Königsberg bridge problem. In the
paper, titled “The Solution of a Problem Relating to the Geometry of Position”, Euler
was dealing with “a different type of geometry where distance was not relevant” [70].
Johann Benedict Listing was credited as the first to use the word “topology” in print
based on his 1847 work titled “Introductory Studies in Topology”; although many
of Listing’s topological ideas were borrowed from Carl Friedrich Gauss [70]. Both
Listing and Bernhard Riemann studied the components and connectivity of surfaces.
Listing examined connectivity in three-dimensional Euclidean space, and Enrico
Betti extended the idea to n dimensions. Henri Poincaré then gave a rigorous basis to
the idea of connectivity in a series of papers “Analysis situs” in 1895. He introduced
the concept of homology and improved upon the precise definition of Betti numbers
of a space [70]. In other words, it was Poincaré who “gave topology wings” [52] via
the notion of homology.

The original motivation to define homology was that it can be used to tell two
objects (a.k.a. topological spaces) apart by examining their holes. This process asso-
ciates a topological space X with a sequence of abelian groups called homology
groupsH(X), which, roughly speaking, count and collate holes in a space [40]. Infor-
mally, homology groups generalize a commonsense notion of connectivity. They
detect and describe the connected components (zero-dimensional holes), tunnels
(one-dimensional holes), voids (two-dimensional holes), and holes of higher dimen-
sions in the space. The p-th Betti number βp is the rank of the p-th homology group
ofX,Hp(X), and captures the number of p-dimensional holes of a topological space.
For instance, a sphere contains no tunnels but a void, and a torus contains two tunnels
(see Fig. 5.9).
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5.7.2 From Homology to Persistent Homology

For simplicity, we work with data represented by simplicial complexes denoted by
X. In algebraic terms, the construction of homology groups begins with a chain
complex C(X) that encodes information about X, which is a sequence of abelian
groups C0(X), C1(X), . . . connected by homomorphisms known as the boundary
operators ∂p : Cp(X) → Cp−1(X). The p-th homology group is defined as Hp(X) =
ker(∂p)/im(∂p+1). The p-th Betti number is the rank of this group, βp = rank Hp,
see [67] for an introduction.

Persistent homology transforms the algebraic concept of homology into a multi-
scale notion by constructing an extended series of homology groups. In its simplest
form, persistent homology applies a homology functor to a sequence of topological
spaces connected by inclusions, called a filtration. Consider a finite sequence of
simplicial complexes connected by inclusions f i, jp : Xi ↪−→ X j ,

∅ = X0 ↪−→ X1 ↪−→ · · · ↪−→ Xn = X.

Applying p-th homology to this sequence results in a sequence of homology groups
connected from left to right by homomorphisms induced by the inclusions,

0 = Hp(X0) → Hp(X1) → · · · → Hp(Xn) = Hp(X)

for each dimension p. The p-th persistent homology group is the image of the homo-
morphism induced by inclusion, Hi, j

p = im f i, jp for 0 ≤ i ≤ j ≤ n. The correspond-
ing p-th persistent Betti number is the rank of this group, β i, j

p = rank Hi, j
p [24, Page

151]. As the index increases, the rank of the homology groups changes. When the
rank increases (i.e., f i−1,i

p is not surjective), we call this a birth event atXi ; when the

rank decreases (i.e., f j−1, j
p is not injective), we call this a death event at X j . Persis-

tent homology pairs the birth and the death events as a multi-set of points in the plane
called the persistence diagrams [29]; see [30, 31] for a comprehensive mathematical
introduction. A celebrated theorem of persistent homology is the stability of persis-
tence diagrams [17], that is, small changes in the data lead to small changes in the
corresponding diagrams, making it suitable for robust data analysis. See Fig. 5.10 for
an example inR2. Given a set of points inR2, we compute its persistent homology by
studying the union of balls centered around the points as the radius increases. Here,
a green component is born at time 0 and dies when it merges with a red component
at time 2.5, resulting a point (0, 2.5) in the persistence diagram. A tunnel is born
at time 4.2 and dies at time 5.6, giving rise to a point (4.2, 5.6) in the persistence
diagram.
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1.601.40 1.70 2.14 2.410

(a)

(b)

(c) (0,∞)

(0, 1.4)
(0, 1.6)
(0, 1.7)

(2.14, 2.41)

Fig. 5.10 Computing persistent homology of a point cloud in R
2. a A nested sequence of topo-

logical spaces formed by unions of balls at increasing parameter values. b A filtration of simplicial
complexes that capture the same topological information as in b. c 0- (circles) and 1-dimensional
(squares) features in a persistence diagram

(a)

(b) (c)

(d) (e)c at IEEE

Fig. 5.11 Contour-based (c) and gradient-based (e) topological structures of a two-dimensional
scalar function (a)

5.7.3 Topological Structures

Several techniques in topological data analysis and visualization construct topologi-
cal structures from well-behaved functions on point clouds as summaries of data. On
the one hand, the well-behaveness is formalized with the Morse theory. On the other
hand, such topological structures can be roughly classified into two types: contour-
based (Reeb graphs [79], Reeb spaces [27], contour trees [12], and merge trees) and
gradient-based topological structures (Morse–Smale complexes [25, 28] and Jacobi
sets [23]); see Fig. 5.11. All such topological structures provide meaningful abstrac-
tions of (potentially high-dimensional) data, reduce the amount of data needed to
be processed or stored, utilize sophisticated hierarchical representations that capture
features at multiple scales, and enable progressive simplifications [63].
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Morse Function. Let M be a smooth, compact, and orientable d-manifold without
boundary (d ≥ 2). SupposeM is equippedwith aRiemannianmetric so that gradients
are well-defined. Given a smooth function f : M → R, a point x ∈ M is called
a critical point if the gradient of f at x equals zero, that is, ∇ f (x) = 0, and the
value of f at x is called a critical value. All other points are regular points with
their function values being regular values. A critical point is non-degenerate if the
Hessian, i.e., the matrix of second partial derivatives at the point, is invertible. A
smooth function f is aMorse function if (a) all its critical points are non-degenerate;
(b) all its critical values are distinct [24, Page 128]. A pair of two Morse functions is
generic if their critical points do not overlap.

Morse–Smale Complexes. Given a Morse function f : M → R, at any regular
point x the gradient is well-defined and integrating it in both directions traces out
an integral line, γ : R → M, which is a maximal path whose tangent vectors agree
with the gradient [28]. Each integral line begins and ends at critical points of f . The
ascending/descending manifolds of a critical point x are defined as all the points
whose integral lines start/end at x . The descending manifolds form a complex called
a Morse complex of f , and the ascending manifolds define the Morse complex of
− f . The set of intersections of ascending and descending manifolds creates the
Morse–Smale complex of f . Each cell of the Morse–Smale complex is a union of
integral lines that all share the same origin and the same destination. In other words,
all the points inside a single cell have uniform gradient flow behavior. These cells
yield a decomposition into monotonic, non-overlapping regions of the domain, as
shown in Fig. 5.11b for a two-dimensional height function.

Jacobi Set for a Pair of Morse Functions. Given a generic pair of Morse functions,
f, g : M → R, their Jacobi set J = J( f, g) = J(g, f ) is the set of points where
their gradients are parallel or zero [23]. That is, for some λ ∈ R,

J = {x ∈ M | ∇ f (x) + λ∇g(x) = 0 or ∇g(x) + λ∇ f (x) = 0}. (5.19)

The sign of λ for each x is called its alignment, as it defines whether the two gradients
are aligned or anti-aligned. By definition, the Jacobi set contains the critical points
of both f and g.

There exist several other descriptions of Jacobi sets [23, 26, 69]. One particularly
useful description is in terms of the comparison measure, κ [26], which is a gradient-
based metric to compare two functions. It plays a significant role in assigning an
important value to subsets of a Jacobi set in terms of the underlying functions f and
g by measuring the relative orientation of their gradients.

Reeb Graphs and Contour Trees. Let f : X → R
d be a generic, continuous

mapping. Two points x, y ∈ X are equivalent, denoted by x ∼ y, if f (x) = f (y)
and x and y belong to the same path-connected component of the pre-image of
f , f −1( f (x)) = f −1( f (y)). The Reeb space, R(X, f ) = X/ ∼, is the quotient
space contained by identifying equivalent points together with the quotient topology
inherited from X. A powerful analysis tool, the Reeb graph, is a special case when
d = 1.

The Reeb graph of a real-valued function f : X → R describes the connectivity
of its level sets. A contour tree is a special case of the Reeb graph if the domain
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X is simply connected; see Fig. 5.11c. A merge tree is similar to the Reeb graphs
and contour trees except that it describes the connectivity of sublevel sets rather than
level sets. The Reeb graph stores information regarding the number of components at
any function value as well as how these components split and merge as the function
value changes. Such an abstraction offers a global summary of the topology of the
level sets and connects naturally with visualization.

5.8 Color Spaces

Although many great thinkers have held that an analytical or mathematical
treatment of the subject is impossible or even undesirable, they have
gradually deserted the field so that today and indeed throughout the past
50years it has been generally recognized that a theory of color perception
must be, both in form and content, a mathematical theory.

Howard L. Resnikoff, mathematician and business executive [81]

Color is one of the central aspects of visualization and against common belief, a
surprisingly mathematical one. Operations on color are an important aspect in many
applications, e.g., color mapping, re-sampling of color images or movies, and image
manipulations, such as stitching, morphing, or contrast adaption. These operations
can be expressed through mathematical formulae if the colors themselves can be
expressed as elements of mathematical space, in which certain concepts such as
sums or distances have a meaning. However, as we will see, this is not easy.

The space of all colors is in principal infinite-dimensional because any function
over the frequencies of the visible spectrum forms a color. Since, however, the human
eye has only three receptors for color, the space of distinguishable colors for humans
is only three-dimensional [44, 95]. Depending on the choice of the three basis dimen-
sions, many different colorspaces were developed. In displays, the basic colors are
usually red, green, and blue (RGB) and for printing, the standard is cyan, magenta,
yellow, and key black (CMYK). The XYZ space by the Commission Internationale
de L’Eclairage (CIE) is considered as the basis of all modern color spaces [45, 49].
It embeds all visible colors unambiguously into one space of three imaginary pri-
maries [5, 34]. The chromaticity diagram in Fig. 5.12 is the result of projecting XYZ
to the Maxwell triangle x + y + z = 1, which forms a representation of all visible
hues and saturations.

A number of spaces, e.g., CIELAB, CIELUV, and DIN99, CIECAM [10, 49],
were defined as transformations of XYZ to derive an ideal color space [55], where
the Euclidean distance is proportional to the perceived color difference.

Human color perception has been known for a while to be non-Euclidean due
to the principle called hue superimportance [54] (cf. Fig. 5.13). It refers to the fact
that changes in hue are perceived more strongly than changes in saturation. The
circumference of a circle of constant luminance and saturation would be estimated
to measure about 4π for its radius, which cannot be embedded in a Euclidean plane.
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Fig. 5.12 CIE XYZ
chromaticity diagram and a
path that represents a
colormap

Please note that the length l ∈ R of a path c : R → C is defined for arbitrary metric
spaces C

l = sup
0=t0,...,tn=1

k
∑

i=1

ΔE(c(ti ), c(ti+1)). (5.20)

Therefore, classic descriptions of color spaces, such as those of Von Helmholtz [95],
Schrödinger [82], and Stiles [104], are based on Riemannian manifolds.

However, state-of-the-art research indicates that human color perception is also
non-Riemannian, due to the further principle of diminishing returns [54]; see
Fig. 5.13. In this context, diminishing returns refers to the phenomenon that when
presented with two colors A and C and their perceived middle (average/mixture)
B, an observer usually judges the sum of the perceived differences of each half
greater than the difference of the two outer colors Δ(A, B) + Δ(B,C) > Δ(A,C).
This effect is produced by a natural contrast enhancement filter employed into the
human perceptual system to adapt to different viewing conditions. This property is
dependent upon the distance between colors, especially for large distances.

As a result, modern color difference formulas (e.g., CIEDE1994, CIEDE2000)
that were designed to match experimental data produce complicated spaces, which
come with challenges. For example, they are not metric spaces. Being a metric is
a very basic mathematical property that we would expect from a distance measure
d : C × C → R, i.e., that it suffices non-negativity d(x, y) ≥ 0, identity of indis-
cernible d(x, y) = 0 ⇔ x = y, symmetry d(x, y) = d(y, x), and the triangle
inequality d(x, z) ≤ d(x, y) + d(y, z). The reasons for such a challenge are not in
the experimental data but can be found in the mathematical models underlying the
distance formulae [48, 64, 65]. An example of the violation of the triangle inequality
is shown in Fig. 5.14.
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Fig. 5.13 Illustration of hue
superimportance with
circumference of ≈ 4πr and
diminishing returns
(AB + BC > AC)

Fig. 5.14 Illustration of non-metric behavior of CIE ΔE2000. Violation of the triangle inequality
implies that the path over green RGB = (146,252,77) is shorter than the direct path from blue RGB
= (0,0,255) to yellowish green RGB = (177,253,79), which is very counter intuitive

The difficulties, however, lie not only in the modeling of the color spaces but also
in the visualization side. Mathematical operations on color become significantly
harder in non-Euclidean spaces. As a basic example, consider linear interpolation
where values are taken equidistantly on a straight line connecting two points. In
non-Euclidean spaces, the concept of a straight line is, in general, undefined.

To overcome some of these difficulties, some authors generate spaces that are
close to the original distance measure but are Euclidean or at least Riemannian [78,
94]. This, however, conflicts with the experimental results from the perceptual sci-
ences. We believe that future color spaces will continue to better approximate human
color perception and embrace its complicated non-Euclidean structure because our
computational capacities will enable us to work with them despite those difficulties.
We believe that the path forward lies in improving visualization algorithms so that
they run on general non-Euclidean color spaces. A few results have been obtained
recently for color interpolation [105] and colormap assessment [9].
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Chapter 6
Transformations, Mappings, and Data
Summaries

Ross Whitaker and Ingrid Hotz

Abstract Fundamentally, data visualization is the process of placing dabs of ink or
color on a 2D plane. However, the complexity of data is increasing so that we see
large numbers of instances, dimensions, parameters, etc. Such data surpasses what
can readily be shown on a 2D or 3D display. One solution to this challenge is the
development of better or more complex interfaces, that include, for instance, linked
views, large displays, dynamic visualizations, and sophisticated user interactions.
The alternative and complementary approach is to develop sets of mathematical
and statistical tools to transform, map, or summarize data and thereby reduce its
complexity so that visualization and understanding of large and complex becomes
more feasible. The role of visualization research, in this case, is to identify common
use cases and develop methods and tools that can readily be adapted to particular
applications. To address the challenges of complexity in the data, previous works
have proposed reducing items and attributes and associated visualization conven-
tions and practices. Here we take deeper (and complementary) look at the analytical
frameworks and approaches for transforming data into forms that are appropriate for
display devices, considered generally. The approach in this chapter is to begin by
characterizing different types of data in a way that is well suited for this discussion.
We will then focus on a few particular classes of data and different ways of summa-
rizing and transforming data of those types. Finally, we will broaden the discussion
to other types of data and how they map into the various methodologies.
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Fig. 6.1 In visualization, the placement of color or ink in 2D depicts instances that are generated
from a process (scatterplot-right) or satisfy some constraint (graph of function-left)

6.1 Types of Data

Here we break different types of data down into a roughly hierarchical taxonomy and
introduce some terminology and data properties that will facilitate the subsequent
discussion. As we do so, we should bear in mind that this partitioning of data types
and visualization goals is not unique and can be applied in different ways under
different circumstances. As we shall see, even the same data set can be viewed as
one type or another, depending on one’s perspective or the goals of the analysis or
visualization.

The first distinction to make is that of instances versusmappings. When visualiz-
ing instances, we are typically considering independent examples of data that share
some common characteristics or sample space. Points in the x-y plane, shown as
a scatterplot (each dot is an instance) in Fig. 6.1, are an example of a collection of
instances. Alternatively, we are sometimes interested in visualizing a mapping that
shows a relationship between two sets. A function y = f (x), where f : � �→ �, is a
special case of a mapping. Figure6.1 shows the graph of a particular function f (x).
A graph of a function shares some properties with the scatterplot, because it shows,
via ink on the page, all of the instances that satisfy the relation y = f (x).

As we consider the distinction between instances and mappings, we should note
that for a particular data set the difference may be in how we think about the data
or the goals of the visualization. A discrete sampling of n points from of a function
y = f (x) could also be considered a set of instances, (x1, y1), (x2, y2), . . . , (xn, yn),
but in general we are interested in different questions about these two cases. In the
case of instances, there is typically an assumption (explicit or not) that these instances
are generated from some kind of stochastic process or probability distribution, and
one would like to understand, in geometric terms, the relative densities of data and
the relationships between points. With functions, the structure of the independent
axis (here the x-axis) is given, and we typically want to interrogate the geometric
structure of y = f (x), rather than densities and distances.



6 Transformations, Mappings, and Data Summaries 123

x y z

5.2mm 3.1mm 7.5mm
1.4mm 3.2mm 6.3mm
2.6mm 3.4mm 5.1mm

...

Name Age City Status

Kim 32 St. Louis member
Samir 27 San Francisco nonmember
Hari 45 Salt Lake City senior member

...
)b()a(

Fig. 6.2 Data sets often consist of lists or arrays of instances, where the data for each instance
may exist in a physical space with commensurate quantities (a), or may consist of heterogeneous
quantities (b)

Another consideration for types of data is whether or not the data has an inherent
structure. This distinction is most important in the case of instances. Some data sets
consist of instances (or points) that have a consistent structure, e.g, each instance
consists of values derived from a common set of fields. Each field might consist
of a numerical value from a discrete or continuous space, a categorical value, or an
ordinal value (ordered, but not quantitative). Often, structured data is defined in terms
of a data model, where the model describes the structure of the fields, the possible
values they can take, and their physical or semantic meaning. Figure6.2 shows two
examples of structured data sets. The first is a small set of records that contain points
in three dimensions, and thus the attributes are all similar (e.g., same units, meters
in this case) and where the space (three dimensions, �3) has a special structure. The
second example is a heterogeneousmixture of attributes—but where each record still
contains the same attributes.

Alternatively, some data sets consist of unstructured data. In the case of unstruc-
tured data, instances each contain some set of data, but the data is not consistently
organized into distinct fieldswithwell-defined values, as it is in Fig. 6.2.Unstructured
data is commonly text-heavy, but it often also contains other nontext data such as
dates, numbers, and categorical attributes. A typical case of unstructured data comes
in the form of free-form text, which one might see in online/electronic reviews, notes
taken by a doctor/clinician in a medical exam, or other electronic communication,
such text messages or email.

In the context of visualization, the type of data becomes important, because ulti-
mately, visualization deals with the problem of how to assign colors to pixels in a
2D (or 3D) display. The choices of colors and where to put them are quantitative
decisions; pixels are associated with 2D coordinates and colors are chosen from a
multi-dimensional color palate. Similar decisions of placement, size, and color are
important even when one is dealing with conventional visualization techniques such
as graphs, glyphs, and various kinds of charts. Virtually all data visualization strate-
gies require one to represent instances or functions with relatively few quantities.

In many or most cases, the data does not come in a form that maps directly onto
these quantities, and typically a transformation from the original data into the desired
visualization scheme is required. Even when the data lends itself to direct mapping
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into a 2D domain, as in the case of 2D, scalar fields (or images), one is often interested
in some particular property of the data, rather than the entire data set, and this often
entails some kind of transformation of the data to produce a set of relevant features.

6.2 Functions

Here we begin with a very brief overview of the transformations that are relevant for
2D, 3D, and high-dimensional functions. Please note that in the context of scientific
visualization, such functions are also often called fields (Chap. 5). We do not discuss
particular algorithms for fast or efficient rendering of such functions, but focus on
the mathematics of the transformations. For functional data, we are considering
mappings from �m to �k , and we assume that k is relatively small. We also treat
these objects, unless otherwise stated, as continuous mappings (e.g., the domain is
continuous) and assume that discrete representations are suitably interpolated, as in
Chap.5, such that they are defined over continuous domains.

There are some trivial examples, such asm = k = 1, where one can simply graph
the function to see its structure. Also, for m = 2 and k = 1, one can use the pixels
on the 2D viewing plane to assign color values to points, thus treating the function
as an image, and we can use the notation f (x, y) to denote the values at each 2D
point. While there are many interesting and important questions about displaying
such scalar data using various color maps, it is a topic that is studied extensively in
the literature [55]. It is also possible to graph such data as height-fields in 3D space
and project the resulting surfaces on a 2D screen.

The topic of transforming 2D, scalar data for better visualization or interpretation
is (or was) covered extensively in the field of image processing [13]. Here we only
mention a few basic ideas. One of the main strategies is to transform the range with
a function g : � �→ �, so that we obtain a new image, f ′(x, y) = g( f (x, y)). Of
course, g(·) could also be g : � �→ �3 and thereby represent the operation of color
mapping scalar values in a function.

Understanding such transformations entails studying the structure of g(·). Typical
mappings will lighten or darken images. Another common operation is to increase
or decrease the overall range of a function. For enhancing the contrast in images,
often it is advisable to consider the histogram of values of the image (histogram of
values in the range). There are a variety of methods for flattening histograms (e.g.
histogram equalization), or targeting or matching certain histograms [13].

For visualization, amore challenging example is k = 1, andm = 3,wherewehave
scalar values given in a 3D volume f (x, y, z). This kind of data arises, for instance,
in medical imaging in the case of MRI or CT or in physical simulations, e.g., of
temperature fields. The challenge with volume data is that the dimensionality does
not lend itself to direct display of the rawdata.Graphs of such functionswould require
4D displays and a direct display of values as colors would require a 3D display. Thus,
mappings onto 2D grids or displays are important. One approach is to provide some
slicing capability, often arranged along the grid axes by fixing one coordinate, for

http://dx.doi.org/10.1007/978-3-030-34444-3_5
http://dx.doi.org/10.1007/978-3-030-34444-3_5
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instance, to the kth slice. The resulting function f ′(u, v) = f (x = u, y = v, z = k)
is defined over a 2D domain. More generally, arbitrary, 2D surfaces can be sampled
from the 3D domain and then be displayed as (flat) images or rendered as texture-
mapped surfaces, illustrated in Fig. 6.4a.

More commonly, 3D functions are rendered after some kind of projection onto
a 2D viewing plane. Typically, the projection is a line integral following a ray from
each point in the view plane into the 3D volumes, as illustrated in Fig. 6.3. The
simplest case is:

f ′(u, v) =
∫

f (u, v, α)dα, (6.23)

which is a projection along the z axis to form a 2D function, which is then mapped
onto pixel/display intensities. The specific bounds for the integration are a visualiza-
tion decision, where the bounds should include some finite viewing frustrum. Other
views can be obtained by applying a coordinate transformation,φ : �3 �→ �3 (which
should probably smooth and invertible),

f ′(u, v) =
∫

f (φ(u, v, α)) dα. (6.24)

The transformation φ could include rotations and translations, but also could encode
a perspective projection, or even nonlinear curves through the volume, effectively
warping the 3D data. In the discussion that follows, we will leave off this coordinate
transformation for simplicity (and without a loss of generality).

Another simple projection of 3D functions that is useful is, for instance, the
maximum intensity projection, which takes the maximum value of f (·) along the
rays associated with each pixel (along the z direction in this case),

f ′(u, v) = sup
α

f (u, v, α). (6.25)

Fig. 6.3 3D functions or
volumes are often
transformed into 2D
functions by accumulating
data along rays that intersect
the volume and a viewing
plane (in blue)
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The field of volume rendering [10] addresses various levels of complexity for
these kinds of projections. A typical formulation of the volume rendering equation
is (Fig. 6.4):

f ′(u, v) =
∫

G (u, v, α, f (·), Df (·), . . . , O(·)) dα, (6.26)

where the “·” notation indicates volume coordinates (u, v, α). The occlusion function
O(u, v, α) quantifies how much a point contributes to the rendering. It also is a line
integral (from the viewing plane to the 3D point) depending on the opacity of the
volume that lies between the point and the viewing plane. The range ofG(·) is mostly
a 3D color space. The positional information, u, v, α, can also be used for view-
dependent lighting effects. The first derivatives of f , denoted Df , indicates the local
gradient vector, which provides normals, for lighting/shading, or edge enhancement
in volumes, which are characterized by high gradients. Many other parameters have
been considered in the function G(·), indicated by the ellipses (. . .), for instance
higher order derivatives of f (·) [25]. Themapping of values of f (·) and its derivatives
into colors and opacities is called a transfer function. The transfer function defines
which parts of the datawill be visible in the final rendering and essentially contributes
to a good visualization result [32].

The integral in Eq.6.26 describes many of the most basic options for high-quality
volume rendering. Research beyond this basic formulation has focused on fast meth-
ods for volume rendering, e.g., on specialized hardware [49] and more realistic
models and volume illumination. Early work focuses on methods for efficiently
approximating light transport by restricting the type and number of light sources,
e.g., the seminal method by Kniss et al. [26]. Deep shadow maps by Hadwiger
et al. [16] enable complex lighting models in interactive direct volume rendering

Fig. 6.4 Volume visualization of an electron microscopy data set of a feline calicivirus. a A slice
through the data sets shows the entire data range in the respective slice. b Volume rendering using
ray casting highlights selected scalar values in the data set. c Transfer function used for the volume
rendering, overlaid with the data-histogram. The scalar values are mapped to the x-axis, and the
y-axis shows the transparency assigned to the scalar values. Visualization: Martin Falk, https://
inviwo.org

https://inviwo.org
https://inviwo.org
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Fig. 6.5 Visualization of the blood flow in an aneurysm. a Vector-like glyphs represent the flow
on a vertical slice through the aneurysm. A texture shows the flow an a horizontal slice through the
aneurysm. b A selected set of streamlines illustrates the overall flow behavior. Visualization: Wito
Engelke

(DVR). Early approaches aiming at full global illumination include the work by
Hernell et al. [18]. More recently, volumetric illumination with multiple scattering
based on photon mapping and Monte Carlo ray tracing has been introduced [20].
For a fuller account of the development of illumination in DVR, see the survey by
Jönsson et al. [21].

For domains of higher-dimension, e.g., m = 4, the situation becomes even more
challenging. If the dimensions are space and time, as is often the case, then there
is a natural mapping into a dynamic visualization (e.g. a cine of a 3D rendering).
For other situations, visualizations often depend on application-dependent choices of
2–3 coordinates to render, with some interaction or dynamics to convey the behavior
across other coordinates.

For functions with higher-dimensional range k > 1, there are several approaches,
with some depending on the specific application. An example from imaging is color
images for which extensions for volume rendering exist [11]. Another special case
is that of vector fields, where commonly m = k ∈ {2, 3}, and the domain and range
are the same space. Direct visualization using vector-like glyphs is often feasible.
However, such representations easily suffer from clutter or miss important details
of the data. An alternative strategy is to map the vector field onto a scalar quantity,
such as the magnitude (or length) of the vector or its orientation. Most commonly
used methods are integration-based. They represent a set of lines (e.g., streamlines)
following the vector field through the domain or generate textures conveying the
directional properties of the field [37]. Figure6.5 shows some examples of basic
vector field visualizations. More advanced vector field visualization methods have
beenmotivated through the task of flow analysiswith very domain-specific demands.
The analysis includes questions related to material transport and characteristic flow
structures, as vortices, which are often expressed by derived scalar fields which will
be discussed in the next section that discusses the features.

Another example is that of tensor fields, which often arise from physical pro-
cesses, such as diffusion [2] or mechanical deformations and stresses [29]. The
most direct visualization of tensors is displaying glyphs (e.g., [23, 28]) in selected
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Fig. 6.6 Basic visualization of a stress tensor field of a solid block with one pushing and one
pulling force. a Hybrid visualization: volume rendering of a derived scalar field, here an anisotropy
measure, a slice with a texture highlighting the principal stress directions and glyphs in a selected
region. b A slice showing glyphs (Reynolds glyphs) displaying the entire tensor information in
selected locations. Visualization: Jochen Jankoway, https://inviwo.org

positions. Glyphs represent the entire tensor information but are limited to low reso-
lution. Continuous visualization methods entail the extraction of scalar values from
the tensors, such as tensor magnitudes, eigenvalues, anisotropy, or orientations of
eigenvectors. Tensor lines following the main eigenvector direction or textures are
used [19] to emphasize the directional character of the tensors. Most commonly used
visualizations are hybrid methods combining glyphs with textures and volume ren-
dering of scalar fields [27]. Figure6.6 shows an example of some basic tensor field
visualizations.

More advanced methods consider physically derived fields of tensors or vec-
tors, which often resemble derivatives in their mathematical structure and as such
are invariants (e.g., to coordinate transformations), of these objects are particularly
interesting, as described in the next section.

There is somework onmore general, higher-dimensional transfer functions. These
would typically be defined with user input and require effective controls and inter-
faces, e.g., [35]. The other option is to perform dimensionality reduction on this data,
treating the collection of pixel positions in the range as instance data, and using some
of the techniques in Sect. 6.4 to find lower-dimensional proxies for the data in the

https://inviwo.org
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Fig. 6.7 Isosurface rendering. a CT imaging of a human lung, isosurfaces for two different den-
sities emphasizing the vessel structure in the lung; b nested isosurface for a Fullerene molecule.
Visualization: Martin Falk, https://inviwo.org

range. One can also deal with such data by visualizing a lower-dimensional feature
extracted from the function, rather than the function directly; this is the topic of the
next section.

6.3 Extracting Features from Functions

Often, functions are best understood in terms of specific structural attributes, rather
than a description or depiction of the complete function. These special, ormeaningful,
attributes of a function often consist of subsets of the domain and are referred to as
features. They can come in the formof points, curves, surfaces, or regions in the image
domain. They sometimes include attributes associatedwith the original function data.

Perhaps the most common or prevalent derived feature associated with the visu-
alization of functional data is isocontours (isosurfaces for 3D domains), also called
level sets. In 2D, these contours can help show qualitative features such as high and
low points (e.g., their locations and shapes), as well as ridges and valleys. In 3D,
these features form surfaces, which allow the use of 3D rendering tools associated
with graphics conventions and protocols to facilitate their display. Figure6.7 shows
two examples of level set visualization.

Mathematically, the specification of level sets of functions is stated as a subset of
the domain that satisfies a constraint. In 3D, for the kth level set (or isosurface), we
have

S = {(x, y, z) ∈ D | f (x, y, z) = k}, (6.27)

https://inviwo.org
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which means that the isosurface is the set of points in the domain of f such that the
function evaluates to k at those points. Often, when discussing level sets of functions,
we consider for simplicity only the zero sets of a function, with the understanding
that the kth level set of f (·) is the zero level set of f ′(·) = f (·) − k. Often, we
only consider functions that are considered generic, which means that the functions
have nonzero derivatives almost everywhere and that the level sets follow certain
structures. Level sets in any dimension have several important properties:

• Level sets are closed, except at the boundaries of the domain.
• If f is smooth and generic, level sets are smooth almost everywhere.
• Level sets of different values of k cannot cross and they are nested (enclose each
other) according to the values of k, Fig. 6.7b.

Figure6.9 depicts the general structure of the level sets and the particular examples
of singularities for 2D domains.

This focuses on mathematical transformations, rather than specific numerical
algorithms, but here we mention that extraction and representation of level sets from
functions is itself an important consideration. The most common way to represent
level sets is to construct a mesh of simplicies, which are edges in 2D and triangles
in 3D. These discrete geometric objects are typically computed from a continuous
representation of f (·). There are several strategies. The most common approach is
to cover the domain of f (·) with a regular background grid (for instance, squares
or cubes) and to identify the cells where the level intersects the boundaries of those
cells. From those intersections, the algorithm typically infers some connectivity to
insert simplices within the cell that appropriately intersect the cell boundaries. For
instance, in 2D, the 2D grid lines intersect the 2D level sets at points, and line seg-
ments are used to connect those points within the cell according to a case table (as in
Fig. 6.8). For 3D domains, the conversion of cubic or hexahedral intersections with
isosurfaces into small patches of a triangular mesh forms the underlying machinery
of the marching cubes algorithm [33].

Some other methods for identifying and representing level sets are: placing mesh
vertices in cells/cubes that are adjacent to level sets and deforming the resulting
mesh onto the level set [56]; placing systems of particles or points near level sets and
attracting them to the level set [38]; and finding level-set points and growing surface
representations outward from such points [30].

When one varies the value of k, the result is a family of level sets of f , parame-
terized by k. One can study or visualize the behavior of these sets as f continuously
varies. The sets can split, merge, disappear, or appear with different values of k.
These behaviors are well defined and these events, combined with the nesting struc-
ture of the levels sets, have led to a family of visualization algorithms that represent
functions as the family of nested level sets and the special events that occur when
these sets exhibit isolated, not smooth, behaviors such as merging or splitting, as
illustrated in Fig. 6.9.

Beyond level sets of f (·), it is also helpful to consider the derivatives of f (·).
Here we use the notation D to represent the set of partial derivatives in vector/tensor
format, so that in 3D we have:
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Fig. 6.8 Marching cubes algorithm for contour and isosurface computation. a Height field of 2D
scalar field over one cell and its discrete approximation using lines. b Examples of two case for
the approximation of isosurface using triangular simplicies. c Example of a mesh resulting from a
marching cubes computation

Fig. 6.9 Level sets or isocontours of a 2D analytical data set. a Displayed as a height field over the
domain; b nested contours are shown in the domain; the red dots show the points where the gradient
is zero. In maxima and minima, the contours degenerate to points. In saddle points, contours merge
or split. c The contour tree tracks the changes of the contours when changing the isovalue k
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The magnitude or norm of Df , denoted ||Df ||, is a conventional measure of the
contrast a point in the image domain. It is sometimes used to filter level sets of f ,
so that we can restrict the set to include only those locations in a region that have
sufficiently high contrast:
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ST = {(x, y, z) ∈ D | f (x, y, z) = k and ||Df|| ≥ T}. (6.29)

The derivatives of f also help to define the extrema or singularities of f , which are
the set of points:

E = {(x, y, z)|Df (x, y, z) = 0}, (6.30)

where the comparison with zero indicates that all partial derivatives are zero. This
operation can be used to produce a set of singularities that can be viewed as an
intersection of level sets. That is, the zero-crossing of each partial derivative produces
a level set (on a derivative), or isosurface, and the intersections of those isosurfaces
(there are 2 in 2D and 3 in 3D) consist of points that represent the singularities.

These extremal points come in several different forms, depending on the dimen-
sion of the domain. In 2D, there are minima, maxima, and saddle points. One can
categorize these by examining the eigenvalues of thematrix D2 f = DDT f (at every
point), which is also called the Hessian of f , see also Chap.5.

When considering or computing features on functions using derivatives, one must
keep inmind how these features transform under some basic operations. For instance,
the choice of axes for independent coordinates is often arbitrary (e.g., spatial coordi-
nates), and therefore one would expect the features not to depend on that choice. For
this reason, we often consider differential invariants, that is, features that commute
with the rigid transformations (rotation, translation). If we denote the transformation
as T : �3 �→ �3, the invariant feature operator G would behave as follows (in 3D) :

g(x, y, z) = G ◦ f (x, y, z) ↔ g(T (x, y, z)) = G ◦ f (T (x, y, z)). (6.31)

One can easily confirm, for instance, that the length of the gradient vector, ||Df ||,
does not change with a change in coordinates. Likewise, singular points are also
invariant to rotations/translations of the domain.

Several other aspects of differential operators and invariants are important for
visualization. First, many features are developed to characterize local contrast or
variation in function values. This is true, for instance, of the gradient magnitude,
||Df ||, which is typically considered a place of high contrast in f , also called edge.
Second, zero crossings of differential operators are often used to find points or fea-
tures in the domain that are extremal in some property of f .

For instance, the famous Canny edge [3] is defined, mostly simply, as the zero
crossings of the directional derivatives of ||Df ||2, in the particular direction of Df .
This gives the following condition for these extremal points (in 3D):

C = {(x, y, z)|g(x, y, z) = 0} where g = (Df )T D2 f (Df ), (6.32)

and thus we see that edges are zero level sets of a differential invariant. For robust
edges, one typically imposes addition criteria, such as a minimal value (threshold) of
||Df || and that the directional derivative of g be negative (for a maximum), although
this is rarely necessary when using a threshold.

http://dx.doi.org/10.1007/978-3-030-34444-3_5
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There are many such invariants and features that can be derived by either thresh-
olding them or finding zero crossings of their derivatives. Other examples include:

• Edges of various types by considering zero sets of second derivatives, as in the
Canny edge above, and alternatives such as DT D f = 0, as proposed by Marr and
Hildredth [36].

• Extremal points of level sets (local max/min of curvature) by considering level sets
of second derivatives of the gradient (third derivatives of f ) along the direction(s)
perpendicular to the level set. Special care must be taken in 3D, where there is a
tangent plane to the level set.

• Ridges on f by considering extremal points of the eigenvalues of D2 f in various
directions. There are various choices here, described extensively by Eberly [7].

Kindlmann [24] gives a compelling overview of this strategy alongwith various prac-
tical considerations. In particular, derivatives are prone to high-frequency artifacts
(amplify the magnitudes of small features) and can increase the effects of noise and
errors associated with approximations from a discrete grid. The solution to this is
usually some combination of smoothing and approximating functions with higher
order smoothness guarantees.

In considering these differential invariants, transformations and features on vector
fields are also important. For this discussion, we consider vector fields of the form
v : �m �→ �m , and where the domain and the range are the same space (e.g., the
vector is expressed in the same coordinates as the domain). Often, in 2D this would
entail v(x, y) = vx (x, y), vy(x, y), and where the subscripts represent components
of v associated with those coordinate directions. This representation is important
because it means that the domain and range of v transform with the same operations
(e.g., rotations affect both the domain and range).

The magnitude of such a vector field, ||v||, is an invariant. So too are singularities,
where v = 0 (once again, the crossing of level set curves/surfaces). Often, such
vector fields are the output of a physical simulation, and they represent a physical
quantity such as a fluid flow or a mechanical deformation. In these cases, the second
derivatives are also important, and they are characterized by the Jacobian matrix:

J = DvT =
[

∂vx
∂x

∂vy
∂x

∂vx
∂y

∂vy
∂y .

]
(6.33)

The Jacobian of a vector field bears a resemblance to the Hessian of a scalar
function—indeed, the Hessian is a special case. It is the Jacobian of the gradient
field of a function. While the Hessian is symmetric, Jacobians in general need not
be.

A typical strategy in computing features from the Jacobian is to compute invari-
ants of this matrix. For instance, the eigenvalues of the Jacobian, which might be
complex-valued, are invariant (to coordinate transformations) and of interest because
the real parts describe how the field is pushed in or away from a point, where the
imaginary part describes the rotation of the field (around a point). There has been
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a considerable amount of visualization work that has sought to identify singular-
ities in flow fields (where the flow is zero) and to characterize the rotations and
compressions/expansions around those points.

Generally, there is amathematical system for computing invariants of the Jacobian.
Two invariants of particular interest are the trace of J , which is Tr(J ) = J11 + J22
and is also the sum of the eigenvalues. The norm, which is Tr(J J T ) = ∑

k,l J
2
kl , is

the sum of the squared magnitudes of the eigenvalues. The determinant of J , also the
product of eigenvalues, is also relevant to understanding the structure of the field.

In the context of displacement fields, we are often interested in the total amount
of deformation pointwise, which is captured in the symmetrized Jacobian

ε = 1

2

(
J + J T

)
, (6.34)

and the norms of ε produce scalars that summarize this deformation.
In the context flows, the vorticity of the vector field gives the rate rotation at each

point—i.e, how would in infinitesimal circle/sphere rotation if its surface followed
the flow. In two-dimensions, the vorticity is

ωz = ∂vx
∂y

− ∂vy
∂x

, (6.35)

and it has the convention of being a vector perpendicular to the plane (either inward-
or outward-facing, depending on the sign). In 3D, the vorticity is written as the curl
of the velocity

ω = ∇ × v, (6.36)

and the vector is along the axis of rotation (with direction defined according to
the right-hand rule). In both the 2D and 3D cases, vorticity computation results in
another scalar or vector field, respectively. Scalar invariants such as magnitude or
the acceleration magnitude combined with extremal analysis or level sets produce
subsets that allow for the visualization of vortex structures in flows [22]. It is worth
noting that in many fluid applications the velocity fields are dynamic, and are func-
tions of space and time, e.g., v(x, y, t). In such cases, the analysis of vorticity and
other flow properties over time becomes important but is beyond the scope of this
discussion [15].

6.3.1 Integral Curves of Functional Data

In addition to transformations that rely on derivatives of functions, many transfor-
mations done for visualization rely on integrals of vector fields. Here we consider
v : �3 �→ �3, as above.
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Fig. 6.10 Topology guided uniform streamline placement. a 2D jet flow. b Surface blood flow of
an aneurysm. The background color represents wall shear stress. Visualization: Olufemi Rosanwo,
Amira

In analyzing or visualizing such flow fields, the integral lines of v. Thus, one can
define a streamline u, parameterized with s as:

∂u
∂s

× v (u(s)) = 0, (6.37)

which says that the tangents to the curve u(s) are parallel to the vector field. In
practice, these curves are usually computed via integration:

u(s) =
∫ s

0
v (u(α)) dα, (6.38)

where u(0) = u0 is the starting point of the streamline. A typical streamline visu-
alization of a vector field consists of a rendering (in 2D or 3D) of a collection of
polylines or tubes that give the overall structure of the field, see Fig. 6.5b. The place-
ment of the initial points for these lines requires some care, so that streamlines are too
sparse or too cluttered, and this is an area of significant attention in the visualization
community [46], see Fig. 6.10.

When considering dynamic vector fields (vector fields that are functions of time),
several more options for integrating curves arise. One option is to let s in the integral
above be t , the dynamic parameter of v(x, y, t), and let the vector field change with
t . This is called a pathline, and it is the equivalent of letting a particle loose in the
flow and rendering the path it travels. A second option is to simulate the path of a
continuous stream of particles placed into the flow at a point. This dynamic curve is
called a streakline.

A special kind of vector field is a gradient field, which arises when v is the gra-
dient of f , i.e., g = Df , where we use g to denote this special case. Under these
circumstances, the field is curl free by construction (and the vorticity of such a field
would always be zero). Because of this property, the integral curves of such a gra-
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dient field always connect singularities, where Df = 0 These singularities consist
of different types: minima, maxima, and saddle points. The status of a singularity is
determined by evaluating the eigenvalues of the Hessian. If we consider the eigen-
values in descending order, k1, . . . , km for an m-dimensional domain, we have the
following:

k1 . . . , km > 0 minimum
k1 . . . , k j > 0, k j+1, . . . , km < 0 saddle

k1 . . . , km < 0 maximum
(6.39)

Notice thatwedonot normally consider caseswhere the eigenvalues are zero, because
these are not considered generic or regular points, and they show up with very low
probability (in theory). In practice, special care must be taken to avoid the numerical
problems associated with data sets that do not meet these criteria.

Virtually every point in the domain of a (generic, regular) function has a gradient.
The integral curve of the gradient field from that point terminates at a maximum. A
relatively few points will terminate at a saddle. From saddle points, one can trace
curves (in the directions of the eigenvectors of the Hessian) toward sets of maxima
(e.g., pairs in 2D). This same analysis extends to toward minima/saddle points if one
integrates the negative of the gradient field, −g. Note that a very similar concept can
be applied to general vector fields. Here, limit sets play the role of critical points. As
for the gradient field, there are locally defined limit sets. These are sources, sinks,
and saddle points. In addition, there are, however, also nonlocal limit sets. In 2D,
these are periodic orbits; in 3D, more complex configurations are possible [17].

Using these ideas, we can partition the domain of the image into regions that each
share the same minimum. The set of points in the domain whose integral curves of
−g lead to the same minimum is often called a watershed, because if the function
were treated as a topographical surface and water were to flow toward minima (due
to gravity), the water falling (e.g., in a rainstorm) on that region of the domain would
all flow toward the same location. This kind of watershed segmentation has shown
up extensively in the image processing literature (and software) for partitioning
images around edge-like features, such as the gradient magnitude, as in Fig. 6.11.
In performing this kind of analysis, one must recognize that the number of minima
and/or maxima in a field of data (function) can be arbitrarily large, especially in
regions of the image where the gradients are small (nearly flat regions). To address
this, we typically filter this partitioning of the domain, and combine regions based on
the depth of the watershed, as in Fig. 6.11. Each watershed has along its boundaries a
sequence of maxima and saddle points. The difference between the function value at
the minimum and the saddle point of least value is the watershed depth. More recent
work has referred to this depth as the persistence of a watershed region, and which
shows stability under certain conditions [8]. Watersheds that are not deep (shallow)
are often combined with adjacent watersheds to form larger, deeper regions. This
can be done interactively by users, with an appropriate interface [5].

Several other aspects of this kind of topological analysis are important for visual-
ization. First, if one considers the ascending and descending integral curves (integrat-
ing negative and positive gradient fields), they (almost always) terminate at maxima
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and minima points, respectively. The sets of points that share maxima and minima
(terminations of descending and ascending gradient flows) also form a partitioning of
the domain, which is sometimes called theMorse–Smale complex and the individual
elements (region and min/max pair) are crystals. The boundaries of these regions
consist of ascending/descending integral curves (surfaces, or families of curves, in
3D) that pass through saddle points.

This strategy, of reducing a function to it singularities (minima, maxima, and
saddles) and connecting those singularities by either the Morse–Smale crystals or
the curves that connect saddles along the boundaries, has been proposed as a way of
visualizing the structure of complex or high-dimensional functions [31]. Much like
level sets and streamlines, this kind of analysis produces a discrete set of geometric

Fig. 6.11 Top: a watershed decomposition of a function tracks regions for which the integrals
of the gradient fields terminate in a common minimum (or maximum). Bottom-left: the gradient
magnitude of an anatomical image indicates boundaries of regions. Bottom-right: a partitioning of
the function (overlaid with white lines on the original color image) shows watershed regions
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Fig. 6.12 Figures fromGerber et al. [12] show a rendering of aMorse–Smale (M–S) decomposition
of the high-dimensional parameter space associated with climate simulations, including selected
parameter values from the two M–S crystals

objects that are more easily rendered than the original function. Virtually any visu-
alization method that relies on this kind of topological analysis must include some
manner, as described above, of removing/combining shallow, small, or otherwise
insignificant regions.

An example of this kind of topological analysis is the work of Gerber et al. [12],
where they visualize high-dimensional scalar functions by rendering the function as a
graph,with extremal points as vertices, connected by edges, rendered as curves/tubes,
that represent the structure of the Morse–Smale crystals that connect those extrema.
See Fig. 6.12. The method relies on embedding discrete sets of singularities into
lower-dimensional spaces (2D or 3D) as described later in this chapter.

Also important to these topological analysismethods are themethods that combine
the analysis of singularities with levels sets (or contours). If one considers the level
sets of a function at some value k, then the family of level-set curves or surfaces forms
patterns that adhere to certain rules. For k increasing and considering a contour to be
a curve with an interior defined with f (·) < k, we can track the behavior of contours:

A. Topologically separate contours form/begin at minima (of value k), as points and
then isolated, closed contours (curves or surfaces).

B. Contours join/merge at saddle points, and the new structures can achieve alter-
native/complex topologies (e.g., holes) as they merge.

C. Isolated holes in contours contract to points (and annihilate) at maxima.

This kind of analysis [9] forms a graph (sometimes referred to as theReeb graph) that
facilitates the visualization of a function in terms of its associated Reeb graph [34],
as in Fig. 6.13.
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Fig. 6.13 The structure of a 3D function is characterized by a volume rendering and a rendering
of the associated Reeb graph. Image courtesy of Vijay Natarajan and Harish Doraiswamy

6.4 Visualizing Instances by Dimensionality Reduction

A typical visualization problem is as follows. A data set consists of a number of
instances of structured data. In the following discussion, we also refer to an instance
as a data point. One would like to visualize these points to understand the following:

• Do the points group together or form clusters? If so, how distinct are these clusters,
how many are there, etc.?

• Are there trends or relationships among points and variables that could give qual-
itative or quantitative insights into the collection of data?

• Does the data conform to expectations of samples from known probability distri-
butions, such as normal distributions?

• Does the set contain instances that are unusual or very different from the other
instances? How different and how many are there?

If the data points are samples in a 2D (or even 3D) space, one can typically rely on
direct visualization via a scatterplot, where individual points are represented via the
positions of symbols or glyphs (e.g., dots, squares) on a 2D graph (or a 3D cloud
within a 3D or interactive display). Figure6.14 shows examples of 2D scatterplots
that demonstrate some of the properties above.
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Fig. 6.14 Scatterplots show clustering, correlation, and nonlinear structure

Of course, as we consider the analysis of data points, we must be aware of the
opportunity and/or need for quantitative analyses. For instance, often when looking
for relationships among variables, one considers the correlations among variables
or the best-fitting linear model (e.g., fitting a line in the 2D case). Anscombe [1]
describes a quartet of examples where best-fitting lines for 2D data points can be
misleading, as a motivation for direct data visualization. This danger, of being poten-
tially misled (or at least underinformed) by a simple model, is a very general threat
to people using and analyzing data; it goes beyond linear models. For instance,
people will often consider the mean and (co)variance of a distribution, which often
misses important aspects of a data set (such as outliers, skew), and the whisker plot
(or box plot) is a common visualization tool for 1D points, using rank statistics,
that helps evaluate properties beyond mean and variance. In general, virtually any
parameterization or low-dimensional model of a set of instances risks missing some
important aspects of the data. Yet, for high-dimensional data, direct visualization is
often impossible. Thus, a complementary approach that combines visualization and
analysis is often required.

One of the most common methods for visualizing point sets (instances) of more
than 2 dimensions (and assuming a metric space) is to project the data onto a 2D sub-
space. The most widely used method for this is principal component analysis (PCA),
which is equivalent to finding the k-dimensional, linear subspace that minimizes the
projection distance onto subspace. The procedure, mathematically, is as follows: A
point set X is represented as a matrix

X =

⎡
⎢⎢⎢⎣

x11 x12 . . . x1n
x21 x22 . . . x2n
...

...

xm1 xm2 . . . xmn

⎤
⎥⎥⎥⎦ , (6.40)

where xi j is the i th coordinate of the j th data point. The data is first centered, so that
the mean is zero. Thus, we have X̂ = X − x̄ , where x̄ ∈ �m is the mean across the
data. That is



6 Transformations, Mappings, and Data Summaries 141

x̂i j = xi j − 1

n

∑
j

xi j . (6.41)

From the centered data, next compute the inner product, or correlation matrix

C = X̂ X̂ T . (6.42)

The k-dimensional basis for the projection consists of the first k eigenvectors (ordered
by decreasing eigenvalue) of C , which we denote, E = e1, . . . , ek . The lower-
dimensional coordinates for centered data points are the loadings of the data onto
this new basis:

Y = ET X̂ . (6.43)

These coordinates can then be used for visualization, e.g., when k = 2.
The new coordinates, Y are in terms of the basis vectors, V , which form a k-

dimensional, hyperplane in �m . The hyperplane coordinates for the data are com-
puted as

X p = EET X̂ + x̄, (6.44)

where X p is the projection of the data onto the best-fitting, k-dimensional hyperplane.
This kind of transformation, of finding a lower-dimensional space (and a smaller

set of coordinates) to represent a set of points etc. is sometimes called an embedding
of the data, because it assumes that the original nD data is positioned on a kD
manifold (in this case, a hyperplane) that is embedded in the higher-dimensional
space. As we consider this process, it is important to keep several things in mind.
First is the accuracy of the representation. For PCA, the projection error of the
points onto the kD hyperplane is given by the root of the sum of squares of the
eigenvalues associated with the n − k smaller eigenvectors. To visualize the effects
of projection, we often use a scree plot, which shows the percentage of the total
variance captured in the first k eigenvalues, as shown in Fig. 6.15. Also note that
PCA is the optimal choice of kD hyperplanes to model data since it minimizes this
projection error, or residual. Also worth noting is that in some cases the number of
samples is smaller than the dimensionality of the ambient space (i.e.,m < n). In this
case, the better computational strategy is to work on the dual of the original problem,
which operates on the linear subspace defined by the data points. For this, we conduct
the eigenanalysis on the matrixC ′ == X̂ X̂ T , which has the same eigenstructure, E ′,
asC , defined in (Eq.6.42). The basis is obtained bymultiplicationwith the data itself:

E = XΛ− 1
2 E ′, (6.45)

where Lamda is the diagonal matrix of eigenvalues. In cases where m and n are
both very large, the construction of the associated (large) covariance matrix can
be prohibitive. In these cases, the largest eigenvectors/values can be found through
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Fig. 6.15 a A scree plot of MNIST handwritten digit data depicting percentage of variance
explained by PCA modes. b A 2D embedding/layout using PCA loadings (units are arbitrary).
c A 2D embedding using t-SNE

iterative methods, such as power methods, that do not require explicit construction
or decomposition of the matrix (e.g., the power method).

Notice that the dual formulation of the PCA problem relies on the analysis of
the n × n, inner product matrix (also called a Gramm matrix). This opens up the
possibility of embedding data points that may not be given in a conventional, metric
space, but for which there exists only an inner product (or similarity) operator. This
situation arises, for instance, when using the kernel method for analysis of data.

An alternative method for formulating the embedding of data points into low-
dimensional spaces is via the matrix of distances between all pairs of data points,
which we denote as D, with elements di j . The goal is to find parameters Y ∈ �k so
that the distances between points in �k match, as closely as possible, those given in
D. This problem is sometimes called multi-dimensional scaling (MDS), and MDS
is often used to refer to the family of methods that try to find such coordinates, Y .
The classic approach to MDS (indeed, called cMDS) is an algorithm that centers the
matrix D and then computes the eigenvectors, as in PCA. The algorithm is:

A. Construct the squared distance matrix, D(2), where d(2)
i j = d2

i j .
B. Center and negate the squared distance matrix:

B = −1

2
J D(2) J where J = I − 1

n
11T (6.46)

and 1 is a vector with values of 1 and length n.
C. The coordinates are Y = EkΛ

f rac12
k .

Note that cMDSminimizes the normalized strain of the embedding in the case where
the original distances are from a Euclidean space (e.g. X ∈ �m). However, this same
algorithm is used in many other settings for visualizing data, e.g., k = 2, 3, with
useful results.

There are many other approaches to MDS, but one that it also very widely used is
to directly minimize the stress associated with the embedding. The stress is typically
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StressD(Y ) =
⎛
⎝∑

i j

(di j − ||yi − y j ||)2
⎞
⎠

1
2

, (6.47)

where yi , the i th column of Y , are the new, embedded coordinates for the i th
data point. This function is bounded by an approximation that is quadratic in the
unknowns, and minimization is solved efficiently using the iterative SMACOF algo-
rithm.

There is a deep relationship between (squared) distancematrices and thematrix of
inner products, also called theGramian matrix, which is used in the dual formulation
of PCA. Under certain conditions (e.g., distances/products in Euclidean space) one
can be derived from the other. For embedding points for the purposes of visualization,
these two types of matrices are used in a similar manner; their eigenvectors are used
to construct coordinates in a new, lower-dimensional space. Thus, for many visual-
ization applications, practitioners will use either distance or inner product matrices,
depending on what is available and appropriate for the original data.

The ability to compute low-dimensional coordinates using only distances (or
similarities, inner products) gives rise to some important technologies for visualizing
collections of points, even if these data points do not have well-defined coordinates
in some metric space. Here we give several examples of how this is useful.

When modeling high-dimensional data, it is sometimes useful to treat the data
as existing on a lower-dimensional, curved (or nonlinear) surface, or manifold.
The so-called manifold learning problem has received a great deal of attention
in machine learning and statistics, but has become less important in recent years
because of advances in machine learning technologies that can learn directly on
complex, high-dimensional data sets. However, for visualization, manifold learning
is still a useful dimensionality reduction method. A relatively easy to use for discov-
ering manifold coordinates is the method of isomap [51]. The isomap algorithm is
designed to construct an approximate distance matrix that captures distances within
the manifold, which is embedded in a high-dimensional, mD, space. The isomap
algorithm works as follows:

A. Compute the distance matrix D for the original data.
B. Determine the K nearest neighbors (kNN) for each point (K is a free parameter),

and construct the KNN graph with edge lengths being distance.
C. Compute the distance between each pair of points on the KNN graph (e.g., using

breadth-first search), and construct a new distance matrix D′.
D. Determine new coordinates from MDS (any method) on D′.

This algorithm has been shown, in some cases, to learn the manifold structure from
very curved or convoluted manifolds in high-dimensions. The main challenge with
the isomap algorithm is the selection of the number of nearest neighbors K , because
this determineswhich jumps on theNNgraphwill be consideredwithin themanifold.
If K is too small, the graph becomes disconnected (and the eigenstructure of D′ shows
this), and if K is too large (in the limit), the method produces results that resemble
MDS on the original distances.
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An alternative to preserving distances between points is to pose the embedding
problem as preserving data density, which is the strategy of the t-sne embedding
method [54]. Local probability densities are computed with nonparametric density
estimation, and the target coordinates Y are constructed so that every point has a
similar nearby density of points. The method is widely used and generally effective,
but has the effect of preserving or enhancing clusters in the data (which have higher
data density).

Another case in which MDS-like methods are useful is when the data points have
intrinsically no coordinates, but where distances or similarities are readily available.
This comes often in the context of graph layout. The edges of a graph often have
weights that are associated with either dissimilarity (approximate distance) or sim-
ilarity (inner products). This happens, for instance, when vertices have associated
signals, such as voting patterns for politicians, weather patterns for cities or stations,
or, in biology, interactions between genes, molecules, or organisms. In these cases,
it is sometimes helpful to embed the graph vertices in 2D as part of the visualization.
As above, the affinities/similarities or distances are part of the computation of 2D
coordinates for the vertices. Stress minimization, as above, is often the method of
choice, in part because it can be combined with other criteria. The problem of graph
layout is widely studied, and effective solutions often address concerns in addition
to distance, such as edge crossings, and edge/vertex density.

6.5 Data Summaries

In many cases, we are presented with a collection of instances, where each individ-
ual instance may be a data point or some more complex object, such as function,
unstructured document/record, or a graph. Organizing these data as points or icons
in a 2D display, as in the previous section, can often be helpful, it is sometimes effec-
tive to summarize the overall structure and relationships of these instances. This
section describes some methods of summarizing collections of instances. Here we
assume that the data is homogeneous and structured, and we leave the discussion of
more complex data types for the next section. Of course, the choices we make in
summarizing data depend on the kinds of questions we are trying to answer and the
applications we have in mind. Here we give some examples of the most widely used
strategies.

A typical problem in visualization of instances or points sets is to understand the
relationships among samples and if the data naturally form groups or clusters (and
the nature of those clusters). The notion of clustering is a longstanding problem in
pattern recognition and data analysis, and there are a wide variety of approaches.
Typically, data is said to consist of clusters if there are two or more subsets of the
data for which the point-to-point distances are smaller than the distances to nearby
groups.

A typical formulation of the clustering problem is as follows. Inter- and intragroup
distances are quantified (e.g., as sums over distances between point pairs), giving
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rise to an objective (or energy) function that can be optimized. Because the energy
involves assignments to groups, it is combinatoric and nonconvex, and thus it is
often solved iteratively. A widely used and generally effective clustering algorithm
for points in a metric space (distances can be computed) is K-means, which is the
following algorithm, for input data X = {x1, . . . , xK } ∈ D , where D is the domain
of the data points:

A. The user decides on the number of clusters K , and the cluster centersC1, . . . ,CK

∈ D are initialized (usually at random).
B. Each data point is assigned to the nearest cluster center.
C. The cluster centers are updated and assigned to the average of the data points to

which they are assigned.
D. If the update is sufficiently small, terminate, otherwise, go to step B.

The output is the positions of the cluster centers and their assigned data points.
This kind of clustering or grouping of data points can impact visualization in

several ways. In some cases, it is useful to visualize the clusters themselves. Thus,
the clusters would be embedded (e.g., using MDS, as above) in 2D, and each cluster
would be represented with a mark or glyph, which might also encode information
about the cluster, such as its number of elements, extent/variability, or center ele-
ment. Another use for clusters is to modify the glyphs in a visualization of a 2D
embedding/projection, which can help identify differences in data along dimensions
that are not well captured in the embedding. Finally, some embedding algorithms are
designed to preserve information about clusters in the data, where the separation of
clusters (detected as a preprocessing step) is a criterion that is built into the objective
function that is optimized for the embedding. The general strategy of clustering data
is useful in other contexts, where collapsing or summarizing groups of instances aids
in interpretation. For instance, clustering of edges in large graphs has been used for
edge bundling, to reduce complexity in graph visualization [6].

The problemof clustering data points has also been examined froma very different
point of view—using hierarchies of graphs. We consider the ε-graph of a data set
as consisting of a vertex for each data point and edges connecting every vertex pair
xi , x j if and only if di j ≤ ε. Then we can consider the connected components of that
graph to be individual clusters. This is sometimes called single-linkage clustering and
it is known to be unstable when one makes small perturbations to the data points.
However, if one considers the hierarchy of clusters as a function of ε, as in the
dendritic tree, this can provide information about the texture/structure of the point
set. Also, clusters that are stable or persistent through a wider range of ε values might
be considered more important (e.g., more robust to perturbations in data), sharing the
same mathematical underpinnings as the watershed depth, described in the previous
section.

This kind of basic, distance-based, cluster analysis is the simplest example of a
very rich set of methods in computational topology called persistent homology [4, 8].
Here we give only a high-level view of themethodology. First, one extends the notion
of the ε-graph, as above, to include a filtration (nested sequence) of simplices, which
are not only vertices and edges, but also triangles, tetrahedra, etc. There are several
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approaches for constructing those filtrations of simplices. One can then compute,
in a very precisely defined manner, topological summaries, including not only the
number of connected components, but also tunnels (holes in one-dimension, loops in
higher-dimensions), and cavities (2D holes, hollow regions enclosed by a surface).
We can also track changes in these summaries (or the corresponding feature, such as
a hole) as ε increases. These summaries are sometimes visualized as a collection of
stacked horizontal line segments (or bars), where the ends of each bar correspond to
the appearance (or birth) and disappearance (or death) of the associated feature, as a
function of ε.

6.5.1 Statistical Summaries

In visualizing sets of instances of data, it is sometimes difficult to make sense of
the raw data, especially if the individual data points have an inherently complex
structure or if there are especially many of them. In many cases, one would like to
get a high-level or big picture view of the data. This kind of visual analysis is often
for quality control or to inform some other type of quantitative analysis. For this
reason, it is often useful to construct statistical summaries of data and to visualize
those summaries either instead of or in addition to the raw data.

A typical summarization strategy is to compute the mean an variance of a data set.
For instance, if we consider functions f1(x), f2(x), . . . , fn(x), with 1-2-3D domains,
there is a sample mean f̄ (x) = (1/n)

∑
i fi (x) and an associated covariance. Here

we avoid a discussion of the technical issues associated with variance in functions
spaces, and instead assume that fi has afinite-dimensional representation (e.g., values
evaluated on a regular grid, as with an image or volume), and each instance is repre-
sented as a vector of length n. The covariance structure can be very high-dimensional
(n × n matrix), and difficult to visualize, so simplifications or approximations are
common. The most common simplification is to compute the variance of f point-
wise over the ensemble for every x in the domain. This is equivalent to considering
only the diagonal of the covariance matrix, and it ignores the correlations between
points. Figure6.16 shows this mean and pointwise covariance for a data set from a
fluid simulation. Alternatively, one can visualize the eigenvectors of the full covari-
ance matrix (typically, one would use the dual method described in section about
dimension reduction) and visualize the eigenvectors of the covariance.

With functions, one is often interested in features, and how those features behave
within a set or ensembles of functions. As in Sect. 5.4, many interesting features
can be represented as zero-crossing of the function itself or fields of data derived
from that function and its derivatives. Several researchers have proposed to extend
the computation of level sets to the probabilistic setting. The problem can be stated
as computing the probability of a level set passing through or between a set of grid
points (or pixels), given a stochastic model of nearby function values. This is the
strategy behind probabilistic marching cubes and several variants [42].

The strategy of computing the mean and (co)variance to summarize data has lim-
itations, in that it reduces the ensemble of (possibly) complex data sets to a relatively

http://dx.doi.org/10.1007/978-3-030-34444-3_5
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Fig. 6.16 Analysis of a set of pressure data from a fluid simulation, with flow left to right across a
circular obstacle. a One example of a pressure field from this simulation (purple-low, green-high).
b The mean pressure field from an ensemble of 300 samples. c The pointwise variance (heat map).
d The first eigenvector of the covariance matrix

small number of values, and these summaries are sensitive to data outliers, and, as in
the case of point-wise variances, ignore global relationships (e.g., correlations) in the
high-dimensional data. Indeed, these are often the very things that we are attempt-
ing to detect or understand as we visualize such ensembles. Thus, nonparametric is
descriptive approaches to summarizing data are also important.

The descriptive approach to summarizing data is well motivated by one of the
most widely used of all visualization tools—the box or whisker plot, proposed by
Tukey [53] and shown in Fig. 6.17. The whisker plot typically shows a summary of
rank statistics of a set of 1D data points, with bars or icons to indicate the median
(and often the mean as well), various percentile ranks (e.g., 25 and 75%), and out-
liers. These rank statistics are computed from an ordering of the data along a single
axis. The extension of this kind of visualization to more complex data requires two
developments. The first development is the generalization of rank statistics to multi-
dimensional and nonmetric data. For this, several researchers have proposed the use
of data depth, which is a tool from descriptive statistics that constructs a center out-
ward ordering of a collection of data points. In such a scheme, the median of a data
sent would typically be the deepest among the given ensemble. There are several
methods for computing the depth of a data point within an ensemble, but a useful
strategy is the method of band depth, where the depth of a data point is computed as
the probability that it lies between a small, random selection of the data. The notion
of betweenmust be defined for each data type, depending on the application, and the
probability of lying within a band formed by a random set of samples is computed
with a Monte Carlo approach, which is a sample average is computing by choosing
small subsets from the given data.

The data depth approach is developed for functions, where the band is formed
by the min/max values at each point in the domain for a small set of j functions
(chosen at random) [41]. Given a set of functions, one can compute the median and
the min/max extent of the functions within a certain rank of the data (e.g., 50%). Sun
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Fig. 6.17 Left: an ensemble of functions have some common structure and show significant vari-
ability. Right: a functional box plot, as proposed by [50]

Fig. 6.18 Left: contour box plots of isocontours of pressure in an ensemble of fluid simulations.
Right: 3D contour box plots from an ensemble of registered brain images

and Genton [50] use function band depth to construct function box plots, which are
the natural extension of whisker plots to functions, as in Fig. 6.17.

For points in �n , band depth is the probability that a given point lies in the
simplex or convex hull of K > n randomly chosen points. For large n, the availability
of sufficiently many K -sized subset is often prohibitive, and alternatives, such as
half-space depth [52] and spatial depth [48], become desirable. For points in �2, a
depiction of the 50% band and an inflated version of that, with outliers marked, is
called bagplot.

Several researchers have proposed extensions of data depth and associated visu-
alizations, extensions to box plots, to more complex data types. The method applies
to 2D, scalar functions [50], as well as curves in 2D and 3D. Whitaker et al. [57]
have extended data depth to sets and show box plots for level sets (contours) in 2D
and 3D [44]. Figure6.18 shows some examples of 2D and 3D box plots for differ-
ent objects. Raj and Whitaker have extended data depth to vertices and paths on
graphs [45].
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Fig. 6.19 2D layouts of the MNIST “0” digit data. a Layout using an MSD embedding. b Layout
with depth-aware embedding that organizes by depth with contours/colors that show relative depth
of samples

In dimensionality reduction, the projection of data into lower-dimensions often
obscures the relative depth of a data point, and thus outliers can be misrepresented
as being central to the dataset. Raj and Whitaker [43] have proposed dimensionality
reduction techniques that preserve data depth, in addition to distance (or density), as
in Fig. 6.19.

6.6 Transformations on Unstructured and Discrete Data

Virtually all of the methods in the previous sections of this chapter rely on quanti-
tative relationships between samples or points in the range or domain of a function.
However, many data sets come in forms that are not well suited to the quantification
of distances, similarities, or coordinates. A very common example is a corpus of
text documents, as one may have from a collection of news articles or emails. Each
instance, in this example, is a document consisting of words, spaces, and punctuation
(we will ignore emojis for this discussion :-)). One might like to visualize the corpus
of documents and understand how they relate to each other. Typically one might
like to know if there trends over time, if they form clusters, if there are outliers, etc.
These kinds of questions might benefit from a scatterplot visualization, a clustering,
or topological analysis. However, these methods will require distances or coordi-
nates for each sample (each document in this case). This chapter discusses some of
the methods by which unstructured data, such as a text document, are encoded for
subsequent analysis or visualization.
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6.6.1 Organizing Data in Bags

A text document consists of a collection of words in a particular order. The actual
words used and the order in which they appear give the document its meaning. How-
ever, practitioners of natural language processing have noticed that some information
about a document can be discerned from the types of words that are used, and their
frequency, while ignoring the ordering of the words, the sentences, grammar, etc.,
in the document. This leads to a way giving coordinates to a document—we sim-
ply count the number of times each word occurs in a document and the resulting
histogram becomes a quantitative descriptor of the document, which induces a dis-
tance and/or inner product computation with other documents. Of course, there are a
great many words in any particular language, and typically the word count strategy
ignores very common words that are present in large numbers in all documents, such
as articles, conjunctions, and prepositions. Through histograms ofmeaningful words,
documents can be clustered or embedded in kD spaces for analysis and visualization.
Because of the large number of words (bins in the histogram), this analysis is often
combined with PCA to produce a smaller set of descriptors, which make subsequent
computationmore tractable. Figure6.20 shows an example of an embedding of a cor-
pus of news articles by word counts. Notice that this kind of analysis can generally
give information about the general topic of a document, but it loses the meaning of
the document, because to discern meaning one must typically examine the semantics
of individual sentences.

This general strategy for documents is referred to as abag ofwords because it treats
each document as a container (bag) for words that ignores the ordering of words, as
well as the construction of phrases and sentences. This bag strategy has been used in
a variety of contexts to deal with large sets of unstructured instances. For instance,
in images, local features (measured through some time of detector and descriptor,
such as corners or textures) are counted, and their location ignored, to determine
the environment of an image or to quantify the similarity/difference between images
in a large collection. Graphs are often unstructured and difficult to compare, but
one can construct a fingerprint of a graph by quantifying different types of local
neighborhood structures around vertices. Researchers have compared histograms of
valences of vertices, numbers of cliques of different sizes, or, if the vertices have
labels, categories of vertices based on their neighborhood structure [40].

If we consider a text document as a string of tokens (words), then the bag approach
has been modified for many variations. For instance, besides documents, one might
also need to quantify or give coordinates to words (this also helps in documents).
In deciding if two words are similar, we can quantify how often they occur with
or are near other words. In this way, cooccurrence (defined at some scale—phrase,
sentence, document) becomes a signature for comparing words. This strategy has
been incorporated into various neural net approaches, as described in subsequent
sections.
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Fig. 6.20 Avisualization of a corpus of articles from [14] are organized in 2D based on associations
with (probabilities) topics, which are derived from vectors of word counts, i.e., bag of words analysis

6.6.2 Edit Distance

Another common way of quantifying distances/similarities between unstructured or
complex data types is to consider the cost of converting one instance to another. This
is often done by describing a set of atomic editing operations on the data object and
assigning a cost to each type of edit. For instance, in comparing the lexicographic
words (ignoring their semantics), we could assign a cost to changing a letter in a
word, as well as adding or deleting letters. Thus, to convert the word “Sunday”
to “Saturday”, we notice that first characters are the same, as are the last three. To
convert the middle “un” to “atur”, wemight replace “n” with “r”, and then insert a “t”
and an “a”. The precise edit sequence would depend on the cost of each operation,
but the edit distance is typically the cost of the least expensive edit that converts
one object to another. This edit distance is used extensively in genetics to compare
genetic sequences (which are, essentially, strings). If the cost structure is properly
constructed, this edit distance is computed efficiently using Dykstra’s algorithm.

Another example of edit distance is in the analysis of graphs. Unaligned graphs
are graphs where the vertices are not uniquely identified from one graph to another.
Graphs with different types of nodes can be compared by removing, introducing,
or changing the labels on nodes, and by allowing similar edits on edges. This kind



152 R. Whitaker and I. Hotz

of edit distance can then be used to cluster ensembles of graphs or embed them in
lower-dimensional spaces, or visualize their evolution in time. Graph edit distance
is computationally challenging; it is NP-hard in general. However, special cases of
graphs (e.g., acyclic) are compared more tractably, and approximate solutions are
often quite effective.

6.6.3 Kernel Methods

Avery useful tool in data analysis is to construct a similaritymeasure between pairs of
instances for a particular data type and then rely on the kernel method or kernel trick
to conduct analysis in the space induced by this similarity measure. Mercer’s theo-
rem states that for any kernel, k(x1, x2), operating on pairs of data points/instances
that it is guaranteed to produce a positive-definite inner product matrix, there is a
corresponding Euclidean space for which this kernel is the Euclidean inner product
(dot product). This technique allows one to define inner products to create high-
dimensional spaces for which there might not be an explicit representation.

If the data points in the analysis have an associated metric space, then monotoni-
cally decreasing functions of point-to-point distance from a Mercer kernel. Indeed,
a widely used kernel is the Gaussian function of distance:

k(x1, x2) = exp

(
−|x1 − x2|2

2σ 2

)
, (6.48)

whereσ is a free parameter thatmust be tuned to a specific application. TheEuclidean
space associated with this kernel is not finite-dimensional, and has no explicit set
of coordinates. All operations in the kernel space are represented in terms of inner
products with the given data ensemble. However, this lifting of the data into the
kernel space provides opportunities for

A variety of methods have been adapted for kernel spaces, including PCA (called
kernel PCA [47]), clustering (also spectral clustering), regression, and classification
(e.g., support vector machines). Kernels or inner products can be defined using bag-
of-words strategies (kernel is typically a function of the product of the histograms),
or some other distance measures on structured or unstructured data. The lifting of
data into the kernel space has the advantages of (i) analysis operations without an
explicit distance measure and (ii) moving the data into spaces where simpler models
(e.g., linear) for regression, clustering, and classification are often more effective.
Likewise, this kind of separation of data in the kernel space can aid in visualizing
trends or clusters.
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Fig. 6.21 a A neural network is a sequence of layers consisting of individual elements (neurons)
that linearly combine outputs of the previous layer and perform a nonlinear activation (e.g., smooth
threshold). b The skip-gram architecture for assigning words to vectors develops a feature vector
that is effective at predicting the context of a given word—i.e., the probability of nearby words

6.6.4 Neural Networks

Recently, technology in the training and application of artificial neural networks
has provided new opportunities for transforming data and embedding data sets into
spaces that are well suited for analysis and visualization. There are a great many
introductions or tutorials on neural networks, and here we assume that the reader is
familiar with the basic technology, which we review briefly.

A neural network (NN) is a set of processing units, each ofwhich performs a linear
combination (weighted sum) of inputs and produces an output, which is a nonlinear
function of that weighted sum:

y = φ

⎛
⎝∑

j

w j x j

⎞
⎠ , (6.49)

where x j is a vector of inputs andwj are the weights associated with the inputs to this
particular neuron. The nonlinear activation function, φ : � �→ �, is typically some
kind of soft threshold. These individual elements are arranged in layers (where the
elements of a layer share the same inputs, x j ), and the network transforms data by
passing it through a sequence of layers, as in Fig. 6.21.

Most NNs are trained in a supervisedmanner, and the weights are modified incre-
mentally so that the outputs of the network approximate the training data for any
particular input. The training of NNs has an associated, and very extensive, set of
methods, research, and theory.
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The conventionalwisdom is that the layers of a neural network perform a sequence
of transformations on the input data, making the data progressively better suited to
the task of the final layer, which must produce the desired output from a linear
combination of input data. Thus, the network in its intermediate layers is succes-
sively transforming the data into spaces that are well suited to the task, and thus
the intermediate layers represent transformations of the data that can aid in analysis
and visualization. Besides the architecture and training of the network, the important
issues for embedding are how to encode the inputs and outputs and how to define
the supervised problem. Here we give an example that demonstrates the principles.

A classic problem in the analysis of text and documents is the vectorization of
words, which is the assignment of each word to a coordinate in a space where
distances reflect the similarities between the meaning and usage of words. Recent
work in neural networks has addressed this problemby constructing and trainingNNs
that learn associations between words in sentences. There are several versions of this
architecture and here we give the skip-gram version of the method. The strategy,
depicted in Fig. 6.21, is to train the network to predict nearby words in a sentence
from a single word input. Words are typically coded as binary or hot vectors (“1”
indicates the presence of the word), and thus the size of the network is proportional
to the size of the vocabulary. The output is a vector (again the size of the vocabulary),
where the signal indicates the probability that a given word appears within a window
of nearby words (5–10 nearby words, typically). The hidden layer is constructed
to be 100–1000 units and the output of the hidden layer (a vector) is used as the
embedding for subsequent processing.

This example demonstrates the general strategy for using NNs to construct trans-
formations. First, one must encode the input in a general manner that has the appro-
priate symmetries. Categorical data, for instance, is often best encoded with binary
vectors, which also allows for sets or bags of examples. Second, the network must
be constructed with a hidden layer appropriate for output into some other part of the
visualization or analysis pipeline. This is sometimes called a latent representation.
Third, the NN must be trained with a task that is appropriate for the transformations.
In the word2vec method, the task is the prediction of context words (nearby words in
sentences), which captures themeaning and usage ofwords (indeed, the ability of one
word to replace another in a context), which has been shown to capture similarities
between words.
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Part II
Empirical Studies in Visualization

Empirical studies play a crucial role in developing the foundations of data visualiza-
tion, and can takemany forms, including controlled and semi-controlled experiments;
structured or free-text surveys and questionnaires; interviews, focus group discus-
sions, and think aloud sessions; laboratory and field observation and so on. While
many empirical studies have been designed to evaluate hypotheses and facilitate the
validation or falsification of proposed theories, many others have been conducted to
explore unknown causalities about human performances and kindle new fundamen-
tal discoveries through collecting new data, posing new questions and hypotheses,
and simply being inspired by phenomena in practical settings. In the field of visu-
alization, empirical studies have also been designed and conducted to evaluate and
compare the utilities of different visual representations, algorithmic and interactive
techniques, and tools and systems.

This part of the book consists of six chapters focusing various aspects of empirical
research in visualization:

• In Chap. 7, Abdul-Rahman, et al. present the first survey on the variables used
in controlled and semi-controlled empirical studies in visualization, revealing a
diverse range of variables, and a huge scope of research questions, most of which
have only been sparsely covered by the existing empirical studies.

• In Chap. 8, moderated by Matković, Wischgoll and Laidlaw present engaging
discourses onwhether it is necessary to include empirical evaluations in application
papers that report interdisciplinary collaboration between visualization researchers
and domain experts. Through a series of dialogic correspondences, they explore
this contentious topic in a rational and evidence-based manner.

• In Chap. 9, Preim and Joshi make a compelling argument for long-term case
studies as a form of empirical studies for evaluating visualization researches and
applications. While the chapter features practical examples and logical rationales,
it also challenges the status quo for requiring evaluation conclusions resulting from
short-term empirical study methods.

• In Chap. 10, Weiskopf makes an informed observation of the difficulties in using
traditional empirical study methods, and outlines the need for, and feasibility
of, using visualization techniques to aid data-rich empirical studies. Using the
figurative term visualization for visualization (Vis4Vis), he inspires visualization

http://dx.doi.org/10.1007/978-3-030-34444-3_7
http://dx.doi.org/10.1007/978-3-030-34444-3_8
http://dx.doi.org/10.1007/978-3-030-34444-3_9
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researchers to utilize our own tools in making fundamental discoveries in our own
field.

• In Chap. 11, Chen and Edwards present a collection of schools of thought in
visualization and juxtapose them with those in computer science and psychology.
By reflecting the different options and beliefs in our current understanding about
visualization, the chapter provides a thought-provoking motivation for conducting
more empirical studies in order to build better foundations of data visualization.

• In Chap. 12, Ziemkiewicz et al. describe five major challenges in empirical visual-
ization research and outline possible approaches for addressing these challenges,
providing a coherent and stimulating summary of the intensive discussions on
empirical studies during Dagstuhl Seminar 18041 Foundations of Data Visualiza-
tion in January 2018.
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Chapter 7
A Survey of Variables Used in Empirical
Studies for Visualization

Alfie Abdul-Rahman, Min Chen and David H. Laidlaw

Abstract This chapter provides an overview of the variables that have been con-
sidered in the controlled and semi-controlled experiments for studying phenomena
in visualization. As all controlled and semi-controlled experiments have explicitly
defined independent variables, dependent variables, extraneous variables, and oper-
ational variables, a survey of these variables allows us to gain a broad prospect of a
major aspect of the design space for empirical studies in visualization.

7.1 An Overview of Empirical Studies in Visualization

Empirical studies are an integral part of the research activities in visualization, in a
recent survey by Kijmongkolchai et al. [22], some 80 papers on empirical studies,
which were published in visualization journals and conferences, were categorized.
This is the largest collection to date of papers reviewing controlled empirical studies
in visualization, though there are no doubt many more in the literature to be discov-
ered. Many of these empirical studies have provided verifiable means for evaluating
different visual designs and visualization techniques, and many others focused on
controlled experiments designed to gain some understanding or measurement about
specific phenomena in visualization, such as color perception, the effect of emotion,
or the use of knowledge.
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All controlled empirical studies are designed to study the impacts of the variations
of a number of conditions. Mathematically, the individual aspects of the conditions
that are being changed during an experiment are defined as independent variables,
while the effects to be measured are defined as dependent variables. Meanwhile,
because the variation of an effect could potentially be caused bymany variables, each
experiment usually has to minimize the impact of some potential variables in order to
maintain the total number of conditions being studied at such a level that all conditions
can be sampled adequately. The methods for controlling a variable other than the
predefined independent and dependent variables typically include (a) setting it to a
constant (e.g., using the same room) and (b) making its instances reasonably random
(e.g., ordering different conditions randomly). In some empirical studies, such as
Web-based crowdsourcing studies, there arewell-defined independent and dependent
variables, but the impact of some potential variables cannot be fully controlled (e.g.,
the computer or the room used for the study). They are commonly referred to as
semi-controlled studies.

There are many forms of empirical studies that do not predefine a set of indepen-
dent and dependent variables, including free-text questionnaires, observation diaries,
focus group discussions, think aloud sessions, interviews, and so on. One of the
goals of such a study is to identify, in an open-minded manner, some independent
and dependent variables that may offer potentially the most meaningful explanation
about a causal relation in visualization.

In this chapter, we survey the independent and dependent variables that have
been studied in controlled and semi-controlled empirical studies in the visualization
literature, while examining how extraneous variables were controlled in three case
studies. In the remainder of this chapter, we will first give more precise definitions
of the main categories of variables. This is followed by a collection of examples for
each category. We then detail how variables are defined in three case studies. We
offer our summary observation and concluding remarks at the end of the chapter.

Ques on: How many Pink Squares are in the above picture?

0 1 2 3 4 or more

Ques on: How many Orange Objects are in the above picture?

0 1 2 3 4 or more

(a) How many pink squares cpink ssquare? (b) How many orange objects corange (si )?

Fig. 7.1 Two example stimuli that may be used for a traditional experiment on visual search
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7.2 Independent, Dependent, and Other Variables

A variable V in an empirical study is a conceptual entity that may change during an
experiment, and such an entity can be a piece of stimulus information, a characteristic
attribute, an experimental condition, a measurement, or other entity that may vary.
For example, in a basic visual search experiment, participants may be shown stimuli
similar to the two shown in Fig. 7.1. There aremany variables that may change during
an experiment, such as:

a. the color of an object in a stimulus;
b. the shape of an object in a stimulus;
c. the size of an object in a stimulus;
d. the position of an object in a stimulus;
e. the number of objects in a stimulus;
f. the aspect ratio of the display area of a stimulus;
g. the questions that may appear in conjunction with a stimulus;
h. the ways in which a question may be answered (e.g., multiple choice buttons,

pull down menu, free text, etc.);
i. the number of options available for a multiple choice answer;
j. the ordering of the options available for a multiple choice answer;
k. the type of computing devices used for the experiment;
l. the venue where the experiment is conducted;

m. the time of day when the experiment is conducted;
n. the gender of a participant;
o. the age of a participant;
p. the visual capabilities of a participant;
q. the education background of a participant;
r. the knowledge of a participant that may be used to complete a trial in the exper-

iment;
s. the time taken by a participant to complete a trial in the experiment;
t. the correctness of a participant’s response to a stimulus in a trial;
u. the average time taken by all or a specific group of participants to complete the

same type of trials in the experiment;
v. the average accuracy of the responses given by all participants or a specific group

of participants to the same types of stimuli in the experiment;
w. ...

While, we are almost running out of the letters in the English alphabet, it is not
difficult to add to the above list. Some variables can be further decomposed into
simpler variables. For example, the sight variable may be decomposed to elementary
variables of shortsightedness, color blindness, etc., and the education background
may be decomposed to elementary variables of levels, subjects, language, etc.

An empirical study is usually designed to evaluate one or a few hypotheses. Each
trial in the experiment is a process that instantiates a causal relation from a set of
variables to another set of variables. As a tradition of empirical studies, such a causal
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relation is usually expressed negatively as a null hypothesis. Let a null hypothesis be
defined as follows:

Null Hypothesis: Varying variables of X1, X2, . . . , Xm will not have impact on
variables of Y1,Y2, . . . ,Yn (m > 0, n > 0).

In general, it is very difficult for an empirical study to evaluate a hypothesis that
depends on many variables. Consider, for example, the two stimuli shown in Fig. 7.1.
There are 100 objects in each stimulus, and each object may have one of the five
colors (i.e., cgreen, cgrey, corange, cpink, and cpurple) and in one of the five shapes (i.e.,
scircle, shexagon, sparallelogram, ssquare, and strapezoid). Hence, each object may appear in one
of the 25 color-shape combinations. When considering the 100 objects collectively
as a group, the group of objects may appear in 25100 color-shape combinations. In
other words, if the 100 objects were placed on a fixed regular grid (e.g., a 10 × 10
grid), there would be 25100 possible stimuli. When one takes other variations into
consideration, such as the number of the objects, the size of the objects, and the
positions of the objects, and so on, the number of possible stimuli will increase
rapidly. Since an empirical study can only have a limited number of trials, only a
limited number of stimuli can be selected from a vast number of all possible stimuli.

Theword “controlled” thus plays a vital role in designing every collected empirical
study. Firstly, one has to select a small number of variables of X1, X2, . . . , Xm in
a hypothesis by controlling m such that it is a relatively small number (typically
m < 5). These selected variables are commonly referred to as independent variables
in the literature of empirical studies. Those variables, which may or may not have
an impact on the participants’ performance but are not included in the set of, are
referred to as extraneous variables [7, 21], nuisance variables [21], or potential
confounding variables [13]. An extraneous variable becomes reprehensible as an
actual confounding variable, when it is known to have a confounding effect on the
participants’ performance but has not been adequately controlled.

Secondly, one has to control the number of variations or optional values that
each independent variable can have. For example, although there are many dif-
ferent colors and shapes that could be used in designing the stimuli in Fig. 7.1,
one has to exercise some control to restrict the number of colors and the num-
ber of shapes. To manifest the limited sampling of an independent variable X ,
one may consider it as an alphabet X, which is a term for variable in informa-
tion theory. The limited number of variations in a variable X is thus the number
of letters in the corresponding alphabet X. Therefore, for the experiment illus-
trated in Fig. 7.1, the alphabet for the sampled colors C has five letters, i.e.,
C = {cgreen, cgrey, corange, cpink, cpurple}. The alphabet for the sampled shapes S also
has five letters, i.e., S = {scircle, shexagon, sparallelogram, ssquare, strapezoid}, assuming that
the stimuli used in all trials feature the same alphabets C and S.

Thirdly, one has to control the impact of the extraneous variables, typically by set-
ting each of them to a constant. For example, in the case of the experiment illustrated
in Fig. 7.1, the number of objects is fixed to 100 for all stimuli, and the filled areas of
all objects are fixed to the same size. However, not all variables can be fixed to some
constants. In many empirical studies, some variables may be sampled randomly, or
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may appear to be sampled randomly (commonly referred to as pseudo-randomly).
For example, the 100 objects in Fig. 7.1 may appear to be placed in the display area
randomly. In fact, they are positioned pseudo-randomly to manifest a reasonably
uniform distribution of the objects while avoiding any overlapping, because varying
the spatial distribution of the objects would introduce another independent variable,
while varying the amount of occluded part area of each object would undermine the
aforementioned control of the object size.

Finally, many variables can neither be fixed to constants nor be sampled randomly
or pseudo-randomly. For example, it would be very difficult to fix the ages and
education backgrounds of the participants to some constants, or to recruit participants
in a way reflecting a uniform distribution. In such cases, the common wisdom is to
record the variations of such variables in an empirical study and discuss their potential
impact in the report of the experiment. In some situations, onemaydeterminewhether
or not such a variable has an impact on the hypothesized causal relation. Inmost other
cases, one may have to leave such conclusions to some future empirical studies.

The set of variables of Y1,Y2, . . . ,Yn in the general formation of a null hypothe-
sis are referred to as dependent variables. There are two main classes of dependent
variables. The variables that are to be measured in individual trials are measured
dependent variables. The most elementary dependent variable is a binary variable.
Most experiments for studying just-noticeable difference (JND) ask participants to
choose whether the attribute of one stimulus is above or below that of another stim-
ulus. Many experiments for testing rapid reaction or decision capacities also use
binary variable, such as “yes” or “no”, “on” or “off”, “action” or “no action”, and so
on.

The slightly more complicated dependent variable is a set of multiple choices,
typically implemented as multiple command buttons, radio buttons, or selectable
visual objects in a stimulus. The examples in Fig. 7.1 show five command buttons.
Hence, when the multiple choices are considered as letters of an alphabet, we have
an alphabet for the answer A = {a0, a1, a2, a3, a4+}.

Some empirical studies have much more complicated alphabets as measured
dependent variables. For example, selecting a location on a map from n optional
locations or entering a real number with high precision involves a very large alpha-
bet. Later in Sect. 7.4.3, we will see an empirical study that captures 14 time series
as measured dependent variables.

From one or more measured variables, one may define a derived dependent vari-
able. For example, one may define the correct answer of Fig. 7.1a is a0 and that
of Fig. 7.1b is a3. With such defined ground truth information, one may define the
correctness of each trial as a derived dependent variable. By aggregating the correct-
ness values of a group of trials, one can define accuracy (in percentage) as a derived
dependent variable for the group. Similarly, the response time of a participant in
each individual trial is a measured dependent variable, while the mean response time
for a group of trials is a derived dependent variable. The way in which the trials are
grouped together depends on the hypothesis concerned, the definition of independent
variables, and the control of extraneous variables.
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In order to compute a derived dependent variable from a measured variable, one
has to use some additional definitions (e.g., the ground truth) and additional functions
(e.g., statistical or algorithmic functions). The variation of such a definition or a
function would have an impact on the derived dependent variable concerned. Hence,
these definitions and functions are also variables, which are referred to as operational
variables or operational definitions [21].

7.3 Examples of Variables Used in Empirical Studies

In this section, we first provide three lists of typical variables resulting from our
surveys of the papers collected by Kijmongkolchai et al. in [22]. In particular, we
conducted the close reading of 32 papers that report controlled and semi-controlled
empirical studies in visualization and identified all variables in these papers. In
Sect. 7.4, we will detail our analysis of the variables in three examples of empirical
studies, which represent quite different study designs.

7.3.1 Independent Variables

There are numerous independent variables that have been studied in different empir-
ical studies. It is not feasible to list all these variables exhaustively. Following a
careful reading of 32 papers on visualization-related empirical studies, we identified
some 50 variables, and categorize them into five classes.

7.3.1.1 Varying Values in a Single Visual Channel or Varying Types of
Visual Channels

The first class is elementary visual channels (or elementary visual variables), which
have been often featured in studies that investigate the attentiveness, distinguish-
able values, and metaphoric association of different visual channels, as well as the
differentiation and interaction between them. The following list gives a number of
examples used in several empirical studies. Each item listed, X, can be read as “vary-
ing X in the stimuli.”

We note that many empirical studies feature stimuli with different visual channels.
When a study was not designed to evaluate any hypothesis suggesting that varying
such visual channels might have an impact, we do not consider them independent
variables of the study. For example, Szafir [32] conducted an empirical study to
investigate whether varying the size of graphical primitives impacts color percep-
tion. There were extraneous variables associated with the graphical primitives, which
were not part of the hypotheses. A polyline primitive, for instance, features many
data points, which are extraneous variables that determine the shape of the poly-
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line. The study focused on the thickness of polylines as an independent variable,
while controlling other extraneous variables such as the overall height and width, the
number of data points, and so on.

• color differences (their levels) [32];
• colors (of glyphs) [12];
• shapes (of glyphs) [12];
• sizes (of glyphs) [12];
• sizes (of graphical primitives) [32];
• types of visual channels (for indicating grouping) [2];
• types of visual channels (for values of missing data) [30];
• vector magnitude [36].

7.3.1.2 Varying Visual Objects Featuring Multiple Visual Channels or
the Characteristic Attributes of the Combined Variations

This class of independent variables features variations of multiple visual channels of
some visual objects in stimuli. The goal of such a study is typically to investigate the
interaction or the combined effects of more than one visual channel. In some cases,
the experimenters may focus on a single independent variable that characterizes the
combined variations of multiple visual channels, such as the ordering of colors in a
colormap [29]. Because the variation of the ordering in this case is more complicated
than the variation of a single color, we consider such an independent variable falls
into this class.

• bi-variate channels (the shape-color combinations) [12];
• bi-variate channels (the shape-size combinations) [12];
• bi-variate channels (the size-color combinations) [12];
• continuous colormaps (their key colors) [4];
• continuous colormaps (their ordering of key colors) [29];
• discrete colormaps (palette sizes) [14];
• discrete colormaps (palette scoring functions) [14];
• discrete colormaps (user-generated vs. software recommended vs. random) [14];
• discrete colormaps (with semantic association or not) [29];
• multivariate channels (the combinations of 25 channels used for indicating group-
ing); [2];

• multivariate channels (for map textures) [24].

7.3.1.3 Varying Visual Patterns Made of Multiple Visual Objects or the
Characteristic Attributes of the Visual Patterns

This class features variations of what one common referred to as “patterns”. A pattern
is considered to bemade ofmultiple visual objects. Typical examples include a cluster
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in a scatter plot or dot plots, an ego or focal node in a network visualization, a volatile
section in a time series plot, etc. In general, the variation of patterns involves the
simultaneous variations of several visual objects and is thus considered to be more
complicated than the variation of a few visual channels of the same visual object as
discussed in Sect. 7.3.1.2.

Because the possible number of such variations is usually excessively large and
their distribution in a context is often not well established, it is difficult to create a set
of stimuli that constitute an unbiased sampling of the space of such variations. It is
thus common to control the sampling by introducing some characteristic attributes
(e.g., levels of complexity or sparseness, types of ordering or configuration, and so
on), and making such attributes as the independent variables.

• data characteristics (level of deviation from a trend-line) [9];
• data characteristics (densities) [18];
• data characteristics (gap, flow-type outlier, spike) [10];
• data characteristics (levels of noise) [28];
• data characteristics (trend types) [9];
• feature patterns (in dot plots) [27];
• feature patterns (ordering of visual objects) [37];
• feature patterns (simple vs. complex) [22];
• highlighting methods (color, leader line) [16];
• levels of appearance fidelity (of virtual human avatars) [34];
• levels of negative emotions (time-steps) [34];
• pixel patterns (block resolutions) [4];
• pixel patterns (block sizes) [15];
• pixel patterns (pixel sizes) [15];
• pixel patterns (subset configurations) [15];
• pixel patterns (levels of variety) [17];
• pixel patterns (types of variety: color or motion) [17];
• pixel patterns (types of variety: local vs. global) [17];
• word-tag patterns (area of words) [11];
• word-tag patterns (colors of word tags) [11];
• word-tag patterns (densities of word tags) [11];
• word-tag patterns (lengths of word tags) [11];
• word-tag patterns (area of words and types of word spacing) [11].

7.3.1.4 Varying Plot Types or Plot-Level Visual Designs

The independent variables in this class define variations at the plot level and are
typically used to compare different visual representations or significant variations of
visual designs of a type of plots.

• multi-plots (multi-view compositions: map with scatter plot versus map with par-
allel coordinates plots) [16];
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• plot attributes (aspect ratios) [18];
• plot attributes (chart height and virtual resolution) [19];
• plot attributes (chart height and gridline spacing) [18];
• plot types (nine types of plots) [18];
• plot types (braided graph, horizon graph, line graph, small multiples) [20];
• plot types (density plot, gap-detection histogram, dot plot) [10];
• plot types (graph, scatter plot, storyline, treemap) [33];
• plot types (filled line chart, mirrored chart, 2-band horizon chart) [19];
• plot types (line graph, colorfield) [8];
• plot types (scatter plot, line graph, area) [9];
• visual designs (2D flow visualization) [23];
• visual designs (bar charts and difference overlays) [31];
• visual designs (for map-based flow visualization) [35];
• visual designs (with or without embellishment) [3]).

7.3.1.5 Varying Variables Not in the Depicted Data

The effectiveness of visualization does not only depend on the depicted data values,
the selection of visual channels or the design of visual representations, but also
on many other factors such as user, task, application, and so on. This class thus
includes all independent variables that are used to study the impact of such factors
on visualization processes.

• display types (mono, stereo) [36];
• display types (MacOS, others) [18];
• teaching methods (bottom-up, top-down) [33];
• application contexts [22];
• color compensation configurations [26];
• statistical measures (min/max, mean, stdev) [22];
• learning approaches (passive, active) [33];
• visualization tasks (many studies, e.g., [3, 4, 18, 23, 31]).

7.3.2 Dependent Variables and Derived Variables

The variables that are to be measured in individual trials are measured dependent
variables. In most cases, the collected values of some dependent variables are pro-
cessed to yield some numerical quantities or categorical values, using, e.g., statistics
or algorithms, we consider the corresponding variables as derived dependent vari-
ables.

There are a number of measured dependent variables that commonly defined in
many empirical studies, including:
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• response time (RT) of a trial;
• a selection out of k choices (k ≥ 2);
• a value entered using a 1D scroll bar;
• a position in a 2D map entered using a pointer device (often with many optional
locations);

• a location in a 3D real or virtual environment entered using a 3D input device;
• a sequence of action records (e.g., user interactions, and navigation actions in a
virtual environment);

• an eye-tracking record;
• one or more time series records of EEG (electroencephalography);
• one or more imagery records of fMRI (functional magnetic resonance imaging or
functional MRI).

During an empirical study, some measured dependent variables may be used to
compute some derived variables dynamically. Perhaps the most common variable
derived dynamically is correctness indicated by a measured value in order for the
experiment system to give a feedback to the participant. For example, a system
for facilitating trials with multiple choice questions may maintain the ground truth
answer for each trial and use it to determine the correctness of an answer. A system
for eye-tracking may maintain a set of areas of interest, and use these to determine
if a participant’s gaze has been fixated on any of the areas of interest.

Because these derived dependent variables are obtained using some predefined
operational variables such as ground truth values, threshold values, quantization
bands, etc., they are not only dependent on the input stimuli and the human actions
during trials, but also on these operational variables. Hence, it is helpful to consider
them as derived dependent variables in order to be mindful about the variations of
the underlying operational variables and functions that could affect the findings of
the study.

In almost all empirical studies, the analysis of the results involves derived depen-
dent variables defined through statistical aggregation and analysis. The most com-
monly used derived dependent variables are:

• accuracy and error rate (percentage values calculated based on a collection of
correctness values);

• precision and recall (for information retrieval tasks);
• just-noticeable difference (JND);
• average response time (mean RT, often abbreviated as RT);
• basic statisticalmeasures for a collection ofmeasured or derived values (e.g.,mean,
max,meanmedian, mode, range, correlation coefficient, mutual information, etc.);

• measures resulting from processes of statistical analysis, such as t-test, χ2-test,
ANOVA (analysis of variance), and so on.

In experiments designed with some specific apparatus, there are usually some
specialized dependent variables. For example, in eye-tracking experiments, one may
define (a) time from the start of a trial to the first fixation at an area of interest and
(b) the number of fixations during a trial as derived dependent variables computed
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based on gaze records [16]. A number of studies measured specific types of partici-
pants’ judgment, such as alpha contrast optimization [18], discriminability rate [32],
perceived complexity [28], perceived data quality [30], and so on. Using an electro-
dermal activity (EDA) sensor, onemay obtain anEDAdataset asmeasured dependent
variables, and may compute differential emotions scale (DES) as a derived depen-
dent variable [34]. In a recent empirical study, the traditional accuracy and mean RT
variables were transformed to information-theoretic measures of benefit and cost as
a new pair of derived dependent variables [22].

In general, determining a collection of variables that may affect a design provides
ameans for defining a design space. In visualization, some notable publications (e.g.,
[5]) proposed and discussed design spaces of visual representations.Onemaywonder
if there might be a design space for controlled empirical studies in visualization. Our
enumeration of experimental variables here may begin to inform the description of
such a space. However, given the level of complexity that arises from just this simple
initial step, formulating a structured description of such a design space seems to be
out of reach at the moment. We hope that a design space for empirical studies in
visualization will emerge in the future.

7.4 Case Studies

In this section, we present three case studies to show how one may extract the
information of independent, dependent, and constrained variables. In psychology,
many papers reporting empirical studies define independent and dependent variables
explicitly. In those papers that do not offer explicit definitions of the study variables,
it is usually not too difficult to extract such information indirectly. In general, the
stimuli used in visualization-related experiments are more complicated, and it is
not always easy to extract the definitions about such variables. For the three papers
discussed in this section, the authors of this chapter first read the papers and wrote
down the independent and dependent variables individually. They then compared the
notes and agreed on a common set of variables (Fig. 7.2).

7.4.1 A Study on Using Visual Embellishments in
Visualization

Borgo et al. presented a study on the impact of visual embellishment on participants’
ability (a) to remember the numerical data depicted, (b) to perform visual search of
visual objects, and (c) to grasp the concept conveyedby the text shown in visualization
images [3]. Because the tasks in such a study had to be reasonably simple in order to
control the potential confounding effects and the length of each trial, they anticipated
that the impact might not be easily detectable if the participants were paying attention
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(a) A stimulus screen and its follow-on question screen

(b) A related stimulus screen and its follow-on question screen

Fig. 7.2 Two related trials in the empirical study. The top 80% of each screen was used for the
primary task and the bottom 20% was used for the secondary task. A stimulus without any visual
embellishment is shown in a, and a stimulus with a similar visual representation and a similar
amount of information as well as with some visual embellishment is shown in b. The two trials
were distributed pseudo-randomly among others to minimize any learning effect

to their tasks. They thus designed a dual-task experiment, where a secondary task
was used to restrict the amount of the cognitive capability available to the primary
task in each trial, allowing the trials with embellishment and those without more
differentiable.

For the primary tasks, all stimuliwere designed in pairs, onewith visual embellish-
ment and one without. Hence, this binary variable was the most important indepen-
dent variable being studied. The experimenters had four hypotheses and they divided
the stimuli into four sections. Since these four sections were conducted within the
same empirical study, the four topics, i.e., working memory, long-term memory,
visual search, and concept grasping were the four values of a variable about tasks.
Thus, there were two independent variables for the primary tasks.

To avoid learning effects, different stimuli had to feature different data values.
These are extraneous variables that should be controlled. The experimenters carefully
selected these values to ensure a similar level of complexity within each pair of
stimuli, while having different levels of complexity across different pairs for each
section of the experiment. Bothmeasures providedmeans of controlling the potential
confounding effects due to the variations of the data values.
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Similarly, there were variations of the designs for different visual embellishment
across different stimuli. Such variations were unavoidable since each trial featured a
different dataset and it was necessary to change the semantics featured the datasets to
avoid learning effect. The experimenters controlled the potential confounding effects
due to such an extraneous variable by using the same approach for dealing with the
variations of data values.

For the primary task, each trial presented participants with a question and four
optional answers (one correct answer and three distractors). Hence, the measured
dependent variables were the selection out of four options and the time taken to
make this selection. By predefining the ground truth value of each trial (i.e., an
operational variable), the experimenters obtained a derived dependent variable for
the correctness of the selected answer. Similar to numerous empirical studies, from
the correctness and response time of each trial, the two commonly used dependent
variables were derived, i.e., the mean accuracy and the mean response time.

The stimuli for the secondary task ran continually in parallel with the stimuli for
the primary task throughout the experiment. In a rectangular area at the bottom of the
screen, a sequence of words moved horizontally from left to right, with new words
appearing from the left continually. Participants were required to point and click at
any fruit word that appeared in that area. When each word displayed was considered
as a visual object, from the perspective of the secondary task, each word had only
two states, a fruit word or a non-fruit word. Thus, the independent variable was
a binary variable. When a participant selected a word, the dependent variable was
correctness. The software for the experiment showed three counters on the screen,
keeping the count of how many fruit words had been correctly selected, how many
had been missed, and how many words had been wrongly selected. These counters
were derived dependent variables.

In addition to the aforementioned effort for controlling the potential confounding
effects due to the variations of data values and visual embellishment, the experi-
menters also discussed an effort for controlling other extraneous variables, such as
knowledge bias, ordering bias, and attention bias.

7.4.2 A Study on Visual Semiotics and Uncertainty
Visualization

MacEachren et al. presented two controlled empirical studies on aspects of uncer-
tainty visualization [25]. The first experiment was designed to obtain measurements
about the participants’ judgment as to the suitability of visual representations for a
given category of uncertainty. They defined their first independent variable for ten
categories of uncertainty, which were referred to as ten series in their paper [25].
The alphabet Xseries thus consists of 10 letters: (x1) general, (x2) spatial accuracy,
(x3) spatial prevision, (x4) spatial trustworthiness, (x5) temporal accuracy, (x6) tem-
poral precision, (x7) temporal trustworthiness, (x8) attribute accuracy, (x9) attribute
precision, and (x10) attribute trustworthiness.
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The letters x2-x10 were defined over two elementary alphabets. One alphabet
defined three categories of data to be displayed (i.e., space, time, and attribute), and
the other defined three types of uncertainty associated with the data (i.e., accuracy,
precision, and trustworthiness). The letters x2-x10 were the nine combinations of the
letters of these two elementary alphabets.

The second independent variable Xlevel defined the two levels of abstraction of
the symbol sets: namely abstract or iconic. Each symbol set consisted of k glyphs
that represented different levels of uncertainty. In this experiment, k was considered
as an extraneous variable, which was fixed to k = 3.

The experimenter designed 76 symbol sets for 76 trials. They were used primarily
as repeated measures of the two levels of abstraction. For series x1, 22 symbol sets
were used, and the symbol setswere designed based on different visual channels (e.g.,
color, size, shape, etc.). For each of series x2-x10, six symbol sets (three abstract and
three iconic) were used. The variation of symbol sets was a variable difficult to
control, because it was not easy to define the design space of the symbol sets. The
experimenters made a good effort to design various symbol sets considered to be the
most representative and sensible designs heuristically. They recorded and reported
the impact of individual symbol set on the participants’ judgment, exhibiting the best
practice for handling such an extraneous variable.

The measured dependent variable was the subjective judgment in each trial by
a participant. The corresponding alphabet Yjudgment consists of seven levels of intu-
itiveness of a symbol set, i.e., Yjudgment = {1, 2, 3, 4, 5, 6, 7}. It was implemented
using a set of clickable numbers for the seven multiple choices. From this measured
dependent variable, the experimenters computed a set of derived dependent variables,
including five statistical measures (i.e., min, max, mean, median, and mode) and two
measures of the Mann–Whitney test (i.e., W and p-value).

In addition, the experimenters obtained a measured dependent variable of the
time taken to complete each trial. They reported three derived dependent variables
resulting from the independent two-group t-test with Welsh df -modification (i.e., t ,
df, and p-value).

The second experiment was designed to obtain the measurements about the effec-
tiveness of the symbol sets through a typical task in map visualization. Participants
were asked to assess and compare the aggregated uncertainty in two map regions
based on the glyph representation of uncertainty in each location. The experiment
featured one independent variable that defines 20 symbol sets selected based on the
results of the first experiment. In other words, it was an alphabet with 20 letters. The
goal of the experiment was to determine the relative merits among these 20 symbol
sets.

In the context of this experiment, a map being visualized can be considered as
a background image, and the uncertainty glyphs can be placed on a w × h grid
superimposed on top of the background map. The variations of the map image and
the grid resolution would manifest variables with very large sampling spaces. The
experimenters considered them as extraneous variables and controlled both of them
by using constants. The background image was simply removed from all stimuli,
while the grid resolution was fixed to 3 × 3.
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The stimulus in each trial depicted two regions, each with 3 × 3 uncertainty
glyphs. All 18 glyphs in each stimulus were selected from the same symbol sets.
The task of each participant was to aggregate the nine uncertainty values in each
of the two regions and select the region that was less certain. Since each symbol
set had three glyphs representing three uncertainty values, there were a total of 318

possible variations of the stimuli. The experimenters controlled this extraneous vari-
able using pseudo-randomness by predefining 12 configurations that represented a
relatively uniform sampling of the stimuli space. Although varying the 12 config-
urations could be considered as an independent variable, they were featured in the
experiment design as an extraneous variable for supporting repeated measures for
each symbol set. Together, the experiment had a total of 240 trials (20 symbol sets
and 12 configurations).

The measured dependent variables were the correctness of a participant’s selec-
tion and the response time in each trial. The derived dependent variables reported
in [25] included the accuracy of 20 symbol sets, and the accuracy value for each
symbol set was an aggregation of the 360 correctness values (the 30 participants and
12 configurations). In addition, the experimenters applied the Pearson’s χ2 test with
Yates’ continuity correction to the correctness values, yielding three derived depen-
dent variables χ2, df, and p-value; and applied the independent two-group t-test with
Welsh df -modification to response time, yielding three derived dependent variables
t , df, and p-value.

7.4.3 An EEG Study on Visualization Effectiveness

Anderson et al. presented an empirical study on participants’ cognitive load dur-
ing visualizing different visual designs of box plots [1]. In each trial, a participant
was shown two types of box plots with different data and was asked to choose the
distribution with a larger inter-quartile range.

The main independent variable defined the variations among six visual designs
of box plots. The corresponding alphabet had six letters. Most box plots typically
depicted five statistical measures computed over a data sample, including (i) mini-
mum, (ii) median, (iii) maximum, (iv) the 25th percentile, and (v) the 75th percentile.
Most visual designs allowed the viewers to estimate the min-max range and the inter-
quartile range (between the 25th and 75th percentile). Some box plots also depicted
the distribution of data values in the sample using a visual representation based on
histogram or a density map. The experimenters selected three visual designs with
a density map and three without. This additional independent variable allowed the
evaluation of a hypothesis related to the absence/presence of the distribution infor-
mation.

The summary statistical measures depicted by a box plot were computed from n
values in a data sample. The variations of the data sample determined the variations
of its statistical measures, and hence the corresponding box plot. The data space
for n values was exponentially related to n. The experimenters had to control such
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variations. In this experiment, the extraneous variable of data samples was controlled
firstly by fixing the number of data values to 100 and the distribution of the sample
to uniform, and secondly by using randomly generated data values with controlled
ranges for the mean and standard division of the sample. A total of 500 samples were
generated, hence there was a pool of 500 box plots. In the study, each participant
performed tasks in 100 trials, each of which showed two box plots selected from the
pool.

Given two samples, the experimenters estimated the task difficulty, in the range of
[0, 1], of comparing the two corresponding box plots. This variable was not explicitly
featured in the stimuli but was used in results analysis as a possible cause that might
impact the cognitive load. One could consider this as an independent variable.

For each trial, the experiment captured a number ofmeasured dependent variables,
including (a) the response time and (b) the electroencephalography (EEG) signals
in the form of 14 time series. The experimenters used a numerical function for
transforming the 14 time series to a derived dependent variable to as the estimated
cognitive load per trial. From the estimated values for cognitive load for all trials, two
further derived dependent variables were computed, namely constant- and Gaussian-
weighed averages. They also applied two-tailed t-tests to compare the cognitive load
values estimated for every pair of visual designs, and obtained the 15 p-values for
the corresponding derived dependent variables.

7.5 Conclusions

In this chapter, we have conducted a survey on independent and dependent variables
used in controlled or semi-controlled empirical studies on the subject of visualization.
In particular, we analyzed the variables considered in 32 publications on such studies.
We categorized independent variables into five categories. We noticed that there is
no shortage of studies on independent variables in each category. We consider this
a particularly encouraging sign, because this shows that visualization researchers
are asking many research questions about visualization at different levels of visual
designs and from many different perspectives. Meanwhile, it also suggests that there
are many more research questions yet to be asked or answered, and the scope of
visualization-related empirical studies is huge.

Meanwhile, when an independent variable is examined in one study, it can be
an extraneous variable to be controlled in another study. The variety of independent
variables that have already been examined in the previous studies indicate the chal-
lenge in alleviating confounding effects since controlling many extraneous variables
is not a trivial undertaking in most visualization-related empirical studies.

The large number of variables and potential experimental designs also brings up
the point that designing experiments is a creative process. As with any process that
involves design, there are many choices to be made in many trade-offs that need
to be balanced in making those choices. There is no one best design, just as there
is no one best painting, building, or software application. Learning to design good
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experiments is amatter of study and practice, and there are numerous books and other
resources that teach how to do it. We have touched on a few of the design decisions
and trade-offs that we identified in the visualization literature, but this survey is only
a sparse sampling of the rich space of experimental design.

It is hence necessary for the experiment designers to be aware of the poten-
tial impact of different extraneous variables is important, while it is helpful for the
reviewers to appreciate the challenge of alleviating confounding effects. Occasion-
ally, some of us in the community may wish the stimuli in some empirical studies
to be more complex or more realistic without appreciating that more complex or
more realistic stimuli would likely introduce more confounding effects that could
undermine the statistical significance of the experiment results. In other occasions,
some of us in the community may wish that the stimuli in some empirical studies
could feature fewer independent variables or extraneous variables could be controlled
more stringently without being aware of the experimenters’ intention to examine the
impact of variables at a higher level (e.g., multi-object patterns or plot-level visual
designs).

It may thus be desirable for the visualization researchers who conduct empirical
studies to bemore coherently organized, instead of being distributed sparsely in Info-
Vis, SciVis, VAST, and other areas of visualization. This will allow these researchers
to share their expertise (e.g., in the review processes) more easily and to formulate
research agenda in amore ambitious and structuredmanner. If one considers different
schools of thought in visualization (see Chap.11 [6]) as high-level hypotheses, there
are indeed many ambitious research questions that may be answered using empirical
studies. By providing some opportunities to bring all these researchers together, we
may soon see the emergence of a new area of visualization psychology.
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Chapter 8
Empirical Evaluations with Domain
Experts

Krešimir Matković, Thomas Wischgoll and David H. Laidlaw

Abstract Over the past thirty years, the visualization community has developed
theories and models to explain visualization as a technology that augments human
cognition by enabling the efficient, accurate, and timely discovery of meaningful
information in data. Along the way, practitioners have also debated theories and
practices for visualization evaluation: How dowe generate durable, reliable evidence
that a visualization is effective? Interestingly, there is still no consensus in the visual-
ization research community how to evaluate visualization methods. The goal of this
chapter is to rise awareness of still open issues in the visualization evaluation and to
discuss appropriate evaluations suitable for different visualization approaches. This
includes user studies and best practices to conduct them but also other approaches for
suitable evaluation of visualization. The chapter is structured as a moderated dialog
of two visualization experts.

8.1 Introduction

Over the past thirty years, the visualization community has developed theories and
models to explain visualization as a technology that augments human cognition by
enabling the efficient, accurate, and timely discovery of hidden information in data.
Along the way, practitioners have also debated theories and practices for evaluation
of visualizations: How do we generate durable, reliable evidence that visualization
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is effective—that visualization facilitates obtaining insight into the data in ways that
are demonstrably beneficial to the user, and that it perfectly complements automatic
methods in cases where problems and queries are ill-defined or hard to specify?

User studies seem like the first choice for evaluation of visualization as it is really
a human-centric technique. Somewhat paradoxically, user studies are both taken for
granted and controversial among visualization practitioners. On the one hand, it is
difficult to get an application paper accepted for conference or journal publication
without a “user evaluation” section at the end of a manuscript. At the same time,
user studies are often haphazardly executed and presented, leading researchers (and
reviewers) to question whether user studies are helping move the field forward in any
meaningful way. A proper evaluation typically is an important aspect of a visualiza-
tion publication. Since visualization involves a visual interface combined with other
user interface elements, it appears natural to deploy some form of user study to eval-
uate the system. However, this is only one type of evaluation. There can be several
reasons why a user study is not appropriate for a specific visualization approach. In
addition, the term “user study” is not always used correctly in the visualization com-
munity. Besides its strict definition, many visualization researchers consider almost
any user experiment to be a user study. It is our goal to provide guidance toward
appropriate evaluations suitable for visualization approaches. As pointed out earlier,
user studies are only one way of evaluating a visualization approach.

There are guidelines on how to do proper user studies in various fields. As its
name clearly implies, a user study is impossible without a user. The user, one of
the fundamental players in the visualization, has to be taken with great caution
when evaluating visualization research. The visualization solutions are designed for
a specific user group. The target audience could be casual users on the Web on one
end of a spectrum or highly trained domain experts solving very specific problems
on the other end. Can we evaluate visualization solutions for those two with the same
methods? It hardly seems possible.

Finding the users for a user study on case visualization is, in general, simpler.
Crowdsourcing mechanisms make it possible to recruit a large number of users in a
relatively short time. Motivating a large number of experts who deal with a specific
problem is close to impossible. First, there are not many experts that deal with very
specific problem, and secondly, their time is usually too precious and they cannot
afford to participate in a lengthy study. If the study has to be repeated for any reason,
it is also impractical as it uses up even more of the expert’s valuable time. Once, we
had to design an interactive exploratory visualization system geared toward systems
designers for fuel injection into a diesel engine [18].We evaluated it with two experts
with whom we collaborated on the project. It was impossible to perform a large user
study on such a specific topic. However, does this still count as an evaluated solution?

Nevertheless, we should strive to evaluate our solutions. Evaluation should focus
on lessons learned and take-homemessages for visualization researchers. This might
be the most difficult part of the evaluation. We should evaluate it for the given task
and users, but we should also strive to generalize it or at least to reflect on important
findings from the visualization research perspective. Without such a reflection, the
research is of less interest for the visualization community (it still can be of a great
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interest for other scientific domains and worth publishing in their journals). At the
same time, there is also a certain threat in trying to generalize everything. If a solution
cannot be generalized, it still can represent valuable research for the visualization
community.

There are multiple orthogonal ways to evaluate a visualization approach, user
studies being one of them. Isenberg et al. [9] provide a review of evaluation means
for visualization. Some other chapters of this book also deal with evaluation [1, 28].
The following sections address different questions about user studies and evaluation
in general. As the evaluation and user studies are often a hot topic of formal and
informal discussions at many visualization conferences, we decided to structure this
chapter as a conversation. We are fully aware that none of the extreme approaches
(“user studies are amust” and “wedoneed user studies at all”) is appropriate.Wehope
that the following dialog can help in clarifying the evaluation needs of visualization
research.

8.2 A Conversation About Empirical Evaluation of
Visualization Approaches

Krešimir Matković
We start this section with position statements on evaluation in visualization research
from two visualization scientists ThomasWischgoll andDavid Laidlawwith decades
of combined visualization research experience. Thomas Wischgoll is an expert in
flow visualization [12, 27], medical visualization [4], virtual reality [26], and areas
of information visualization [5]; whereas David Laidlaw is an expert in multi-valued
volume visualization [11], applications of visualization to science [7], virtual reality
for visualization [24], visualization design [10], and visualization evaluation [3,
6, 13, 14]. Both are experts in working with domain specialists to successfully
apply visualization algorithms to various disciplines. We continue the section as a
moderated dialog. So, let us start with your viewpoints on evaluation in visualization
research? Do we always need it, is it an unnecessary add-on which is required by
reviewers, or do you think, we should stubbornly omit it whenever possible?

Thomas Wischgoll
A proper evaluation typically is an important aspect of a visualization publication.
Since visualization involves a visual interface combined with other user interface
elements, it appears natural to deploy some form of user study to evaluate the system.
However, this is only one type of evaluation. There can be several reasons for why a
user study is not appropriate for a specific visualization approach.

The purpose of visualization is by definition to involve humans as their target
audience and to provide better insight into the data that is to be visualized. There
are numerous aspects of providing better insight, however. A visualization approach
could be better in terms of providing insight more quickly or in a more compre-
hensible way. The visualization could also be more user-friendly or intuitive, albeit
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those are both fairly subjective criteria. Hence, there are several different aspects one
could focus on for a user evaluation. For example, Lam et al. [15] list seven scenarios
for empirical evaluations: evaluating visual data analysis and reasoning, evaluating
user performance, evaluating user experience, evaluating environments and work
practices, evaluating communication through visualization, evaluating visualization
algorithms, and evaluating collaborative data analysis. This underscores the com-
plexity of user evaluations as well as the different aspects a user evaluation can be
used to test for with respect to a visualization approach. There is quite a number of
publications in the literature to provide guidelines for evaluations.Munzner [20] sug-
gests a nested, four-tiered model to assist in the validation of design studies. Meyer
et al. [19] refined this model by adding blocks for additional flexibility to describe
activities within the tiers of the original model. Focusing on design studies, Sedlmair
et al. [21] propose a nine-stage model for the entire life cycle of the visualization
system and provide guidance and common pitfalls. Lam et al. [16] analyzed papers
from the information visualization area between 2009 and 2015 to develop a frame-
work for breaking down goals of a project to individual tasks, whereas Chen and
Ebert [2] provide an ontological framework to assist in the design and evaluation of
visual analytics systems.

At the same time, it is imperative to provide a proper evaluation of some sort.
There are research areas outside of visualization that suffer from issues of lack of
reproducibility. One reason for this is improper use of statistical methods during
the evaluation or the selection of the participants which leads to misleading results.
However, once a paper that applied such improper statistical methods is published, it
is considered factual and researchers may not question the results despite the fact that
there is a high probability that the results are invalid. This stresses the importance
of properly executed user studies or any kind of evaluation for that matter. It does
not serve the visualization community to publish papers with user studies or other
types of evaluations that are flawed in a significant way, thereby making the findings
questionable. We therefore need to find a way to make the evaluation of visualization
approaches easier for researchers that ensures meaningful results. Some additional
guidance may be needed, and the visualization researchers, if they want to go for a
user evaluation, need to make sure they know what they want to test for and how to
execute the user study properly in accordance with those goals.

David Laidlaw
I would modify Thomas’s first statement, “a proper evaluation typically is an impor-
tant aspect of a visualization publication,” to say that a visualization publication
needs to clearly state how it extends human knowledge, successfully arguing for
both the novelty and the significance of that new knowledge. Empirical evaluations
can be a part of this argumentation in two ways.

First, an empirical evaluation can serve as a measure of the significance of a new
visualization artifact, by which I mean an algorithm, interactive technique, or soft-
ware system. There are numerous examples of this kind of user evaluation in the
literature as well as a number of papers that describe the process and organize exam-
ples of it. These example evaluations or studies range from small numbers of expert
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users sharing their opinions about a visualization artifact to quantitative performance
comparisons among several artifacts that are similar enough to compare. The scope
and type of evaluation and evaluators is a research design consideration, and there is
no single best choice. In particularly young areas, there may not be a clearly related
artifact to compare with a newly created one. In such a case, the opinions of a few
domain science experts as evaluators may be sufficient to establish that a particular
system or technique holds enough promise to share in a publication. But an evalua-
tion is always stronger when there is a comparison of some kind to what has already
been published. This kind of anchoring of a research result to the rest of the literature
is something that our visualization field could do more consistently. There is always
a most closely related artifact that has been described in a publication. In most cases,
if an approach serves a need that is already being addressed, however inefficiently,
it can be compared to the current inefficient approach. Such a comparison may be
sufficiently self-evident that it does not even require an experiment. It does require
explicit statement.

Second, an empirical study may establish new knowledge about how humans and
computers interact. This kind of research is often hypothesis-driven, and the user
study employed serves to test the hypothesis. A hypothesis might state that certain
visual cues are more easily perceived by users. Or it might state that one approach for
a particular task is more efficient than another approach. What then emerges is new
knowledge about whether the hypothesis is supported or falsified by experimental
testing. In the best cases, the emergent knowledge can be generalized and helps to
guide future research as well as the design and use of visualization artifacts.

I do not think that an empirical evaluation is a requirement for a visualization
publication. However, there are a number of publications I have seen where the
novelty or significance could have been established much better with an empirical
evaluation. Too often those of us who are engineers create a software system or a
visualization technique that is new and presume that that is enough to warrant a
publication. After all, it was a lot of work! But software documentation, even of a
novel piece of software, is typically insufficient to extend human knowledge in a
significant way. It requires an explanation of how it is significant. Is it faster? Does
it scale better? Does it more efficiently use screen real estate? Questions like these
can be answered without a user study, but they do require some testing, analysis, and
argumentation. And, as with a user study, in order to be demonstrably faster or more
efficient, there has to be something specific to be compared to. There are other ways
for something novel to be significant. Do users like it more?Does it speed their work?
Does it make them more accurate? Is the experience of using it more pleasurable? If
these are the ways something is significant, then some kind of empirical evaluation is
likely to be essential. If the claim of significance includes “more,” then the empirical
evaluation likely needs to include a concrete comparison.

Some of what I have said probably sounds abstract and some perhaps even
grandiose.But I believe that extendinghumanknowledge is truly the bar for a research
publication. With that context, perhaps we can converge on some conclusions.
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Thomas Wischgoll
I actually agree to a great deal with what David lists here. I see the evaluation as
the aspect of the publication that illustrates in what way the chosen approach is an
improvement over existing work. I use the term evaluation fairly loosely here as
it could be any means of showing the benefits of the presented work. A properly
executed user study can be an effective way of accomplishing that. But there are
certainly others as well as both David and I tried to hint at in our previous statements.
Weber et al. [25] list 12 different ways in which an application paper can contribute
to the area of visualization each of which could be shown with different empirical
measures. Personally, I like quantitative andobjectivemeasures, such as the execution
time of an algorithm in a very well defined test environment. On the one hand, such
measures are easier to determine. But at the same time, they cannot be refuted easily
either.However, given the fact that visualization algorithms are geared towardmaking
human beings more effective at specific tasks, a user study may be the only way to
prove a certain measure.

This leads me to one of the issues with user studies as it is of utmost importance
for a user study to be designed, set up, and executed properly to bring value to a
publication.This involves the number of people to include, how to recruit participants,
and the analysis of the data collected through those participants. One issue can be
with domain experts as there may only be a fairly low number of experts suitable for
such a user study depending on who the visualization approach is designed for and
these domain experts may not be accessible to everyone whichmakes reproducibility
difficult. These domain experts may have a very specific mindset already based on
the day-to-day work and that bias may be different compared to another group of
domain experts.

Since user studies by definition involve human beings, they are susceptible to
different types of biases. Hence, the selection of the study participants is critical
to the success of the study. A good user study typically documents very well the
selection criteria and processes that were used as well as the entire procedure used
to conduct the user study itself. This then aids in improving the reproducibility and
should enable the reader to at the very least better understanding of what was tested.

Ultimately, I would like to reiterate the importance of a properly executed user
study. If the user study was poorly executed, it does not only provide little to no
value to the field. But to make matters worse, it actually provides misleading data.
For example, it could suggest that an approach works better than it actually does and
the user study then provides a false sense of confidence in the approach. There are
other research areas outside of visualization that suffer from exactly that problem,
and in the end, the trustworthiness in that research area suffers from it.

David Laidlaw
I think that we are in agreement that any experiment should be properly designed.
That is easy to say, but quite difficult to do. The design of an experiment can be as
intricate and complex as the design of a software system or other artifact. Thomas
mentioned several design elements. One is the number of participants. There is no
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universally proper number of participants—in some cases, a single participant is
sufficient for an experiment to be well designed.

I think that our field could benefit from two changes. The first change is to better
educate ourselves on how to design experiments. It is hard to know how to do every-
thing, especially in a field like ours where we need to communicate across multiple
disciplines. But if we are going to use experiments as a core element of our research,
we need to know how to design them. We do not need to be the best experimental
designers in the world, but we do need to know the basics.

The second change is to better appreciate the good parts of an imperfectly designed
experiment. Aswith any creative artifact, a viewer (or reviewer) can always findways
inwhich it can be changed or improved.With an algorithm or even a software system,
small changes are typically easily implemented. With an experimental design, small
changes to the experimental procedures mean doing all of the experiments again.
Reviewers often do not seem to weigh the cost of suggested changes against the
marginal benefits. I think that most researchers who submit experimental workwould
like their work to be judged on its merits, not critiqued for re-execution.

Krešimir Matković
I have noticed that Thomas used the term “user studies” while David used the term
“empirical evaluation.”Both of you have reached an agreement that “user studies” are
not essential for a research paper involving domain experts. I am wondering what is
the place of other empirical evaluation methods, such as surveys, discussion groups,
think aloud, user testimony, observation diaries, and so on. Should an application
paper be published in top journals in the field without any empirical evaluation?

Thomas Wischgoll
This obviously depends on the application paper. In some cases, a user study or other
form of empirical evaluation can be very helpful in terms of evaluating the proposed
application technique. The list of empirical evaluations is certainly quite extensive
which increases the likelihood of one of them being an appropriate evaluation tech-
nique. Which one to choose depends on various factors, such as the target audience
and what solution the technique is trying to solve. If the targeted audience is fairly
small, a user testimony may be more feasible than discussion groups, for example.

However, I do believe that it should be possible to get an application paper pub-
lished in a top journal without an user-based evaluation. If the authors can make
the case for their method to be more effective for a particular application in some
way that would be a valid evaluation that shows the usefulness of the approach. For
example, the approach could utilize some optimization that makes it perform faster
leading to a more effective use of the user’s time. I do, however, recognize the fact
that lines get blurry fairly fast when we talk about the user’s time. If the time saving
comes from a more efficient user interface in some way, a more thorough empirical
evaluation would be warranted. On the other hand, if the increase in efficiency solely
stems from algorithmic improvements, other forms of evaluations can be sufficient.

David Laidlaw
I used “empirical evaluation” because it is in the title of this part of the book. I consider
the choice of which type of empirical evaluation to be a central part of the experi-
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mental design. I stand by my assertion that empirical evaluation can be a part of a
visualization paper, but I do not think that it must be. If the novelty and significance of
the work are compelling without an empirical evaluation, then a paper does not need
the evaluation. Some examples of visualization papers with no empirical evaluation
and over 500 citations are: Force-Directed Edge Bundling for Graph Visualization,
by Holten and Van Wijk [8], Marching Cubes, by Lorensen and Cline [17], and
The Application Visualization System: A Computational Environment for Scientific
Visualization by Upson et al., including me [23].

Krešimir Matković
Somehow along the lines of both of you, I remember the capstone talk of Jarke van
Wijk at IEEE VIS 2013. He said, “Develop new methods/interface/software that are
so awesome, cool, impressive, compelling, fascinating, and exciting that reviewers,
colleagues, users are totally convinced just by looking at your work and some exam-
ples.” Should we advise our younger colleagues (and the whole community) to focus
on research which does not need evaluation? Can we say that a need for evaluation
indicates a lack of awesomeness, coolness, impressiveness in our research? Further,
Smith and Pell in their famous paper in the medical domain [22] argue that random-
ized control trials are sometimes simply not needed and, still, considered a must in
medical research. They illustrate their point on a fictitious case of controlled trials
on parachute usage in prevention of death and major trauma related to gravitational
challenge. Are you aware of the cases when a visualization paper has been rejected
due to a missing study in spite of obvious benefits of the proposed method?

Thomas Wischgoll
If it is a ground-breaking new technique that is proposed and can stand on its own,
I do think that it can be a valuable contribution even without a formal evaluation. If
you look at the history, even for VIS, there are a number of publications that fall into
that category, most of them probably earlier in history than later.

But this is where it gets tricky: The authors would still have to provide some
indication as to why this method is ground-breaking in some aspect. If the benefits
can be easily described for the reader to follow, then one may get by without a more
formal evaluation. But if not then some form of evaluation in the form of a user study
or some other metrics would be warranted.

Looking at the historical context of some of the more successful VIS papers, it
used to be relatively common to describe a novel method based on a sample use case
or application. The applicationwas then used as some form of evaluation to showcase
the utility of the method. The approach then would be picked up by other researchers
and extended to different applications who then may include additional evaluation.
Over time, this can build a very thoroughuse case analysis of a visualization algorithm
and thus provide great additions to the state-of-the-art in its entirety.

Part two of your question refers to some of the points I was trying to make earlier.
But I do believe that it is worthwhile stressing some of those aspects more thor-
oughly. I think most of us know of recent cases of papers being rejected due to some
reviewers considering the evaluation insufficient. In the medical field, randomized
control studies seem to be the gold standard for some types of research. However,
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there are a lot of issues starting with the question as to how one would pick a truly
randomized group of people that at the same time reflects the average composition
of the population. Sometimes, the size of the group is used as a measure to guarantee
this. Other times, statistical methods are applied to reduce the fact that the random-
ized group was not as reflective of the population as desired. For example, the effect
of smoking is sometimes eliminated statistically for that reason. In that case, it would
be important to disclose the exact methods used to perform that elimination step in
my view. The current debate about reproducibility particularly in themedical domain
supports this need. What this example shows is that there are a lot of reasons for why
a randomized user study may not show what the authors say they do if the user study
was not carefully planned and all the steps taken described clearly in the publication.
This is why I would always prefer an evaluation based on some quantitative metrics.
However, this is not feasible in many cases in the area of visualization since after all
it involves visual interpretation by the user.

David Laidlaw
The papers I mentioned at the end of my last answer are examples of highly cited
publications without empirical evaluations. I do not know if they are “awesome, cool,
impressive, compelling, fascinating, and exciting,” but reviewers and citing authors
at least found them compelling enough to accept and cite. That suggests that they
were judged novel and significant. Empirical evaluations are not always needed.

As far as part two of your question, there are certainly examples of both false
positives and false negatives in our review process. I have seen manuscripts that
should have been accepted be rejected because a reviewer insisted that a user study
wasmissing or flawed. I have also seen papers be acceptedwithout sufficient evidence
of significance. As a field, we can always strive to improve, and improvements in
reviewing would be welcome. One major challenge here is that judging design is
difficult. Each design must be judged on its merits in the context of all related work.
And if that were not challenging enough, the related work is constantly growing
and changing, so the evaluation criteria are, too. I do not think that there is a simple
answer here; we need to keep discussing and growing as a community. And, we need
to avoid making rigid rules.

Krešimir Matković
Someone could argue that peer reviews represent a sufficient evaluation for (some of)
the visualization research. Suppose that there is an awesomemethod and if reviewers
like it, we can consider it evaluated. Could you briefly comment on it, is it also a form
of evaluation? Further, I think a commercial success of an innovative visualization
methodwhich has not been formally evaluated bymeans of a user study could also be
considered as an evaluation. Could you, please, briefly comment on these thoughts.

David Laidlaw
Evidence of the significance of research work can take many forms. We have agreed
that empirical evaluations can be part of that evidence. Sometimes, statements of
self-evidence can, too. Other types of evidence might include download counts for
software, estimates of installed base or number of users, publication of results created
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using a visualization artifact, commercial success, or awards. Peer review is theway to
evaluate whether a visualization artifact is sufficiently novel and significant, but what
is presented should be evidence supporting a positive evaluation. The peer reviewers
evaluate that evidence. What that evidence comprises is a part of the research design
process.

Thomas Wischgoll
I completely agree with David. The paper needs to provide some guidance to the
reviewers as well as to how to judge the quality of the results. That is, the purpose the
evaluation serves. A paper can provide some other form of evidence to provide a feel
for the quality of the results. But the peer-review process is not really a replacement
as the reviewers do not have access to the full software, for example, they have to
solely rely on what is presented in the paper (and potentially additional material,
such as a video).

Krešimir Matković
We have mentioned various forms of evaluation so far—Case studies, user studies,
design studies, surveys, etc. It seems that many visualization researchers are not
trained in performing studies. Moreover, they do not know which type of study to
choose and what is the difference between some of them. As we do not have a
common visualization curriculum at universities, is there a way that all visualization
researchers have the same understanding of what evaluation means, in particular user
studies? Should we try to find new means to promote importance of evaluation to
all, or do you think most researchers already know it, or do you, maybe, think that
awesome research does not need such an evaluation anyhow?

Thomas Wischgoll
User studies and several other forms of evaluation are probably something the typical
visualization researcher is not trained on all that much. This is especially true for
the typical scientific visualization researcher. I think in the information visualization
community, user studies are significantly more common as the focus and target
audience is oftentimes broader, i.e., methods are designed for a larger group of people
in information visualization, whereas scientific visualization applications sometimes
only have a very limited number of users. But of course, there are exceptions to that
statement as well. But to your point, it seems to me that due to the fact that in the
information visualization realm user studies are more common, researchers there
probably have a little more experience in that area. However, I would assume that
many people were not rigorously trained in that area. So, some guidance could be
helpful even though there are a number of visualization researchers who attempted
to provide such guidance in several publications throughout the recent past.

In several of our studies in the past, albeit not all of them directly related to visu-
alization, we included researchers from psychology and human factors engineering
to ensure that the studies follow the necessary scientific rigor on the evaluation part
and make sure that the conclusions drawn from the collected data are accurate. In
both of those areas, user studies of some form are fairly common and drawing from
the experience of those researchers can be very helpful. There is also a lot of existing
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research on the perceptual side that is relevant to the area of visualization that one
can directly tap into and avoid repeating the same type of research or at least use it
as a baseline for a formal study.

But to answer your question more directly, I think that most visualization
researchers are aware of the need for evaluation and to some extent of the differ-
ent forms of evaluations, including user studies. However, the degree of what is
required to ensure that the results form such a user study are valid may not be as
known to everyone in the community. Some of the other chapters in this book try to
give an answer to some of those aspects but there probably is a lot more that could
be provided. After all, this is a fairly big topic with lots of different avenues that
one can take. And, not all of them are valid or appropriate for a given visualization
approach.

8.3 Concluding Remarks

The empirical evaluation of the visualization research is far from trivial. As we
described above, there are many facets that should be taken care of. We have to select
an elevation method, then find appropriate users, correctly execute the evaluation,
and present results properly. We agreed that we do need evaluation, and, at the same
time, it is clear that it is possible to have a valuable and innovative visualization paper
without a user study. Finding the proper evaluation method might be tricky.

As not all members of the visualization community have a proper training in
performing studies, many visualization researchers and reviewers often colloquially
referred to a controlled laboratory experiment as a user study, while many others
consider any empirical study involving the actual users is a user study. These two
definitions not only are quite different but also have a limited amount of overlap-
ping. A controlled laboratory experiment is typically conducted in the university
environment and its participants commonly include a good number of students and
university staff. In many applications, a visualization tool or system is designed for
a specific group of users who have better knowledge about the data to be visual-
ized and the tasks to be performed. Although it is possible to design a controlled
laboratory experiment with domain experts as participants, this approach is not com-
monly used because (i) it is difficult to design a set of stimuli for complex scenarios,
(ii) the variation of users’ expertise typically becomes a confounding effect, and
(iii) the users may find performing tasks in a controlled setting time-consuming or
somehow patronizing. Unlike controlled laboratory experiments or semi-controlled
crowdsourcing studies, evaluation with domain experts is difficult to reproduce since
others cannot easily replicate the same real-world settings, application-specific tasks,
and domain experts with similar knowledge. Nevertheless, the lack of reproducibility
is a naturally occurring feature rather than a shortcoming.

In our opinion, we should strive to better understanding of the evaluation in the
visualization community. There is a vibrant subgroup of the community which orga-
nizes BELIV workshop at the IEEE VIS conference. As we do not have a common
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visualization curriculum across all universities, we recommend to include evaluation
topic in teaching of visualization whenever possible. The current state of user studies
in visualization often seems like something that has to be done in order for a paper
to get accepted instead of contributing to the merit of the paper. This is definitely
wrong. We should all learn when to use a user study and when some other means
of evaluation is more appropriate. An unsuitable user study creates more harm than
good to a paper. A proper evaluation enriches the paper and helps in its acceptance,
for sure.

Our take-home message is, unless your work is really “so awesome, cool, impres-
sive, compelling, fascinating, and exciting that reviewers, colleagues, users are totally
convinced just by looking at yourwork and someexamples,” consider finding a proper
means of evaluation. It will certainly make the paper better. And, even if you write
only awesome and fascinating papers, do your homework in study of evaluation
methods. We need brilliant minds in evaluation as well. This is probably the only
way to ensure an exciting future for visualization research. We did a lot in the last
30 years; we should ensure there will be another fruitful 30 years.
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Chapter 9
Evaluation of Visualization Systems with
Long-Term Case Studies

Bernhard Preim and Alark Joshi

Abstract New visualization systems need to be evaluated ideally with participants
representing the target user group doing real tasks. Most evaluations are short, i.e.
participants receive an instruction and use the system only once. These short evalu-
ations have many drawbacks, e.g., participants do not get familiar with the system.
Long-term case studies that involve the regular use of a system for at least several
weeks lead to more reliable assessments of user acceptance. We discuss strategies to
plan and conduct long-term case studies and present examples that demonstrate the
feasibility of this evaluation strategy.

9.1 Introduction

Many evaluation concepts have been employed to assess the value of individual
visualization techniques or whole visualization systems. Isenberg et al. provided an
in-depth analysis of evaluation practice in visualization and considered eight major
variants [8]. Regarding their terminology, we focus on empirical evaluations that
include actual users, instead of hypothetical discussion of usage scenarios or formal
analysis based on quality metrics. As Isenberg et al. point out, most of the existing
empirical evaluations relate to user preferences and other usability or user experience
criteria but do not focus on how visualization systems are actually used to solve com-
plex problems. The case study type of empirical evaluation that we discuss in this
chapter is considered as “particularly strong form of evaluation for understanding
work practices and visual data analysis” [8]. However, case study-based visualiza-
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Fig. 9.1 Field studies, an alternative term for long-term case studies, are unobtrusive and yield
realistic observations (From: Carpendale et al. [3])

tions are rare compared to the substantial portion of application-oriented visualiza-
tion research in the visualization community. In this chapter, we discuss the potential
and current practice of case study-based evaluation in visualization research. We
emphasize one aspect of expressive case study reports, namely the long-term charac-
ter. Today’s complex visualization systems may involve longer learning periods and
problem-solving activities that require substantial time. Thus, care is necessary to
provide enough time for experts to use the system and for visualization researchers
to observe and analyze the usage of the system.

Long-term case studies have their roots in ethnographic research [4], e.g., in cul-
tural anthropology, where researchers live in a different culture, e.g., in an African
tribe, take part in the daily activities and carefully document their first-hand expe-
riences (diary of use). “The observer tries as much as possible to be unobtrusive,”
ideally not affecting what is being observed [3]. With ethnographic methods, a few
researchers gain insight and in-depth experiences over a long time. Field tests and
workplace studies are alternative names used in human–computer interaction (HCI)
[3, 6].

Case study-based methods were introduced in HCI early. A survey by Hughes et
al. [7] documents success stories both in academic and commercial settings, where
time and budget constraints need to be considered aswell. Figure9.1 puts field studies
in the context of other evaluation methods and highlights that they are particularly
realistic, but not very precise.
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9.1.1 Putting Long-Term Case Studies in the Context of
Empirical Evaluation

Long-term case studies are a promising instrument of empirical evaluation and
“yields realistic and believable narratives” of real users interacting with a visual-
ization tool [5]. They are motivated by shortcomings of the more frequently used
controlled laboratory studies as stated by Shneiderman and Plaisant [25]: “labora-
tory studies became ever more distant from practical problems and broader goals.”
Carpendale adds that the use of very small datasets, students as test subjects, and
unrealistic tasks lead to the problem that the results of information visualization
evaluations are not believable and actually, the developed techniques are not adopted
[3]. In particular, systems that require substantial learning effort and are intended to
be used for complex problem solving or discovery activities cannot be adequately
assessed within one or two hours in a laboratory experiment with well-defined tasks.
The simple fact that the evaluation takes place in a laboratory and not in a realistic
work context reduces ecological validity, i.e., the amount to which the results can be
translated to realistic settings.

Visualizations related to isosurface and volume renderings are often evaluated
by means of task-based perceptual experiments typically involving a comparison of
methodswith respect to shape anddepth perception. In the terminologyofCarpendale
[3], these are referred to as judgement studies (recall Fig. 9.1). Similar to (other)
laboratory experiments, they favor precision or realism. Although valid tasks and
methods are available, the evaluations only explain perceptual aspects at a rather low
level (see Preim et al. [19] for a survey and Saalfeld et al. [21] for a tutorial-like
paper on how to perform such experiments with a focus on medical visualization).
In medical visualization, for example, the actual purpose is to support advanced
diagnostics (Is a muscle infiltrated by a tumor and to what extent?) and treatment
planning (Is the patient operable? How much tissue needs to be removed? And
how to access the pathology?). For understanding such cognitive activities involving
problem solving, decision making, and discovery perception-based experiments are
not directly relevant. Moreover, almost all these experiments relate to static rendered
images, that is, the whole value of interactive exploration, e.g., rotation and clipping,
for which 3D visualization techniques are provided, are ignored.

Long-term case studies typically involve a few highly specialized professionals
that use a system in their familiar work environment for tasks that are relevant to
them, based on data that they have available [2]. The discovery in large scientific,
business or finance data, police analysis, and medical research based on large and
heterogeneous data are examples of such situations. As we will see in this chapter,
there are a number of examples how long-term case studies were used for medical
visualization, information visualization, and visual analytics applications.
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9.2 Goals and Variants of Long-Term Case Studies

Ethnographics-inspired evaluations were carried out in human–computer interaction
and software engineering as a research method for a deep understanding of processes
and the use of interactive products. A deep involvement in the users’ activities can
provide genuine insight into the processes and daily routines of the users.

These observational methods may be applied early in the development process to
analyze current work practices and establish initial requirements [7]. Here, we focus
instead on evaluative ethnography, that is, the evaluation of innovative visualization
systems based on a working prototype. Evaluation ethnography includes an assess-
ment of the prototype, the deployment in particular contexts, and workflows and the
extraction of ideas for redesign—three of the five stages of empirical evaluation as
discussed by Lam et al. [16].

9.2.1 Goals

Long-term case study evaluations last at least several weeks and are carefully doc-
umented by the users with both verbal notes and screenshots. Regular interviews,
logging protocols, screen capture, and video analysis may be added to understand
differences [25]. They may reveal:

• patterns of use, e.g., typical problems as well as actions to tackle them,
• characteristic changes of these patterns over time,
• the social context of system use,
• engagement and motivation,
• the variety of data to be processed and tasks to be solved in practice, and
• unintended usage scenarios.

Such findings may have serious implications for further design which makes these
methods appropriate for formative evaluation where the major goal is to refine or add
requirements for the further development of a system. If, for example, some features
are not used at all, they may be removed or at least “hidden” in submenus or dialogs
that rarely appear and thus do not distract.

If certain usage patterns become obvious, the systemmay be redesigned to provide
guidance, e.g., to support the user along a certain analysis path. As a social aspect,
it may become obvious that domain experts cooperate with others in the analysis
of data. As an example in medicine, the analysis of medical image data is a careful
cooperation between radiology technicians and radiologists and the results of the
diagnostic report are presented to referring physicians fromothermedical disciplines.
If such a collaborative aspect is identified and analyzed, requirements to directly
support cooperation may arise. In fact, early uses of ethnographic methods were
already focused on analyzing social aspects in office contexts or air-traffic control [1].

Long-term case studies may also reveal how engaged users are often despite
struggling with the system, how motivated they are, and how they (and perhaps
their colleagues) trust a system. These user experience (UX)-related properties and
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their changes over time are essential for visualization systems to be used in research
and industrial practices. The understanding of actual data and tasks often leads to
requirements related to the support of more file formats or related to a better support
to convert data.

Additionally, unintended usage scenarios are observed that typically involve cre-
ative workarounds to achieve a goal, the system was not meant to be used for. As a
consequence, a redesign should directly support these usage scenarios. As an exam-
ple, Whitaker [28] analyzed e-mail use and found that mail systems are not only
used for communication (as intended) but also for reminding to activities and as an
archive of communication and knowledge.

9.2.2 Multi-dimensional In-depth Long-Term Case Studies

Multi-dimensional in-depth long-term case studies (MILCs) were introduced as a
special long-term evaluation technique particularly for InfoVis. This evaluation con-
cept by Shneiderman and Plaisant [25] was introduced to evaluate creativity support
tools. The major goal of MILC evaluations is to “study the creative activities that
users of information visualization systems engage in.” Multi-dimensional relates to
the integrated use of observations, interviews, and logging protocols. Shneiderman
and Plaisant also explain what they consider as long-term: a system used in dif-
ferent stages with a minimum duration of several weeks. The following stages are
discriminated:

• the training stage, where the users get familiar with the system, optionally awritten
tutorial to assist independent use,

• an early use stage, where the users are visited alsowith the goal of assisting in using
the system and identifying smaller problems that may be solved soon, whereas

• in the mature use stage, the system is no longer altered. Thus, changes in usage
patterns in the mature use stage are not due to changes in the system and may
reflect that usage patterns change over time.

• a final stage inwhich the documentation is summarized and a final review is carried
out.

The methods of data collection are the same in the early and mature use stages. Only
the stable system statemakes the difference between the two.Not all authors that base
their evaluations on the MILC principles follow all recommendations. Valiati et al.
[27], for example, report on three MILC studies, where they have not discriminated
between early and mature use stages. The system was not improved at all during the
whole study. They employed most of the instruments recommended by Shneiderman
and Plaisant [25] but did not provide logging functions.

Shneiderman and Plaisant discriminate basically two types of MILCs:

• a moderate MILC as part of a typical research project, where the early use and
mature use stages last approximately four weeks and

• long MILCs that may last up to several years where the evaluation is the core
activity of a research project.
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Most MILC evaluations are moderate variants. In the examples discussed by Valiati
et al. [27], the study duration was between six weeks and four months, 5–8 meetings
with users were arranged and the overall time of observing users was between 12 and
18h. This example confirms the recommendations of Shneiderman and Plaisant to
combine different instruments, such as observation, interviews, and thinking aloud
(recall [25]). They traced the problems identified in the long-term evaluation to the
instruments used to detect them: While some problems were explicitly described
by the analysts during interviews, a considerable portion were detected based on
observation.

9.3 An Overview of Long-Term Evaluations in
Visualization Research

In the following, we briefly describe selected examples of long-term case study
evaluations. They were chosen, since they rigorously report on goals, preparation,
conduction, and analysis. The underlying papers do not introduce a visualization
framework, but focus on the evaluation of an already presented system. Thus, the
evaluation is not a minor part of a large paper. Among the seven scenarios from
Lam et al. [16], they all relate to visual data analysis. It seems that long-term case
studies are particularly important in this scenario. In the scientific literature, there
are more long-term case study evaluations of visualization, but they are described in
considerable less detail.

9.3.1 Evaluating the Rank-by-Feature Framework

Seo et al. have developed a comprehensive visual analytics framework that enables
the efficient analysis of high-dimensional data [23]. Many metrics (interestingness
measures) are involved to rank individual features and pairs of features to direct the
further analysis to potentially interesting aspects, e.g., features,where the distribution
strongly deviates from a normal distribution or pairs of features where a strong linear
or quadratic correlation exists. As a general unsupervised learningmethod, hierarchi-
cal clustering with an interactive dendrogram visualization is provided. The system
was primarily used for analyzing gene expression data and was initially presented
along with informal evaluations including feedback from domain experts (Fig. 9.2).

To get a deeper understanding, if and how the rank-by-feature framework change
the researchers exploration process, a MILC evaluation was performed [24]. Six par-
ticipants were recruited that had used the framework and published scientific results
obtained with it. These researchers were from different fields (including statisticians,
biologists, metereologists) and were not involved in the design and development of
the tool.
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Fig. 9.2 Rank-by-feature framework with hierarchical clustering (top left), a matrix view depict-
ing correlations between dimensions (bottom left), an ordered list with most interesting feature
combinations (bottom middle) as well as histograms and scatterplots for selected dimensions and
combinations thereof (From: [23])

9.3.2 Evaluating the Social Action Tool

Few users employed a social network analysis tool with graph-based visualizations
and statistics related to graph-based data [18]. The long-term case study was per-
formed according to the MILC variant (recall [25]), where the early and mature use
stages lasted four weeks. The evaluation was started with a 2h training session and
a documentation was provided to further support the autonomous use of the system.

9.3.3 Evaluating the Jigsaw Analysis Tool

Another prominent visual analytics tool analyzed with ethnographic methods is Jig-
saw, a tool that enables the analysis of large document collections [14, 26]. Clus-
tering is provided where the similarity of documents is analyzed depending on the
co-occurrence of words. Documents may be also sorted according to different crite-
ria. Thus, document views, list views, and cluster views are essential components of
the systems (see Fig. 9.3).

The evaluations with three intelligence analysis experts (two from academia, one
from industry) lasted between two and fourteen months. Interviews (45–60min.)
were audio-recorded, fully transcribed, and carefully analyzed with specialized soft-
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Fig. 9.3 Jigsaw system used with a multi-monitor setup. The top view provides a list visualization
with connections between people where selected people are highlighted (From: [26])

ware to understand core themes [15]. The prepared questions of the semi-structured
interviews relate to specific tasks for which Jigsaw is used, the goals of the analysis,
the data to be used, features considered essential or superfluous. The analysis with
one expert revealed that he employed mostly documents related to a narrow time
frame since otherwise, the resulting visualizations are overwhelming. It turned out
that a feature was missing that allowed users to select/deselect documents for the
current analysis. Mostly, the analysis of documents served to understand whether
there are relations between two persons and, if so, to better understand what type of
relation they have. Graph views that provide a visual interpretation of the data were
new to them and appreciated.

The long-term case study provided many insights in the learning process required
to use the Jigsaw system and in unexpected pattern of system use.

9.3.4 Evaluating the Impact of a Medical Visualization Tool

Working in the medical domain requires long-term immersion into a medical facility
that frequently leads to a deeper understanding of the primary pipeline for the treat-
ment of a patient. This includes the processes followed at the facility as well as all
the individuals involved in the processes. In previous work, Joshi et al. [13] worked
closely with neurosurgeons to understand challenges with respect to image-guided
surgery. Neurosurgeons, radiologists, neurologists, and technicians are all involved
in process of surgical planning and the actual surgery. The researchers identified
challenges associated with data representation of all the modalities being used for
image-guided surgery such as CT, MRI, EEG electrode strips, and in some cases,
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Fig. 9.4 A figure showing
context (EEG electrodes)
around the position of the
surgical instrument. (From:
[13])

PET scans and DTI imagery. They developed a system that allows contextual repre-
sentation of the data during surgery and evaluated it with neurosurgeons and residents
[12, 13] (Fig. 9.4).

Due to the embedded nature of the researchers involved in the project, other prob-
lems related to occlusion in vascular neurosurgery too were identified and addressed
[10]. These techniques were incorporated into existing image-guided surgery soft-
ware and were evaluated over a long-period of time for ease-of-use and adoption.
Technicians and surgeons continued to use the technique via the image-guided nav-
igation system.

Expert analysis provided crucial insight into use cases and usability of the sys-
tem. As the research team continued to work with the surgeons and operating room
technicians, other challenges with respect to the ambient lighting in the operating
room were identified and light-sensitive solutions [9] were designed and deployed
in the operating room.

These solutions to their problems were identified, resolved, deployed, and evalu-
ated over a two-year period to iteratively improve the image-guided surgery system.

9.3.5 Generalized Experiences

A common result of all long-term evaluations was that experts always started their
analysis with clear analytical questions in mind. The visualization researchers have
not observed pure exploration activities without any hypothesis. The initial use of
the system for the selected data may lead, of course, to interesting or even surprising
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situations, that stimulate follow-up questions, e.g., to understand a phenomenon in
more detail or to confirm a pattern. The analytical questions are very specific for the
particular domain but as Valiati et al. [27] point out, most of them can be mapped
to rather general visualization tasks, such as gaining an overview, searching for a
particular configuration, and comparison that were performed at different abstraction
levels. This generalization may help to translate the experiences to other areas and
enable other researchers to reproduce these experiences or find out that the results
cannot be confirmed eventually leading to more reliable knowledge about analytical
patterns and appropriate computer support. All long-term case studies discussed in
this section relied on very few experts. The three evaluations described by Valiati et
al. had one expert only. The rank-by-feature evaluation had six experts, the largest
number, we found in such an evaluation.

The overall assessment of long-term evaluations revealed a number of tasks that
were not supported well at least by early information visualization systems [27].
Users want to:

• document and record (intermediate) results for themselves or discussion with oth-
ers,

• emphasize or comment on items, groups of items or relations,
• to verify observations derived from data visualizations with statistical methods

9.4 Planning, Conducting, and Reporting

A long-term case study obviously requires careful planning and sufficient time. It
is likely that we rarely see this type of evaluation since it does not nicely fit in
the tight schedule of paper publishing where the implementation is often finished
only a few weeks before the deadline. The most important aspect is the recruiting
of experts to use the system for a longer time. These experts need to either be the
target users or be representative, in particular they should have approximately the
qualification and experience, of the target users. Sometimes, the few top level experts
for a special domain are not available and are replaced by users with a little lower
experience. However, if the system is intended for users with long-term experience
and responsibility to make decisions, students or junior researchers in this area are
not representative enough.

Once the users are selected, the evaluation and documentation procedures orga-
nizational issues should be discussed (see hints in [25]). The software needs to be
prepared carefully, including a short tutorial/documentation to enable autonomous
use, logging capabilities, and testing. Since realistic tasks should be investigated, the
selection of specific goals, tasks, and data is the responsibility of the domain expert.
However, discussions between visualization researcher and the domain expert are
required to ensure that the data and tasks are representative.

This involves a considerable effort on the side of the domain expert and conse-
quently, publications in their scientific domain are a typical result [9, 11].
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9.4.1 Reporting

Reporting on a case study requires considerable thoughts as well according to Isen-
berg et al. [8], the following aspects are crucial in any type of reporting on empirical
evaluation:

• be specific about your domain experts (age, gender, qualification, experience in
the domain, and with similar software, …),

• be specific about the nature of your relation to them, e.g., Are they co-authors of
the paper? Are they independent or part of the same institution/project?

• be careful with definitive statements and try to include proper statements of uncer-
tainty when justified.

In addition, we recommend additional components for reporting based on Valiati et
al. [27] who described three MILC evaluations in a standardized manner.

• description of the data used by the experts, e.g., number of dimensions, number
of datasets, and size of a document collection

• analytics questions that the experts tried to answer
• severe usability problems that may have avoided that experts could analyze the
data in the way they originally wanted to perform.

9.5 Challenges and Limitations

A major challenge of long-term evaluations is that very self-disciplined users are
needed that are willing and able to document over a longer time why they used the
system, what they considered satisfying, surprising or frustrating. Users often stop
the evaluation earlier than expected [2, 17]. Participants of long-term evaluations are
not only few, but often also more tech-savvy than average users leading to a selection
bias that further reduces the generalizability of the results.

Another limitation is that due to the small number of test persons, there is more
randomness involved than in a laboratory study, i.e., it is a bit by chance how the
system is actually used and which data are used. The environment in which case
study work is performed is realistic, but not controllable. Thus, statistical analysis is
typically not meaningful. “The outcomes should not be too generalized” as Elmqvist
et al. argue [5]. Since only a few users are involved, long-term case studies do not
help to characterize the use of system for a diverse set of users that differ, e.g., in
their spatial ability.

To ease the burden on the target users of the system, developers could consider
automating the data collection process through system logs and infrequent face-to-
face meetings with the users. This would provide insight into whether a deployed
system is being used as well as identify pain points for users that may be preventing
them from using the system.
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9.5.1 Combinations with Other Methods

Long-term case studies have a number of advantages that were stated in the intro-
duction and motivate this chapter. However, as Carpendale [3] points out, no single
evaluation method can fully characterize the value of interactive visualization sys-
tems. Long-term case studies enable realistic observations, but they are not precise.
Even the MILC variant (recall [25]) that combines a number of methods within a
case study evaluation remains limited. Therefore, combinations with other methods
are relevant.

Instead of discussing all possible combinations, wewill focus on one combination
that is particularly relevant for visual analytics systems that often aim at discovery
processes. The combination with an explicit recording of insights is a natural choice
and provides a clear focus for long-term case studies. The number and quality of such
insights, e.g., whether insights are surprising and can be verified, is considered as
an evaluation measure in insight-based evaluations [22]. The original insight-based
evaluations were laboratory experiments where analysts should freely use the sys-
tem (after appropriate training) to find interesting relations. Seo et al. [24] combined
the MILC evaluation with insight-based analysis of the rank-by-feature framework.
This combination is promising since discovery processes often are not very effective
when restricted to a limited amount of time. This combination, however, does not
solve the major problem of long-term case studies, namely that they comprise only a
very few participants. Therefore, Seo et al. [24] added a broader survey where they
asked a larger number of users, again authors of publications that employ their tool,
to take part in an interview [24]. This interview cannot provide such a rich descrip-
tion of system use as in the long-term evaluation, but since much more participants
are involved, more reliable and generalizable statements about usage patterns and
usefulness can be derived.

The conduction of insight-based long-term case study evaluations has to con-
sider many aspects (see [3] for a discussion). A crucial question is when analysts
are interviewed with respect to what they have learned about the domain using a
visual analytics system and a selection of datasets. Insights may occur suddenly, but
also hours or even days after a system was used. Of course, the insights that were
gained strongly depend on the domain knowledge of the analyst, her motivation, and
creativity. Preim et al. [20] provide a discussion of the evaluation practice in med-
ical visualization, where long-term case studies and their combination with other
methods are discussed.

9.6 Conclusions

Long-term case study is a viable empirical evaluation method for visualization sys-
tems that enables an understanding of cognitive activities, such as problem solv-
ing and decision making. Long-term case studies in visualization research have



9 Evaluation of Visualization Systems with Long-Term Case Studies 207

some unique aspects compared to applications in human–computer interaction, e.g.,
discovery processes in visual analytics applications. Thus, we discussed primarily
such visualization examples and hope to stimulate further attempts in this direction.
This qualitative and observational evaluation method overcomes many limitations of
laboratory-based studies and enables a deep understanding of system use. It can be
adapted to different time-frames and budgets ranging from several weeks to a few
years. The observation of users doing real work in their familiar (work) context is a
key aspect. The MILC variant described by Shneiderman and Plaisant [25] provides
guidance how to perform such evaluations in an informative manner. Since only a
few users are involved and the working environment cannot be controlled, long-term
case studies are limited. A combination with other evaluation methods, e.g., ques-
tionnaires, allows to derive quantitative assessments. Long-term case studies were
successfully used in a number of InfoVis and visual analytics applications. In other
areas, particularly, in scientific visualization applications, themethod is underutilized
but promising as well.

Long-term case studies evolve into continuous use of a deployed system only
if the researchers are immersed and have clearly addressed an existing problem in
the workflow of the target users. The maintenance and iterative development of the
system in conjunction with the end users results in successful outcomes. If you
would like your system to be used for a long period of time, you have to be willing
to maintain and support it for that same duration as well.
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Chapter 10
Vis4Vis: Visualization for (Empirical)
Visualization Research

Daniel Weiskopf

Abstract Appropriate evaluation is a key component in visualization research. It is
typically based on empirical studies that assess visualization components or com-
plete systems.While such studies often include the user of the visualization, empirical
research is not necessarily restricted to user studies butmay also address the technical
performance of a visualization system such as its computational speed or memory
consumption.Any such empirical experiment faces the issue that the underlying visu-
alization is becoming increasingly sophisticated, leading to an increasingly difficult
evaluation in complex environments. Therefore, many of the established methods of
empirical studies can no longer capture the full complexity of the evaluation. One
promising solution is the use of data-rich observations that we can acquire during
studies to obtain more reliable interpretations of empirical research. For example,
we have been witnessing an increasing availability and use of physiological sensor
information from eye tracking, electrodermal activity sensors, electroencephalogra-
phy, etc. Other examples are various kinds of logs of user activities such as mouse,
keyboard, or touch interaction. Such data-rich empirical studies promise to be espe-
cially useful for studies in the wild and similar scenarios outside of the controlled
laboratory environment. However, with the growing availability of large, complex,
time-dependent, heterogeneous, and unstructured observational data, we are facing
the new challenge of how we can analyze such data. This challenge can be addressed
by establishing the subfield of visualization for visualization (Vis4Vis): visualization
as a means of analyzing and communicating data from empirical studies to advance
visualization research.
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10.1 Introduction

This position statement primarily focuses on empirical studies with user involve-
ment but also touches other empirical studies that may collect data from technical
performance benchmarks to assess the computational characteristics of a visualiza-
tion system.

I argue that we need to establish a new subfield to address the challenges of
empirical evaluation in visualization research:

We need visualization for visualization (Vis4Vis).

The underlying problem is the difficulty in performing an appropriate evaluation
for complex visualization systems. For these, many of the traditional approaches to
empirical research adopted from other fields cannot be used directly. Other chapters
of this book [22] discuss various aspects of the underlying problems, methodological
challenges, and possible solutions.

I argue that one promising route is to use as much information as possible from
empirical studies. Unfortunately, many of the traditionalmethods for user studies and
other empirical research in visualization come from other fields and earlier times in
which therewasmuch less data accessible fromstudies.One example of suchdata that
is still underutilized in visualization research is gaze data from eye tracking exper-
iments. Section10.3 discusses examples of eye tracking in visualization research
in more detail. However, there are many other potential sources of sensor data that
could be collected. Several of these examples rely on physiological sensors, often in
the context of work on human–computer interaction (HCI): electroencephalography
(EEG) [3] and, in general, the use of brain–computer interfaces (BCIs) and EEG for
interaction [37], pervasive BCI [68], near-infrared spectroscopy (NIRS) [39, 80],
functional magnetic resonance imaging (fMRI) [28], or the combination of several
physiological sensors to characterize emotions [84] or investigate interfaces [71].

However, data is not restricted to coming fromphysiological sensors. For example,
logging user activities with the visualization interface, based on recording mouse,
keyboard, touch, or other ways of interaction, can provide a detailed and rich source
of highly relevant information [83]. Other examples are video and audio recordings
during user studies that can serve as a basis for think-aloud protocol analysis [32].

Overall, technological advances for various kinds of sensors and other data sources
have made it easy and cost-effective to capture largely increasing amounts of data
for empirical visualization research. And with further progress in technology, in
particular, for non-stationary or wearable devices for visualization and user studies,
wewill see evenmore diverse types of user studies in visualization research. A recent
trend in the visualization community addresses immersive analytics [62], which will
lead to the problem of evaluating visualizations in the context of virtual reality or
augmented reality.
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With the challenges of empirical research for complex visualizations on the one
hand, and opportunities that come with advanced data acquisition on the other hand,
we will have to rethink how we can conduct, evaluate, and report empirical studies.
With this text, I focus on the issues related to data analysis for the evaluation and
reporting of the results of studies based on large, complex, time-dependent, hetero-
geneous, and unstructured observational data. I argue that visual data analysis and
communication are a promising approach to address these issues. Accordingly, I will
discuss opportunities and open questions for visualization research. My proposal for
the need for Vis4Vis, especially in the context of empirical visualization research,
extends my position statement that I gave as part of the panel discussion at the 2016
Workshop onBeyondTimeAndErrors: Novel EvaluationMethods ForVisualization
(BELIV).1

10.2 Background of Empirical Studies

The relevance of empirical studies for evaluation, especially user-oriented evaluation,
is well accepted by the visualization research community. Other chapters of this
book [22] discuss several aspects of empirical studies in more detail, and I refer to
them for background reading.

In general, there are many well-established approaches to empirical studies for
visualization and visual analytics [21, 70, 85]. Tory [82] provides a recent overview
and categorization of user study approaches, covering various quantitative and qual-
itative methods. Freitas et al. [35] discuss a user-centered perspective on evaluation.
There are also examples in which different types of study methods are combined,
including the combination of usability metrics and eye tracking [25].

Evaluation methodology is the special focus of the series of BELIV Workshops,
which investigate approaches beyond the traditional user performance measures of
completion time and accuracy. Therefore, many BELIV Workshop papers address
topics relevant to this text. For example, Elmqvist and Yi [31] describe a collection
of patterns for evaluation, Ellis and Dix [30] provide an explorative analysis of user
studies, Lam and Munzner [57] discuss quantitative empirical studies in the context
of meta-analysis, and Anderson [2] employs cognitive measures for evaluation.

However, the above papers do not focus on empirical studies that use rich sets of
observations, whereas Kurzhals et al. [51, 52] consider this approach as critical for
future and improved evaluation methods for visual analytics. They especially focus
on the combination of eye tracking information with traditional task performance
indicators, but they also discuss the issue of data fusion integrating further time-
oriented data acquired during an empirical study. One example is the combination

1Panel “On the Future of Evaluation and BELIV” with panelists Daniel Weiskopf, Laura McNa-
mara, Mark Whiting, Niklas Elmqvist, and Tamara Munzner, BELIV 2016 (Workshop on Beyond
Time And Errors: Novel Evaluation Methods For Visualization) at IEEE VIS 2016. https://beliv-
workshop.github.io/2016/schedule.html.

https://beliv-workshop.github.io/2016/schedule.html
https://beliv-workshop.github.io/2016/schedule.html
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of eye tracking and interaction logs [9]. Kurzhals et al. [51] call for exploratory data
analysis and hypothesis building to address the difficult analysis questions that come
with complex data. In follow-up work, Kurzhals et al. [50] adopt the perspective of
analysis tasks on eye tracking data, with a respective overview of such tasks.

A further step in the direction of integrating different data sources from empirical
research into an interactive visual analysis approach was taken by Blascheck et
al. [10, 11]: they describe how visual analytics methods can be used to evaluate
visual analytics systems, for example, by including think-aloud protocol analysis,
eye tracking information, or interaction data from the same experiment. Blascheck
et al. [7] enrich this approach by integrating visual data analysis and coding of user
behavior.

I argue to follow-up and extend this direction of advanced visualization methods
for analyzing complex and rich data sources. This will become particularly rele-
vant for studies that address more complex research questions than in traditional,
quite focused, and restricted laboratory studies. A trend in HCI and other com-
munities tries to address realistic scenarios by adopting research in the wild [27],
following early work on cognition in the wild from the perspective of anthropol-
ogy [43, 59, 81]. A related evaluation need has been identified in the visualization
community by Lam et al. [56] and Isenberg et al. [44]. They discuss scenarios that
go beyond traditional user experience, user performance, or (technical) algorithm
performance, for example, how we can evaluate communication through visualiza-
tion, visual data analysis and reasoning, or collaborative visual data analysis. I am
convinced that the visualization of data-rich recordings will be especially useful for
empirical research in such areas.

10.3 Example: Eye Tracking Studies and Evaluation

Let us use eye tracking studies as one example of experimental research with data-
rich observations. Gaze is a highly relevant source of data for empirical visualization
research because it provides quite accurate and fast information that can be useful to
understand attention, reading patterns, and the like. Even though there is not always a
direct interpretation of eye tracking data [48], most studies can be set up in a way that
eye tracking provides informative feedback if it is used with the right study design
and interpretation of results [36]. Eye tracking might even be an alternative way to
measure indicators of insight [67]. Background on eye tracking is described in the
books by Duchowski [29] and Holmqvist et al. [41].

This section focuses on eye tracking for user studies and how we can visually
analyze gaze information acquired in such studies. There are other, yet related
applications of eye tracking: For example, gaze can serve as a basis for inter-
action techniques [45], eye movements can be employed for activity recognition
[16, 33], eye tracking can help identify tasks and abilities of users of information
visualizations [79], and it can be used to improve interactive visualization by recom-
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mendations built on inferred user interest [76, 78] and by adaptive interfaces based
on the recognition of user tasks and intent [77].

Now, let us focus on eye tracking in empirical visualization research. Extend-
ing the fundamental visualization pipeline [23, 38], the process of acquisition and
visual analysis of eye tracking data can be described by the pipeline of Fig. 10.1, as
defined by Kurzhals et al. [50]. The study data consists of gaze information and—
potentially—further complementary data. These are processed and annotated before
themapping to the visualization is computed. The overarching process consists of two
interlinked loops: a foraging loop to investigate and explore the study observables,
and a sensemaking loop for the interpretation of the data [69]. This interpretation
may lead to confirming, rejecting, or building new hypotheses.

Figure10.1 shows that data-rich information from eye tracking leads to a quite
complex data analysis problem. General, rather high-level analysis tasks include
compare, relate, and detect [50]. There are a number of specific questions such as:
on which parameters or data are these tasks performed (independent or dependent
variables), do we want to define derived variables from raw data (other types of
independent or dependent variables), which visualization techniques support these
tasks and data types, what are the eventual research questions that should be answered
by the analysis?

There is a comprehensive overview of visualization techniques for eye tracking
data [12, 13], along with a taxonomy that incorporates types of data, stimuli, and
visualization techniques. Alternatively, Andrienko et al. [4] provide a critical assess-
ment and review of geo-inspired visual analytics techniques from the perspective of
eye tracking analysis. These overview and review papers are a good starting point
for choosing appropriate visualization techniques, depending on the visual analysis
problem; see center part of Fig. 10.1.

Overall, there has been quite some progress recently in novel and improved visual-
ization techniques to support the evaluation of eye tracking studies. In particular, there
are techniques that allow researchers to combine spatiotemporal gaze analysis [55]

Fig. 10.1 Schematic pipeline for the visual analysis of eye tracking data. All stages (data acquisi-
tion, processing, mapping, interpretation, and gaining insight) are influenced by the analysis task.
Figure reprinted by permission from Springer: book chapter by Kurzhals et al. [50] © 2017
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with the integrated interpretation of scanpaths and areas of interest (AOIs) [53] (see
Fig. 10.2 for an example), visually compare scanpaths [49], examine large sets of
gaze trajectories by bundling [42], analyze time-dependent AOIs for long-timespan
studies [64], work with fixation metrics for the large-scale analysis of information
visualizations [20], show gaze and stimulus simultaneously in a volume representa-
tion [14], or relate gaze to data of interest in a visualization [46].

There are many examples of the usefulness of such visual data analysis for eye
tracking experiments. Typically, visual data analysis is a critical component in pilot
studies that can then inform the design of the study process and statistical evaluation.
I just want to briefly sketch a few typical examples of how visualization supported
our own previous work on eye tracking evaluation of visualization techniques. One
example is an eye tracking study that compares parallel coordinates and scatter-
plots [66]. Here, the visualization of scanpaths, attention, and AOIs for pilot studies
helped us formulate hypotheses that eventually led to an advanced computational
description of transitions between AOIs that could be used for statistical testing of
complex reading behavior. Similarly, for an eye tracking study on transportation
maps [65], visualization allowed us to define a new numerical indicator for geodesic
distance plots that served as a basis for statistical inference on reading behaviors.
Finally, Burch et al. [17] showcased many different types of visualization techniques
and discussed how they could be used to identify qualitative findings in eye tracking

Fig. 10.2 Screenshot of the ISeeCube system [53], which combines visual spatiotemporal gaze
analysis with AOI-oriented analysis. The spatiotemporal analysis is based on a space-time cube
visualization (A) that includes selected scanpaths (B) and the results of clustering controlled by
user-specified parameters (C). TheAOI-oriented analysis is supported by hierarchical clustering and
scarfplots of AOI sequences (D) and a detailed view of a selected AOI (E). The timeline of the video
stimulus allows for temporal navigation (F). The screenshot was taken when using ISeeCube [53]
implemented by Kurzhals. Image © 2019 Daniel Weiskopf
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data from a study on tree visualization techniques [19]: visualization allowed us to
identify reading strategies, reasons for the bad performance of radial tree layouts,
and spatiotemporal characteristics of the eye tracking information.

Despite the advances in visual analysis and the above success stories, Kurzhals
et al. [52] pointed out a number of open issues related to evaluating visualization
and visual analytics with eye tracking: we are still missing sufficient methods for
scanpath comparison, fusion of different data sources (e.g., gazewith interaction logs
or EEG), and practical tools and working analysis systems. Furthermore, Kurzhals et
al. see the need of linking to cognitive models and translational evaluation of human
cognition, which asks for building an interdisciplinary community that combines
expertise in computer, cognitive, and social sciences. I think that these issues still
remain as challenges today. In particular, the combination of data from different
sources is a key aspect that needs to be addressed further. There is a need to reach
out beyond eye tracking alone and include various other types of data that we can
access during studies.

Another challenge is scalability, especially if we want to address long-timespan
studies and/or studies with large numbers of participants, leading to a big data visual
analytics problem for eye tracking [8]. This problemwill also arisewhenvisualization
is evaluated with pervasive eye tracking [24], unconstrained mobile eye tracking,
or in-the-wild research, typically with mobile eye tracking glasses. The analysis
becomes challenging here because each study participant will see individual stimuli,
which makes it hard to register or align gaze data between participants and relate
them to the semantics of objects from the stimuli. In fact, the data analysis has to
include much analysis for time-varying image data acquired by the world camera
of the eye tracking glasses. There are some first attempts in this direction [54] that
combine computer-based image analysis with visual interaction, but we are still far
from a simple, reliable, and time-efficient analysis process.

Up to now, the discussion has focused on eye tracking as an element of methods
for quantitative research. However, for a more comprehensive evaluation approach,
qualitative methods should also be considered—typically leading to a combination
in the form of mixed methods [47]. I see an integration of data-rich research methods
(often the quantitative ones, especially when based on physiological sensors like eye
tracking) with data-poor researchmethods (often the qualitative ones) as another area
where visualization can play an important role. An example of this research direction
is the triangulation of different approaches (here, gaze combined with think-aloud
protocol analysis and interaction logs) by Blascheck et al. [10, 11]. Taking this
approach further, visual analysis and coding of participants’ behavior and actions
are possible [7], integrating data-rich gaze information in the form of word-sized
graphics [5] with other sources of information from experiments.
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10.4 Generalized Problem Characterization

The above discussion was centered around the specific example of eye tracking
studies and the evaluation of the results of such studies. Many of the basic challenges
already occur in this context of eye tracking and carry over to other types of studies.
This section extends the discussion to a generalized view on visual data analysis for
empirical visualization research.

10.4.1 Data and Visualization Types

The choice of visualization technique largely depends on the type of data that needs
to be analyzed. In general, observational datawill be large, complex, time-dependent,
heterogeneous, and unstructured, coming from different types of sensors or infor-
mation sources. However, in general, we can assume that observational data can be
assigned some time stamp, i.e., data even from different sources can be eventually
registered along the timeline (even though it might be difficult technically). In other
words, the underlying data model is that of a time-dependent data set with different
types of time-varying data attributes.

The actual data attributes can be of largely varying type, and they may not be
sampled at the same timepoints or same frequency. Some might not even be sampled
at points in time, but spread across the timeline or even be associated with the full
trial (i.e., the full timeline). There is a large set of potential variables that could be
acquired as raw data during the experiments; see the respective survey by Rahman
et al. [1]. Typical types of time-series data consist of multidimensional data, i.e.,
multiple real-valued fields, or multiple categorical (nominal) data attributes (e.g.,
categories of events from user logs). Other types of much larger data sources include
videos (images) and audio that may, for example, be recorded for protocol analysis
or mobile eye tracking. Data may also include information about technical or algo-
rithmic measures of performance [15, 58, 72]. For any kind of such data, we may
also obtain measures of reliability or uncertainty, which is relevant for many types
of sensor data.

The characterization of data does not stop at the stage of the original or raw data.
In fact, many examples of visual analysis work on derived data that might be more
informative than raw data. For the example of eye tracking in Fig. 10.1, the ‘analysis
data’ is typically derived data. Preferably, the derived data is fully automatically
computed from the original sources, but there might be cases where user intervention
might be required, for example, for the visual-interactive annotation of data.

The choice of visualization technique(s) depends on the type of data to be ana-
lyzed. A general strategy is to use multiple coordinated views to support several
data attributes [73]. More integrated visual representations may lead to better results
but typically require a specific visual design. To address the complexity of the data
analysis problem and facilitate scalability to large data, interactive visualization is
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routinely combined with automatic data analysis—such as statistical methods, unsu-
pervised, or supervised learning—in a visual analytics setup. Finally, the choice of
visualizationmay also depend on the independent variables, for example, whether we
have to analyze data for individual participants or groups of participants, or whether
we need comparative visualization to show differences with respect to independent
variables.

10.4.2 Analysis and Dissemination Goals

Of course, the choice of visualization technique also depends on the goals of the
analysis. Typical analysis tasks includeoutlier detection, summarization, or grouping.
A related perspective on data analysis goals for knowledge discovery in databases
(KDD) is provided by Fayyad et al. [34]. Where possible, automatic data analysis
or statistical techniques are employed to support the task, but as discussed above,
the typical approach will follow the combination with interactive visualization. In
particular, the visual analysis should also include the original input data or stimuli.
The analysis of qualitative aspects of studies is especially challenging [26]; a general
approach is based on coding such qualitative study data [74].

A fundamental issue of any visual data analysis is the question of reliability: inter-
active data exploration might lead to different findings, depending on the interaction
steps taken by the analyst. This issue is present for the analysis of study data as well;
after all, we want reliable and robust results from studies. Therefore, interactive visu-
alization is typically accompanied by statistical analysis to obtain more controlled
answers, yet based on hypotheses informed by visualization. The sensemaking loop
of Fig. 10.1 indicates hypothesis building and testing for the example of eye tracking
experiments; however, the general structure of the sensemaking loop extends to any
kind of experimental evaluation and could include statistical testing.

Another issue is related to properly planning the setup of the studies. Their qual-
ity critically depends on an appropriate choice of stimuli or other input shown to
the participants. Therefore, the generation of input data is of high relevance to sup-
port informative results of studies or facilitate benchmarking. A promising approach
employs generative data models to do so [75].

Finally, the goal of visualization does not stop at data analysis. In fact, visualization
is equally relevant for disseminating results of studies after interpretation and insight
generation in the sensemaking loop of Fig. 10.1. Therefore, visualization approaches
for dissemination [6] and storytelling [60, 61] are required.

10.5 Future Research Perspectives and Call for Action

Based on the specific observations and experiences with eye-tracking-based empir-
ical visualization research (Sect. 10.3) and the generalized problem characterization
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(Sect. 10.4), I have identified the following, quite subjective recommendations for
future research directions and a call for action.

Letusbeourowndomainexperts: visualization forvisualization (Vis4Vis)!

I argue that we should prominently position visualization research as an applica-
tion domain for visualization. So far (at the time of writing in 2018), the call for
papers and keywords in the paper submission systems of the main conferences of
the visualization community (IEEE VIS, EuroVis, PacificVis) specifically ask for
application or design study papers, but they do not explicitly consider visualization
research—even in cases where they list many other research areas. Furthermore, the
call for papers and submission keywords typically contain empirical research, espe-
cially user studies, but they focus on actual studies and not on methods that support
the evaluation of studies. The series of BELIV Workshops is a good example of
a venue that specifically asks for the development of research methods and, thus,
implicitly supports the topic of Vis4Vis. Similarly, the series of Workshops on Eye
Tracking and Visualization (ETVIS)2 [18] facilitates such research, yet restricted to
eye tracking.

To advance our field, a more prominent integration of Vis4Vis in the main con-
ferences would be helpful. Being our own domain experts offers several benefits.
First, we have an intrinsic and tight link to assessing whether our visual data analysis
methods work well or how they need to be improved, leading to short development
cycles; therefore, we can expect a fast development of useful visualization techniques
that may even carry over to applications beyond those for empirical visualization
research. Second, we will benefit from improved ways of evaluating our empirical
studies, leading to a better understanding of visualization. Finally, since other dis-
ciplines such as HCI are facing similar evaluation challenges, there is a potential
impact of improved data analysis for empirical research outside the visualization
community.

Data-driven research for the next generation of empirical studies in visu-
alization!

I am convinced that the integration of as-much-as-possible data acquired during
studies is a viable way to conduct advanced empirical visualization studies that may
support in-the-wild experiments, unconstrained settings, and individual participants
and group work alike. Therefore, in the sense of Vis4Vis, we are facing the challenge
of data fusion and combined visual analysis of massive, often messy sensor and other
study data. This, in particular, may include various kinds of physiological sensor,
image/video, and audio data. However, with the recent progress in machine learning,

2ETVIS: Workshop on Eye Tracking and Visualization. https://www.etvis.org.

https://www.etvis.org
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especially deep neural networks, there is a great potential that we will be able to
work with data-rich experiments, with a strong emphasis on data-driven research. In
fact, the combination of machine learning with visual analytics is a most promising
approach to address these hard analysis problems, for example, in combination with
video visual analytics [40]. In this context, it will be critical to keep the original
data as long as possible in the analysis pipeline in order to be able to obtain reliable
results. Furthermore, it is equally important to obtain reliable and controlled results
for data analysis by complementing visual analysis with rigorous statistical testing.

New ways of reporting, privacy preservation, and open science!

With extended or new approaches to visual data analysis, we are also facing the issue
of how we can report findings from empirical research. One part of this issue is the
concise presentation of results, for example, in a research article. Here, traditional
styles of reporting (by using established statistical descriptions) no longer work, but
it is not yet clear how the wide variety of more complex analysis results could be
summarized in a brief, comprehensible, and replicable way. Here, visualization can
play an important role in the sense of using it for storytelling of the scientific data,
but respective methods are yet to be developed.

Another part of this issue is related to how we should communicate the massive
data potentially acquired during studies. The straightforward approach is to provide
the complete set of research data along with the publication, for example, in reposi-
tories that guarantee reliable and long-term access of open research data. However,
raw data alone is not useful, and even if meta-information is provided, it might still
be hard to fully replicate previous studies if they come with complex data. There-
fore, it might become relevant to even provide visual analysis tools and descriptions
thereof along with the research data. Alternatively, our community could establish a
set of tools on which the reproducibility of studies could rely, adopting similar ideas
from eye tracking research [63]. The issues of both storytelling and open science are
connected to the development of visual data analysis methods in the sense of Vis4Vis.

Furthermore,with open empirical data,wehave to carefully consider issues related
to the privacy of participants and research ethics. With data-rich empirical data com-
bined from different types of sensors, we might acquire enough information that
could lead to a breach of anonymity if the data is published in original raw format,
i.e., there is an intrinsic conflict between open science and privacy preservation.
However, visualization has the potential to help here if it is extended toward novel
privacy-preserving visualizations integrated into the research process. The outcome
could be privacy-preserving, modified versions of the original data that could still be
shared as open research data—with sufficient details to support the reproducibility
of the relevant research results.
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Best practices for the next generation of evaluation methods!

The three areas of recommendations and future research directions mentioned above
will have to be complemented by the adoption of the visualization techniques in the
processes and reporting of empirical visualization research. To this end, I see an
ongoing process of identifying best practices for novel evaluation approaches and
establishing new standards of empirical research.

10.6 Conclusion

It is obvious that visualization for visualization (Vis4Vis) is not the only answer to
the challenges that we are facing in improving our set of methods for empirical
visualization research. For example, many more of these challenges are discussed
by Ziemkiewicz et al. [86]. However, I am convinced that there is room for more
advanced visualization methods for data analysis and reporting to be used in the
context of studies within the visualization community, eventually improving our
approach to empirical research.
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Chapter 11
“Isms” in Visualization

Min Chen and Darren J. Edwards

Abstract In visualization, there are many different wisdoms and opinions about
why visualization works, what makes a good visualization, and how to design and
evaluate visualization. Collectively these wisdoms and options have shaped a land-
scape of the schools of thought in the field of visualization. In this chapter, we
examine various schools of thought in visualization, juxtaposing them with schools
of thought in computer science and psychology. We deliberate the possibility that
some schools of thought in computer science and psychology may have influenced
those in visualization. Based on our observation of the development of schools of
thought in the discipline of psychology, we believe that it is the empirical evidence
that informs the development of theories, which are often embedded in some schools
of thought.Meanwhile, empirical studies have a crucial role in visualization to inform
and validate postulated theories.

11.1 Introduction

The field of visualization does not really have isms, but is not short of schools
of thought. In 2012, a VisWeek panel, entitled Quality of Visualization: the Bake
Off [15], presented four different approaches to evaluating the quality of visualiza-
tion, which were referred to as “four schools of thought”. Four established visu-
alization scientists, Kelly Gaither, Eduard Gröller, Penny Rheingans, and Matthew
Ward, were asked to articulate these approaches. Despite that they held a broader
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view than the school of thought that each was championing, they presented exquisite
and persuasive cases for the four schools.

In the order when the position statements were presented in the panel, these four
schools of thought are:

V1A School of A, where A for algorithms or automation. Gröller argued: “Let us
reduce the quality of a visualization to the quality of the involved algorithm”.
“An optimization process should automatically figure out which algorithms and
parameter settings best fulfil the user defined declarations and constraints” [15].

V1B School of E, where E for experiments or empirical studies. Rheingans rea-
soned: “A little empirical evidence never hurts”. “Promising results from empir-
ical studies seem to signal that a new tool might be a winner” [15].

V1C School ofM, whereM formetrics ormeasurements.Ward articulated: “As the
field of visualization evolves, more and more measures have been proposed as a
means of comparing alternate visualizations or even [measuring] the effectiveness
of a single visualization” [15].

V1D School of R, where R for real users or real-world applications. Kelly Gaither
asserted: “Our success is measured in ‘Aha’ moments, and these moments are
precious and rare”. “In my world, visualizations are never produced in isolation
or the absence of domain knowledge” [15].

Here we use labels in the form Xi (e.g., V1A and CB) to tag a school of thought. The
main label indicates a fundamental question that is a bone of contention, while the
subscript identifies a specific school of thought in the context of this question. More
labels will gradually be introduced in this chapter.

In many scientific and scholarly subjects, different schools of thought were for-
mulated by those who share some common beliefs or some opinions with a set of
common characteristics. To denote such schools of thought, sets of principles, belief
systems, doctrines, ideologies, or spiritual currents, as well as the related bodies of
teaching, the suffix “-ism” is typically used. It derives from the Ancient Greek suffix
“-ismÕj”, meaning “taking side with”. Among many uses of “ism” as a suffix, all
[stem]-ism words in this chapter fall into the category of words referring to a belief
in [stem] or a doctrine or principle of [stem].

For example, in psychology, there are structuralism, functionalism, pragmatism,
behaviourism, gestaltism, associationism, and cognitivism (see Sect. 11.4). In phi-
losophy, there are numerous -isms. The wiktionary page, Glossary of Philosophical
Isms [76], lists several hundreds of isms, reflecting the long history of scholarly
investigations into and discourses on many aspects of our world and our mind. Such
diversity reflects the advancement and maturity of a discipline.

In the following sections, we first continue our discussion on a number of major
clusters of opinions, which can be considered as schools of thought.We then examine
schools of thought in computer science and psychology, which are the two disciplines
that the subject of visualization is most closely related. Finally, we offer our obser-
vations and concluding remarks.
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11.2 Schools of Thought in Visualization

In Sect. 11.1, we have already encountered four schools of thought in visualization.
The discourses in several chapters in this book reflect some viewpoints of these
schools of thought. For example, one may observe a discussion on V1B versus V1D
in Chap.8 [46], an evaluation methodology based on V1D in Chap.9 [57] and a
technical approach based on V1C in Chap.10 [74].

In this section, we discuss three more fundamental questions that have been the
bones of contention in visualization.

11.2.1 What is Visualization for?

One fundamental question that everyone in the field of visualization cannot help
ask is “what is visualization really for”? In a 2014 article published in a philosophy
venue[14], Chen et al. gathered some twenty different statements offering answers to
this question, including five statements in Scott Owen’s original 1999 collection [49].
Recently, Streeb compiled a comprehensive collection of some 120 statements [63].
Here we broadly divided these statements into five schools of thought, for which we
improvise some “ism” terms.

V2A Insightism.Many visualization researchers and practitioners argued that the
main purpose of visualization is for gaining insight from data. For example,
McCormick et al. stated in 1987 [47]: “The goal of visualization in computing is
to gain insight by using our visual machinery”. Earnshaw and Wiseman stated
in 1992 [19]: “Visualization is concerned with exploring data and information in
such a way as to gain understanding and insight into the data”. Similar statements
can easily be found in numerous written documents.

Some statements presented stronger arguments, making visualization as the
main source of insight, such as the statement by Hearst [31] “Visualization has
been shown to be successful at providing insight about data for a wide range
of tasks”. Others presented weaker arguments, designating visualization to an
assisting role, such as the statement by Thomas and Cook [65]: “People use
visual analytics tools and techniques to synthesize information and derive insight
from massive, dynamic, ambiguous, and often conflicting information”. Note that
this statement implies three sources of insight, i.e., “people” as the main source,
“visualization”, and “analytics” as the assisting tools.

The spectrum from strong insightism to weak insightism partly depends on
the interpretation of the word “insight”. In Gaither’s statement for the school of R,
V1D, an insight is considered as a deep understanding of a complex problem, or
an “Aha” moment in a complex situation. Many others define an insight in visual-
ization as a correct conclusion inferred from viewing visualization. For example,
Gomez et al. define gaining insight as tasks in the forms of “who+when+where
→ what”, “when+where+what → who”, and so on [30]. The strong insightism
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usually correlates with a broad or “weak” definition of insight, while the weak
insightism usually correlates with a narrow or “strong” definition of insight.

V2B Cognitivism.Using the term borrowed from psychology, we outline a school
of thought that focuses on the perceptual and cognitive benefits of visualization.
Perhaps the strongest statement is that by Spence [61], who asserted: “Visualiza-
tion is solely a human cognitive activity and has nothing to do with computers”. A
number of visualization researchers offered answers to the question what visual-
ization is for by articulating that visualization can enable seeing the unseen [47],
maximizing human understanding [49], amplifying cognition [12], and helping
think [24].

While the fundamental idea of cognitivism in visualization is not in any way
the exactly same as that of cognitivism in psychology, this school of thought does
reflect the essence of the fundamental idea in psychology, i.e., cognition impacts
the behaviour of visualization.

V2C Communicationism. Most people appreciate that visualization can pro-
vide effective aid to information communication and knowledge dissemination.
Tableau, a major provider of visualization technology, stated at its Web site [64]:
“Data visualization is another form of visual art that grabs our interest and keeps
our eyes on the message”. “Data visualization helps to tell stories by curating
data into a form easier to understand, highlighting the trends and outliers. A
good visualization tells a story, removing the noise from data and highlighting
the useful information”.

In her book Effective Data Visualization [21], Evergreen offered an animated
answer to the question of why we visualize: “Seriously, that’s the most important
question to ask when creating a data visualization. It’s the first thing I ask a client
who sends me data for redesign. And it’s the primary reason we visualize: Because
we have a point to communicate to the world. We have a compelling finding to
share, a big idea revealed in our analysis that needs to say to people. A point”.

V2D Economism. Some visualization researchers and practitioners attempted to
answer the “what for” question from somemore tangible benefits of visualization,
avoiding hinging an answer on a less observable and measurable benefit such as
insight. For example, Bertin referred to the benefit of external memorization in
his book Semiology of Graphics [6] as “the artificial memory that best supports
our natural means of perception”. Friedhoff and Kiely highlighted the benefit of
saving time in [27]: “If the information is rendered graphically”, researchers “can
assimilate it at a much faster rate”. Ware offered a similar statement in his book
Information Visualization: Perception for Design [72]: “One of the greatest ben-
efits of data visualization is the sheer quantity of information that can be rapidly
interpreted if it is presented well”. Tufte asserted the relative benefit of visualiza-
tion in comparison with statistics in his book The Visual Display of Quantitative
Information [68]: “Indeed graphics can be more precise and revealing than con-
ventional statistical computations”.

Chen et al. gave a somehow “economism” definition of visualization [14]:
“Visualization (or more precisely, computer-supported data visualization) is a
study of transformation from data to visual representations in order to facilitate
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effective and efficient cognitive processes in performing tasks involving data. The
fundamental measure for effectiveness is correctness and that for efficiency is
the time required for accomplishing a task”. A few years later, Chen and Golan
(an economist) proposed an information-theoretic metric for analysing the cost-
benefit ratio of human- andmachine-centric data intelligence processes [16]. In the
context of visualization, themetric defines the benefit as the amount of information
(Shannon entropy) in the original data subtracted by the amount of information in
a visualization image and further subtracted by the potential informative distortion
that is mainly caused by information loss in visualization and may also be due
cognitive biases, but can be alleviated by human knowledge. They considered
energy is the fundamental measure of the cost, which can be approximated by
time and monetary measurements.

V2E Pragmatism.Visualization researchers and practitioners are in general open-
minded as to what is visualization is really for. While the question is yet to be
convincingly answered, the majority in the community focus on the utility of
visualization in different application contexts. This approach echoes the school
of thought of pragmatism. One example is the list of functions summarized
by Marty [45]: “answer a question”, “pose new questions”, “explore and dis-
cover”, “support decisions”, “communicate information”, “increase efficiency”,
and“inspire”. Another list by Chen et al. [14] include functions “making obser-
vation”, “facilitating external memorization”, “stimulating hypotheses and other
thoughts”, “evaluating hypothesis”, and “disseminating knowledge”.

Many taxonomies of visualization (e.g., [11, 54, 78]) and many surveys on
visualization topics (e.g., [4, 9, 34, 39, 40, 58, 67]) include “tasks” as one of the
main dimensions for categorization, reflecting the typical view of pragmatism.

Having schools of thought is not in anyway suggesting that the visualization commu-
nity is divided. Many in the community often embrace different schools of thought.
For example, the aforementioned statement by Thomas and Cook [65] is an instance
of weaker insightism but it also captures a sense of pragmatism. In the book, there
is also a statement: “Visual representations and interaction technologies provide
the mechanism for allowing the user to see and understand large volumes of infor-
mation at once”. This captures senses of cognitivism and economism. van Wijk
presented a visualization pipeline from data to knowledge (insight) [70], while pro-
posed an economic model for measuring the gained knowledge (insight) as well as
the cost of visualization processes. This exemplifies the views of both insightism
and economism. Stasko [62] made perhaps the broadest argument about the value
of visualization, including contributing factors of time, insight, essence, and confi-
dence. These four factors correspond to the arguments of economism, insightism,
communicationism, and cognitivism, respectively.
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11.2.2 Faithfulness and Integrity Versus Embellishment and
Distortion

In the field of visualization, many passionately argue that data visualization must be
faithful to the data being depicted and should not be embellished with chartjunks.
Tufte made a powerful argument for “graphical integrity” in his book The Visual
Display of Quantitative Information [68] and coined the term lie factor to indicate
the level of deviation of a visualization image from its source data, and the term
chartjunk to describe decorative visual features in a visualization image.

This school of thought is widely endorsed by visualization researchers and prac-
titioners. There are countless online blogs that repeat and reinforce Tufte’s views
on graphical integrity and chartjunks. Pandey et al. presented an empirical study,
confirming that several types of distortion in visualization can have deceptive effects
on viewers [50]. Kindlmann and Scheidegger presented an algebraic framework for
defining three principles that formalize the notion of graphical integrity [38].

While hardly anyone in the visualization community would support any practice
intended to deceive viewers, there have been many visualization techniques that
inherently cause distortion to the original data. These include logarithmic plots,
metro maps, magic lenses, focus+context visual designs, colour and opacity transfer
functions, illustrative deformation, and so on. There might just be a hidden gap
between theory and practice or between idealism and pragmatism, until the debate
about chartjunks brought the bone of contention to the fore.

The debate started with a paper by Bateman et al. [3], which reported an empirical
study showing that visual embellishment could aidmemorization of the data depicted.
Another paper by Hullman et al. [32] proposed a possible explanation that “intro-
ducing cognitive difficulties to visualization” “can improve a user’s understanding of
important information”. Since the finding and the explanation represented a major
departure from the widely endorsed views on chartjunks, the works stimulated many
discussions in the community (e.g., [23, 25]).

In general, the question about distortion differs from that about chartjunks, though
most of those who are against distortion are likely also against chartjunks. Here we
treat these two questions separately in our definitions of the following four schools
of thought.

V3A Essentialism.Do not introduce any visual embellishment that is unnecessary
for comprehending the data depicted.

V3B Decorationism. Visual embellishment can be used in visualization and can
bring benefit.

V3C Isomorphism. Do not introduce any distortion that is inconsistent with the
source data.

V3D Polymorphism. Distortion can be featured in visualization and can bring
benefit.

In fact, if one reads carefully some original discourses, one may find that the gaps
between essentialism and decorationism and between isomorphism and polymor-
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phism are not totally unbridgeable. On a case by case basis, most people with differ-
ent schools of thought can often agree on whether an embellishment is unnecessary
or not, or whether a distortion is inconsistent or not. For example, Few, who has been
a champion against chartjunks, stated impartially: “Embellishments can at times,
when properly chosen and designed, represent information redundantly in useful
ways, ...” [25].

There are many other questions that are bones of contention and other clusters
of opinions that can be characterized as schools of thought. For example, the neces-
sity and usefulness of many techniques (e.g., animation, 3D visual designs, vir-
tual reality, and so on) often attract different opinions in a manner similar to the
contention between essentialism and decorationism or between isomorphism and
polymorphism.

11.2.3 Human-Centric Processes Versus Machine-Centric
Processes

In the field of visualization, regardless whether one is in favour of any particular
school of thought in terms V1A–V1D, V2A–V2E, or V3A–V3D, everyone holds a
view that human intelligence is necessary in any reasonably complex or mission-
critical data intelligence processes. Here data intelligence is an encompassing term
for processes such as statistical inference, computational analysis, data visualization,
human–computer interaction, machine learning, business intelligence, simulation,
prediction, and decision-making.

Around 2004, a new area visual analytics [65] emerged in the field of visualization
to develop data intelligence workflows that always have humans in the loop.

This view may not be shared by many researchers and practitioners in data min-
ing, machine learning, and some other machine-centric aspects of data intelligence.
For example, in a textbook on data mining and machine learning [77], Witten et
al. wrote “Economists, statisticians, forecasters, and communication engineers have
long worked with the idea that patterns in data can be sought automatically, iden-
tified, validated, and used for prediction. ... as the world grows in complexity, over-
whelming us with the data it generates, data mining becomes our only hope for
elucidating hidden patterns. ... It can lead to new insights, ...”.

In a textbook on machine learning [59], Rothman wrote “In May 2017, Google
revealed AutoML, automated machine learning system that could create an artificial
intelligence solution without the assistance of a human engineer. IBM Cloud and
Amazon Web Services (AWS) offer machine learning solutions that do not require AI
developers”.

Today, the latter view is widely believed, which can be evidenced by many non-
fictional scientific writings, such as Fry’s book Hello World: How to be Human in
the Age of Machine [28], and Frank’s book What to do when Machines do Every-
thing [26].
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Here, we can clearly see two schools of thought about whether humans should
have a significant role in any reasonably complex ormission-critical data intelligence
processes:

V4A Mechanism. Most, if not all, data intelligence processes can be automated
using data mining and machine learning techniques. The amount of data available
in this era of “big data” makes automation both necessary and feasible.

V4B Anti-mechanism. Any reasonably complex data intelligence workflow
should always have humans in the loop, where humans’ analytical capability
can be enhanced using interactive visualization techniques.

While many of those who hold the view of V4A may also make an economic case
for automation, this is rarely the viewpoint disagreed by the school of thought V4B.
The fundamental difference between the two schools of thought is about whether
or not it is possible for machine-centric processes to replace humans in all or most
data intelligence workflows. Meanwhile, almost all of those who hold the view of
V4B do not actually oppose any kind of automation regardless, especially since most
visualization images are generated automatically in practice. We use the term “anti-
mechanism” here to indicate its association with one of the schools of thought in
computer science. V4A and V4B reflect two polarized viewpoints about the possi-
bility. In practice, most researchers and practitioners in visualization as well as in
computer science often have to make use of both human- and machine-centric pro-
cesses in data intelligence workflows that are “currently” considered to be complex.
In the next section, we continue this line of discussion in the context of computer
science.

11.3 Isms in Computer Science

The discipline of computer science and engineering, where the subject of visual-
ization resides mainly, has inherited a wide range of mathematical concepts and
methods but has displayed very limited interest in most philosophical schools of
thoughts in mathematics, except on the topic of machine intelligence. Johnson-Laird
first outlined four postulations [36], which were discussed in detail in Penrose’s book
Shadows of the Mind [53]. Here we list these four postulations by quoting Penrose’
text [53] with “ism” tags found in the literature.

CA “All thinking is computation; in particular, feelings of conscious awareness
are evoked merely by the carrying out of appropriate computations”. [strong AI,
hard AI, functionalism, mechanism, computationalism].

CB “Awareness is a feature of the brain’s physical action; and whereas any phys-
ical action can be simulated computationally, computational simulation cannot
by itself evoke awareness”. [weak AI, soft AI].

CC “Appropriate physical action of the brain evokes awareness, but this physical
action cannot even be properly simulated computationally”. [anti-mechanism].
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Fig. 11.1 This example shows that a human mathematician can make observation of the config-
uration of 5 × 3 and another configuration of 3 × 5 and ascertain that 5 × 3 = 3 × 5. The math-
ematician can then make further observations for different values of a and b or imagine how the
5 × 3 and 3 × 5 configurations may be extended to different values of a and b. The combined effort
of observation and imagination enables the mathematician to conclude that a × b = b × a. This
figure was redrawn based on an illustration in [53]

CD “Awareness cannot be explained by physical, computational, or any other
scientific terms”. [mysticism].

In terms of human and machine intelligence, these four postulations exemplify four
different schools of thought. Penrose has been the most prominent champion for the
postulation of CC through his two books [52, 53]. Interestingly Penrose started with
his reasoning in [53] using two examples of visualization as shown in Figs. 11.1 and
11.2. He pointed out that one can visually inspect the patterns shown in these two
examples and conclude that the proof can be extrapolated to the general formulations
as mentioned in the captions of Figs. 11.1 and 11.2. Penrose then offered a proof for
the postulation [53]:

Human mathematicians are not using a knowably sound algorithm in order to ascertain
mathematical truth.

by following the reasoning strategy that Gödel used to prove his Incompleteness
Theorems [7, 29], and Turing used to prove his theorem on the Halting Problem [18,
69]. This proof provided a basis for his School of Thought CC.

In the literature, a number of authors have provided critical comments onPenrose’s
conclusion, while making cases for the school of thoughtCA, including, for instance,
the critiques by Sloman [60], LaForte et al. [41], and Berto [7].

Penrose’s mathematical and algorithmic reasoning can be traced back to Lucas’s
article [42], where he opened his discourse with:

Gödel’s Theorem seems to me to prove that Mechanism is false, that is, that minds cannot
be explained as machines.
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Fig. 11.2 Hexagonal numbers are numbers that can be arranged as hexagonal arrays: 1, 7, 19,
37, 61, 91, 127, etc. To prove a postulation that the sum of successive hexagonal numbers is a
cube (e.g., 1 + 7 + 19 = 33 and 1 + 7 + 19 + 37 = 43), a mathematician can visually observe the
relationship between the illustrated 2D and 3D configurations and then imagine their extensions.
This figure was redrawn based on an illustration in [53]

Mainzer, who is a philosopher of science and a leading thinker on complex systems,
related the discourse further back to the schools of thought in philosophy [43]:

In the history of philosophy and science, there have been many different suggestions like
Democritus, Lamettrie, et al., proposed to reduce mind to atomic interactions. Idealists
like Plato, Penrose, et al. emphasized that mind is completely independent of matter and
brain. For Descartes, Eccles, et al. mind and matter are separate substances interacting with
each other. Leibniz believed in a metaphysical parallelism of mind and matter because they
cannot interact physically. According to Leibniz, mind and matter are supposed to exist in
“pre-established harmony” like two synchronized clocks. Modern philosophers of mind like
Searle defended a kind of evolutionary naturalism. Searle argues that mind is characterized
by intentional mental states which are intrinsic features of the human brain’s biochemistry
and which is therefore cannot be simulated by computers.

While many in the field of visualization and beyond may not have been following
these discourses, some of the schools of thought in visualization have exhibited some
alignments with these four schools of thought in computer science. For example, the
school of thoughtV4A,mechanism,may be related toCA, while the school of thought
V4B, anti-mechanism, may be related to CC or CD. Those who sit between V4A and
V4B may align with CB.

While we do not know whether those arguing for the benefits of visualization
believe that aspects of human mind may not be computational, we can reasonably
assume that many of them at least hold a view that many aspects of human mind
cannot be simulated by computational algorithms available today and in the near
future. For example, many statements featuring insightism or cognitivism exhibit
likely support for CC, or at least a time-limited notion of CB.
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11.4 Isms in Psychology

The discipline of psychology saw the formation of many schools of thought. As early
as 1927, Jastrow wrote perhaps the first survey on “isms” in psychology [35]. A
good number of books on the philosophy of psychology provide a large collection of
readings on the topic, which include volumes edited by Block [8] and Bermudez [5];
and books authored byMargolis [44], Botterill and Carruthers [10],Walsh et al. [71],
and Weiskopf [73].

In this section, we first list a number of isms (in alphabetic order) that have been
frequently mentioned in the literature, and we then describe these isms following a
chronological order.

PSA Associationism. Mental connections between events and ideas (H. Ebbing-
haus 1850–1909).

PSB Behaviourism. Study of observable emitted behaviour (I. Pavlov 1849–
1936).

PSC Cognitivism. Understanding how people think as state transitions (J. Piaget
1896–1980).

PSD Functionalism. Mental operations and practical use of consciousness (J. R.
Angell 1869–1949).

PSE Gestaltism. Study of holistic concepts, not merely as sums of parts (M.
Wertheimer 1880–1943).

PSF Pragmatism. Knowledge is validated by its usefulness (W. James 1842–
1910).

PSG Structuralism. Analysis of consciousness into constituent components
(E. Titchener 1867–1927).

Before getting into specific ontologies of psychology, it is important to understand
something about philosophy of science in psychology at various times in history, in
the form of epidemiological beliefs about truth, opinion, and knowledge, and how
this shaped the ontologies of the day and have led to the wide range of “isms” that
we find today.

Objective verification through empirical verification came about very slowly in
psychology, but had its roots datingback as far as JohnLocke (1632–1704).Lockehad
promoted the idea that objective verification through our sensory experience should
be sought in order to establish knowledge about the world around us; i.e., knowledge
must be based on sensory experience. This forms the basis of the scientific method
we have today in relation to prior reasoning, hypothesis testing and a means for
falsification using validated forms of objective measurement.

In psychology, this empirical methodology to establishing knowledge was slow
to be accepted in the mainstreamworld view, in comparison with other sciences such
as physics, biology, and chemistry. As a result of this slow adoption, early schools
of thought (or “isms”) in psychology were based on subjective methodology rather
than objective empiricism. One example of such a school of thought is structuralism.

In the early 1900s, structuralism, which was developed by Wilhelm Wundt and
Edward Bradford Titchener [66] and inspired by methodological advances in the
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fields of chemistry and physics, sought to identify and catalogue complex mental
operations using introspective methods. It was perhaps the first serious attempt to
formulate a school of thought in psychology, and it was believed that this should
be conducted through trained introspection. However, this soon became impossible,
as just for sensation 40,000 elements were discovered. In addition, criticisms from
psychologists such as William James suggested that introspective methods would
only lead to distorted perceptions of these sensations and biased by this subjective
approach, for which he coined the term the psychologist’s fallacy [33].

The competing perspective of functionalismwas founded byWilliam James [33],
which utilized the idea of the practical use of consciousness, and that mental states
are constituted solely by their functional role and causal relations, sensory inputs
and behavioural outputs, i.e., their function [13]. This is a school of thought about
the nature of mental states rather than the properties of these states, which would be
the structuralist approach. It also assumes that psycho-physiological mental states
should be recognized bywhat they do (what they transform) rather than what they are
made of [1]. For example, when setting a mousetrap, the individual’s mental state
can be identified as “something that kills mice” rather than identifying sensation
properties, or the particular approach to killmice. However, functionalism still lacked
a formal empirical approach, so was superseded by approaches which involved a
more empirical approach with the rise of positivism, post-positivism, and critical
rationalism.

Gestaltism, which is an early form of cognitivism, was inspired by physics and
founded by Max Wertheimer, Kurt Koffka, and Wolfgang Kohler, employed third-
person phenomenological inquiry to discover principles of perceptual organization
of holistic concepts and is identified as independent from the sum of its parts. In this
way, Gestalt psychology is an attempt to discover the perceptual laws which allow
for meaningful perceptions from the regularities in the environment form a chaotic
world. The main assumption made in Gestaltism is that the mind forms a perceptual
global whole from these chaotic environmental regularities and has self-organizing
tendencies [75]. A simple illustration of this is when Wertheimer suggests that: “I
stand at the window and see a house, trees, sky. Theoretically, I might say there were
327 brightnesses and nuances of colour. Do I have ‘327’? No. I have sky, house, and
trees”. This is a clear illustration that the holistic concept of those environmental
regularities becomes a whole, which is unique from the sum of its parts to form
meaningful perception.

Behaviourism, adopting the epidemiological approach of positivism and falsifia-
bility advocated by philosophers such as John Locke in its methodology revolution-
ized the way that psychological experimentation would take place based on gaining
knowledge in science through empirical investigation. Behaviourists attempted to
explain the psychological phenomenon through empirically defined objective phe-
nomena in the form of overt stimuli–responses which could be objectively measured.
In this way, they focused onwhat people and animals do in response to different envi-
ronmental situations [51].

Behaviourism developed in stages, starting from basic association learning, of the
studies conducted by Pavlov such as the pairing association of a bell with food which
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led to a dog salivating in the learning phase, to the learned association (conditioned
response) of the dog salivating to the stimuli of the bell alone—a process called clas-
sical conditioning [51]. Skinner then further developed this model through operant
conditioningwhich demonstrated that behaviours which led to some form of pleasant
outcome (positive reinforcement) was likely to be repeated, while behaviours which
led to less pleasant outcomes or painful outcomes were more likely to be avoided
(negative reinforcement) [22].

Cognitivism, developedwhen linguistNoamChomsky criticizedSkinner’s expla-
nation of operant conditioning to adequately explain the emergence of language. In
Chomsky’s book Syntactic Structures, he suggests that for a language to emerge,
then an innate universal grammar was necessary in the form of a transformational
generative grammar (TGG) [17]. As this was difficult for behaviourists at the time
to explain, the cognitive revolution was born in the 1960s and still dominates main-
stream psychology today.

Ulric Neisser [48] used the termCognitive Psychology for the first time to describe
a person as a dynamic information-processing system, where mental operations can
be given in computational terms. Cognitive psychology relates to sensory input, and
how it is elaborated, stored in mental representations, recovered from memory and
used in cognitive tasks, rather than focusing on just behavioural outputs.

Though early cognitive psychology work began as far back as Hermann Ebbing-
haus mapped out the learning and forgetting curves in experimental studies of mem-
ory in 1885 [20]. It also developed and continued to develop when Piaget [55]
explored cognitive development and the four stages of cognitive development, which
included (1) sensory motor stage, (2) preoperational stage, (3) concrete operational
stage, and (4) the formal operational stage. Each of these stages added growing cog-
nitive complexity as the child grew older and were able to complete more complex
cognitive tasks. However, cognitivism did not really develop until Baddeley and
Hitch [2] produced the working memory model (WMM) which specified a central
executive, visuospatial sketchpad and articulatory-phonological loop. This model
was the first to incorporate information theory into its account, whereby through
identifying these memory limitations, and this led researchers to make accurate pre-
dictions about behavioural performances under these types of conditions.

It should also be noted that in psychology there has been a debate on the nature of
behaviour, and on whether it originates from nature or nurture. The idea of Nativism
dates as far back as the philosopher Immanuel Kant in the eighteenth century who
argued in his critique of pure reason [37] that the humanmind knows objects in innate,
a priori ways. More recently in psychology, nurture theorists such as behaviourists
have long argued that behaviour (and psychology) is subject to the learning reinforce-
ment contingencies in the environment. However, cognitivists, though they accept
learning, also account for innate components, such as Chomsky’s TGG [17] and
other cognitive linguists such as Pinker [56].
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11.5 Conclusions

In this chapter, we have used the notion of “schools of thought” to frame different
views in the field of visualization. While the definitions of these schools of thought
unavoidably “discretize” the otherwise complex and intermingled spectra of opin-
ions, our intention is to bring out different views for further discussion, evaluation,
validation, or falsification.

Some schools of thought visualization can be related to schools of thought in psy-
chology and computer science. We have already seen the mentioning of cognitivism
in visualization (V2B) and psychology (PSC), and mentioning of mechanism and
anti-mechanism in visualization (V4A andV4B) and computer science (CA andCC).

During the 2012 VisWeek panel [15], the convener of the panel related the four
schools of thought mentioned in Sect. 11.1 to schools of thought in psychology as:

• School of A (algorithms or automation) V1A → functionalism PSD;
• School of E (experiments or empirical studies) V1B → behaviourism PSB;
• School of M (metrics or measurements) V1C → structuralism PSG;
• School of R (Real users or Real world applications) V1D → pragmatism PSF.

Although the suggestion by the panel convener was meant to be provocative as a
tradition of the panel discussions in IEEE VIS (VisWeek) conferences, the map-
pings indicate that visualization researchers and practitioners have been thinking
deeply about many aspects of visualization in ways similar to many pioneers in other
scholarly subjects.

When a scientific or scholarly subject reaches a certain level of maturity, the
scientists or scholars will naturally attempt to make abstraction and generalization
from empirical evidence and practical experience. It would be wrong if the scientists
or scholars did not do that. As an inherent and integral part of the processes for
abstraction and generalization, there will be different viewpoints, different abstract
theories and models, different postulations, and so on.

As a scientific discipline, there is no reason for the field of visualization to be afraid
of different schools of thought. In particular, empirical studies will have a significant
role in the evolution of schools of thought, including their creation, betterment,
convergence, divergence, and obsolesce. Empirical studies are important means for
stimulating new postulations, evidencing various viewpoints, and validating abstract
theories and models. Meanwhile, for researchers who are interested in theoretical
research and empirical studies, having schools of thought is no doubt a blessing.
Meanwhile, as researchers, practitioners, authors, and reviewers, we must respect
schools of thought that we do not agree. We must learn to judge the novelty, rigour,
and significance of a scientific contribution not based on whether or not this fits with
our own school of thought.
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Chapter 12
Open Challenges in Empirical
Visualization Research
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Abstract In recent years, empirical studies have increasingly been seen as a core
part of visualization research, and user evaluations have proliferated. It is broadly
understood that new techniques and applications must be formally validated in order
to be seen as meaningful contributions. However, these efforts continue to face the
numerous challenges involved in validating complex software techniques that exist
in awide variety of use contexts. The authors, who represent perspectives from across
visualization research and applications, discuss the leading challenges that must be
addressed for empirical research to have the greatest possible impact on visualization
in the years to come. These include challenges in developing research questions and
hypotheses, designing effective experiments and qualitative methods, and executing
studies in specialized domains. We discuss those challenges that have not yet been
solved andpossible approaches to addressing them.This chapter provides an informal
survey and proposes a roadmap formoving forward to amore cohesive and grounded
use of empirical studies in visualization research.
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12.1 Introduction

The visualization field has long had a complex relationship with empirical validation.
In the 2000’s, as it was quickly growing from a niche graphics subfield into a major
research area of its own, there was a proliferation of reports and panels on the major
unsolved challenges in visualization. A common theme in these challenges was a
need to reliably prove the value of visualization. For example, Keim et al. [16]
noted the issue of user acceptability; if domain users did not see how visualization
could help them, they would not adopt it, and so there was no way to test whether
visualization helped them. In a report directed at national funding agencies in the
USA, Johnson et al. [14] cite similar challenges in demonstrating value and involving
domain scientists in research. This example suggests some of the practical context
behind this push for validation. As visualization researchers sought support for their
work, it was necessary to find objective metrics that could show the value of their
methods.

With this backdrop, evaluation in visualization has historically focused on user
studies that either measure the effectiveness of visualization versus a traditional
method or the relative effectiveness of two or more visualization techniques.
However, while our overall approach to empirical research has remained much the
same, the context around it has changed dramatically. Visualization has been adopted
widely in commercial and government settings. As “big data” became a household
term, the value of visualization came to be broadly understood as an efficient inter-
face between people and information. Empirical visualization research has yielded
general guidelines that are familiar to commercial designers outside the research
community.

In this new context, it may be necessary to revisit the role of empirical research in
visualization. In a world where visualization is assumed to have value, demonstrating
that a visualization is usable may no longer be sufficient validation. In a moment like
this, it is worthwhile to look back at what challenges have been addressed and which
remain open. In 2004, Plaisant [22] identified what were then the major challenges
in visualization evaluation. In some cases, the visualization community has made
substantial progress in these challenges: for example, building task taxonomies [2,
5, 25], adding to the variety of evaluation approaches [12, 21, 27], and using contests
to develop benchmark problems and datasets [23].

However, there are other challenges named in 2004 that remain unsolved today.
Even as visualization grows more popular, the core problem of motivating domain
users to buy into research continues to be a limitation. As a community, while we
have developed more techniques for evaluation, we have not consistently established
best practices for either research methodology or experimental stimulus design.
Researchers continue to face challenges in controlling the experimental parame-
ters in study design. It is possible that many of these issues could be addressed by a
greater understanding of related psychological fields, but incorporating that under-
standing is a nontrivial exercise. Each of these challenges faces unique obstacles, but
there is promising work that points to possible ways of addressing them.
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12.2 Challenge 1: Motivating Domain Experts

12.2.1 Current Challenges

The difficulty of substantially involving domain experts in research has perhaps been
the most cited challenge in visualization evaluation, and remains as relevant today
as ever. Empirical research strongly benefits from realistic assessments of current
technology as well as from realistic evaluations of research prototypes. In the early
stages of development, the observation of experts solving real problems is essential
to understand workflows, processes, constraints, and non-routine factors that would
not be detected with questionnaires or interviews carried out at places distant from
the working environment.

Similarly, empirical evaluations of a prototype strongly benefit from a high degree
of realism. If they are carried out at the workplace of the domain experts and serve to
solve real tasks, domain experts are fullymotivated. In contrast, if artificial or archival
data are used, the motivation is lower. Additionally, many visualization methods
are aimed at niche user groups with advanced training, such as scientists, medical
professionals, and analysts. The tasks these users engage in are frequently complex
and involve learning, problem solving, or decisionmaking. However,many empirical
studies use simplified low-level tasks, such as basic perceptual tasks, searching for
data, navigation, or routine activity. Evaluations in the developer’s laboratory using
such abstracted low-level tasks are much simpler to carry out, but often the results
have at best a very indirect relation to the true activities of users.

Apart from designing abstracted studies outside of the domain context, another
common approach to this problem is to involve domain experts briefly at key points
in the process. For example, a researcher might develop a tool, then have a domain
expert to evaluate it using an interview or other form of qualitative feedback. While
this can be away towork around the domain expert’s schedule, it asks the user to eval-
uate something for which they have no prior context. A pair of surveys of evaluation
methods used in visualization papers argues for a systematic lack of process evalu-
ation methods such as requirements gathering and analysis of user workflows [13,
18]. Without this key context, tools are likely to be disconnected from the user’s
work context, and the value of their feedback may be limited.

12.2.2 Possible Approaches

One of the reasons for the systematic lack of process evaluation methods is that they
are difficult to publish except as part of a lengthy design study.An approach to address
this problem may be to create venues for such papers, for example, by designing a
workshop around them or by introducing a new paper type. Another possibility
would be to investigate methods that combine controlled and uncontrolled empirical
methods; for example, contextual inquiry, and observational studies in a laboratory
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environment [18]. Ultimately, as Sedlmair et al. [26] point out, adoption of a system
in the field is a problem to approach at the organizational level, not on the level of
individual end users. Visualization researchers who wish to motivate domain experts
must learn to observe and integrate with the experts’ environment and work context.

12.3 Challenge 2: Systematic Lack of Research
Methodology Skills

12.3.1 Current Challenges

A major factor that limits the effectiveness of empirical research in visualization is
that visualization researchers, especially those from a computer science background,
are not guaranteed to be trained in basic human subjects researchmethodology. In the
field of psychology, from which visualization researchers often borrow approaches,
there is no shortage of researchers who have been trained to design and conduct
controlled empirical studies and formal qualitative research. In the field of visual-
ization, the number of researchers who have had direct experience in designing and
conducting empirical studies is significantly smaller. Computer science education
does not prioritize these skills, as evidenced by the fact that user-centered design
and research methods are not included as part of the core computer science cur-
riculum [15]. This lack of skilled resources means that it is impossible to conduct
large numbers of high-quality studies on any given topic, leaving many core research
questions unanswered.

This skill deficit is reflected in visualization research in a number of ways. One of
the most widespread is a lack of detailed and consistent statistical reporting of empir-
ical results [6, 7, 13]. Researchers who present studies without using the appropriate
statistical tests,making corrections formultiple comparisons, or reporting effect sizes
not only limit the impact of their own work but make it difficult or impossible to
produce meta-analyses and surveys. Moreover, it is still not uncommon to see papers
with evaluations that consist only of unstructured feedback from a small number
of experts. Contributing to this problem is a broad lack of knowledge about qual-
itative methods that leads to confusion between qualitative research and informal
feedback-gathering [13].

This problem affects all of visualization but can be especially difficult in scien-
tific visualization (SciVis), where researchers are less likely to come from a human–
computer interaction (HCI) background. SciVis research often requires specialized
algorithmic knowledge, and the social context of computer science education fre-
quently puts distance between these “hard” algorithmic skills and the “soft” skills of
user research. SciVis researchers face the additional challenge of balancing collabo-
ration. Information visualization researchers dealing with generic or broadly under-
stood datamay forego domain collaborators in favor of psychologists or HCI experts,
but SciVis researchers almost always need to collaborate with experts from a sci-
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entific domain. Coordinating multiple collaborations, especially among in-demand
experts, carries significant risks. As a result, teams including SciVis researchers,
domain experts, and empirical research specialists remain relatively rare.

12.3.2 Possible Approaches

While visualization researchers understand the value of collaboration with experts
in empirical methods, this does not always translate into active participation in such
collaborations. Providing specific funding incentives has the potential to push these
partnerships forward. As an example, cooperation between visual analytics and data
analysis inGermanywas initiated by a national research priority programon Scalable
Visual Analytics which encouraged collaborations between both fields and between
fundedprojects [17]. To address the skills gapwithin the community, onepossibility is
to revise standards for computer science curricula to include user-centered research
as a core topic [15]. A more immediate action could be to compile a community
portal to collect resources on empirical methods, similar to efforts such as The Fluid
Project [1] but tailored to the specific needs of visualization researchers.

12.4 Challenge 3: Data Collection and Generation

12.4.1 Current Challenges

Although visualization researchers have made considerable progress in recent years
in developing formal taxonomies and models of evaluation tasks, there has been less
emphasis on developing repeatable approaches to data generation. In a field where
the nature of the data can considerably change the effectiveness of the method being
tested, unrealistic data is a serious threat to ecological validity. Examples include data
at a scale much smaller than would be encountered in real tasks, data that lacks the
errors and inconsistencies common to real datasets, and data with strong statistical
patterns that might not normally be present. While benchmark datasets are useful for
comparison, they often do not capture these real-world data challenges.

At the same time, real-world datasets can be difficult to collect and use for a
variety of reasons, such as privacy, size, protection of proprietary information, or
legal restrictions on dissemination [26]. A common approach in such situations are
to build sanitized datasets by removing or perturbing sensitive information. However,
security research has shown that even sophisticated privacy-preserving data mining
methods can be vulnerable to re-identification, especially in cases where multiple
data sources can be combined [20]. Even in cases where real data can be used as-
is, it can be difficult to generalize evaluation results from a single dataset. Finding



248 C. Ziemkiewicz et al.

multiple datasets that represent a realistic range of conditions only compounds the
problem.

Generative data models can be an effective approach to this problem, but they
require careful design to avoid biases [24]. A generative data model can be used
to automate the generation of multiple datasets with desired properties, which can
address the issue of testing against multiple valid datasets to support generaliza-
tion. There are a number of significant technical challenges associated with such
models; many involve complex simulations, and as most models are developed for
one-off cases, standardized techniques and replication are rare. Moreover, interac-
tions between a generative model and a visualization technique can be difficult to
predict. There is no guarantee that a model that produces data with desirable char-
acteristics will still have the same characteristics after being processed as part of a
given visualization algorithm.

12.4.2 Possible Approaches

The type of formalization that has been applied to tasks and visual representations
in recent years has helped to produce more rigorous and controlled experiments.
However, the way we describe data is still most often in the terms used by Jacques
Bertin fifty years ago [3]. More specialized typologies of data that take into account
contemporary concerns such as scale, heterogeneity, and uncertainty could go a long
way toward defining a design space in which datasets used in experiments can vary.
Generative models have the potential to address many problems in data collection,
but the field will advance more quickly if designers of generative models adopt open
practices and make models available for replication and benchmarking. As more
such models are made available, it will be possible to identify best practices and
guidelines for further development [24].

12.5 Challenge 4: Experimental Design Space and
Tradeoffs

12.5.1 Current Challenges

At the core of many of the challenges in visualization evaluation is that it involves
the combination of two highly complex systems: the human user and the data visu-
alization system. In such a situation, the number of experimental variables that must
be controlled can quickly become unmanageable. The skills deficit discussed in
Sect. 12.3 compounds this problem, as there is a lack of institutional knowledge
about how to balance tradeoffs and control variables in experimental design. This
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leads to a number of issues affecting the ecological validity of experiments as well
as the ability of other researchers to evaluate and make use of experimental results.

One common problem is when the assumption that a system should be evaluated
in one experiment leads to overstuffed design. In some ways, this problem has been
exacerbated by the increased push for no system to go unevaluated. While this is an
admirable goal, in practice, treating evaluation as a box that must be checked often
leads to user studies that either lack a clear hypothesis or attempt to test too many
hypotheses at once. Such user studies often suffer from a mismatch in validation
method to type of contribution; for example, a paper whose primary contribution is a
novel visual encoding does not necessarily require a task-based evaluation, provided
the authors make no claims about improving performance on that specific task [19].
Nonetheless, user studies remain common in such situations, often using ad hoc tasks
that have not been rigorously designed.

Knowledge of appropriate design space tradeoffs also affects the quality of review-
ing. Lack of familiarity with empirical methods is one issue, but partial familiarity
can cause its own share of problems. A reviewer with knowledge of only one method
may apply the rigor metrics of that method to an unrelated one, leading to inappro-
priate evaluations [6]. For example, a researcher who uses qualitative methods may
receive criticism for not including statistical analyses suited for quantitativemethods.
A better understanding of the experimental design space, and an acknowledgement
that no one study can cover it exhaustively, remains elusive.

12.5.2 Possible Approaches

In psychology and related disciplines, it is common to publish a series of related
studies in a single publication, which each experiment building on the knowledge
gained in theprevious one. Such a structure allows researchers to producemore tightly
controlled individual study designswhile still approaching a larger research question.
While linked studies of this type are sometimes seen in visualization perception
research [4, 11, 29], itmay also be ausefulmethod for techniqueor systemevaluation.
In this model, user evaluations may even be published separately from the system
itself, which in many cases may require more limited validation methods. In order
to improve the control of variables in study design, one possibility is to publish
and promote evaluation checklists, a method that has been used effectively in other
domains [10].
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12.6 Challenge 5: Engagement with Relevant Psychology
Fields

12.6.1 Current Challenges

As in other human-centered computer science disciplines, understanding visualiza-
tion depends heavily on understanding the people who use it. Psychology is a key
component of any empirical research in visualization. Yet explicit engagement with
psychology research remains infrequent outside of a few specific areas, such as
research on color scale design [28]. This can lead to findings that are divorced from
important context. An experiment on how well a user can remember information in
a particular visual representation must take into account the expected performance
of visual working memory in general; a field study observing adoption of a system
cannot be generalized without a working knowledge of how quickly new technology
is usually adopted in workplaces. Perhaps the most pervasive example of such issues
is the widespread assumption that the effectiveness of a visual representation can
be generalized between users without taking into account natural variation in spatial
ability and other cognitive factors [30].

This lack of engagement with psychology also causes issues when it leads to
ignoranceof challenges in psychological research that affect visualization researchers
as well. The difficulty of integrating knowledge gained in increasingly specialized
subfields was named “The Grand Challenge” of psychology by Axel Cleeremans of
Université libre de Bruxelles in 2010 [8]. Clearly this is a concern for visualization
as well, as community discussion at the 2018 IEEE VIS Conference centered around
the problem of unifying the diverging fields of scientific visualization, information
visualization, and visual analytics. Visualization researchers are also just beginning
to take notice of the replication crisis in psychology [9], but have yet to adopt the
reforms made by psychologists in its wake.

These challenges themselves can create pitfalls for outside researchers looking to
make use of psychological findings or methods. The complexity of psychology’s
many disparate fields, and lack of communication between these fields [8], can
obscure important connections and make it difficult to know where to start looking
for answers. Visualization researchers very often know that psychology is important
to their work, but without clear goals and an understanding of the research space, it
is rare for sustained productive conversation to happen between the two disciplines.

12.6.2 Possible Approaches

In order to engage more fully with psychology research, it may be necessary to
modernize our research practices tomeet the changesmade by psychologists in recent
years. For example, adopting open science practices, especially sharing data and code
(where possible), would be a positive step for the visualization field on its own. But it
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could also foster collaboration bymakingmaterials and tools available to psychology
researchers themselves. In some cases, these experts may have visualization needs
that our community is unaware of, and a greater degree of communication may help
reveal them. This can be a challenging process, as publication cultures and research
goals will vary across fields. Work to identify common ground and mutual goals will
be a necessary first step.We can also learn from psychology now by addressing some
of the known issues that affect both fields; for example, submitting research reports
ahead of performing experiments in order to reduce positive effect bias.

12.7 Conclusion and Next Steps

In this chapter, we have discussed five key challenges in empirical visualization
research in detail and proposed possible approaches to addressing them. By doing
so, we hope to build on the successes of the past in developing a research agenda
for the future. It is vital to note the areas in which we have made progress as well
as those where challenges remain. Empirical studies in visualization have advanced
in many ways over the past decade, as has visualization itself. But even as the value
of visualization becomes more broadly accepted, the current evaluation paradigm
more often than not focuses on testing whether a visualization is generally effective
or not. By addressing these challenges, we hope to make space for research that
goes beyond this paradigm to answer more specific, contextualized, and meaningful
questions that drive the future of visualization research.
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Part III
Collaboration with Domain Experts

Visualization requires three components to work: data, tasks, and an audience. Any
foundation on data visualization will deal with all three. Furthermore, as in other
computer science disciplines, there is basic and applied visualization research. Basic
visualization research is driven by generalized visualization tasks, evaluation issues,
or theoretical questions about visualization. Applied visualization starts from an
application (most likely outside visualization) including data, task, and audience,
and tries to find the best visualization solution for the given case. Of course, applied
visualization research may (and should) lead to new visualization tasks which trig-
gers new basic visualization research. Also, basic visualization research offers new
possibilities for applications.

In addition, current and past experience shows that there is a substantial difference
between visualizations for domain experts knowing data, underlying model, and
assumptions as well as tasks very well, and visualizations for a broad audience
with very different backgrounds and much less or even no knowledge about data,
models, and tasks. The latter case is covered in another part, so this part of the book
focuses only on domain experts. As domains, the collaboration models, data, and
tasks vary substantially, this part starts with a chapter that contains seven successful
case studies. Visualization experts describe in these cases how they approached the
cooperation, what was important, and which lessons they took out of these projects.
The domains cover biological, medical, and engineering examples which are the
most often seen domains in cooperations between visualization experts and domain
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experts. While these cooperations mainly concern the cooperation within academia,
the second chapter describes experiences and advice from industry practioneers on
the collaboration between university and commercial companies. The final chapter
of this part takes a somewhat more abstract point of view. It looks at the process
of actually selecting a domain expert as collaboration partner, and how to create
impact by the research. The authors indicate clearly that just starting a collaboration
by chance might work, but more mindful strategies provide better chances to lead to
success. This includes some thoughts on measures of success where it becomes clear
that this is, at least partly, a subjective question that any visualization researcher (and
domain expert) has to define for him- or herself.



Chapter 13
Case Studies for Working with Domain
Experts

Johanna Beyer, Charles Hansen, Mario Hlawitschka, Ingrid Hotz,
Barbora Kozlikova, Gerik Scheuermann, Markus Stommel, Marc Streit,
Johannes Waschke, Thomas Wischgoll, and Yong Wan

Abstract The collaboration with domain experts concentrates always on an appli-
cation domain where the experts work. Usually, they provide the data and directions
of research that require visualization support. This chapter presents seven success-
ful cases of such collaborations. The domain varies from biology and medicine to
mechanical engineering. There are examples of long time cooperation as well as
smaller short-term projects. The description concentrates on the process, output,
and especially on the lessons learnt from these cooperations. The scientific work is
described to understand the context and goals of the cooperation, but many details
can only be found in the references. The reason for this unusual writing is the wish on
the one hand to describe various aspects of collaboration with domain experts which
is an important part of the foundations of data visualization. On the other hand, the
text should not become lengthy and filled with too many details of individual cases
that can be found elsewhere.
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13.1 Case Study: FluoRender

Yong Wan and Charles Hansen

FluoRender is a software package for visualizing and analyzing 3D and 4D (3D over
time) fluorescence microscopy data. FluoRender has become an established system
with many features driven by collaborations with biologists delivering visualization,
segmentation, measurement, and tracking functions with an emphasis on accuracy,
interactivity, and intuitiveness. Originally developed for the Zebrafish community,
it has extended to other biological applications. FluoRender has been deployed as a
standard tool in research laboratories both domestically and internationally, facilitat-
ing research on cell movements, neuronal circuitry, and tissue development during
conventional analysis of wild-type and mutant embryos of popular model species.
The increasingpopularity andgrowinguser base of FluoRender havegiven rise to new
visualization and analysis challenges from both general and specialized workflows.
Close collaborations between biologists and computer scientists have provided a sys-
tematic insight into the workflows in real-world biological research. A data analysis
workflow is indeed a far cry from a rigid pipeline; it has to be highly adaptable and
easily customizable for varying data analysis needs. In practice, user interactions and
decisions are involved through the entire data analysis workflow. Interactive visual-
ization and analysis functions work hand in hand, allowing exploring and iterative
investigations, as well as progressive improvement to the refined results that lead to
biological discoveries.

One example of the expanded user base is our collaboration with Professor
Gabrielle Kardon and her interest in developing a mouse atlas [27]. Such atlases
are important for understanding normal anatomy and the development and function
of structures, and for determining the etiology of congenital abnormalities. Although
the focus of FluoRender was the analysis and visualization of confocal microscopy
data, the atlas required not only volume rendering and segmentation but also polyg-
onal modeling, for muscles and bones, as well as advanced texturing which captured
the anisotropy ofmuscle tissue reflectingwhatwas seen in the confocal scanFig. 13.1.

13.1.1 Lessons Learned

In the development of FluoRender, we learned several lessons from the integral
collaboration with biologists. The first lessonwas communication. Domain scientists
use terminology from their domain. Visualization scientists use terminology from
the visualization and computer science domain. It is critical that communications
find the common ground so that there are no misunderstandings. This takes time
for a detailed explanation from the visualization researchers of what their ideas and
methods accomplish and how they are accomplished. It also is incumbent on domain
scientists to explain their ideas and methods in terms that are easily understood.
While the visualization scientists may not have the same detailed knowledge that the
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domain scientists have of a particular biological or domain process, the visualization
scientists should have sufficient application knowledge to understand the biology
and processes being investigated. Once this is accomplished, collaborative research
is enhanced, and advances are more easily made.

Another lesson we have learned is that all participating collaborators have the sci-
ence to accomplish. Of course, the domain scientists have science research questions
they seek to answer in their particular domain. They are seeking answers to questions
and testing hypotheses in their particular biological domain. At the same time, the
visualization scientists should be advancing the field of visualization. This delicate
balance of both advancing the field and providing solutions to needs and problems in
biology is critical to a successful collaboration. The visualization researchers should
not be simply serving the needs of the domain collaborators but should focus on both
advancing visualization and providing solutions to requirements from the domain
scientists.

Do not simply ask domain scientists what needs solving or which desired features
are missing in a visualization system. By understanding the domain workflow, pro-
ductive progress can be made. This often requires working with collaborators in their
laboratory and having collaborators spend time in the visualization laboratory. It is
important to not simply meet and discuss the domain problem but to actually work
with collaborators in their research setting and observe what data analysis tasks are
easily accomplished while others can be improved using an updated workflow. This
leads to better understanding of the practical domain problems in greater detail.

Lastly, it is important to be creative. By providing a creative solution to biological
problems, advances in both biology and visualization science can be made. Such

Fig. 13.1 Mouse hind limb atlas, Y. Wan, C. Hansen, SCI Institute and A. Kelsey Lewis and
G. Kardon, Human Genetics, University of Utah
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Fig. 13.2 Developing
forelimb of a healthy mouse
strain (top) compared to that
of a mutant mouse strain
with a stiff, abnormal gait
(bottom). Lateral triceps in
brachialis muscles (purple),
other types of muscle (red),
and tendons (green). Note
that in the top image
(wild-type mouse), the
lateral triceps and brachialis
muscles are distinct, while in
the bottom image (mutant
mouse), the two muscles are
fused, limiting the forelimb’s
function

creative solutions should be enjoyable and fun for all sides of the collaboration.
Success can be measured by typical means such as publications in domain journals
or in visualization journals. It can also be measured by recognition of those in the
respective fields. For example, our collaboration with the Kardon laboratory was
recognized by the director of NIH in 2017 [9]. Dr. Francis Collins recognized the
advances in muscle and soft tissue development research by Professor Kardon in
finding that when two muscles are fused and indistinct, forelimb function is lim-
ited. This is due to a mutation in a gene called Tbx3. It is already known that the
mutation of Tbx3 in human is the cause of a rare condition called ulnar–mammary
syndrome (UMS). However, because of the lack of detailed examination and visual-
ization on human patients, muscle anomalies of the UMS patients were overlooked
in the original research. Researchers initially declined the idea of fused muscles
in UMS patients because of the anatomical differences between mice and humans.
Interestingly, at Kardon’s urging, a similar pattern of missing muscles was confirmed
in the re-examination of a UMS patient. This research demonstrates the astounding
similarity between human and mouse genetics, which provides an excellent appli-
cation stage for visualization tools, as such details in Fig. 13.2 can be prohibitive
to obtain for human patients. Further improvements to the clarity are achieved by
coloring muscles using the interactive segmentation tools in FluoRender, which are
like 3D paintbrushes. They have to be intuitive and enjoyable to use for researchers,
as the operations can be repeated from several tens to hundreds of samples in an
investigation. The director of NIH also recognized FluoRender [9]:
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... there’s onemoreNIHconnection to thiswork.Kardon’s teamproduced this image, featured
in the University of Utah’s 2016 Research as Art competition, using a free software program,
called FluoRender that was developed by another NIH-supported team at the University of
Utah. FluoRender enables researchers to take a series of 2D photos from a scanning confocal
microscope and turn them into amazingly informative 3D imagery.

13.2 Case Study: Connectomics

Johanna Beyer

This chapter describes an ongoing collaboration between the Visual Computing
Group at Harvard University and neuroscientists working in the field of connec-
tomics at the Harvard Center for Brain Science. The collaboration focuses on the
visualization and analysis of large-scale connectomics data and has spanned over the
last eight years.

13.2.1 Domain Problem

Connectomics aims to reconstruct the detailed neural connectivity in the mammalian
brain, containing billions of interconnected nerve cells, at the resolution of individual
connections (i.e., synapses). Determining this “wiring diagram” or so-called connec-
tome is one of the grand challenges of modern neuroscience and will allow scientists
to better understand how the brain functions and develops, and how mental ill-
nesses and neural pathologies manifest themselves on the connectivity level. Recent
advances in high-resolution electron microscopy and sample preparation have made
it possible to acquire data at the speed and resolution necessary to reconstruct the
brain’s connectivity at the level of individual synapses. However, the acquired image
stacks are typically hundreds of terabytes to petabytes in size, exhibit severe noise
and imaging artifacts, and can contain tens of thousands of complex neural structures.
A lot of effort has gone into developing novel methods for data acquisition, volume
registration, and (semi-)automatic segmentation, resulting in large labeled volumes
of brain tissue. The main goal of our collaboration was to enable the next logical
step: supporting scalable and interactive volume exploration and visual analysis of
the collected data.

13.2.2 Process and Output

This case study encompasses several sub-projects that were all developed within
the same collaboration over the last eight years. Projects always started with initial
meetings and interviews with the neuroscientists. Most neuroscientists we talked to,
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Fig. 13.3 Exploration, visualization, and analysis of connectomics data. aVolume rendering of a
segmented terabyte electron microscopy volume. b A segmented dendrite. c Connectivity analysis
with Neurolines. d Visual tracking of a segmentation project with a pop-up for visual proofreading

although in the same group, often had very different visualization and analysis tasks
and requirements. Therefore, the initial project phase always focused on finding
the main collaborator for the next project and quickly coming up with an initial
prototype for further discussion. Throughout the development and implementation
of the project, we kept a tight feedback loop with the domain scientists, to ensure
that our project (a) solved an actual problem and (b) solved the problem that was
relevant to our collaborators. To achieve this, we held regular in-person meetings,
video conferences, and visited their laboratories to observe our collaborators at their
routine data collection and processing tasks. After finishing each software prototype,
we made sure to demonstrate it to our collaborators and encouraged them to use the
software on their own. We evaluated the usefulness of our projects based on expert
feedback and specific use cases that were developed together with our collaborators.

In the initial phase of our collaboration, we focused on developing basic visualiza-
tion and datamanagement infrastructure for large-scale segmented (i.e., labeled) neu-
roscience data sets. Having built that initial framework, in later years, we shifted our
focus on visual analysis and integrating domain knowledge into our data exploration
framework. Figure 13.3 shows some of the different projects we have developed over
time.

Our firstmajor projectwas a scalable volume rendering framework [12] for explor-
ing petascale microscopy data streams. In a second step, we extended the framework
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to support interactive volume visualization of labeled volumes [4]. Using this frame-
work, scientists could interactively explore their raw image data, as well as their
segmentation data. However, a more in-depth quantitative evaluation was still diffi-
cult. To allow our collaborators to explore the data based on their domain knowledge,
we developedConnectomeExplorer [3], a tool for interactive domain-specific queries
of neuroscience data. These queries allowed the first glimpse into how different seg-
mented neural structures were connected. As connectomics is ultimately interested
in the neural connectivity of the brain, our next project Neurolines [1] solely focused
on visualizing and exploring the connectivity of axons and dendrites. In this project,
we went beyond the initial volumetric data visualization and focused on an abstract
2D view that enabled users to focus on connectivity rather than the detailed 3D
morphology of their data. Therefore, we abstracted the topology of 3D brain tissue
data into a multi-scale, relative distance-preserving subway map visualization where
each neurite is represented as a tree structure based on its real, but adaptively simpli-
fied, anatomy, and its branches. During the development of those projects, it became
clear to us that the major bottleneck of our collaborators was not the analysis of
their data, but the actual segmentation process, and tracking the segmentation status
of a volume over time. Therefore, we developed tools for visual proofreading of
segmentations [13], as well as for visual segmentation tracking and management [2].

What this list of different projects demonstrates is that the challenges and goals
of domain experts often evolve and change over time. Therefore, it is vital to meet
with them regularly, observe how they work, and to make an effort to understand
their current set of challenges. That includes not just the challenges that are stated
explicitly but also the implicit challenges that scientists might not even think of
mentioning.

13.2.3 Lessons Learned

Collaborating with domain scientists has its own set of challenges; however, it is also
incredibly rewarding.Here are some lessonswe learned during our collaborationwith
neuroscientists:

Understand the domain problem. While this hint seems obvious, make sure to
meet with domain scientists regularly. Visit their laboratory, follow them around,
and observe their work. What do they spend the most time on, what are the difficult
and/or annoying tasks? Domain scientists typically do not have a background in
visualization, so they might not know where and how visualization could be most
useful. For example, our collaborators would have never thought about a visual tool
for tracking the segmentation process over time, even though they considered this as
one of the most time-consuming and difficult tasks in their everyday work.

Define your roles and expectations. Make sure that everyone on the project is
on the same page regarding each other’s roles and responsibilities. Is the end goal of
the project a scientific publication, a useful software framework, or, ideally, both?
Make sure to address these concerns early on.
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Have auser adoption strategy.Wehave observed amuch better adoption ofWeb-
based systems as compared to stand-alone applications that require local installation
of software. Neuroscientists typically do not have a desktop PC but prefer laptops, as
they tend to move around a lot between wet laboratories and other laboratory spaces,
which makes adoption of software that requires specific hardware (e.g., GPUs, large
monitors) a lot more difficult.

Go where the domain challenge takes you, not where your previous research
has positioned you. Sometimes, you will discover interesting problems and chal-
lenges that you did not expect or foresee and that will require you to branch out into
a different area or sub-area of research. Yet, if those are the most pressing challenges
of your collaborators, embrace them and do not shy away from them. Start with the
nail (i.e., the domain problem), then find the hammer, not the other way around.

13.3 Case Study: Mechanical Part Design

Gerik Scheuermann, Markus Stommel, and Ingrid Hotz

Component design is a major task in mechanical engineering. There is a well-defined
workflow including structural mechanics simulation and analysis using the finite
element method. We looked for possibilities to use tensor visualization of stress
fields to leverage the full tensor information for the design. This is in strong contrast
to the usual reduction to scalar fields like the von Mises stress which is done in all
engineering post-processing tools. We tested nearly all available tensor visualization
techniques until we finally found a way to show directional information using tensor
lines that actually led to better component design. We describe the problem, the
cooperation process, the success of the method, and the learned lessons.

13.3.1 Domain Problem

In this case study, we look at a standard problem in mechanical engineering. Engi-
neers have to design a mechanical part with defined functional and qualitative prop-
erties which can be produced by standard methods. This is an important part of
the product development process in mechanical engineering and follows a clearly
defined workflow. First, a manual sketch is created, followed by a 2D, and finally
a 3D CAD model. This model is the basis for a virtual mechanical test using the
finite element method (FEM). The FEM result is interpreted using visualization. If
the result is sound, a rapid prototype will undergo physical tests before a classical
prototype is finally tested. If the virtual test shows problems or has to be further
optimized, the design is altered and undergoes again a FEM analysis.

As an example, we use a brake lever of a bike which is currently made from
metal and shall be replaced by a plastic component. The example is still fictitious in
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the sense that the actual manufacturer is not involved but realistic enough to show
the potential in engineering terms. The specific engineering goal is to optimize the
plastic rib support structures where the baseline is a textbook design using straight
ribs. Rib structures are the most often used reinforcement structure for injection-
molded plastic parts. Their design means the definition of position, number and
shape of the ribs while considering given boundary conditions that follow from
the manufacturing process or the part appearance. Even though there are algorithmic
optimizationmethods for somedesign steps, rib design is still amanual process driven
by the engineer’s experience. Therefore, this is a typical example of trying to support
a domain expert’s daily task by enforcing his/her intuition through visualization.

13.3.2 Process and Output

Themodern product design process inmechanical engineering is a completely virtual
process that leads to a physical prototype by 3D printing. It consists of a number
of improvements cycles. Each cycle contains 3D CAD design, FEM, and analysis
using visualization. The design criteria include part stiffness, maximum stress peaks,
weight, geometrical, or functional boundary conditions and also practical aspects of
manufacturing. For material stressing, this comparison is performed so far on the
basis of a couple of scalar key metrics.

The idea of this case study (for more details see [19]) is to use the complete FEM
result instead, especially all stress tensor information to obtain an optimal design. The
visualization partners offered the domain experts (i.e., the engineers) a framework of
almost all tensor visualization methods ever invented in visualization research. Espe-
cially, we tested multiple linked views and linking-and-brushing for stress tensors, as
well as several different tensor line methods. The engineers tested these methods and
discussed their meaning in mechanics with visualization researchers. The question
was always what does this visualization mean for the mechanics and how can the
visual information be used to improve the design. After a number of visualization
methods that did not deliver insight into the design process, we finally ended up with
tensor lines and fabric textures [14]. Here, we showed planar cuts through the stress
field. Thicker and thinner lines showed the eigen directions. This led to an intuitive
design of rib support structures; see Fig. 13.4.

This intuitive design meant to follow the tensor lines of the stress field for rib
support design. In the first step, we compared the standard textbook design with
three different rib designs following different tensor lines. In the second step, we
verified the results experimentally by 3D-printed brake levers. The results confirmed
the hypothesis that tensor lines are good guidelines for rib support structures and
lead to stiffer designs without additional material or production costs. As can be seen
in Fig. 13.5, all three test designs performed substantially better than the textbook
design. Honestly, we did not try any other designs, so basically every informed rib
design was better than the standard.
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Fig. 13.4 Tensor fabric of the stress tensor in a planar cut through the CAD model. The engineer
draws some lines manually to design rib support structures aligned with the tensor lines. Theseman-
ual lines were the basis for the first new design. Two other drawings based on the same visualization
led to the other two designs in our case study

Fig. 13.5 Maximal von Mises stress in the four different rib structure designs. The top blue bar
is the textbook result. It shows substantially higher maximal stress, i.e., the design is much worse
than the three new designs

For the engineers, a major outcome has been a hypothesis that can substantially
support the design process of technical parts. The results of the finite element simu-
lations and the experiments give evidence that tensor lines are valuable for the design
of rib patterns.

13.3.3 Lessons Learned

In this case study, it can be clearly seen that close cooperation between domain
experts and visualization scientists is needed for success. The engineers do not know
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about many modern visualization methods, so they have no access to them or no
understanding of them.Thevisualization scientists do not have enoughunderstanding
of the creative tasks of the domain expert and his/her thinking that leads from the
problem over the visual input to better solutions like a better design in this case. Also,
it is difficult and sometimes nearly impossible to find the best visual metaphors for
insight into the domain expert sidewithout classical try and error. Testing the different
methods, discussing their meaning in terms of the problem at hand is the key. In this
example, the engineers need to derive insight into the stress transport in the part,
and even more important, an idea how to place the rib support structures from the
visualization. Therefore, the lessons are as follows:

• Try to present more data than before.
• Look for information that helps the domain expert with his/her task.
• Try out many possibilities of visual representations and data.
• Close cooperation is key—present your possibilities and let the domain expert
explain their thoughts.

13.4 Case Study: Drug Target Prioritization

Marc Streit

This section describes the process, outcome, and lessons learned from a research
collaboration between the visualization group at the Johannes Kepler University
Linz and a computational biology group at the pharmaceutical company Boehringer
Ingelheim. The goal of the collaboration was to develop visual analysis solutions
that help researchers to identify new drug targets for cancer therapy. A drug target
constitutes the basis for the development of next generation drugs.

13.4.1 Domain Problem

Discovering new drug targets is a challenging process because the domain experts
need to take into account a rich spectrum of data sources. The data sources that
need to be incorporated in the exploratory analysis include experimental data from
patients, animals, and cell lines, but also publicly available knowledge of what we
know about biological processes and diseases.

13.4.2 Process and Output

Together with partners from Harvard University, we started to work with a public
cancer genomics data set from The Cancer Genome Atlas (TCGA) project. TCGA
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was a large US-based initiative that followed the goal of collecting and analyzing
biomolecular data from cancer patients for all major tumor types. Based on con-
tinuous feedback from cancer genomics researchers, we developed StratomeX [20],
a visual analysis tool for comparing patient subsets in large-scale heterogeneous
genomics data.We initially published thework as an application paper at EuroVis’12.
Later on, we extended the tool with guided exploration techniques that support users
in picking potentially interesting data subsets during the exploration [26]. In contrast
to our earlier work on StratomeX [20] that appeared at a visualization conference,
the guided exploration technique was published in Nature Methods.

A core component of the guided exploration workflow was a visualization tech-
nique for ranking genes and other entities based on statistical scores and meta-
attributes. As ranking problems appear in many different contexts, we generalized
the solution and developed the LineUp visualization technique [11]. LineUp allows
users to flexibly create and explore multi-attribute rankings. The technique was pub-
lished at IEEE InfoVis’13 where it won the Best Paper Award. LineUp was later
on also integrated as a component in the Microsoft PowerBI software. LineUp is
available as an open-source JavaScript library (https://lineup.js.org) that can be flex-
ibly used as a component in various environments, such as Jupyter Notebooks and
R Notebooks. Making the library publicly available not only increases the repro-
ducibility of the visualization research but also increases the potential for adoption
of the technique.

Publishing our visual analysis tool for genomics data in Nature Methods helped
us to gain interest from pharmaceutical companies, which finally led to a three-year
research collaboration with Boehringer Ingelheim. As part of this collaboration, we
created the Ordino drug target discovery tool [25] that at its heart also integrates the
interactive ranking technique LineUp. To increase the impact in the fast progressing
life science community, we uploaded the paper to https://biorxiv.org at the time of
the initial paper submission and made the source code available on GitHub.

Making a research prototype ready for productive use goes far beyond what a
research collaboration is able to cover. To be able to deploy, maintain, and extend the
platform, we founded a spin-off company that goes the extra mile required in terms
of software development. Only by being able to demonstrate that we can transform
innovative visualization solutions developed as part of a research collaboration into
a stable and feature-rich software, we were able to acquire additional funding for the
next phase of the collaboration.

As another positive side effect of having a collaborator that actively uses our tools,
we had access to a growing provenance graph containing automatically recorded
visualizations and user interactions from the visual exploration sessions. Tomake the
provenance information accessible to the users, we developed the KnowledgePearls
search and retrieval solution for querying and exploring similar analysis states, which
we again published in the visualization community [24].

https://lineup.js.org
https://biorxiv.org
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Fig. 13.6 Ordino visual cancer analysis tool for ranking and exploring genes and other entities
based on statistical scores and additional meta-attributes

13.4.3 Lessons Learned

One of the most important lessons we have learned is that it is essential to have
collaborators who acknowledge visualization as a scientific field that goes beyond
creating pretty pictures. Try to find out at the very beginning if your collaborators
are convinced that visualization can contribute to solving their domain problems. If
this is not the case, convincing them in the course of the project is extremely difficult
and frustrating.

Make it clear at the beginning of the collaboration what can be expected as out-
put and—even more importantly—what is out of scope. The typical outputs of a
research collaboration are visualization prototypes and publications targeted at the
visualization community. Promising more than that will likely fall on your head later
on.

Themost critical and valuable resource domain experts can contribute is their own
time. The more added value they see in the visual analysis solutions, the more time
they will contribute. The more time they contribute, the more valuable the outcome
will be for their own work as well.

Understanding the domain problem is key to being able to contribute. However,
learning about a target domain and understanding the domain-specific language are
time-consuming and can take months or even years. One success strategy is to stick
with one or few problem domains, if possible. The longer the collaboration lasts, the
more productive it becomes.
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Having a liaison person on board is highly beneficial. In our project, the actual
users of our tools are biologists and other life science experts, while our direct col-
laborators are bioinformaticians. The value and role of a liaison person are discussed
in Chap.14.

13.5 Case Study: In Situ Simulation Visualization of
Parameter Spaces

Thomas Wischgoll

This chapter describes an ongoing collaboration between the Advanced Visual Data
Analysis group at Wright State University and researchers at Wright Patterson Air
ForceBase.This research collaboration resulted in various different researchprojects,
including the simulation and visualization of a dragonfly during takeoff [16]. The
following sections will describe a visualization solution that addresses the need for
being able to visualize parameter spaces for models from the cognitive science realm.

The ability to do rapid visual assessments of parameter spaces has the potential to
change the workflow for both model simulation and model fitting/parameter recov-
ery. It enables the rapid identification of input parameters that result in similar output
data ormodel behaviors. This allows researchers to eliminate redundant input param-
eters for more efficient use of modeling and simulation computational resources. For
example, two parameters should exhibit a strong correlation, one might be held con-
stantwhile the other varied in order to capture all the uniquemodel behaviors. Further,
early visual assessment of the parameter space means that ineffective or incorrect
models may be rapidly identified and eliminated from the study. This again results
in the effective use of both experimenter and computational time. Finally, parameter
space visualizations can reveal unexpected relationships between the parameters and
model behavior. If the behavior is incorrect, errors in model design or in model may
be more easily found. If the behavior is novel, parameter space visualization will
have resulted in new hypotheses or expanded research findings.

This approach [10] is a Web-based solution that is capable of handling larger
data sets compared to other commonly available solutions. At the same time, the
described solution is directly integrated into the server structure that is used to run the
simulations for the models of the cognitive science researchers. As such, it is readily
available within the interface for starting and controlling. Hence, the researchers can
immediately run the visualization on the simulation data that was calculated so far
and make any adjustments to the simulation as necessary.

http://dx.doi.org/10.1007/978-3-030-34444-3_14
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13.5.1 Domain Problem

Web-based visualizations are of interest in this application area as they can be
directly integrated into the high-performance computing (HPC) environment. At
the same time, this approach eliminates the need to install additional software on
the researchers’ computers beyond a browser as security limitations may not allow
installation of any software of any kind. The potential for interacting with the data
and feeding any resulting visually identified parameter constraints directly into the
modeling and simulation process would further improve the modeling workflow.

The data sets typically are larger than many common JavaScript-based tools, such
asD3 [5] or Plotly can handle. Such common tool kits are not capable of handling data
sets that contain more than half a million data points. At the same time, downloading
data sets of that size takes considerable time as well. It is therefore more desirable
to generate the visualization on the server directly where the data are computed and
stored. Then, only the visual results need to be transferred which is typically a lot
less data compared to the entire data set.

13.5.2 Process and Output

This project evolved out of a close relationship between researchers at Wright State
University and the 7/11 Human Performance Wing at Wright Patterson Air Force
base. We were fortunate enough to have representatives of our collaborators be
present at regular research meetings to discuss specific approaches for visualizing
high-dimensional parameter space data. Due to the restrictive environment disallow-
ing our collaborators to install software on their own, it was quickly identified that
a Web-based solution for our collaborator’s visualization needs were a Web-based
approach. However, conventional tools or services, such as D3 or Plotly, quickly
failed to handle the size of the data sets. With more than half a million data points,
the browser typically ran out of memory so that visualization could not be achieved
with those tools. In addition, having to download each data set would take too long to
be acceptable. Instead, a server-side visualization approach was chosen. This avoids
the need for downloading the data and at the same time allows the researchers to
visualize their data while it is still being generated for in situ visualization. This
server-side approach still utilizes the D3 library. However, it uses node.js to render
the results into an image, which is then transferred to the client. Any interactive
features, such as axis, are still drawn on the client side to preserve the full interac-
tivity of the visualization approach. The server renders the visualization results in
parallel on as many nodes as are available or allocated combined with additional per-
formance enhancements resulting in faster rendering times. In addition, the parallel
approach allows us to handle significantly larger data sets compared to the original
implementation. Overall, this approach enables our collaborators to visualize their
data sets quickly. It is integrated within their Web-based scheduling mechanism and
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hence readily available to them as they track their simulation progress. The in situ
capabilities allow them to adjust parameters on the fly based on our visualization.

13.5.3 Lessons Learned

There are several lessons learned from this project that can be useful in general.
The fact that our collaborators actively participated in regular research meetings was
a great benefit to the outcomes of the project. It helped make the generated tools
better suited for their needs. Due to the fact that the visualization tools were directly
integrated into their workflow made those tools directly accessible to the researchers
using that high-performance computing platform for their simulations making it as
easy as clicking a button on their Web-based scheduling interface. Unfortunately,
the project ended as the lead team of researchers at Wright Patterson Air Force Base
moved to to a different national laboratory. However, the visualization tools are still
accessible for the computing platform.

The fact that this project uses aWeb-based platform also has the additional advan-
tage of keeping track of utilization within that server environment. Hence, this pro-
vides yet another way of evaluating the visualization tool based on our collaborators
voting with their mouse by electing whether to use out tool or not.

Overall, this project resulted in successful implementation of a visualization
approach that enabled our collaborators to directly visualize their results. It was
very well received among the users of that high-performance computing platform by
allowing them to immediately investigate their simulations while they were being
computed.

13.6 Case Study: Protein Analysis and Visualization
(CAVER)

Barbora Kozlikova

Understanding the structure and behavior of protein molecules is crucial in many
biological and biochemical fields, such as drug design and protein engineering. This
process requires studying the proteins from many aspects, including their consti-
tution, physicochemical properties, temporal behavior, or interactions with other
molecules. These properties and their combination are very hard to perceive and
understand using the traditionally used visual representations of molecules and ani-
mations of their behavior over time. Therefore, the biochemists require specifically
designed visualizations which help them to explore and understand the proteins in
more convenient and faster way. This creates very tight connection between the
biochemical and visualization fields.
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The case described in this chapter captures the interesting aspects of our long-term
collaboration with protein engineers from Loschmidt Laboratories at the Masaryk
University in Brno, focusing, namely on the exploration of the void space inside
proteins and its connection with the protein surface. Such paths, connecting the inner
voids with the surface, are denoted as tunnels in literature. There are already several
existing algorithms and tools available for tunnel calculation. One of the first tools for
tunnel detectionwas theCAVER tool,whosefirst versionwas developed in 2007 [22].
In the same year, the authors of this tool contacted uswith the request to improve their
original algorithm and to enable them to get insight into the detected tunnels. At that
point, our collaboration was established, which lasts until now. Of course, over the
years, the research tasks of the biochemists have changed. At the very beginning, they
focused on the detection of tunnels in static molecules, which was further extended
to molecular dynamics simulations [8]. The possibility to simulate longer and longer
trajectories of protein movements resulted in the situation when the biochemists are
not capable of observing such simulations frame-by-frame. Therefore, new visual
abstractions, enabling the domain experts to drive their focus only on the interesting
parts of the simulation, became a necessity [6, 7]. Moreover, recent advances in
computational capabilities enabled the biochemists to generate large ensembles of
molecular dynamics simulations. This leads to new challenges for visual guidance
and comparative visualization, which is our current topic of common interest.

13.6.1 Domain Problem

As already stated, the main focus of our collaborators from the protein engineering
group is the detection and analysis of tunnels in proteins. The presence of these void
paths significantly influences the reactivity of proteinswith small ligands entering the
protein inner space and performing a chemical reaction in the protein active site. This
specific site is capable of reacting with the ligand and the product of such a reaction
can be, for example, a basis of a new drug. On the other hand, the goal of protein
engineers is to change the properties of the protein by mutating selected amino acids,
i.e., by replacing one amino acid by another. The protein engineers proved that the
mutations of amino acids in the close vicinity of tunnels have a large impact on
protein properties [17], such as its stability in normal temperature or activity toward
ligands and other molecules [21].

With the increasing possibilities to capture large molecular dynamics simula-
tions, currently spanning to hundreds of thousands of timesteps, the domain experts
urgently needed help with the exploration of behavior of tunnels in them. They
were interested, namely in the development of the shape and properties of the tun-
nel narrowest site, denoted as the tunnel bottleneck. However, their interest was
driven toward the overall behavior of the whole tunnel as well. Here, they were
interested, namely in the changes of tunnel shape and its constitution, i.e., the move-
ments of amino acids forming the tunnel boundary. For a better understanding of
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the conformational changes of these amino acids, they also had to understand their
physicochemical properties, such as their hydrophobicity or charges of atoms.

13.6.2 Process and Output

The starting phases of our collaboration were mostly about finding the common lan-
guage with the protein engineers and understand their needs. In the first stage, we
were focusing on the improvement of the original grid-based CAVER algorithm for
the detection of tunnels, and we came with the approach utilizing Voronoi diagrams.
The next step was to visualize the resulting tunnels and their surrounding amino
acids so the biochemists could get a proper insight. The first straightforward solution
was to create a plugin for CAVER to the commonly used PyMOL tool for molec-
ular visualization [23]. This enabled us to get our algorithm to the domain experts
worldwide. However, as PyMOL was not designed specifically for the visualization
of tunnels, it could show the resulting tunnel only in a very basic way which was
not sufficient for proper exploration. Therefore, with the protein engineers from the
Loschmidt Laboratories, we decided to design and create a new tool for visualiza-
tion and visual exploration of protein tunnels. This stand-alone tool, called CAVER
Analyst, intensified our collaboration even more, as we had to closely discuss not
only the functions of the tool, but also the user interface, layout, and interaction. This
enabled us to get more insight into the daily workflow of the protein engineers, and
on the other hand, the protein engineers also had to look at their research problems
from a different viewpoint. The development of the first published version of CAVER
Analyst took several years. There were several reasons for that. First, we did not have
enough experience with designing such a robust tool which led to several bad design
choices which took us significant time to fix. Second, the fluctuation of students at the
university made the development complicated, as approximately every three years

Fig. 13.7 aVisualization of the shape of tunnel bottleneck and its changes over time.bVisualization
of tunnel width along the centerline over time and the surrounding amino acids, with their amount
of contribution to the tunnel
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the development team had changed. And getting new students to the interdisciplinary
topic and knowing the tool always took several months. Before releasing the Beta
version, intensive testing by the biochemists had to be performed. Therefore, CAVER
Analyst 1.0 was released in 2014, after almost 8 years of its development [18]. The
release helped not only with getting the tool designing specifically for tunnel explo-
ration to the community, but created a stable platform for further prototyping of new
visualizations. Since 2014,wewereworking, namely on designing specific visualiza-
tion methods for visual exploration of large molecular dynamics simulations, which
are not anymore observable by traditional animation. We designed very abstracted
representations of changes of the shape and surrounding amino acids of the tunnel
bottleneck [6] (see Fig. 13.7a) and a method for exploration of tunnel changes along
its centerline [7] (see Fig. 13.7b). Both representations helped the biochemists to
design proper mutations of amino acids surrounding a given tunnel. The application
of these mutations had a significant desired impact on the functions and properties
of the corresponding proteins.

In 2018, we released the 2.0 version of CAVER Analyst [15], which contains
these techniques for visual exploration of single trajectories of molecular dynam-
ics simulations. Currently, we continue in the successful collaboration in the same
manner as it proved to be worthwhile for both partner sides. We collaborate on new
techniques for visual exploration of ensembles of trajectories and their comparison,
and again, we are using CAVER Analyst as the prototyping environment.

13.6.3 Lessons Learned

This project taught us several important things about successful collaboration which
are worth to share.

First, building a trust between two research groups, having the research interest
in completely different fields, is a long-term run. Except for speaking the same
language, we had to clarify our research goals and expectations from each other. The
protein engineers had to understand that our basic research is based on designing
new visualization methods and publishing them on visualization venues, and we had
to keep in mind the real usability of the designed methods and their benefit in the
biochemical research.

Second, designing a tool for prototyping and for public release is completely
different. However, creating the tool with keeping in mind the actual users makes
also the future prototyping much easier for the developers. In our experience, the
prototyping tool is more sustainable if it is paid attention to its usability as well.

The biochemists can also participate on the visualization publications which
makes the collaboration even stronger. We decided to include the protein engineers
to our publications by helping us with designing, performing, and describing the case
studies, demonstrating the usefulness of our newly developed methods.

To conclude, this still ongoing project is already for several years resulting in
interesting visualization methods which gave our collaborators the necessary insight
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into protein tunnels and their behaviors and properties. Moreover, the CAVER tools
are well accepted by the community, which was one of the initial goals of our col-
laboration.

13.7 Small-Scale Visualization Projects

Johannes Waschke and Mario Hlawitschka

Visualization as a field of research aims to support the evaluation and presentation of
data delivered from domain experts. Some domains work with highly complex data,
which in their native form might be too challenging for the human understanding.
This is for example the case with multi-dimensional data like diffusion MRI data,
which heavily rely on visualization and therefore attractmuch research interest. In the
shadow of these projects, however, many smaller challenges are waiting for the visu-
alization community. These challenges span time ranges of several working weeks
or months, up to a single working year. In contrast to larger projects, which heavily
depend on data processing and visualization as a means for further understanding,
the purpose of short-term projects might remain in the production of beautiful and
informative figures. The focus lies on a better presentation of domain experts’ result.
Basically, scientific visualization in that case extends the work of a graphic designer,
but with difficulty increased for two reasons: First, visualization in scientific context
requires for scientific validity. Second, complexity of the utilized data types is usually
higher and therefore demands for enhanced knowledge in data processing.

13.7.1 Domain Problem

This chapter explains the general concepts of small-scale visualization projects rather
than focusing on a single experience. However, we worked on a number of problems
arising around trajectory data, which should serve as an example here. The goal for
trajectory data is to present a number (up to tens of thousands) of motion paths or
connections, which often overlap, twist, or occlude each other. The presentation of
such data should emphasize certain data characteristics. Interesting characteristics
could be similarities between subsets of the data, as well as additional properties
like speed or direction of trajectories. Evaluation of this data cannot be solved with
standard image processing software, and thus, we see two options how to proceed.

One option for the experts is to do it by themselves. The methods of evaluation
and presentation naturally depend on the interests and abilities of the respective
researcher, and they are biased by both official and “unspoken” rules of the concrete
research domain. An example is to track the motion of a surgeon’s instrument with
the purpose to classify the performance of the surgeon. Given the trajectory data,
physicians tend to prefer an evaluation performed by a number of experts which
should describe or rate qualities of the motion. Examples for such evaluations are
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verbal phrases like “very direct” or “many attempts” rather than using standardized
tests. Other research fields prefer quantified results, which include parameters like
speed or distance. Hence, the way of evaluation depends on individual knowledge
and the domain’s standards. All of these results might be good enough to answer the
domain’s research question, but they lack visual power for a presentation, and they
only contain a limited degree of information.

The second option is a collaboration between domain experts and visualization
researchers. Of course, scientific visualization also cannot provide all possible infor-
mation in one single image, but it can extend the perspective and try to maximize
the information level. Furthermore, it should be clear that visualization must con-
sider the abovementioned qualitative and quantitative evaluation steps and therefore
should be seen as an extension of traditional evaluation steps. As often stated, the
open dialog between both sides, and the interest to understand each other’s needs, is
crucial.

Besides the knowledge of visualization techniques, as well as experience in possi-
bilities and limitations of visual data presentation, technical factors play amajor role.
Domains with little relation to computer science are accustomed to work with stan-
dard software like Excel and PowerPoint. However, the abilities of these frameworks
are limited, and their visualization results often are some kind of generic graph. As
soon as we leave common data types, which can quickly be the case for individual
experimental setups, data processing is a challenge for domain experts. And how
can you visualize data that is even hard for you to simply open, read, and store? For
many data types, specialized software frameworks exist. Application of them can
be, unfortunately, a complicated endeavor, since they might be hard to find, hard to
install (or have to be self-compiled), and hard to use.

13.7.2 Process and Output

Theworking steps, as we have experienced, are relatively straightforward and similar
compared to descriptions from the previous sections. It is unquestionable to have a
solid relationship between visualizers and domain experts that builds on mutual
interest to understand and help each other. On the one hand, domain experts must be
open for new ideas, and they must sacrifice time to formalize the problem and give
feedback. On the other hand, the visualizers should carefully avoid ludicrous visual
experiments that distract from the actual work of the domain expert. These small-
scale projects are meant to benefit the presentation of another domain’s research and
not to push visualization research to new limits.

In the beginning, the problem should be stated, and the needs of the domain experts
should be clarified. It is apparently helpful to consider their ideas and previous work,
but we also recommend to keep some distance—to avoid a biased perspective on the
problem solution. As an example for trajectory data, we want to bring up a question
that concerns the level of abstraction of the visualization. For various domains, it is
interesting to (only) have an abstract view on the data, which for example summarizes
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trajectories to clusters, or which simply presents features derived from the original
data. However, in the medical field, absolute positions often have high meaning
and abstractions are less popular. Physicians prefer to see unaltered positions in
anatomical context and points like these have to be learned during the meetings.

In our experience, further developmentwas performed in numerous iteration steps.
After a couple of days or weeks, we presented a prototype and proposed some options
how to continue. These prototypes gave the domain experts a quick preview on the
realistic outcome. Demonstrations of the prototypes regularly gave the experts new
ideas that could be considered for further development of the visualization. This is
repeated as long as the resources allow it. Finally, a common result is a set of figures
that is planned to be used in the domain expert’s publication.

13.7.3 Lessons Learned

First of all, there are technical questions concerning the implementation of the visu-
alization algorithm. While we generally aim for the goal to fabricate reusable visu-
alization tools (which includes a user-friendly interface, documented API, tutorials,
and so on), the reality struggles with time pressure and short working periods. In our
opinion, a lot of time can be wasted onmaking the software too “consumer-friendly”.
Since this is against common software development rules, we want to provide further
explanations on that. Small projects often involve very specific data types, and the
visualization is highly individual as well. The chances of the visualization algorithm
to be ever used again—in that concrete implementation—might be very low. Thus, it
simply saves time to handle the technical steps by yourself and provide only the result
images to the domain experts. Additional features, like a graphical user interface or
a beginner’s guide to the software, could cost some months of work but are probably
never used—and thus a waste of time.

Some visualization problems are too challenging for standard software (and com-
mon knowledge), but not interesting enough to be an active field of visualization
research. Nevertheless, solving these problems and proposing creative visualizations
help the domain experts to compose better papers with at least improved conveyance
of their research results. However, there are negative aspects for the scientific visu-
alizer. Since the quantity of the newly created knowledge is usually small—we are
considering projects of several weeks or months—publication as a full paper might
be inappropriate. The chances to be successful within the visualization community
are higher for long-term projects (with a higher degree of new results) or at least for
multiple accumulative projects with similar challenges. The scientific visualizer is
here, up to a certain degree, a service provider for the domain experts.

This raises two questions. First, who is responsible for the funding, since low-
grade publications do not help to raise money? One answer is the institutes that
employ researchers of multiple disciplines. This provides the additional benefit of
closely situated working places and therefore good conditions for interdisciplinary
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collaborations. Outside of these institutes, small-scale visualization challengesmight
only be worth to keep as a side project.

The second question is about publications and the scientific reward for the work.
Since it seems harder to publish in a high-impact visualization medium, the point
of co-authorship in a domain-specific journal should be raised early in the meetings
with the domain experts. The visualization researcher could be co-author in a high-
level journal of the experts’ domain and—if the methods are not covered in the paper
yet—on a small conference or at a poster session. Another promising function of
small-scale projects is to use them for teaching and for thesis projects of students.
They formapractical problemand thusmotivate the students to grow into the research
field of visualization—small-scale projects can be a nice starter for a research career.
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Chapter 14
Collaborations Between Industry and
University

Daniela Oelke and Ariane Sutor

Abstract This chapter describes experiences with collaborations between industry
and data analysis experts (incl. visualization experts) at a university from an industrial
perspective. The authors are visual analytics and data analysis experts in an industrial
research department and are among other things coordinating collaborations between
universities and the domain experts of the company. The text summarizes experiences
made in many years of collaborations with different universities and institutions. We
compare different collaboration models, share our lessons learned and work out
success factors for collaborations between universities and industrial partners.

14.1 Why Do We Collaborate with Universities?

In a collaboration, both partners have expectations and goals they want to achieve.
For the academic partner, this may be the desire for an interesting research problem,
the opportunity to get access to data that otherwise would not be available, or simply
the need to raise funding for the own institution.

For enterprises, university collaboration plays a key role to support their strive for
sustainability and growth. The most important objective for a university collabora-
tion is to foster innovation; more concretely goals include creating value within the
company through alignment with research and to leverage expertise from outside.
Besides innovation, another important goal is external branding by getting external
recognition towards thought leadership as well as to engage with talents.

The different perspectives of the academic and the industrial partner also become
apparent when looking at how success is measured. Our academic partners often tell
us that the number and quality of the publications resulting from the collaboration
are an important success factors for them. Desired outcomes from university collab-
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orations for enterprises are manifold. Most obvious is the growth of business or the
creation of new business in application projects for the company. Also, the creation
of intellectual property is an important asset. Finally, university collaborations are
a prime source for establishing contact with new talents through student programs,
Ph.D. programs, or hiring of new employees. A less obvious ambition for enterprises
is to trigger new lines of research at universities in areas that are of interest.

Ideally, the developed concepts and tools are directly applicable to our own data
or a proof-of-concept is made that a new idea can be employed in our application
domains. Easy to use demonstrators that also permit to load new data in help us to
reuse and communicate new ideas within our company. But also evaluations can be
a valuable result of collaboration if they can guide future directions of research and
development within the company.

We call projects that meet the needs and expectations of both partners the “sweet
spot” research topics. Experience shows that these topics are only a subset of the
topics which would be of interest for one of the two partners.

14.2 How Do We Organize Collaboration with Academic
Partners? (Collaboration Management)

Being researchers ourselves but at the same time a part of the company, we are able to
facilitate the communication between the domain experts and the researchers at the
university. We consider it as our job to search actively for suitable tasks and data for
such a collaboration and to help the domain experts to define the task in a way that a
researcher can work on it. Understanding both worlds and also the technical field of
the collaboration partners, we are able to act as liaison persons [1] during the whole
process from working out the task description and the contract to the collaboration
process and finally, the examination of the results. This has proven to be a successful
collaborationmanagementmodel in the past whichwe can also recommend to others.

How do we choose suitable academic partners? Of course, the reputation and
proven track record of a research group in the concrete field of interest is a key driver
for our decision. Furthermore, we aim at establishing a trusted partnership based on
personal contact and longer term collaboration. On the other hand, the decision is
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also influenced by objectives which are set on company level such as focusing on a
limited number of strategic partner universities, global presence and a distribution
of partners according to the company’s needs, or the overall available budget.

14.3 Different Types of Collaboration Models and Their
Pros and Cons

Over the years with have tried different collaboration models. In the following, we
briefly comment on their advantages and disadvantages from our own point of view.

Short-term
collaboration

Ph.D. student at
university

Ph.D. student in
company

What is it? A Ph.D. student at a univer-
sity is financed by the com-
pany for a smaller project,
e.g., for 1 year

A Ph.D. student is financed
for a period of 3 years by the
company but is employed by
the university

A Ph.D. student
is financed and
employed by the
company for 3 years

Pros • Possible to keep the
topics close to current
needs/interests of the com-
pany

• Ph.D. student gets input
from both sides, the univer-
sity and the company

• Can also work with
confidential data

• Easier to align with 1-year
budgets

• Efficiency increases over
time (because the partners
know each other better and
the Ph.D. student has learned
about the domain)

• Learns a lot about
the domain and
the company and
is, therefore, also
more likely to create
business impact

Cons •Topicmust fit to an existing
Ph.D. thesis

• Difficult to finance
if research budgets are
assigned on a year-by-year
basis

• Less contact to
academia/the
university

• Ph.D. student may not
have enough time to get
acquainted with the domain

•Difficult to define a “sweet
spot” research topic (see
Sect. 14.1) for 3 years in
advance

• Higher time invest
for the company in
supervision

• Higher overhead costs
(financial + time invest
when working together)

14.4 Lessons Learned

Looking back at our past collaborations, we recognize that not all of them were
equally successful. This raises the question of what fosters or hampers a successful
collaboration. In the following, we share our lessons learned.
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• Aiming for “sweet spot” research topics As explained above (see Sect. 14.1),
the industrial and academic partners may have different motivations for working
together. Finding tasks that satisfy the needs of both sides is not easy. It requires
close collaboration of the two partners (already in the definition phase) and the
willingness to accept that not everything that is interesting for one of the partners is
a suitable topic for the collaboration. But the resulting win-win-situation is worth
the effort. To ensure that collaborations become successful for both sides, it is vital
that the academic and industrial partners meet on eye level. This is facilitated if
at the side of the industrial partner also researchers are part of the project and an
open exchange of ideas is practiced.

• Longer collaborations are more efficient This is true for a number of reasons.
Most importantly, a longer term collaboration ensures a better mutual understand-
ing and helps to establish “sweet spot” collaboration. Also, the overhead of getting
a collaboration started is high. It, therefore, pays off to aim for longer collabora-
tions (which can also be made up of a series of short-term projects though).

• Mitigating barriers Barriers may include legal efforts and IP negotiations at the
beginning of a project. The concept of working together with trusted strategic
partners in multiple long-term projects as well as assigning sufficient budget and
management attention helps to mitigate these barriers.

• Topics of short-term projects should fit a Ph.D. thesis (if performed by a Ph.D.
student) In a short-term project, it is beneficial if the topic of the collaboration
project fits the topic of the Ph.D. thesis of the student working on it. This prevents
that the student is torn between working for the project and doing work for his/her
own Ph.D. thesis and ensures a high motivation of the student.

• Ph.D. student needs a close by advisor Especially, junior Ph.D. students need a
good supervision if they are to work in challenging research projects. This super-
vision should be provided by the partner that employs the student (support from
afar by the other partner does not work well in our experience).

• Clearly specifying task and data In the past, we tried both (a) agreeing on a
general research direction but leaving the task and data to use open and (b) clearly
specifying the task and the data that the solution shouldwork for. In our experience,
in the latter case, chances are much higher that the research will have a business
impact at the end. Accepting this higher effort when (collaboratively) defining
the project pays off at the end. Another stumbling block is the fact that some
data cannot be given to academic partners because of confidentiality restrictions.
Therefore, it is vital to ensure early on that there is appropriate data to work on.

• Regular meetings of both partners Both partners should meet regularly during
the project time—either in person or via conference calls. This ensures that all
relevant information is passed on and potential misunderstandings are dispelled
quickly.

• The value of a liaison person Someone who has never done research by himself
may not be aware of what it takes to do good research. Similarly, someone who
has always been in academia does not fully understand the goals and constraints of
the industrial partner, nor does she/he understand the specific application domain.
It has proven useful to have a researcher working in the specific company as a
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liaison person coordinating the project. This person is then able to facilitate the
communication between both sides and can help to make the collaboration project
a success for both partners. (See also [1])

Disclaimer: We are aware that there is a great diversity of needs and premises
between different industrial partners when collaborating with universities. This work
can only describe our own specific experiences and perspective. Nevertheless, we
hope that it helps to raise a common understanding between academic and industrial
partners and that our lessons learned will act as a catalyst for successfully imple-
menting new collaboration projects.
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Chapter 15
Collaborating Successfully with Domain
Experts

Mario Hlawitschka, Gerik Scheuermann, Christian Blecha, Marc Streit
and Amitabh Varshney

Abstract The goal of visualization is to provide users with (human) insight into
(digital) data, and more than just an action of drawing some pictures based on the
data. Asmost visualization images are not interpreted by visualization experts, but by
other users, such as domain experts, “users play a central role in visualization [15].”
Practically no one in the visualization community would seriously question this
fact. Many researchers in the community stress the relevance of users, including
Lorenson [6] who warns of the possibility of the death of visualization without
applications, and the members of a more recent IEEE VIS panel [16]. Only users
can finally confirm the relevance of visualization because “the overall aim is to
achieve the grand vision of enabling data understanding in science, engineering,
and society [16].” While visualization has an ambitious goal for serving broader
audiences (see Part IV of the book), successful collaboration with domain experts is
essential to prevent the possibility warned by Lorenson [6]. In this chapter, we collect
experiences and ideas that should helpmake such collaborations with domain experts
a success. It is necessary to note that we take a broad definition of collaboration as
the basis of our discussions, i.e., any close cooperation between visualization experts
and domain experts. A finer discrimination of different kinds of cooperation can be
found in the article by Kirby and Meyer [5]. We present our considerations in three
aspects: domain, domain expert, and collaboration methodology. Finally, we discuss
how to impact as the main measure of success can be made.

M. Hlawitschka
University of Applied Sciences, Leipzig, Germany

G. Scheuermann (B) · C. Blecha
Leipzig University, Leipzig, Germany
e-mail: scheuermann@informatik.uni-leipzig.de

M. Streit
Johannes Kepler University, Linz, Austria

A. Varshney
University of Maryland, College Park, MD, USA

© Springer Nature Switzerland AG 2020
M. Chen et al. (eds.), Foundations of Data Visualization,
https://doi.org/10.1007/978-3-030-34444-3_15

285

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-34444-3_15&domain=pdf
mailto:scheuermann@informatik.uni-leipzig.de
https://doi.org/10.1007/978-3-030-34444-3_15


286 M. Hlawitschka et al.

15.1 Domains Matter

Visualization plays a prominent role in any data-intense science, engineering,
social science, or humanities discipline today. Therefore, an individual visualiza-
tion researcher may choose an application domain among several options. There
is always a choice, and due to shortage of time, a single researcher cannot go for
all options! Finding answers to the following questions might help in the selection
process:

• Why now? What is the technology or methodology catalyst that allows to make a
significant contribution in this domain now?

• Why here? What is the advantage of doing this at a specific university? Is there
specialized equipment? Are there world-famous scientists?

• Why does a researcher pick this particular domain? Is there a personal interest
that drives the potential collaboration? Is there some potential for impact in the
visualization domain?

The visualization researcher needs to be aware of the fact that every new application
domain comes with some costs. It takes time to learn enough about an application
domain. You do not need to become an expert yourself, but you need to understand
the language [13], the way of solving problems, and typical problems. Also, the visu-
alization researcher needs to know his/her own field, i.e., visualization [13]. While a
specific application domain may utilize some general techniques, existing software,
etc., which may be used in many other domains, making the visualization research
specially related to this particular domain can yield more meaningful impact. This
requires a lot of time. Because a discipline may be at a point where most researchers
do not know all aspects of visualization (at least equally well), many visualization
researchers are able to deliver successful collaborative research by sticking to one
or two domains! In some cases, this has created subfields in visualization, such as
flow visualization, biological visualization, ormedical visualization—and evenmore
specialized areas like tractography.

15.1.1 The Knowledge of Domain Experts Makes the
Difference

Besides the domain, the domain expert is central to the success of the collaboration
from the visualization point of view as well. This is also pointed out by Sedlmair
et al. [13] paper in their “winnow” phase. Nearly all of the case studies in this part of
the book (e.g., Chap.13) emphasize the expert’s role. Without the domain expert(s),
these success stories would not have happened. It is as crucial as the first part—the
best domain is pointless if the domain expert and visualization researcher do not
work as a good team. Clarifying the following questions is important:

http://dx.doi.org/10.1007/978-3-030-34444-3_13
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• Does the expert know about the most important problems in the field? Does he/she
show a taste in elegant problems with impact?

• Is there a common understanding of the goals of the collaboration?
• Are the visualization researcher and domain expert equally knowledgeable in their
respective domains?

• Is there an appreciation of career needs of visualization researchers by the domain
expert?

• Is there a balance in funding, i. e. are both sides independently funded, or do both
go for joint funding, preferably as equal partners? Collaboration does not work
well if one partner is funded and the other is not!

If this sounds complicated, keep in mind that a good domain expert needs someone
like you. If you do not trust us, look at articles like the work by Jenkins [3] about the
relation between computational biologists and classical biologists. Obviously, there
may not be an ideal fit in some cases, so a visualization researcher needs to look
around, talk briefly to several potential partners, and make an informed decision.

There are some situations that should be avoided. As Pretorius and Wijk [12],
Sedlmaier et al. [13], and others have stressed: The expert needs to be able to pro-
vide real data. It needs to be in a known format, and it needs to be accessible right at the
beginning by the visualization researcher. One author of this chapter has experienced
more than once that a highly motivated, talented PhD student waits for more than
half a year—or even longer—for data that cannot be accessed because of communi-
cation problems, format issues, or problems with non-disclosure agreements. Also,
the domain expert needs to reserve sufficient time and interest to discuss the data,
its background, the current workflow, and evaluate possible visualization designs.
This concerns the funding question, the challenge of having a common interest, and
speaking the same language. Authors of this chapter have experienced medical doc-
tors that understand visualization as imaging procedures like MRT or CT instead
of using graphics for data analysis. Also, if potential collaboration partners believe
that the task of visualization is just about generating nice images for publications,
but has no influence on any semantic understanding (which may only be derived
by theoretical considerations and quantitative measurements), they are certainly not
optimal partners for starting a collaboration. The visualization researcher also has
to avoid to be just the software engineer. Doing some engineering as part of the
project is fine, but both sides need to be clear about the interest gap [15]: “The
visualization researcher aims at publishing in journals and at leading conferences
in visualization, and therefore, he/she focuses on developing new and interesting
methods and techniques—that is interesting in the eyes of his/her visualization col-
leagues.” Therefore, “the focus is mostly on novelty and not primarily on usability,
including down-to-earth issues such as the kind of data sources that can be handled,
availability on various platforms, ease of installation, and ease of use. These issues,
however, are crucial for the domain expert, who’s primarily interested in tools that
will help him to work faster and better.”

Another problem that is closely related to the interest gap described above is the
“hit-and-run” mentality that can often be observed in our community. In the hit-
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phase, visualization researchers develop prototypes that are published in the visu-
alization community as application or design study papers. After the paper is out,
PhD students have to move on to the next paper that brings them closer to finishing
their PhD. However, they usually do not care too much about the impact of their
work in the target domain. This is the beginning of the run-phase. Collaborators
will quickly realize that the prototypes are nice proof-of-concepts but are often not
readily applicable to their real-world analysis problems and needs. Reasons for this
are, for example, missing data importers, a lack of scalability of the prototype to
larger datasets, or a lack of standard features that were not interesting enough from
a research perspective to be implemented. As a consequence of this collaboration
model, the funding will not be extended after the initial project period and both sides
move on to new collaborations. This is unfortunate because the longer collaborations
last, the more productive they usually become.

15.1.2 Methodology Helps

The third ingredient to success is the collaboration approach andmethodology. There
are few articles on this topic, including Sedlmaier et al. [13], Kirby and Meyer [5],
and Wijk [15]. However, many authors derive from their experiences that no single
approach works always, see, e.g., [16]. Nevertheless, the literature and our own
experience show that successful collaboration is much more often the result of a
good plan. As Pretorius andWijk [12] noted, many visualization researchers without
much experience in collaboration would probably start with a basic pipeline for the
design of interactive systems like:

(1) Identify user requirements
(2) Develop alternative designs that meet requirements
(3) Implement the designs in interactive prototypes
(4) Evaluate the prototypes.

While the second and third steps are typical for many successful collaborations, the
first and last steps require care and are far less straightforward.

Regarding evaluation, visualization defines its goal as providing insight to the
domain expert(s). However, as Pretorius and Wijk [12] explain, evaluation is quite
difficult based on this goal if one looks at North’s characterization of insight [9]:

• Complex data creates understanding that influences further insight.
• Deep insight is sought raising new questions.
• Insight is qualitative and therefore difficult to quantify.
• Unexpected insight makes evaluation difficult, as great discoveries are rare and
cannot be guaranteed.

• Insight is based on domain expert’s knowledge.

While there are several ideas out there for evaluation, see the respective part of
this book, for example, the first part of defining the requirements is even more tricky.
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Wijk [15] says: “If the expert is interested in explorative visualization, then he/she
is probably aiming at advancing the state of the art in his/her domain. This also
means that he/she is not exactly sure and cannot express what he/she is looking for,
except that he/she is aiming for new insights.” Therefore, it is quite common that the
requirements cannot be defined at the beginning, and that collaborators are not able
to define what they want to see. It becomes part of the process and a task for the team
of domain expert(s) and visualization researcher(s) to define the goals based on their
respective knowledge. In the words of Pretorius and Wijk, the domain expert will—
based on existing knowledge and new insights— define during the collaboration
what he/she wants to see. The visualization researcher will try to define what the
data want to be by leveraging his/her knowledge on visualization methods, and new
ideas along the way.

Another aspect is quite often overlooked without experiences or good training:
The visual analysis process will almost certainly take detours! If users are not able to
list typical questions or recurring tasks, and the burden of identifying opportunities
is shared between domain experts and visualization researchers, this means that
assumptions change during analysis. Consequently, the team needs to be prepared
to change them! This may even mean that the whole process becomes a loop rather
than a pipeline.

For the second step of developing alternative designs, it is critical to know the
visualization literature. Together with phase three, it can be ideal if you have many
techniques already available, so different designs can be tested nearly immediately.
This was an essential factor in the mechanical engineering case, as described in
Sect. 13.3. The group of Ingrid Hotz had nearly all tensor visualization methods
implemented in their tool, so we could test them with the engineers within a few
weeks.However, this strategydoes notwork in cases inwhich the application problem
(even application domain) is very specialized and no best practices yet exist. The
domain expert may deal with extremely complex phenomena, and only a handful of
potential experts will ever look at this type of data. Therefore, only a few or even
practically no applicable visualization techniques may exist. The point here is that
the visualization researcher knows this, and then he/she may be happy already: If
the task cannot be automated and there is real data, it is almost certain that there is a
new visualization question involved.

Regarding the implementation phase, it is good to keep in mind that one creates
several prototypes in the course of the collaboration. A good advice here is “fail
fast.” This means fast implementations and early evaluation. It is undesirable if an
implementation takes 10 months because your student is very slow, and then your
collaborator leaves to another country and a different research direction, so the task
is gone! One author experienced this during a collaboration with veterinary medicine
experts and got basically nothing out of the project.

However, there is quite a list of very helpful questions that should be asked by the
visualization researcher early in the process:

http://dx.doi.org/10.1007/978-3-030-34444-3_13
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• Is there an application driving the collaboration, but a win-win for the domain and
the field of visualization? Visualization wants to be helpful, but it needs to avoid
providing technical support only!

• Is the team working on real problems with high potential impact?
• Are both partners participating face to face as equals?Here, the senior visualization
researcher must not delegate the cooperation to students or committees!

• Is there an interesting visualization research question?

Regarding the last question, it is typical that it cannot be answered directly. One
author experienced this with a recent work on splat detection in fluid flows. The
original question was to help understanding heat transport between a wall and a
fluid. It becomes clear in the process that due to the high heat diffusion in the liquid
metal, the processes directly at the wall are central. Looking at them, the mechanical
engineers and the visualization team found out that a so-far overlooked feature called
splat is central for the transport; see [10, 11]. A great success story was recently
published by Liz Marai’s group [7]. In their work on turbulent fluid flows, they
realized that the famous mantra from Shneiderman [14] of overview first, zoom and
filter, then details-on-demand does not fit the needs of their domain experts. They
wanted the details first, because they know the overview, i.e., the geometry and the
overall flow quite well!

In general, it should be noted that the above remarks on methodology concern
mainly collaborations between a small number of research laboratories, typically at
universities or research institutes. If the collaboration extends and gets more ambi-
tious to develop software systems that are used by many people for a longer time,
usability, sustainability, platforms, funding over longer times come into play. Weber
et al. [16] call for such work and indicate the potential and challenges. If the goal is
to finally deploy a solution at commercial companies, a recent article by Kasik and
Dill [4] is very helpful.

15.2 Creating Impact

While there is a strong personal side to success, there is also the notion of impact
on a scientific discipline. One can still see subjective aspects here, but the overall
idea is to look at the change in thinking, methodology, or established knowledge
in a discipline that is well received by most members of the respective scientific
community. This is far less subjective and can often be agreed on, at least by looking
back a few years later.

Novel research should find its place in science and important research should
ideally have an impact not only in its own field but may reach out to other disci-
plines. When visualization researchers collaborate with domain experts, typically at
least two disciplines are involved and high-quality research may have an immediate
impact in both disciplines. In many cases, however, the work is either only visible
to researchers from the visualization community or the application community—
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depending on where it is published. There are many great application and design
study papers published at top visualization venues that have never or rarely been
picked up by practitioners from the application domain. So the question is: How can
we as visualization community improve this situation?

We postulate that good interdisciplinary visualization research should make an
impact in both, the visualization community and the application community. Of
course, the impact when working with domain experts directly instead of doing
basic visualization research is more direct and immediate. It should be recognized
that typically the aspects of the research that creates the impact in these communities
may be different depending on the target audience. However, this fact is often not
acknowledged by reviewers who see dual publication strategy critically in terms of
scientific novelty. In the following two sections, we discuss strategies to increase the
impact of interdisciplinary visualization research in both the visualization community
and the application domain.

15.2.1 Impact in Visualization

A common problem of application and design study papers is that they often focus
too much on the domain problem and on presenting a tailored solution that addresses
the given domain-specific tasks. While the work can be highly useful for solving
the application problem, it is often difficult for the visualization community to learn
something from the work. In turn, this leads to the situation that many application
and design study papers have no long-term impact in the field of visualization.

Here are a few suggestions to improve this situation:

• Work hard to understand and characterize the domain problem. Explicitly discuss
the target users, their tasks, and the data to be analyzed in a structured way. The
nested model [8], for instance, provides such a structure.

• Generalize and abstract the problem, data, and tasks by stripping away the domain-
specific language. A carefully done abstraction process adds value for the visual-
ization community, because itmakes the problembut also the solution applicable to
other domain problems. A detailed discussion of abstraction and abstract thinking
in the context of visualization is given in Chap.2.

• The complexity of the target domain can make it difficult for visualization
researchers to digest the results and see the potential value in other contexts.
Besides abstraction, a successful strategy to alleviate this problem is to pick a toy
dataset that is easier to understand for researchers from the visualization commu-
nity for demonstrating a novel approach. The LineUp ranking technique [2], for
instance, was originally developed for ranking of genes in the context of cancer
genomics but has been applied to the more general use case of university rankings.
This made it significantly easier for visualization researchers to understand the
technique and its potential applications.

http://dx.doi.org/10.1007/978-3-030-34444-3_2
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• If possible, try to apply the solution to problems from two or even more domains.
A user interface to interactively query and explore any type of volumetric data is
more valuable than a system that just works on neuroscientific data.

• Make your solution available as open source so that other researchers can apply it
to different domains and problems. You never know in which context your work
might turn out to be useful in the future.

15.2.2 Impact in Application Domains

Application and design study papers often do notmake it past the initial software pro-
totype. Long-term adoption is difficult and takes additional effort. ABioVis Dagstuhl
seminar group referred to this as the “valley of death (see [1, p. 54]).”

In the following, we provide a few suggestions on how to increase the potential
impact in domains beyond the field of visualization:

• Make your prototypes available as open source and promote usage of your system.
Maintaining the code that is the outcome of academic projects is challenging.
However, even unmaintained code can be valuable because someone may pick
it up a long time after the end of the project and use it for a different purpose,
e.g., for comparing a new algorithm or technique with already published ones. If
possible, also make the datasets available that have been used for use cases or case
studies. Note that it also makes a difference whether the collaboration partners are
from industry or academia. Collaborations from industry often do not care about
making the solutions to open domain-specific problems available to the general
public. Sometimes this is even actively blocked because making the results public
would also make the know-how available to competitors.

• Create Web-based tools and systems that do not rely on specific hardware archi-
tectures. This way, the code is easier to adapt and reuse.

• Publish your results in the target domain as well. Otherwise, researchers from
other communities will likely not be able to find your work.

• Try to get funding for software developers. Engineers can contribute a lot to the
success of a visualization project. For instance, they can take care of implementing
features that are not interesting froma scientific point of viewbut that are extremely
valuable for your collaborator. Also, professional software engineers will make
your prototypes more stable and scalable, which increase the probability that the
collaborators use them for their actual analyses.
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Part IV
Developing Visualizations for Broad

Audiences

The dramatically increasing ubiquity of visualization has greatly expanded the size,
breadth, and diversity of audiences who view the visual representations created. No
longer are visualizations primarily viewed by an experienced group of scientists
who are experts in the data shown in the visualization. Audiences for visualization
nowadays commonly include educators, students, decision-makers, self-educated lay
experts, museum visitors, website readers, engaged citizens, the casually curious,
and random collateral viewers. While these increasingly “broad audiences” are an
encouraging sign of the increased importance of visualization, there are also emerg-
ing challenges in designing visual representations for, and providing visualization
technology to, larger and more diverse audiences.

The chapters of this section explore the challenge of developing visualizations
for broad audiences. The discussion begins with definitions and context. It con-
cludes with some challenges and open issues. Between those two bookends are four
chapters drawn from the experience of developing visualizations in four different
settings: A climate research institute with audiences from the scientific community
to policy-makers to the general public, a large government science agency producing
visualizations to be broadly distributed online and in public spaces, a science center
or museum with interactive installations, and educational settings where students
interact with or create visualizations. These chapters discuss challenges of creat-
ing engaging and comprehensible displays, abstracting large and complex data, and
accommodating diversity of knowledge and goals in the audience.



Chapter 16
Reflections on Visualization for Broad
Audiences

Michael Böttinger, Helen-Nicole Kostis, Maria Velez-Rojas, Penny Rheingans
and Anders Ynnerman

Abstract Visualizations intended for broad audiences present challenges and poten-
tial not typically seen in the more typical situation of creating visualizations through
a close collaboration with a domain expert who is already motivated to understand
the data through the visualization. In contrast to the explorative character of the pro-
cess where visualization is used to gain a better understanding of new data within a
research workflow, we will focus here on the development and design of fine-tuned
visualizations or tools for communication purposes. More specifically, we define
visualization for broad audiences as creating visualizations or visualization tools
intended for heterogeneous audiences (who may have domain knowledge but differ-
ing abilities), distinct audience groups (domain experts in different part of a process
who have different goals), large groups of collaborating experts, or the general public
(who may have neither domain knowledge nor inherent motivation). Challenges of
creating visualizations for broad audiences include defining the characteristics and
goals of the audience, engaging those without an inherent motivation to explore the
data, and harnessing the techniques of storytelling to create an effective and satisfying
communication. This chapter includes some reflections on basic ideas and concepts
to address these challenges. More practical examples of successful projects carried
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out within different settings are presented in the following chaps. 17, 18, 19 and 20.
The final chap. 21 discusses current challenges and open issues.

16.1 Definition of Broad Audiences

In contrast to a focused audience such as a group of domain experts, a broad audience
ismostly understood as the exact opposite. As a first approximation, a broad audience
can be defined as the general public—i.e., a group that includes virtually everyone,
and that has a very wide spectrum in knowledge and interests, varying age groups,
varying cultural, geographical, and educational backgrounds.

In this chapter, we aim at a slightly narrower definition: In the context of creating
visualizations for broad audiences, we define them as recipients (of visualizations)
from which we cannot expect prior expert knowledge of the underlying science or
of complex visual data analyses in general, but they could (but not need to) have
much more previous and related knowledge in common than the general public.
Furthermore,we assume someopenness and interest to understand themainmessages
of the data presented. As an example, semi-focused groups such as groups of students
of one specific field of study that at least overlaps with the science presented by
the visualizations share a common knowledge base. But we have to expect some
spread in their previous knowledge, and this heterogeneity requires us to design our
visualizations accordingly.

16.2 The Complexity of Data and the Imperative for
Simplicity

The need to store and analyze progressively large and complex scientific data has
developed in parallel with the exponential growth in computing power [2]. Today,
digital data sources such as numerical computer simulations, remote sensing, or
digital imaging produce very large and increasingly complex data. The related
paradigmchange of the scientificworkflowcoined the termdata intensive science [4].
Scientific simulation data, as for example produced by climate models, are three-
dimensional, time-dependent, and multivariate. Uncertainty information gained by
the use of ensemble simulation techniques adds a further dimension to the data.
Similarly, observational data are also associated with noise and uncertainty in the
measurement instruments and procedures and, furthermore, gaps in the data due to
limits in the techniques used or failures in the systems are also common. Helbig et
al. [3] identified the combination of data size, complexity, and heterogeneity as one
of the central challenges in Earth system sciences today. Geo-scientific information
hidden in data from different sources, at different temporal and spatial scales and
using different sampling need to be extracted, combined, and jointly analyzed and
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visualized to gain insight. Although only limited to the field of meteorological visu-
alization, the survey on visualization in meteorology by Rautenhaus et al. [7] gives a
good overview on the data complexity and heterogeneity of data sources and types.
Similarly, challenging data are also found in other application areas such as, e.g.,
biology and medicine [5].

By definition, data visualization reduces the amount of information and hence
complexity in order to ideally make relevant parts of the data comprehensible. How-
ever, communicating scientific findings to broad audiences on the basis of data visu-
alizations often requires even further information reduction and a cleaner, simplified
visualization design compared with that originally used by domain scientists. Too
much detail in the display, i.e., concurrent visualization of several quantities (mul-
tivariate data), too many and technical annotations might conflict with the aim to
communicate a clear message with a visualization. It might also be needed to leave
out some of the detail that the domain scientist thinks would be good to include.

Information reduction can be a challenging process. One example: We have visu-
alized the projected development of the sea ice coverage of the northern hemisphere
based on global monthly data of future projections for different greenhouse gas
scenarios. Since the sea ice area exhibits a strong seasonal cycle, it would be coun-
terproductive to just produce a time animation over all time steps. The high frequency
seasonal pattern (largest sea ice extent in March, smallest sea ice extent in Septem-
ber) would dominate the visualization and prevent effectively conveying the intended
message that, in the long run, the sea ice would retreat in case of continuing or fur-
ther increasing emissions. For the pessimistic emission scenario RCP8.5, the model
simulated an ice-free Arctic Ocean in late summer from about 2060 on. This is one
of the key messages that should be conveyed with the visualization. However, if we
would have removed the seasonal pattern and visualized the resulting development
of the annual mean sea ice coverage, this would not be conveyed, since new sea ice
is formed in the winter season also beyond 2060, and a complete retreat of the sea
ice would not be visible. Instead we decided to visualize the sea ice for both seasons
(i.e., March and September) at a time together in one joint rendering.

The choice of the colors is one important aspect in the process of information
reduction; some specific thoughts on colormap design with respect to visualization
for broad audiences can, e.g., be found in Chap. 17. For the visualization shown in
Fig. 16.1, we only used two monochromatic colors for the sea ice concentration of
the two seasons. To achieve a smooth transition of areas without sea ice to areas
with a concentration of 100%, we used transparency mapping with a graded increase
of opacity, so that a concentration of 100% is rendered complete opaque. A slight
embossing shading was additionally applied to indicate the sea ice thickness.

However, with respect to a planned television documentary we were asked by
journalists for a simpler version, i.e., a similar visualization only for the summer sea
ice, because showing both seasons together would be too complex and would require
further explanations. Accordingly, we produced a video of the sea ice coverage for
only the summer seasons, which indeed is easier to convey. However, we asked
the journalists to point out within the accompanying narration that this visualization
shows the development for the summer seasons only, because otherwise amisleading

http://dx.doi.org/10.1007/978-3-030-34444-3_17
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Fig. 16.1 Visualization of the projected sea ice concentration and thickness in 2100 for the pes-
simistic greenhouse scenario RCP8.5 as simulated with MPI-ESM. The light blue shaded area
indicates the projected sea ice extent in September, the white shaded area below that in March. For
RCP8.5, the simulation projects a complete loss of the sea ice in September for 2100

message (beyond 2060, no sea ice remains at all) would be communicated. Unfortu-
nately, the resulting documentary broadcasted did not explicitly point out this critical
detail. If a visualization of only the summer sea ice is used, but this information is not
clearly given, the viewer would think that from 2060 on there wouldn’t be any sea
ice anymore at all—a wrong message! This example demonstrates that the desire for
scientific correctness, completeness, and extensive annotations potentially conflict
with a visualization design needed for communication to broad audiences. Visualiza-
tion for broad audiences is often a compromise between correctness, completeness,
and the quest for a simplified visualization design.

We have to ask ourselves which details and aspects in the data are really needed
with respect to a specific communication goal and to a specific audience—which
information is really needed to tell the story? On the other hand, as, for example,
in the case described above, we have to be aware that any information reduction
could be interpreted as omitting some detail on purpose. Visualizations produced
for broad audiences therefore involve the danger to appear biased. In particular, for
policy-relevant subjects, such as climate change, it is recommended to accompany
visualizations with precise information about the corresponding data sources and
which parts of the data are being visualized.
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16.3 Scope, Intent, and Goals

Data visualizations and visualization tools designed to reach broad audiences share a
common characteristic. They turn vast quantities of complex data into easily under-
standable visual information. A clear definition of the purpose of visualization within
the context of the target audience is a fundamental step to meet the viewer’s infor-
mation needs. Failure to understand the needs of the audience can lead to misinter-
pretation of the data and mistrust of the information. However, understanding broad
audiences is a challenging process because they are usually composed of diverse
groups. Marketing managers successfully address this challenge by grouping their
target audiences based on general aspects such as demographic and psychographic
information. Demographic information gives designers basic descriptive properties
of the audience such as age, gender, occupation, and level of education. These aspects
are the basis for the design of a visualization that effectively delivers the desired mes-
sage. For instance, visualization designers need to consider age when designing the
user interface. Psychographic information provides a more in-depth look into soci-
ological factors of the target audience such as hobbies, interests, and financial man-
agement aspects. Psychographic information is used to anticipate preferences from
the audience, such as a preference between a video presentation and an interactive
application.

Having a clear definition of the target audience provides the knowledge necessary
to answer critical questions that guide the visualization design process. The first
and most important consideration is the intent of the visualization: What are the
visualization users looking for? To obtain the correct answer to this question can be
difficult; it does not only depend on the information needs of the user, but it also
involves the judgment of the visualization designer in the selection of the critical
components of the scientific data that are part of the narrative. While experts demand
access to the full set of parameters available for exploration of the data, novice users
lack the expertise required to operate advanced interaction interfaces. For example,
visualization designers can provide predefined sets of parameters that the novice
users can select from instead of requiring the adjustment of all individual values.
This type of interface redesign contributes to the reduction of cognitive load but still
give users the ability to explore the data.

The nature of the target audience also affects the scope, type of visual narrative,
dissemination medium, and level of interaction of a data visualization. For example,
to define the scope of a scientific visualization in educational settings, it is necessary
to determine the level of knowledge in the general topic by the students and the
skills needed to interpret the actual visualizations. Once the designer knows that this
information is available to teachers before using the visualization, it is possible to
ensure that the visualization is rooted in easy-to-understand concepts. It is important
to note that designers should not be thinking about finding the lowest common
denominator in terms of user knowledge, but the goal is to determine the usefulness
of the information for a broad audience. Scientific visualizations need to be designed
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to support the introduction of more advanced forms of visualization and possibly
unknown aspects of the underlying knowledge.

The questions addressed by a scientific visualization and the stories portrayed are
closely related to the choice of visual representation as well as the level of interac-
tion. Whether the data visualization takes the form of an infographic, an interactive
visualization or a guided visual presentation, it needs to present a narrative structure
that captivates the interest of the audience. Compelling data visualizations use small
sets of relevant details to create impactful visual stories that resonate with audiences.
Depending on the environment, the time, and the interest of the audience in the facts,
the information might be better suited to be presented using different techniques. For
example, infographics are easy-to-understand overviews designed to guide the audi-
ence to a conclusion by following a predetermined storyline. Audiences can access
them at any time, and there is no need for specialized technical equipment.

16.4 Manifesto—Why Do We Need to Engage

Scientists are inherently interested in their own research and data. Therefore, they
are intrinsically engaged in the exploration and visualization of their research data
as well. But if they need to communicate their results to colleagues, they have to
be more careful in the visualization design, since these might not have the same
specific background knowledge needed to interpret the visualization and comprehend
the messages intended to communicate. Accordingly, we have to know the target
audience quite well when we design a visualization. Broad audiences, for example,
unlike experts for a specific topic, can be expected to be heterogeneous with respect
to their individual background knowledge, and their engagement in the context and
facts that a visualization intendeds to communicate.

Visualizations intended for communication should inherently be engaging. This
means we have to keep the audience interested in the topic, possibly supported by
a creative visualization design, by user interaction or by other means. Especially
with respect to those, who are not “thrilled” by the underlying science or the visual
representation alone, we need to do more to engage the audience.

One technique that could engage audiences is narrative visualization [8], the com-
bination of storytelling and visualization. In principle, each data visualization should
tell a story. However, in a presentation or within a TV documentary, the story is being
told by the presenter, and the visualization is only used to support the narrative. For
interactive visualization-based user experiences, the presenter needs to be replaced
by other means, or the respective narration needs to be included. Storytelling tech-
niques and interactivity can be used to explain and communicate complex topics.
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16.5 Manifesto—Why It Is Hard to Measure

Measuring the quality or success of visualizations or visualization techniques with
respect to specific communication goals is a complex task. Part Two of this book
presents a broad range of information around empirical studies in the visualization
domain and discusses the underlying theories, the current state of the art, successes,
and challenges in great detail. However, in the context of science communication,
different design decisions (e.g., choices of colormaps, and exploratory vs. explana-
tory visualization) and deployed techniques (e.g., animation, storytelling, and vir-
tual environments) need to be evaluated, especially in terms of their effectiveness in
engaging broad audiences. At the moment, measuring engagement in this context
appears to be a difficult undertaking.

To illustrate the problem, here we would like to briefly mention two exemplary
studies. In their study on the use of narrative visualization techniques for engag-
ing users with exploratory information visualization, e.g., Boy et al. [1] conclude
that augmenting exploratory visualizations with narrative visualization techniques
and storytelling does not help engaging users. As this result was unexpected, they
conclude that the concept of engagement needs to be better defined in Infovis. In
their study, they define engagement as a user’s investment in the exploration of a
visualization and use timings as a measure. In contrast to Boy et al., McKenna et al.
[6] find in their recent work on story reading experiences for data-driven stories that
the “visual narrative flow” impacts the readers’ preference and engagement. Here, a
questionnaire with 14 questions was used to estimate the reader-perceived engage-
ment. They, however, also report that engagement lacks a unified definition in the
community.

16.6 Manifesto—A Common Base for Exploration and
Explanation

The visual language spans across borders of knowledge, experience, age, gender, and
culture, which makes it an effective form of expression in reaching broad audiences.
Even though visual representations have been used for communication throughout
human history, we are now seeing new opportunities enabled by the rapid pace of
digitalization and widespread availability of visual data analysis tools and comput-
ing resources. Traditionally, interactive data exploration (exploratory visualization)
is a paradigm for supporting domain experts in their discovery and analysis pro-
cesses, while explanatory visualization is a paradigm for broad audiences who are
the recipients of the results emanating from experts’ exploration. Since the arrival of
the World Wide Web, interactive data exploration has increasingly been available to
broad audiences, empowering them to explore and analyze data independently. The
general availability of open data and powerful computers is thus enabling a conflu-
ence of exploratory and explanatory visualization, and in fact a cross-fertilization
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of the two. In a recent viewpoint article, Ynnerman et al. [9] elaborate on this con-
fluence and coin the term Exploranation to denote this new paradigm in science
communication and its feedback impact on traditional exploratory paradigms, as it is
noted that also exploratory visualization is increasingly making use of explanatory
methodology.

In this new landscape of technology and methodology for visual communication
to broad audiences, there is a wide range of knowledge areas that need to be mastered
to develop successful visualization beyond the traditional tools for domain experts.
This part of the book elaborates on some of these tools and the design and method-
ology behind them. Examples we will provide insights into a selection of relevant
topics, which will show that there is a plethora of approaches available to reach
high level of user engagement, not traditionally emphasized in exploratory visual-
ization, such as visual aesthetics and design (look and feel), storytelling and evolving
narratives, annotation and completion (data curation), exploratory gamification, use
of immersive technology, and mediated (guided and collaborative) exploration, and
blending of traditional animations and linear media. Inherent in all approaches, tar-
geting broad audiences is the need for simplification. In Chap.17, we will address
some approaches shown successful in our selected applications such as tailored visual
abstraction, data reduction and aggregation, model simplification, and constrained
and guided interaction.

16.7 Visualizations in Different Settings

Each visualization project targeting broad audiences is unique: Each one has its own
specific target group, scope, underlying science that needs to be communicated, pur-
sued visual language, domain-specific rules for colormap design, target media, and
type of communication channels, i.e., static (print), dynamic (video), interactive,
immersive, narration, sound, and music. In the next chapters, we present and discuss
several real-world application examples of visualizations that proved successful in
communicating complex scientific data to broad audiences. By including examples
from within different settings, we intend to prepare the ground for identifying mech-
anisms and principles for a target group-specific visualization design. However, as
we provide examples of the works that have been created in different countries, in
different types of institutes with different obligations, and by differently large teams,
it is not always straightforward to decide if design decisions were taken because of
specific target groups or as a consequence of the team’s culture and preferences.

Chapter17 specifically focuses on visualization work for communication to broad
audiences in the field of climate research done at DKRZ in Germany by a relatively
small team. However, most of the lessons learned also apply to other scientific fields.
The following Chap.18 discusses several of NASA’s activities in the field of data
visualization for outreach. Here, a much larger and transdisciplinary team, the NASA
Scientific Visualization Studio, produces a broad range of sophisticated data-driven
visual products to communicate research findings to the scientific community and the

http://dx.doi.org/10.1007/978-3-030-34444-3_17
http://dx.doi.org/10.1007/978-3-030-34444-3_17
http://dx.doi.org/10.1007/978-3-030-34444-3_18
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general public. Chapter19 presents the likewise advanced visualization work carried
out at the Norrköping Visualization Center C in Sweden. Utilizing different display
devices such as a dome projection or multi-touch tables, immersive shows and for
museum exhibits are created based on visualizations in different thematic fields. This
chapter also describes visual design considerations in public spaces and for public
audiences. Chapter20 illustrates the use of visualization in different educational
settings. Finally, Chap. 21 discusses a few areas that we think need to be further
explored.
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Chapter 17
Reaching Broad Audiences
from a Research Institute Setting

Michael Böttinger

Abstract Data visualization at large can be described as a process that reduces data
to mentally comprehensible visual products. Many visualizations are based on very
large and complexdata, often integratingmultiple data sources and complexmeasures
and concepts. Communicating to broad audiences involves drastically simplifying
the message, extracting salient concepts and often omitting low-level details. In this
chapter we give two examples for data visualizations in the field of climate research
that proved to be successful in supporting communication to broad audiences. In a
research institute setting, striking a balance between scientific correctness and com-
prehensibility is key.We describe how a careful design of the visual encoding such as
reducing data dimensionality, dealing with data issues (e.g. uncertainty), the number
of colors, and choice of visual elements is important to achieve simplicity. Finally,
we describe two technical settings that we use for face-to-face communication of
climate research results to broad audiences.

17.1 Context, Goals, and Approach

The climate research landscape in Germany is quite heterogeneous. With regard to
climate modeling, numerous university institutes and other large research facilities
such as theMax Planck Institute forMeteorology or centers funded by the Helmholtz
Society jointly form the German scientific community in this field. DKRZ, the Ger-
man Climate Computing Center, is a domain-specific service facility that provides
high-performance computing, data storage, archiving, and associated services to this
community.

In this context, scientific visualization of climate research data for both data anal-
ysis and communication purposes has been one of the central services of DKRZ for
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almost 30 years, i.e., since the first IPCC report was published [6]. These visualiza-
tion services strive to particularly cover the high end part of the visualization work,
i.e., projects that go beyond simple 2D techniques used by most domain scientists.
Driven by requests of domain scientists and triggered by the growing interest of the
media, DKRZ produces data visualizations in the form of stills or animations that are
used within the scientific community, but also for communication to the public and to
policymakers through various channels. Climate and climate change visualizations
of DKRZ have been used for many TV documentaries, newspapers, school books,
in science centers, planetariums, climate conferences, and public exhibitions such as
several World EXPO exhibitions.

Throughout the last 25 years, DKRZ’s visualization and public relations group
consisted at most of 2–5 members, some of them part time; however, due to per-
manent funding, tailored services for climate research visualization and commu-
nication could be developed and continuously provided. The repeated interaction
with journalists helped the group develop a sense for visualization design suited for
communication to broad audiences.

17.2 Climate Research—Climate Change

Some scientific areas receive public attention just due to the nature of the phenomena
in focus. Extreme and potentially catastrophic events such as, e.g., tornadoes, hurri-
canes, volcano eruptions, freak waves or floods have always fascinated people. Such
events are severe threats to human life and, at the same time, fascinating manifesta-
tions of nature’s elemental force, and therefore they are well suited to draw people’s
attention. And, as Reser et al. [11] concluded, “direct personal experience is a power-
ful vehicle for acceptance and commitment—and psychological adaptation—in the
context of climate change.” High-resolution simulations and animated 3D visualiza-
tions of such events draw viewer’s attention just through their aesthetic appeal as,
e.g., the visualization of a tornado within a supercell simulation by Orf et al. ([10]
and http://orf.media/). But even simple 2D visualizations of extreme events such
as those utilized in weather applications can easily engage people because of their
practical relevance. However, climate and Earth system research are a very broad
and multidisciplinary research field, and extreme events are only one facet in this
context.

Many processes in the climate system are very slow compared to a human’s
lifespan. As an example, the process of global warming due toman-made greenhouse
gas emissions startedmore than 150 years ago. Today, our world is already about 1 ◦C
warmer than at that time, but due to the long-time horizon, personal experience is not
suited to objectively capture the warming process. Climate change can by definition
not directly be observed. To capture climate, meteorological observations over a
long period of time (e.g., 30 years) and a statistical analysis of the data are needed.To
capture climate change, a comparison to a reference climate of another period in
time (i.e., the pre-industrial situation) has additionally to be done. Visualization is

http://orf.media/
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Fig. 17.1 Projected relative change in summer precipitation for 2071–2100 relative to 1986–2005
for the pessimistic greenhouse scenario RCP8.5 as simulated with MPI-ESM. Blue colors indicate
an increase, yellow to red colors indicate a decrease, and a bright color is used to show neutral areas
with only little changes in precipitation for the summer season

needed in the process of exploring and presenting the underlying data and, finally, the
findings of climate scientists [12]. Visualizations of either observations or simulation
data are well suited to make the global warming process accessible to both experts
and non-experts.

Based on climate scenario simulations with Earth system models, it has become
feasible to evaluate possible future climate changes associated with different socio-
economic and political storylines. Visualizations of the change in climatological
quantities for different future developments indicate potential impacts of human
actions on the climate system. However, graphics (such as, e.g., XY-plots represent-
ing the temporal evolution of spatially averaged physical quantities, or even animated
spatiotemporal displays visualizing the changes in them) are not direct representa-
tions of reality; the meaning of the data they represent must be interpreted by the
viewer [5], who may need additional assistance in this process. By adding additional
information to the visualization, the underlying data can be related to known facts or
to the viewer’s own experiences. Additional context is mostly added to static visual-
izations in the form of figure captions, or, in case of video productions, by narrations.
These could explain the meaning of the data shown or at least put the information
contained into a more general context, but one has to be careful to “remain impartial
while attempting to translate data into information and aid users in extracting climate
change messages from the data [2].”

Visualizations of climate model results show meteorological and other quantities
or changes in them, but potential consequences of such changes to one’s life are not
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communicated alongwith the pure presentation of the changes. In order tomake them
fully comprehensible and, ultimately, capture the audience, connections between the
change in physical variables and our current and possible future living conditions
have to be drawn.

Here, the choice of color schemes and the colormap design play a vital role.
Although originally intended for the meteorological domain, the set of guidelines for
effective colormaps presented by Stauffer et al. [14] are mostly generally applicable.
Furthermore, potential psychological effects of the colormap design used need to
be taken into account especially with respect to the actual quantities visualized,
the target group and the narrative to be communicated. Schneider and Nocke [13]
explored the impact of using different color schemes for the same temperature change
visualization. On the basis of a user study, they found the original blue–red–magenta
color scheme to be more alerting than the other schemes analyzed; but at the same
time, it caused disillusioning associations of powerlessness and fear—feelings that
are undesired if engagement of the audience is a desired communication goal.

Figure 17.1 is a typical scientific visualization of climate change data. It shows a
geographicallymapped visualization of the projected future change in themean sum-
mer precipitation for a strong increase in the greenhouse gas concentration relative
to the precipitation simulated for today. A symmetric colormap is used to visualize
areas with a projected increase in precipitation in blue and a decrease in precipi-
tation in yellow to red color shades, and a neutral color in areas with no or only
little changes. Instead of a continuous colormap, a discrete one was used in order
to reduce the information displayed. The continuous data range is mapped to only
a few classes of precipitation change to enable easy lookup of the value ranges that
correspond to distinct colors.

However, with respect to communication to broad audiences it is not clear if all
key messages a climate scientist would infer from the visualization are sufficiently
clearly communicated. To relate information of the type “more summer precipitation”
or “less summer precipitation” to one’s life, consequences of this climatic change
need to be discussed in more detail. Of course, a decrease in summer precipitation
could mean “a nicer summer” for tourists; but at the same time, agriculture and
natural ecosystems could suffer. Depending on the normal local precipitation in an
undisturbed climate, a decrease could cause serious economic and social problems.
A further problem in the use of this figure for communication to the public is what
is not displayed: To correctly assess a change in precipitation given in percent, the
recipient has to know the reference, i.e., the geospatial pattern of the mean summer
precipitation. This knowledge is required to reason about the potential impact of
relative changes. In a relatively dry area, a decrease of 50% can be fatal, while in
relatively wet areas a comparable decrease might not be an issue.

Figure17.2 was produced to underpin this line of thoughts. The bivariate visual-
ization shows, by the height of the bars, the undisturbed mean summer precipitation,
and at the same time, by the same colors as used in Fig. 17.1, the projectedmean sum-
mer precipitation change for a strong greenhouse gas scenario as shown in Fig. 17.1.
Since precipitation changes over the ocean are not directly important for human life
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Fig. 17.2 Bivariate visualization of precipitation change: The height of the bars on land indicates the
mean summer precipitation for 1986–2005 as simulated with MPI-ESM. The colors show, similar
to Fig. 17.1, the projected changes in summer precipitation for 2071–2100 relative to 1986–2005
for the pessimistic greenhouse scenario RCP8.5. Blue colors indicate an increase, yellow to red
colors indicate a decrease in precipitation for the summer season, and a bright color is used to show
neutral areas with only little changes

conditions, the bars are only rendered on land areas. Furthermore, the visual clutter
is reduced in this way and the continents can easily be recognized.

But although Fig. 17.2 includes much more of the information needed to assess
the potential impact of the projected precipitation changes on our living conditions,
it has a problem: It is much more complex. Viewers may need directions where to
look at and how to interpret and assess the combined information displayed. Two
different quantities are shown by different techniques. The recipient’s view is usually
attracted by strong colors; but at the same time, the large bars denoting areas with
strong summer precipitation also attract his interest. Without guidance, this might
be misleading since the combination of strong decrease in precipitation in the future
and relatively little precipitation today is potentially the one where the strongest
impact can be expected. In this visualization, this is visible by the relatively small
bars turning orange; they denote areas with only little summer precipitation today
that might get much dryer in a warmer climate.

At DKRZ, these two visualizations have quite often been shown and explained
to visiting school classes or student groups. In this setting, both visualizations were
shown consecutively in the form of animations denoting the mean seasonal cycle of
the projected precipitation changes. In addition to basic figure captions, guidance
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on how to assess the visuals was verbally given by the presenter. In this way, the
communication was in accordance with guideline 6 of the recommendations to the
IPCC and guidance for researchers “Enhancing the accessibility of climate change
data visuals” developed by Harold et al. [4] from a cognitive and psychological sci-
ence evidence-base. Feedback from teachers and students proved the communication
achieved with this example to be successful. Furthermore, the aesthetic visualiza-
tion design of the growing and shrinking bars showing the mean annual cycle in
precipitation (c.f. Fig. 17.2) seems to have helped capturing the audiences.

17.3 Climate Projections—The CMIP Multi-model
Ensemble

Since 1990, the Intergovernmental Panel on Climate Change (IPCC) periodically
publishes assessment reports (e.g., [6, 7]) that summarize the current scientific knowl-
edge on climate and climate change on the basis of most recent scientific literature.
The readership can be classified as a broad audience, consisting of domain scientists,
policymakers, and the general public. To account for the different previous knowl-
edge and needs of different audiences, the reports are comprised of a short Summary
for Policymakers, a longer Technical Summary and the science-oriented thematic
chapters of the full reports.

With respect to these IPCC reports and within the Coupled Model Intercompari-
son Project CMIP [3] of theWorld Climate Research Programme (WCRP), all major
climate modeling groups worldwide regularly carry out coordinated future scenario
simulations using their own climate model systems. The resulting data is stored
in a distributed climate database [17] and shared among all research groups. The
outcomes of these multi-model ensemble future projections build the basis for esti-
mations of future climatic developments that would result from different economical,
technical and societal future developments.

Due to its probabilistic nature, the CMIP multi-model ensembles capture, beyond
projected climate changes, internal climate variability, uncertainty in the initial con-
ditions as well as model uncertainty [1, 9, 15]. Analysis and communication of
uncertainty or the robustness associated with data play an important role in science
in general. Climate simulation results are often visualized in the form of spatial maps
showing projected climate changes. For a joint analysis of projection results and the
corresponding uncertainty, the latter is often graphically overlaid in form of stippling
and/or hatching. Figure17.3, one of the central figures of the reports’ Summary for
Policymakers, shows, for two different scenarios, maps of the temperature changes
projected for the end of this century compared with the climate of the end of the
last century. Note the nonlinear mapping between color and temperature change for
small values. The derived robustness of the results is overlaid by stippling/hatching
patterns. The corresponding figure caption is taken from the report; however, it is
obviously written using a “scientific language” although this summary is directed
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Fig. 17.3 Figure taken from IPCC AR5, Summary for Policymakers [8], Figure SPM.8 (a): Maps
of CMIP5 multi-model mean results for the scenarios RCP2.6 and RCP8.5 in 2081–2100 of annual
mean surface temperature change. Changes are shown relative to 1986–2005. The number of CMIP5
models used to calculate the multi-model mean is indicated in the upper right corner. Hatching
indicates regions where the multi-model mean is small compared to natural internal variability (i.e.,
less than one standard deviation of natural internal variability in 20-year means). Stippling indicates
regions where the multi-model mean is large compared to natural internal variability (i.e., greater
than two standard deviations of natural internal variability in 20-year means) and where at least
90% of models agree on the sign of the change (Excerpt from original figure caption of the IPCC’s
AR5 Summary for Policymakers [8])

to policymakers, media, and the public. Furthermore, by overlaying two classes of
robustness, the visualization itself is quite complex.

The figure has two main messages: (a) It visualizes the range of possible future
temperature changes: RCP2.6 and RCP8.5 are the most extreme scenarios that had
been developed for this project. RCP2.6 is the most optimistic scenario requiring
drastic reduction of CO2-emissions, while in the business-as-usual scenario RCP8.5
the emissions continue to rise throughout the twenty-first century. The mapping
between color and physical values is nonlinear and therefore quite complex: For
values between −2 and +2 ◦C, an isovalue interval of 0.5◦ is used for the shading.
For larger or smaller temperature changes, an interval of 1◦ is used. (b) The statistical
robustness of the multi-model ensemble simulations is shown by the stippling. For
both scenarios, the resulting warming is statistically robust for almost the whole
planet; therefore, stippling is overlaid almost over the whole world map. This space-
filling dot pattern makes it hard to distinguish the filled contours underneath, which
counteracts the strive for a clear communication of the results.

With regard to a planned outreach video of the WCRP, we had to develop a
simple and clear visualization design for a time-dependent version of the CMIP5
multi-model ensemble data covering the time period from 1981 to 2100. First time
animation experiments with the visualization package NCL [16] using a stippling
design similar to the one used in Fig. 17.3 clearly demonstrated the general inap-
propriateness of this method for time animations. Due to the increase of the CO2

concentrations over time as prescribed by the scenarios, the 2m temperature also
increases. In the term of this century, the temperature increase is projected to exceed
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Fig. 17.4 Visualization of the annual mean surface temperature change relative to the period 1986–
2005 based on the CMIP5 multi-model mean for the scenarios RCP2.6 and RCP8.5 and the years
1980, 2031 and 2082. Semitransparent gray shading indicates regions where simulated change is
small compared to natural internal variability (i.e., less than two standard deviations of natural inter-
nal variability). Clear colors indicate regions where the simulated temperature change is statistically
robust, i.e., where the multi-model mean is large compared to natural internal variability

the natural variability almost all over the planet. Accordingly, the area denoting
robustness gradually grows until it covers almost the full world map. However, due
to the implementation of the method, the positions of the single dots were fixed rel-
ative to the image space. As a result, the animation showed a growing area with a
fixed dot pattern overlaid onto color-filled contours of the actual projected temper-
ature change over time. The fixed position of the dots destroyed the impression of
time evolution, and, even worse, made the temperature change displayed underneath
nearly unreadable.

Having the communication to broad audiences in mind, we decided to reduce the
complexity of the visualization through several measures. First, we used a simple
linear colormap for the shading. Second, we only used one level of robustness (two
standard deviations) and abstained from additional complex constraints such as the
level of agreements between models. Third, we decided to use a semitransparent
gray shading of non-robust areas overlaid onto the visualization of the temperature
change. As a result, robust areas are shown “undisturbed” in clear colors, while the
more uncertain (non-robust) areas are presented with a dimmed color scale, guiding
the viewer’s attention to the trustworthy (robust) part.

The visualizations shown in Fig. 17.4 demonstrate the evolution of temperature
change and the robustness with time. The first row shows the warming pattern for
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the “2-degrees-goal” scenario RCP2.6, while the second one shows the “business-
as-usual” scenario RCP8.5. The first column shows the situation for 1980: Relative
to the time period 1986–2005, it was slightly colder, but the values are within the
range of natural variability almost all over the planet. The second column shows the
projected warming in 2031 for both scenarios. In both cases, the warming signal
is already larger than the natural variability in a very large area ranging from the
tropics to the mid-latitudes. The third row finally shows the situation in 2082. While
the warming signal as well as extent of the robust area in RCP2.6 seem to be very
similar to those of the visualization of 2031, the RCP8.5 visualization clearly shows a
drastic warming, in particular over the continents and at high latitudes. As discussed
earlier, the projected warming is larger than the natural variability and therefore
almost everywhere statistically robust, denoted by the clear colors.

The corresponding animated version of this visualization shows, for both scenar-
ios, the temporal development of both temperature change and extent of the robust
area on two synchronously rotating globes. This projection only allows to see a part of
the globe. However, due to the rotation the viewer is able to follow the changes in the
global patterns. The initial visualizations were produced with Avizo, a commercial
general-purpose 3D visualization system. In addition to rendering the continental
outlines, a high-resolution height mapping of the topography is used in order to pro-
vide additional guidance. The rendering of the gray semitransparent areawas done by
rendering a second visualization of the robustness mask followed by post-processing
of the resulting two image series. The final composite visualization was used within
the short YouTube video “A Short Introduction to Climate Models—CMIP” [18] of
the WCRP.

17.4 Displays Utilized for Climate Communication

Apart from the presence of our climate and climate change visualizations in the
media throughout the last decades,mostly at the national or regional level, we employ
them regularly for face-to-face communications in the context of broad audiences. A
straightforward example is the use of visualizationswithin presentationswe regularly
give to school classes, students, andother visitor groups.However, for other occasions
such as public exhibits, trade shows, conferences or science nights we additionally
utilize more or less customized displays that visually attract people and that allow
for interactive exploration of the scientific content by the visitors.

In contrast to normal rectangular displays, a spherical display is especially well
suited to present geoscientific data as the display shape allows to visualize the data
withoutmapping distortion.With respect to theGerman pavilion at theWorld Expo in
Shanghai 2010, we developed our “Climate Globe” (Fig. 17.5) based on the commer-
cial globe display solution “Omniglobe.” The portable system consists of a spherical
display with a diameter of 80cm (32 inch) and a kiosk with a touch screen that acts as
a physical user interface. With respect to this system, we reproduced many animated
climate and climate change visualizations specifically for the use with the spherical
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Fig. 17.5 Climate globe during the “summer of science,” an event organized by the University of
Hamburg to present scientific highlights to the public. Visitors could explore the various animated
climate and climate change visualizations. This picture shows Michael Böttinger of DKRZ giving
detailed explanations to a policymaker

display, complemented by a graphical user interface that allows the viewer to select
the content, rotate the displayed content, change the inclination angle of the rotation
and start or stop the time animation. However, even without rotation of the projected
content, global data can intuitively be explored as it is possible to look at the display
from either direction.

Beyond the utilization of the climate globe within our outreach activities, a clone
of it, a second one with the same content, has been employed by the Max Planck
Society as part of their “Science Tunnel 3.0” exhibition on basic research that has
been presented during the last years in several cities around the world.

As the screen resolution of the climate globe is quite limited, it is particularly
not suited to present visualizations of very highly resolved simulations. Currently,
the highest spatial resolution of climate models run at DKRZ is about 2.5km on a
global 3D grid. Even a 2D slice of the originally unstructured data corresponds to
about 16,000 by 8,000 grid cells. The only solution to display the full resolution of
the data would currently be a large tiled display. However, since we need a portable
and easy-to-use solution, we chose a tilted 55-inch 4k touch screen (Fig. 17.6) for
the presentation of such simulation results to experts and specifically also to broad
audiences. Here, however, one has to keep in mind that, even with the 4k display,
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Fig. 17.6 On the occasion of the public event “Hamburg Science Night 2017,” Niklas Röber of
DKRZ demonstrates with ParaView the evolution of clouds and rain to young visitors

one pixel of the display represents the information of 16 grid cells; so the simulation
is already much more detailed than the display resolution. Interactive visualization
with the capability to zoom in to the area of interest could potentially overcome
the unbalanced ratio between grid and screen resolution. Equipped with a high-
performance GPU, the touch table allows for interactive visualization with tools such
as ParaView. However, for very large data fields, the resulting system performance
limits the usability for the described purposes, and static animations have to be used
instead of communicating such content by means of interactive 3D visualization.
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Chapter 18
Reaching Broad Audiences from a Large
Agency Setting

Helen-Nicole Kostis, Miguel O. Román, Virginia Kalb, Eleanor C. Stokes,
Ranjay M. Shrestha, Zhuosen Wang, Lori Schultz, Qingsong Sun,
Jordan Bell, Andrew Molthan, Ryan Boller, and Assaf Anyamba

Abstract NASA’s missions, engineering accomplishments, and scientific findings
have inspired generations and advanced our understanding of the world we live in.
NASA’s Earth science data are acquired by various sources, including satellites,
aircraft, and field measurements. Captured data, their by-products, and their visual
representations developed by research teams become available within few hours
after satellite overpass or processing through a variety of NASA’s imaging, mapping
services, and portals. Such online services as the Global Imagery Browse Services
(GIBS) [10], Worldview [13], LANCE [3], and LAADS DAAC [35] are freely and
openly available thanks to NASA’s Earth-Observing Satellite Data and Information
Systems (EOSDIS) [9]. These services provide access to products createdover the last
30 years, support a broad range of users from the scientific community to the general
public, and cover a multitude of applications such as basic and applied scientific
research, natural hazard and disastermonitoring, and social and educational outreach.
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In order to illustrate the significance of the overall work, the visualization products,
and the broad range of users, we present three case studies: NASA’s Black Marble
Product Suite, the Global Imagery Browse Services (GIBS) and Worldview, and the
scientific visualization production process to communicate results to the scientific
community and the general public.

18.1 NASA’s Black Marble Product Suite

Helen-Nicole Kostis, Miguel O. Román, Virginia Kalb, Eleanor C. Stokes,
Ranjay M. Shrestha, Zhuosen Wang, Lori Schultz, Qingsong Sun, Jordan Bell, and
Andrew Molthan

Mesmerizing night light views of our planet from space fascinate the public
(Fig. 18.1). Beyond stirring curiosity, these pretty images serve as global daily mea-
surements of nocturnal visible and near-infrared (NIR) light that drive earth system
science and applications, including social, environmental, and economic research.
NASA’sBlackMarble nighttime lights (NTL) product suite is available at 500m reso-
lution daily since January 2012with data from theVisible Infrared ImagingRadiome-
ter Suite (VIIRS)Day/Night Band (DNB) onboard the civilian SuomiNational Polar-
orbiting Partnership (SNPP) satellite [32]. SuomiNPP observes nearly every location
on Earth at roughly 1:30 p.m. and 1:30 a.m. (local time) each day, as it images the
planet in vertical 3,000-kilometer (2,000 mile) strips from pole to pole. The VIIRS
instrument detects photons of light reflected from Earth’s surface and atmosphere in
22differentwavelengths andmakes quantitativemeasurements of light emissions and
reflections,
which allows researchers to distinguish the intensity, types, and the sources of night
lights and observe how they change over several years [16].

The Black Marble product suite provides high-quality cloud-free daily Nighttime
Light (NTL) imagery that has been corrected for atmospheric, terrain, snow, and
other effects [34]. The corrected nighttime radiances, resulting in a superior retrieval
of nighttime lights, enable the first-ever quantitative analyses of daily, seasonal, and
annual variations at the native DNB pixel scale. The Black Marble product suite has
two parts—Daily At-sensor Top of Atmosphere (TOA) and the Daily Moonlight-
adjusted Nighttime Lights (Final level 3 product). Both products use the standard
suite of VIIRS land products as input and are integrated as part of NASA’s Black
Marble processing chain, which contains both daytime and nighttime branches. Each
processing branch produces a unique set of ancillary and quality assurance (QA)
flags [31]. The nighttime branch is the path that actually generates the final Black
Marble products. The process begins with the at-sensor TOA nighttime radiance,
along with the corresponding nighttime cloud mask, multiple solar/viewing/lunar
geometry values (including moon-illuminated fraction and phase angles), and the
daily snow and aerosol status flags. These Science Data Sets (SDS) allow open
access to the primary inputs used to generate the NASA’s Black Marble NTL time
series record, thus ensuring reproducibility of the final outputs. A series of temporal
and spatial gap-filling techniques are also employed to improve the coverage of
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the product. The product generation pipeline is described in [32]. The product offers
scientific quality daily data that are global andmeets the needs of all major disciplines
in nocturnal studies such as artificial light, cloud/aerosols, ocean at night, as well
as various applications, such as energy access, disaster risk reduction, conflict, and
migration.

Tomonitor nighttime patterns at finer scales, a new suite of BlackMarble products
is also developed by the research team [4]. TheBlackMarbleHDproduct is generated
through the synergistic use of the daily NASA’s Black Marble standard product with
data from other Earth-observing satellites (e.g., Landsat-8, Sentinel-2) and ancillary
data sources (street, building, and other GIS layers) [30]. Black Marble products are
used and visualized to monitor seasonal and long-term changes in cities, while also
enabling the assessment of specific sectors that are impacted by disturbances in power
delivery, such as those resulting from conflict, earthquakes, and hurricanes [24],
including Hurricane Maria that tore across Puerto Rico in September 2017—the
longest power outage in the US history [23] (Fig. 18.2).

Fig. 18.1 Earth at night as seen from space (2016). These full-hemisphere composite views of
Earth at night utilize NASA’s Black Marble Nighttime Light (NTL) products and clouds, and sun
glint from MODIS Blue Marble Next Generation imagery. Credit: NASA Black Marble Team

Fig. 18.2 Image pair above shows the extent of electric lighting across the city of San Juan in
Puerto Rico before the storm (left) and twomonths after (right) HurricaneMaria passed over Puerto
Rico. We see a massive drop in night-light intensity due to loss of power. The color bar ranges
from purple (less) to yellow (more) and aims to illustrate the comparative reduction of night light
times when comparing pre- and post-event images. Credit: NASA/Scientific Visualization Studio
and NASA’s Black Marble Team
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Fig. 18.3 Data visualization of nighttime lights before (top) and after (bottom)HurricaneMichael’s
effect in Panama City, Florida. The image pair shows conditions before the storm on October 6,
2018, (top) and after on October 12, 2018 (below). The color bar ranges from purple (less) to yellow
(more) and aims to illustrate the comparative reduction of night light times when comparing pre-
and post-event images. Credit: NASA/Earth Observatory and NASA’s Black Marble team
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Immediately after the hurricane devastated Puerto Rico, it rapidly became clear
that the destruction would pose daunting challenges for first responders. Quickly
knowing where the power is out—and how long it has been out—allows better
deployment of rescue and repair crews. To support recovery efforts the research
team [4] combined night light, Landsat [33] and OpenStreetMap [7] data to monitor
where and when electric power was restored. In addition, the research team ana-
lyzed demographics and physical attributes of neighborhoods affected by the power
outages [30].

On October 10, 2018, Hurricane Michael, a category 4 storm, made landfall in
the Southeastern USA and knocked out the power of at least 2.5 million customers.
To aid first responders, the research team quickly scaled the observations onto a base
map that emphasized the location of streets and neighborhoods. The base map incor-
porated data from Landsat and Sentinel-2 satellites, as well from OpenStreetMap
to show locations for streets and neighborhoods [15]. Figure18.3 shows data visu-
alizations of nighttime lights of Panama City in Florida before and after Hurricane
Michael.

The absence of nighttime lights, as seen in Figs. 18.2 and 18.3, offers a newway to
visualize storm impacts. It is a visible indicator from space that critical infrastructure
beyondpowermaybe damaged, including access to fuel and other necessary supplies.
The power outage maps generated using the Black Marble product helped disaster
response efforts in the short-term as well as long-term monitoring during the crucial
stages of disaster recovery. This generally is the case when monitoring the impact of
disaster (or any event) through power outages. The initial phase of disaster recovery
typically is to identify the areas that suffer significant impact in power infrastructure.
By visualizing and tracking these outages over time, we can monitor the recovery
effort from the vantage point of space, and better understand the state of basic service
provision in local communities, and how vulnerable populations with poor access
to resources are being affected. NASA’s Black Marble visualized products aim to
inform disaster response efforts in the short term, but also improve our understanding
of how communities can becomemore resilient to disasters in the long term. Formore
information and future developments of NASA’s BlackMarble products, please visit:
https://blackmarble.gsfc.nasa.gov/.

18.2 Visualization of Earth Observations with NASA’s
Worldview and the Global Imagery Browse Services
(GIBS)

Ryan Boller on behalf of the Worldview and GIBS team and Helen-Nicole Kostis

Since the 1960s, NASA has built and operated a fleet of Earth-observing satellites to
better understand how our home planet is changing and to conduct scientific research
for societal benefit. This fleet is continually updated and collects a large volume and
wide variety of data in support of a diverse range of disciplines including atmospheric
composition, weather, and climate variability. The Earth-Observing SystemData and

https://blackmarble.gsfc.nasa.gov/
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Fig. 18.4 Screen captures of NASA’sWorldview application illustrating widespread smoke caused
by fires in Western North America and captured by the NASA-NOAA Suomi National Polar-
orbiting Partnership satellite on August 17, 2018. The top image shows the corrected reflectance
(true color) and fires and thermal anomalies products from the visible infrared imaging radiometer
suite instrument. The bottom image adds the aerosol index product from the Ozone Mapping and
Profiler Suite instrument which helps to illustrate the extent and intensity of the smoke. Credit:
NASA Worldview Team, NASA Goddard Space Flight Center

Information System (EOSDIS) [8] collects, archives, and distributes these data to a
diverse user community. Given the diverse nature of these scientific measurements
and the users they support, the resulting data products are also diverse: varying data
formats, processing levels, spatial and temporal resolutions, coordinate systems, etc.
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Despite these challenges, the unique global, detailed, and precisely calibrated
nature of the measurements contains tremendous potential for this data set to be used
for wide societal benefit. Since many off-the-shelf software tools are not designed
to handle this diversity in addition to the time-varying nature and scale of these
products, EOSDIS began building an open-source, open access visualization system
in 2011 in an effort to improve the data’s usability. This system was separated into
its backend, the Global Imagery Browse Services (GIBS) [10], and its frontend, the
Worldview Web application [11], as shown in Fig. 18.4.

GIBScollaborateswith scientists and engineers fromeachNASAEarth-observing
satellite instrument team to identify which data sets should be turned into visualized
data products and then works to develop them to match users’ expectations. These
products include mapping the reflectance of light from the Earth’s surface as well
as quantifying scientific properties (e.g., land surface temperature) into appropriate
color ranges (Fig. 18.4). GIBS continuously ingests data as new satellite observa-
tions are made, stores them in an optimized manner for distribution, and serves the
visualized data products to the public through standards-based Web services [10]
as imagery. This imagery and other information are stored and served at the native
resolution of the instrument to preserve as much detail as possible and are oftenmade
availablewithin three hours of observation to support near real-time decisionmaking.
The imagery is also standardized into four map projections to allow inter-comparison
between products and to minimize distortion, especially near the poles.

While providing open services via GIBS may be sufficient for certain technically
inclined users, theWorldviewWeb application was designed to be a general-purpose
frontend to all of the imagery provided by GIBS. The core of the application allows
users to select multiple imagery products and explore them with a pan and zoom
interface. Examples of features designed to encourage users to explore changes over
time include a prominent time widget to interactively select dates, an animation
widget to loop through a series of dates, and a comparison tool to compare imagery
from different dates or instruments.

The imagery products from GIBS are thematically organized by scientific disci-
pline and hazard/disaster type to guide users to the most relevant products for their
interests. The application also allows users to download imagery fromwithin the app
as well as the underlying data if they would like to perform a deeper analysis.

As a whole, GIBS and Worldview have seen a broad uptake in new users across a
diverse set of disciplines. Science examples include studying Saharan dust transport
across the Atlantic and investigating processes involved with high intensity wildfires.
In applied sciences, users monitor sea ice for nautical navigation, river ice breakup
to predict flooding near remote settlements, and agricultural fires to understand their
impact on air quality. The system is used in academia for research and to train the next
generation of scientists. It is used in planetaria to show an accurate representation of
our planet in the context of the cosmos.Computer scientists train artificial intelligence
applications to automatically identify natural phenomena contained in the imagery.
News and weather organizations use the imagery to illustrate current natural events,
and the public shares imagery relevant to their interests on social media.
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In summary, by providing a visual starting point to using satellite data,Worldview
and GIBS have broadened usage of NASA’s data across a diverse set of disciplines,
enabling new use cases and streamlining existing ones. In some cases, these pre-
viously unavailable visualizations are sufficient for a user to complete their task
rather than needing to download and learn to use the underlying data. Users have
also found value in having a single interface to explore visualizations across differ-
ent satellite platforms in a homogeneous manner. For more information and to use
NASA’s Worldview, please visit: https://worldview.earthdata.nasa.gov/.

18.3 Visualization Production Untangling Scientific
Complexity

Helen-Nicole Kostis and Assaf Anyamba

The role of science is not complete until its results have been communicated to the
public [6, 19]. NASA’s Science Storytelling Team aims to fulfill that critical role
by engaging and informing the general public about the latest research findings of
the agency’s missions and results of its engineering and scientific endeavors. Based
at NASA’s Goddard Space Flight Center, in Greenbelt, Maryland [20], the team
comprises five groups: the ScientificVisualization Studio (SVS) [29], the Conceptual
Image Laboratory (CiLab) [1], theGoddardMedia Studio, sciencewriters, and social
media experts. Team members work collaboratively between the different groups
and closely with scientists for the creation of visualizations, animations, and media
engagements (using social media and live interviews) in order “to promote a greater
understanding of Earth and Space Science research activities at NASA, and within
the academic research community supported by NASA” [29]. While the majority
of the team is based at NASA’s Goddard Space Flight Center, it supports the entire
agency and works across the agency to distill messages and deliver science news
stories to the general public.

In order to translate these research findings from the private realm of the science
teams to the realmof the general public, data-driven storytelling is employed.TheSci-
entific Visualization Studio (SVS) brings in key expertise by developing production-
quality data-driven computer graphics animations (movies) and still images that cover
all of NASA’s science themes and by producing a wide range of products in different
formats (e.g., HD, UltraHD for tiled displays and hyperwalls, Dome shows, mobile,
360 videos). The visualizations are developed closely with scientists, producers, and
science writers and strive for scientific accuracy and data integrity. The narrative
impact of these data-driven animations or movies stems most often from creating
visual representations of scientific visualization (sci vis) data–spatial data with an
inherent structure that is invisible to the naked eye. Such movies allow us to per-
ceive data, and therefore science, in otherwise impossible scales and perspectives.
For example, with such movies we can see satellite orbits, solar flares, hurricane
structures, climate phenomena, and planetary discoveries. Upon approval from the

https://worldview.earthdata.nasa.gov/
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scientists, the movies are released to the public through the SVS website [29]. Since
the productions (movies and animation frames) are freely and openly accessible to
the public, they may then take a life of their own thanks to the broader scientific
community, museums, filmmakers, documentarians, educators, news outlets, etc.

Creating visualization productions of this kind is definitely a distinct and niche
practice within the communities of computer graphics, production, and visualization.
Such productions are also called cinematic scientific visualizations, as they are cre-
ated with movie making tools with camera direction, good composition and artistic
aesthetics [14]. The content creation tools used include packages that are utilized by
science teams (e.g., IDL) and production studios (e.g., Maya, Renderman). IDL [2]
is commonly used in many NASA-related scientific fields, like satellite imaging,
remote sensing, geosciences, astronomy, etc. Inherently, SVS uses IDL to process
data and perform data analysis, and over the years has even become part of cus-
tomized processes that are called on render time. It is important to mention that
this type of visualization productions has additional levels of requirements that the
animation production packages (e.g., Maya and Renderman) cannot cover, such as
extreme time precision requirements and ever changing data types and formats that
need to be ingested. For this reason, these packages have been extended internally
(within SVS) over the years to support its scientific data and storytelling needs.When
post-production and compositing are needed, SVS members typically use Adobe’s
After Effects package, while productions that include conceptual animations and/or
video shots might utilize additional compositing packages.

It should be noted that even though this type of visualization production is a
niche field, it has a rich history of almost 50 years in the making. Exemplary his-
torical efforts and contributions include NASA’s JPL Computer Graphics Labora-
tory, where computer graphics pioneer Jim Blinn developed between 1977–1987
the groundbreaking films of the planetary flybys by the Voyager spacecraft, when
almost nobody had seen a computer generated image [22]. In the 1980s, Donna Cox
based at the National Center for Supercomputing Applications (NCSA) formed the
Renaissance Team [18] and over the years produced a series of groundbreaking data-
driven works for films and documentaries (e.g., Cosmic Voyage, A Beautiful Planet,
Hubble) that defined the field of cinematic scientific visualization.

Among the few and niche teams that engage in visualization production that
aims to explain science results, NASA’s Science Storytelling Team presents unique
aspects that are worth mentioning. For example, a big part of the broader storytelling
team (visualizers, animators, producers, writers) works out of the same building; the
team is located at the same center with the biggest pool of NASA scientists within
the agency, which facilitates dialog and fosters collaboration; the majority of the
visualization projects are normally assigned to a single visualizer, who serves as a
lead for the specific project. The lead visualizer carries the project through from
the very beginning to its release to the public. In that sense, visualizers serve as
generalists and typically wear multiple hats in comparison with their colleagues in
animation and production studios where specialized experts are required for separate
aspects of the production (e.g., lighting, modeling, compositing, etc). It is common
for a visualizer to serve within a project also as a producer, to contribute to the
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script and narration of the story, and even handle post-production and compositing
as well. It should be emphasized that the majority of the team members (especially
the visualizers) become deeply involved with the science and data behind the stories
they work on; therefore, a keen interest or background in science is helpful.

Case Study: Tracking Diseases from Space
How the 2015–2016 El Niño Triggered Dengue Outbreaks in Southeast Asia

ElNiño is an irregularly recurring climate pattern characterized bywarmer than usual
ocean temperatures in the equatorial Eastern Pacific Ocean, which creates a ripple
effect of anticipated weather changes in far-spread regions of Earth. Over the last
20 years, Dr. Assaf Anyamba, a research scientist at NASA Goddard Space Flight
Center, using remote sensing data has been monitoring how these changes in precip-
itation, land surface temperatures, and vegetation create conditions for transmission
of diseases in humans and animals around the world; in simpler words, Dr. Anyamba
has been tracking diseases from space. As part of his research efforts, Dr. Anyamba
led a study whose methods and results were published in 2019 in the Journal Nature
Scientific Reports [12]. This study was the first of its kind to comprehensively assess
the public health impacts of themajor climate event of El Niño on a global scale. This
taskwas possible by analyzing satellite data andmodeling to track climate anomalies,
along with field measurements, public health records, and disease outbreak reports.

The Scientific Study

NASA’s remote sensing data are captured continuously by various Earth-orbiting
satellites and become available to the scientific community and the public within a
few hours from a satellite overpass. This continuous collection of data is referred to as
a time series and from the vantage point of space provides unique capabilities to the
scientific community, as scientists can monitor changes on Earth and its atmosphere
and oceans on local, regional, and subsequently global scale. In their research prac-
tice, scientists who utilize remote sensing data strive for the collection of field (i.e.,
ground) measurements as well, which serve as reference points for the validation
of remote sensing data at a single location. Dr. Assaf Anyamba for this study [12]
orchestrated and participated along with partner distributed teams in fieldwork in
multiple locations in the Free State Region of South Africa. For this endeavor, field
work included activities such as setting upweather stations to collect a variety of data
measurements (e.g., temperature, rainfall, wind direction, and speed) and even col-
lecting samples of mosquito vectors from the same location (Fig. 18.5). For research
studies, field measurements of that kind are project-oriented and require advance
planning since the location has to be coincident with the satellite measurements
that will be monitored over a predefined period of time. Looking at ground/field
measurements is paramount, as they eventually give specific meaning to the remote
sensing data. In this study, as part of the field measurements, mosquito vectors were
collected from the region of Free State in South Africa, in order to determine how
various climate measurements relate to local disease vectors over time. Therefore,
the field team collected mosquito vector samples during the rainfall season and then
these samples were analyzed to identify their type and the viruses they were carrying.
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Fig. 18.5 (Top) Field measurements by Dr. Assaf Anyamba with field partners in Free State, South
Africa. On the top left photo, Dr. Assaf Anyamba geolocates a weather station with Dr. Claudia
Cordel (Field Team Lead) and Hermann Zwiegers (Field Technician). On the top right photo, Dr.
Assaf Anyamba and Lara Van Staden (Field Technician) are collecting mosquito vectors from the
field. (Bottom) Visualized remote sensing data from the same region where field measurements
are performed, subregion of Free State, South Africa. Credit: Assaf Anyamba, Universities Space
Association and NASA Goddard Space Flight Center

In addition, the scientific team cross-referenced remote sensing data and field mea-
surements with disease reports on ProMed—the Program for Monitoring Emerging
Diseases. ProMed is an open-source Internet-reporting system dedicated to the rapid
global dissemination of information on outbreaks of infectious diseases and acute
exposures to pathogens that affect human health, including those in animals and in
plants grown for food or animal feed [5]. The synergistic approach and synthesis
of fieldwork measurements, remote sensing data, (Fig. 18.5) and disease reports for
specific regions over time are what led to confluence and the determination of when,
where, and how a subset of diseases occur. The study indicated during El Niño peri-
ods a worldwide uptick in reported cases of diseases such as plague and hantavirus
in Colorado and NewMexico within the USA, cholera in Tanzania, and dengue fever
in Brazil and Southeast Asia, among others (Fig. 18.6).
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Fig. 18.6 Geographic distribution of various disease outbreaks (indicated with color) on a global
scale, between the period of April 2015–March 2016. Regions (in boxes) that are historically
susceptible to disease outbreaks can be found within the USA, Brazil, Tanzania, and Southeast
Asia. This figure was created using Interactive Data Language (IDL) software (version 8.6.0) and
was included in the journal publication [12]. Credit: Anyamba, A., Chretien, J.-P., Britch, S. C.,
Soebiyanto, R. P., Small, J. L., Jepsen, P., Forshey, B. M., Sanchez, J. L., Smith, R. D., Harris, R.,
Tucker, C. J., Karesh, W. B., Linthicum, K. J

Fig. 18.7 Plots to demonstrate the regional climate conditions and disease outbreaks for dengue
(DEN) in Southeast Asia. Plots of this figurewere created usingR software (version 3.4.1) in support
of the journal publication [12]. Credit: Anyamba, A., Chretien, J-P., Britch, S. C., Soebiyanto, R. P.,
Small, J. L., Jepsen, P., Forshey, B.M., Sanchez, J. L., Smith, R. D., Harris, R., Tucker, C. J., Karesh,
W. B., Linthicum, K. J
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Science Results in the Private and Public Realms

Exploratory data analysis and visualization are inherent and critical processes for
science teams and are performed on a constant basis. And while the publication
of the journal paper [12] unveils the methodology and data analysis behind the
research study, it has been written for a specific type of audience—subject matter
experts (SMEs) and the scientific community. Visualizations in the format of plots
(Figs. 18.6, 18.7) included in the published paper are created to validate results and
support the scientific process and follow the highly technical language of the paper. In
order to communicate results to broad audiences using visualization, it is worthwhile
to take a look at the different types of audiences and also the practices of visualization
involved. In 1990, DiBiase penned the article Visualization for Earth Sciences [19],
and he articulated the range of functions of visual methods in an idealized research
setting, within the private and public realms and laid out the challenges for the field.
In the paragraph below, we explain these realms and their differences and augment
DiBiase’s suggested range of functions.

A scientist or a science team explores data to reveal pertinent questions and test
hypotheses based on data. They employ visualization to validate data, and the result-
ing visualizations may stay within the science team—the private realm of the science
team. As part of their research practice, scientists share their results and findings
with the scientific community by incorporating visualization techniques to showcase
their data analysis in scholarly publications and through presentations in profes-
sional conferences. Even though they are traversing from the private to the public
realm, their visualizations often require subject matter expertise, and they are devel-
oped mostly to communicate results within the scientific community. Bringing the
findings to the attention of a wider audience and the general public is a different
practice, as it [...] “is quite a different matter to compel attention and understanding
in a diverse, hurried, skeptical population of readers than to communicate with an
eager, familiar group of associates,” [19] and this requires a shift from the prac-
tice of visual communication of results toward the craft of visual storytelling with
data. This [...] transposition of a tentative personal investigation to a public one is a
synthetic process. Synthesis in this sense entails summarizing and generalizing the
results of exploratory and confirmatory analyses and articulating a new, integrated
conception of how the components of the research problem interrelate. It is a bridge
from the private to the public realms [19]. NASA’s Scientific Visualization Studio
(SVS) specializes in creating explanatory visualization productions to serve both
the scientific community and the general public, while respecting the needs of each
audience—something that presents its own set of challenges.

Cinematic Scientific Visualization Production: Process

Cinematic scientific visualizationmakes data and science results more accessible. By
combining the powers of art and the craft of storytellingwithmovies, it brings science
to the attention of a broader audience and makes scientific data interesting to the eyes
of the general public. As Scott McCloud says “The creation of media can serve as
windows into our world” and, in that sense, cinematic scientific visualizations serve
as windows of re-entering our world, “and when you do that it allows people to
triangulate the world they live in and see its shape” [17].
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In the paragraphs below, we present the team and give an overview of the sto-
rytelling process of creating visualization productions to communicate the results
of Dr. Anyamba’s study [12]. The overall process described can serve as a guiding
template to similar productions. It is important to mention that each project typi-
cally presents its own set of requirements and limitations, therefore the process will
need to be adjusted accordingly. In addition, providing a detailed guide of cinematic
scientific visualization production is outside the scope of this article. The course
publication [14] offers a deep dive into this topic and sheds light even into technical
aspects of such productions, including workflows and pipelines for various formats.

As soon as a project comes into SVS, a meeting is scheduled with participating
members: lead visualizer, science team, SVS Director (Horace Mitchell), and SVS
Team Lead (Greg Shirah). During that initial meeting, the science team describes
the research work, including the methodology used, the data involved, and unique
aspects of the findings. Typically, a producer and a science writer are assigned to
support the visualization production, contribute to the story script, coordinate press
releases, and create narrated videos if needed. For this specific project, the visual-
ization production team consisted of:

Science Visualizers: Helen-Nicole Kostis (Lead), Greg Shirah (SVS Team Lead)

Producer: Matthew Radclif (Lead), Helen-Nicole Kostis

Scientists: Assaf Anyamba (Lead), Radina Soebiyanto

Science/Data Support: Jennifer Small

Most visualizations are incremental work, and they reflect a deep background
that includes infrastructure, processes, and institutional knowledge. Therefore, the
first author sees all team members of the SVS as contributors to each visualization.
It should be also mentioned that in this production, Team Lead Greg Shirah pro-
vided oversight to the entire project and refined the process that mapped the disease
locations as particles during render time.

As it typically is in such productions, after the initial meeting, the immediate next
step is to receive data from the science team, process them, and ingest them into the
production infrastructure and pipeline (e.g., Maya, Pixar’s Renderman) to produce
drafts as soon as possible with the goal to see what the data look like.

A Practical Guide for Storytelling in Scivis Production

Foundational Principles
Data integrity and Scientific Accuracy

• Purpose:

– Why am I creating the visualization?
– Who is the audience?
– What are the key messages?
– How will it be consumed? (Medium, Format, Resolution(s))

• Content:

– What data are needed to tell the story?
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– What are the types of data? (e.g., information, scientific, or both)
– What is the dimensionality of the data? (e.g., 2D, 3D, Volumetric)
– What is the source of the data?
– Who funded the data collection?
– What are the data relationships?

• Structure:

– What is the relationship with our world? (scale, time, and space)
– What is the best visual encoding and/or visual metaphor for the type(s) of data?
Encoding is typically dependent on types of data (e.g., information, scientific,
or both)

• Abstraction:

– What is relevant to the story? (keep it and remove the rest)
– What relationships are critical to illustrate and include? (remove the rest, what
is not included is equally important to what is included)

– Less is more? Yes, except when it is not. Science presents complex phenom-
ena, with many relationships and lots of data. Sometimes, it pays off to keep
parts where the visualization is visually complex to carry that message to your
audience.

• Composition:

– What are the visual variables?
– What textual elements are needed?
– What are the dynamic variables?
– Framing: What is in the frame and why? What is the camera choreography?
– Lighting: What is the setup?
– Rendering: What are the inputs and outputs ?
– Post-Production: What is done in post-production and why?

Please note that the above guide is an adaptation from multiple sources, by reading
articles, blog posts, and attending storytelling and visualization presentations. It is
a work in progress and is continually refined. Whether one uses this guide or not,
it is important to uphold the two foundational principles of scientific storytelling—
respect the integrity of the data and the accuracy of the science.

Early on, the visualization production team identified two challenges based on
previous experience with El Niño-associated productions that would be critical in
defining the storytelling approach and subsequently the visualization design:

1. How to visualize the concept of teleconnections for the given study?
2. How to convey the broader story given the multiple regions, types of diseases,

varying patterns, and timescales?

Through a series of iterations and close collaboration with the science team, the
storyboard was refined (Fig. 18.8), and the production team decided to address chal-
lenges 1 and 2 above by breaking down the story into four separate visualization
productions and by combining on-screen visualization of scientific and information
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Fig. 18.8 Storyboard sketches of visualization production, Credit: Helen-Nicole Kostis, University
Space Research Association and NASA Goddard Space Flight Center
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Fig. 18.9 Representative frames of produced visualizations. Credit: ScientificVisualization Studio,
NASA Goddard Space Flight Center
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data. This led to pairing remote sensing data (mapped onto a flat map or a 3D globe)
with plots and multiplots within the same frame in all visualizations to support con-
tinuity from one visualization production to the next one, when shown in sequence.
In addition, to tell the broader story of the research given the available resources the
production team decided to select a case study and illuminate the relationships of a
single disease (in this case dengue outbreaks) within a specific region (in this case
South East Asia) for the period of 2015–2016.

Dengue fever is a painful, debilitating disease, transmitted between people by
mosquito vectors. It is a predominantly tropical disease affecting approximately 400
million people annually in many areas of the global tropics including Southeast Asia.
Dengue epidemics worldwide occur in urban areas where there is a coincidence of
large numbers of vectors and people with no immunity to one of the virus types. Dur-
ing the 2015–2016 El Niño event, the South East Asia region received below than
normal precipitation resulting in drier and warner than normal conditions, which
increased the populations of mosquito vectors in urban areas, where there are open
water storage containers providing ideal habitats for mosquito production. In addi-
tion, the higher than normal temperature on land shortens the maturation time of
larvae to adult mosquitos and induces frequent blood feeding/biting of humans by
mosquito vectors resulting in the amplification of dengue disease outbreaks over the
South East Asia region.

The four separate visualization productions were:

• Visualization 1: Showcase the relationship between sea surface temperature (SST)
anomalies and Niño 3.4 index for the period 1982–2017 and highlight major El
Niño years.

• Visualization 2: Demonstrate the concept of ElNiño-SouthernOscillation (ENSO)
teleconnections in South East Asia for the period 2015–2016.

• Visualization 3: Reveal the relationship between precipitation in South East Asia
and dengue disease outbreaks.

• Visualization 4: Reveal the relationship between land surface temperature in South
East Asia and dengue disease outbreaks.

For a complete description of the productions, please see Appendix A at the end of
this chapter.

These four visualizations were created in close collaboration with the science
team. The visualizations were incorporated in a narrated video production to accom-
pany an official NASA press release [21] and social media posts announcing the
findings of the article. Upon approval from the science team, visualizations were
released to the public through the SVS website [25–28]. Customized 4K versions
of these visualizations were created for hyperwall (tiled displays) that exist within
NASA Goddard facilities and for traveling systems that are exhibited in scientific
events and conferences. Dr. Assaf Anyamba and the team have been using the visual-
izations in presentations. Currently, the science and storytelling team is building on
this work as they are focusing on creating visualizations to demonstrate differential
teleconnection response patterns between El Niño and LaNiña events and Rift Valley
fever outbreak patterns in the region of South Africa.
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Appendix A

Detailed descriptions of visualization productions.

Visualization 1: Data-driven visualization of the El Niño phenomenon for the
period 1982–2017. This production visualizes monthly sea surface temperature
anomalies (SST) around the world from 1982 to 2017 and the Niño 3.4 index on a
corresponding timeplot graph. The Niño 3.4 index represents average equatorial
sea surface temperatures in the Pacific Ocean from about the International Date
Line to the coast of South America. In the timeline, the major El Niño event years
are highlighted. In these years, SST anomalies peaked for example during 1982–
1983, 1997–1998, and 2015–2016. This visualization production creates visual
associations between increases in sea surface temperature anomalies displayed
on a flat map, Niño 3.4 indices in the timeplot, and the actual El Niño events. To
learn more, please visit: https://svs.gsfc.nasa.gov/4695.

Visualization 2: ENSO teleconnections in South East Asia Region during the El
Niño event. The production starts in 2014 showing sea surface temperature (SST)
anomaly data on a 3D globe. As time passes, in 2015 sea surface temperature
anomalies in the equatorial Pacific Ocean (left) give rise to precipitation (center)
and land surface temperatures (right) anomalies in Southeast Asia during the
period 2015–2016. A multiplot on the bottom illustrates the interplay of Niño 3.4
index values and regional values for the South East Asia region of land surface
temperature anomaly and precipitation anomaly. In the multiplot, the dengue
outbreaks period is highlighted. Higher than normal land surface temperatures and
therefore drier habitats drew mosquitoes into populated, urban areas containing
the open water needed for laying eggs. As the temperature increased, mosquitoes
had the urgency to bite more frequently but also reproduce and mature faster,
resulting in an overall increase in population and mosquito bites, therefore the
dengue outbreaks. To learn more please visit: https://svs.gsfc.nasa.gov/4697.

Visualization 3: Visualize the correlations of precipitation, disease reports, and
dengue outbreak period for the South East Asia region. The corresponding time-
plot reveals the relationship between precipitation anomaly in Southeast Asia and
dengue outbreaks. Drier than normal habitats draw mosquitoes into populated,
urban areas containing the open water needed for laying eggs. Drier conditions
induce higher than the normal temperature which have similar impacts as above.
As time unfolds, dengue reports are mapped on to the region and the periods of
dengue amplification are highlighted. To learn more, please visit: https://svs.gsfc.
nasa.gov/4693.

Visualization 4: Visualize the correlations of land surface temperature, disease
reports, and dengue outbreaks period for the South East Asia region, using similar
techniques with visualization 3 above to link the aftermaths of the drought per-
sistence (lack of precipitation) to increased temperature on land, which increased
mosquito vectors in the region. As time unfolds, dengue reports are mapped onto
the region and the periods of dengue amplification are highlighted. To learn more,
please visit: https://svs.gsfc.nasa.gov/4696.

https://svs.gsfc.nasa.gov/4695
https://svs.gsfc.nasa.gov/4697
https://svs.gsfc.nasa.gov/4693
https://svs.gsfc.nasa.gov/4693
https://svs.gsfc.nasa.gov/4696
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Appendix B

Data sets used:

• Remote Sensing Data:

– Sea Surface Temperature (SST) Anomaly, time series: 1982–2017. Global
monthly SST data known as optimum interpolation (OI) SST version 2 data set
produced by NOAA can be accessed from: https://www.ncdc.noaa.gov/oisst.

– Land Surface Temperature (LST) Anomaly, time series: 2002–2017. Global
monthly 0.05" LST MOD11C3 data set available at https://lpdaac.usgs.gov/
dataset_discovery/modis/modis_products_table/mod11c.

– Precipitation Anomaly, time series: 2002–2017. Global Precipitation Climatol-
ogy Project (GPCP) Global 1◦ Monitoring Product, available at: ftp://ftp-anon.
dwd.de/-pub/data/gpcc/html/-monitoring_download.html
.

• Information Data:

– Disease reports for South East Asia region. All global disease occurrences are
georeferenced as sourced from https://www.promedmail.org/.

– Niño 3.4 SST index. It can be obtained from the National Oceanic and Atmo-
sphericAdministration (NOAA)’sNationalCenter forClimate Prediction online
archives at: http://www.cpc.ncep.noaa.gov/data/indices/sstoi.indices.

– Land Surface Temperature (LST) average for SE Asia Region (monthly time
series: 2015–2016). Processed and provided by the Science Team for the visu-
alization production.

– Precipitation average for SE Asia Region (monthly time series: 2015–2016)
Processed and provided by the Science Team for the visualization production.

– Numbers of disease reports for SEAsiaRegion (monthly 2015–2016). Processed
by Science Visualizer (Lead) from global disease occurrences provided from
https://www.promedmail.org and approved by the Science Team.

• Cartographic Data: (developed internally at SVS)

– Country outlines
– Water mask (global)
– South East Asia region mask
– Latitude coordinates
– Niño 3.4 region subset
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Chapter 19
Reaching Broad Audiences from a
Science Center or Museum Setting

Anders Ynnerman, Patric Ljung and Alexander Bock

Abstract Research has shown that learning outcomes can be improved by inter-
active visualization and exploration. This has led to the appearance of interactive
installations on a range of platforms from handheld devices to large immersive dome
theaters. One of the underlying principles of this data-driven visualization for broad
audiences is the notion of the confluence of exploratory and explanatory visualiza-
tion into the concept of “Exploranation,” meaning that explanation and exploration
converge in the same application. However, it is necessary to apply specific visualiza-
tion and interaction design principles to enable engaging storytelling and user-driven
discovery in interactive installations targeting a general audience. The design prin-
ciples are unique for different platforms and uses. We here present an account for
some results, challenges and areas in need for further research. We also describe a
set of different cases in which visualization has been used to reach broad audiences.
Based on the examples, lessons learned are described and general principles and
recommendations are provided.

19.1 The Need for Visualization in Science Centers and
Museums

Visual representations have traditionally played a fundamental role in the quest to
convey knowledge about the content of museum collections containing items such as
rare historical artifacts or valuable pieces of art. They also serve a purpose in fram-
ing events such as the narratives of pivotal moments in human history. In science
centers, visualization, and particularly interactive visualization, is one of the core
technologies in the illustration of scientific knowledge, major findings and method-
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c at Magnus Johansson

Fig. 19.1 Leading museums and science centers in the world are to an increasing degree using
interactive visualization. The image shows the interactive mummy installation at the Mediterranean
Museum in Stockholm. Photograph courtesy of Ove Kaneberg/Medelhavsmuseet

ologies across all disciplines, and to describe how everyday technology works and
the ongoing innovation process behind them (Fig. 19.1).

The list of museums in the world contains themost well-known such as the British
Museum in London and the Louvre in Paris, as well as smaller regional museums
of limited size and scope. There is also a clear distinction between science muse-
ums, such as the American Museum of Natural History in New York and the Natural
History Museum in London, and science centers, such as the Exploratorium in San
Francisco. The latter prioritizes engagement of visitors through interactive installa-
tions and hands-on experimentation. These large museums and science centers have
large-scale in-house research units in the areas of focus and are also developers and
curators of both static and traveling exhibits. In the production of exhibits, external
partners are often contracted or partnered with, and visualization research institutes
and companies are frequently consulted. It should be noted that the vast majority
of museums and science centers are, however, of smaller scale with smaller or no
research and development capacity and are depending on external partners to produce
exhibits and individual installations.

As it will be argued in this chapter, visualization has an increasingly important
role to fill in all of these public venues. This is happening in the wake of visualiza-
tion technology development, data availability, visualization methodology and the
increasing role of visual media in our daily lives, as well as the continuous strive to
increase visitor engagement in the collections and to increase amount and quality of
knowledge provided.
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19.2 Exploranation—Explanation Through Exploration

The increased gathering and processing of scientific data, may it be medical, cli-
mate, geophysical or various other types, ultimately needs to be conveyed into con-
texts suitable for different scenarios and for wide and diverse audiences. Intelligent
functionality and guidance on how the scientific information should be presented
is of increasing importance, and thus, an essential part of explanatory visualization
efforts, such that the correct understanding of the resulting conclusion can be made
by decision makers, single individuals and/or the general masses. The use of visual-
ization in public spaces, such as science centers and museums, has traditionally been
based on static representations of phenomena, often in the context of illustrations
produced by exhibition designers and curators, or linear media such as videos shown
on screens embedded in installations. In recent years, we are, however, seeing a rapid
increase of the use of interactive visualization enabling visitors to explore scientific
data from experiment or simulations. An important example of this is Earth obser-
vation and climate simulation data as described in Chap.17. It should be noted that
the use of interactive models is also becoming popular in learning situations such as
understanding of the organ functions of the human body, but in this chapter, we will
focus on how interactive visual exploration of scientific data can provide engaging
and rewarding experiences for visitors with vastly different backgrounds in terms of
age, language, culture, etc.

On a general note, it can be argued that the science of learning and communication
and its practical application is facing a paradigm shift through the introduction of
interactive visual data exploration into a field that has traditionally been dominated
by explanatory approaches. In this on-going confluence of exploratory and explana-
tory approaches, we see many challenges, opportunities and synergies between the
two visualization paradigms. To denote this convergence between exploratory and
explanatory visualization, the term “Exploranation” was coined by Ynnerman et
al. [30]. It can be noted that this was done in the context of research on science
communication, but the convergence can be seen in many areas and uses of visu-
alization. The underpinning trends that drive the introduction of exploranation in
public spaces are based on several parallel areas of development: the availability of
data which is one of the cornerstones in this change, the rapid development of com-
puter hardware, in particular GPUs as an enabling factor, and finally, the maturing
visualization methodology plays a fundamental role in providing the framework for
meaningful and informative visual representations.

In our work, we have identified a set of core challenges in bringing interactive
visualization to public spaces, and we will in this chapter elaborate and reflect on
them in some detail. The challenges and demands, which in comparison to other uses
of visualization, can be extreme, and solutions can from a visualization perspective
be grouped into four different areas:

• Rendering quality and performance: Visitors to public spaces have varying lev-
els of understanding of computer graphics and visualization. In particular, visitors
of the “gaming generation” have high expectations on visual quality and perfor-

http://dx.doi.org/10.1007/978-3-030-34444-3_17
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mance. It is a challenge to convey the notion of connection to data, its sizes and
complexity, which may affect the rendering quality and frame rates.

• Interaction and navigation: Complexity in interaction and navigation is one of
the obstacles in both effective exploration and explanation using visualization.
With a starting point in the understanding of human attention and awareness, user
interfaces have to be tailored to specific audiences without hampering the freedom
to explore. In doing this, apart from user and application parameters, aspects to
consider are: time available for exploratory visualization, regions of interest in the
data and specific communication goals.

• Robustness and reliability: Installations in public spaces or use of software for
demonstrations with large, paying, audiences put extreme demands on reliability
and robustness both from a software and hardware perspective. Elimination of
potential point of failures in mechanical interaction is key as visitors will interact
with devices in unforeseen and forceful manners and in public shows a software
issue can cause both audience and presenter to lose immersion and engagement in
the science presented.

• Storytelling and performativity: One of the key challenges in bridging the gap
between the data and the visitor is to provide the user with guidance and expla-
nations that do not interfere with the notion of exploration. This inevitably entails
approaches to supportmediated experiences through physical and/or virtual guides
using various embodiments and storytelling approaches. The transfer of perfor-
mativity between individuals, different presenters, in facilitated experiences is one
major obstacle for widespread use of interactive live presentations in immersive
environments such as planetariums.

We are still in the early days of exploranation in public spaces, and much research
needs to be conducted to support this area, which has the potential to become one
of the largest uses of visualization with impact reaching far beyond the traditional
research and development domains targeted by visualization research. In the remain-
der of this chapter, we will, with a starting point in the work conducted at the Nor-
rköping Visualization Center C, in Sweden, describe identified areas of challenges
as well as provide example scenarios from science centers and museums.

19.2.1 The Norrköping Visualization Center C

Much of the work, challenges, approaches and results, come from the long-term
build-up and 10 years of operations of the Norrköping Visualization Center C [26]
and its connected research groups at Linköping University, in Sweden. The Center is
unique in the sense that it combines several facets of research, development, public
dissemination, commercialization and collaboration in one organization with close
interplay between its units. The public part of the center has more than 150 000
visitors per year, and the infrastructure at the center is encompassing both public
spaces, galleries and research laboratories. The primary facility is a fully immersive
dome theater seating 100 visitors. At the time of writing, the dome is the only
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Fig. 19.2 Norrköping Visualization Center C. The mission of the center contains a combination of
research, science communication, commercialization and spin-off and collaborations with society,
as well as teaching university-level programs

dome in the world with full 6P laser projection capability, and with stereoscopic
viewing on a 15m diameter dome with 8K resolution. The research unit of the center
consists of research groups in Computer Graphics and Image Processing, Immersive
Visualization, Information Visualization, Scientific Visualization, Graphical Design
and Image Reproduction and Visual Learning and Communication. In total, 120 staff
are employed in the environment at large.

With a starting point in the visualization research and its applications, the cen-
ter has, since its inception in 2010, systematically worked on the introduction of
interactive visualization in the public spaces at the center including both stand-
alone exhibits and visualization environments targeting facilitated experiences. The
comprehensive experience of science communication at the center, and the state-of-
the-art visualization and computer graphics research conducted, the close proximity
between research, application and public spaces, has made it possible for the center
to spearhead many efforts in the introduction of interactive visualization in science
communication and indeed leading to the notion of exploranation. The success sto-
ries, and failures, in this work form the basis for this chapter (Fig. 19.2).

19.3 Reflections and Challenges

In this section, we present perspectives on development and production of visualiza-
tion in public spaces and highlight some of the challenges we have encountered in
our work. These challenges are intended to provide concise examples of areas where
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research efforts are needed to promote the field and support producers of content for
science centers and museums.

19.3.1 A Visual Learning and User Perspective on
Visualization in Public Spaces

In developing visualization for public spaces, it is imperative to closely connect
with state-of-the-art research in science education. It is also apparent that learning
research has largely in the past been dealing with cognitive and sociocultural aspects
of visual representation and multimedia learning [11, 19, 23]. Only recently, stud-
ies gathering and evaluating digital platforms, games, simulations, animations and
traditional visualizations in teaching and learning have been conducted [7, 8, 22].

From this literature, we learn that the content itself, how it is presented, people’s
prior knowledge, interest and engagement, also affect the result. To be successful in
developing new visualization approaches, the learning effect of interactive visualiza-
tion has to be evaluated. In addition, design principles for different content have to be
established. To understand how these new types of visualizations should be designed,
wehave to investigate how they stimulate exploration, engagement, interest and learn-
ing. With the emerging use of interactive data visualization in public spaces, there
are unique possibilities to do so. In this multidisciplinary approach, involving both
visualization and learning researchers will be necessary and will enable perspective
studies on developed technology and methodology as well as ensuring sound imple-
mentation of visualization. In our work, we have identified several challenges that
call for attention from the visual learning perspective such as (1) exploration of how
storytelling, using explorative visualizations, affects human cognitive structure and
experience, (2) investigation of the limits of the massive information that are nec-
essary to integrate to understand complex data and (3) investigation of the learning
effect of immersive virtual reality on students and other audience.

19.3.2 Provenance and Managing Heterogeneous Data to
Bridge the Gap Between Experts and Laymen

To deliver an authentic experience of interactive exploration where the users are, in
fact, interacting with the real scientific data poses several challenges. In communi-
cating science, it is important to be able to answer where data is originating from,
who produced it and with what methods. Provenance is broadly the record of activ-
ities performed by agents that produce (digital) artifacts, including presentations.
The concept can be applied at different levels of granularity as well as with different
perspectives [6]. Provenance is also an essential piece in reproducible research, as
shown in the visualization community [10]. It can be seen that visualization in explo-
ranation draws a similarity with reproducible research but also aims at providing a
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higher-level of interpretation by including provenance in the application software
for user interaction as well, methods to aggregate interaction steps into high-level
components for a visual scripting language, enabling nonlinear storytelling and inte-
gration of automated interaction, camera navigation and view selections. Preser-
vation of the gathered data with provenance provides not only the final result but
also a record of how science was conducted and tells a story in itself, provenance
and preservation, how curators are incorporating annotations and interpretations and
how exhibition designers provide stories and context. At the core of this lies the
traceability and preservation of all related information and embedded knowledge
that is made available to the public, and in this case, the museum or science center
visitors. To support provenance in exploranation in public spaces, several require-
ments can be identified leading to areas that need further exploration and research:
(1) underlying architectures to handle heterogeneous digital assets (scientific data,
interpretations, narratives, storytelling scripts), (2) provenance tracking that enables
the user to explore the presented data in ways previously not supported, such as
going behind and beyond the data presented, potentially re-run a computation with
different context or parameters and (3) the exploranation visualization process itself
and the users’ interactions also constitute a process where provenance enables further
research into science communication and learning.

19.3.3 Tailored Visualization and Interaction Techniques

Scientific visualization methods and representations are as clearly demonstrated
throughout this book typically developed for domain expert users that carry years of
training and expertise. The visualizations are thus information-rich and are aiming
to provide as much, and condensed, information as possible, at a rate the domain
expert can handle.

In a science communication context, these assumptions no longer hold, the user
is untrained on both the visual representations as well as operating advanced user
interfaces. Experts often demand a large set of parameters to dynamically adjust, and
advanced interaction schemesmay further require frequent use to stay fluent. Experts
often demand full exploration possibilities, resulting in interfaces with large sets of
parameters and advanced interaction schemes,whichmay cause steep learning curves
and require frequent use to stay fluent. In our prior work, such as the visualization
table [16], see Sect. 19.5, we have gained valuable experience in tailoring advanced
scientific visualization methods to be meaningful and easy to use. In this work,
adaptation of visual representations and user interfaces is a key part in enabling a
walk-up-and-use experience. It can be argued that in communicating science it is
helpful to favor qualitative information over quantitative data. The purpose is to
reduce the cognitive load on users without losing the contact with the original data.
This entails tailoring and adaptation of established scientific visualization techniques
and development of new approaches. An example of adaptation of the user interface
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for volume rendering is shown in Fig. 19.3, where the visual representation has been
changed and the parameter space was condensed.

Challenges in tailoring visualization and interaction are found in a wide range of
visualization areas. Scalable visualization (from smart phones to domes and large
displays), how to efficiently use display real-estate at varying scales, has been a
focus for our research [4]. Another rather unexplored area is visual representations
of provenance data, see Sect. 19.3.2, and interaction techniques to analyze and mod-
ify data to create derived provenance data. In short, a visual language to explain and
describe scientific processes and data is needed. Some examples of core requirements
for tailoring of visualization and interaction that we have addressed can be summa-
rized as: (1) de-cluttering of display surfaces for clarity ofmeta-level instructions and
deep exploration, (2) use of established design principles to produce aesthetically
pleasing rendering to promote engagement (illuminations, color schemes, etc., (3)
support for non-invasive and embedded storytelling tools and (4) use of illustrative
techniques for emphasis of salient features.

19.3.4 Support for Collaborative and Performative
Interaction

In an imminent future, the need for intuitive and autonomous approaches to support
the presentation of scientific knowledge will be of crucial importance. The scenarios
and target applications at hand are affecting which and what interaction that can be
used and the kind and quantity of information that can be conveyed in a facilitated
presentation.Todevelop intuitive interaction andviewsupport, reducing the cognitive
loadonusers, andpresenters, in various science communication scenarios is essential.

c at nossnöJleinaD

Fig. 19.3 Simplified interface and visual representation using dynamic image galleries. The user
can interactively explore volumetric data without the non-intuitive transfer function concept and
select color and opacity settings for the full range of data values
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Fig. 19.4 Presenter using interactive visualization in a dome theater need high-level interfaces that
must not interfere with the narrative of the presentation. The system should automatically produce
and conduct camera moves to enhance salient features matching the narrative. Photograph: Thor
Balkhed, Linköping University

An example of a guided scenario is shown in Fig. 19.4. In this, understanding of how
exploratory immersion can be engineered and orchestrated is pivotal, and knowledge
can be drawn from the abundance of literature on insights to human attention and
awareness.

Essential parameters to consider in facilitated experiences are estimated avail-
able time with the target user and which parts of the scientific data that are of key
importance for the exploratory presentation. This in turn calls for the use of semi-
automated control of the interaction and viewing parameters during a facilitated live
presentation. In the context of the OpenSpace project [4], we have investigated sup-
port for such interaction, resulting in a high-level scripting for interactive nonlinear
storytelling with integrated support for automated interaction, camera navigation and
view selections. It is also of high interest, in addition to direct interaction, to explore
capturing of speech and gestures as input for automation of interaction and naviga-
tion. Topics that are of highest interest for future exploration in this domain are: (1)
dynamic and contextual visual salience detection for optimization of camera views
and visual layout in immersive environments, (2)multi-modal andmulti-user interac-
tion such as context-dependent gesture recognition and speech recognition to support
facilitated interactive visualization and (3) constrained camera path optimization and
even learning-based approaches to view selection.
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19.3.5 Natural User Interfaces and Semantic Level
Interaction

An important aspect of the learning experience of a visitor to a museum or a science
center is the ability to directly interact with and discover notable aspects of the artifact
or datasets in a self-directed manner. These self-guided discoveries often result in
follow-up questions that a traditional exhibition piece is ill-equipped to deal with, as
it has to serve audiences with a large range of prior knowledge for the topic and thus
a large range of potential questions. Traditionally, this challenge is addressed by the
presence of a knowledgeable visitor guide who is able to answer detailed questions
and thus customize the experience to the knowledge level of the particular visitor.
However, particularly for a small science center, it is not possible to provide enough
knowledgeable guides to satisfy this need for all incoming visitors at all times.

An exciting new development in computer graphics and data analysis that can
help alleviate this constraint is the embodiment of the visualization/narration sys-
tem itself as a virtual avatar, which could be manifested as a photo-realistic digital
human [15]. The availability of these advanced query systems provide visitors with
readily available access to heterogeneous, high-dimensional data that can further aug-
ment an exhibition piece or an installation. One of the most natural human-friendly
approaches to interfacing with the system is to simply be able to ask informed ques-
tions about the application domain and the exhibition piece, and to expect contextu-
alized, insightful answers. Regardless of whether the modality used in the interfaces
is an avatar or visualization of complex data, one still wants to ask questions as if one
is having a dialogue with a literate expert. As an example, new levels of interaction
with human representations are rapidly opening up through recent advances in visual
representation of human avatars imaging using light field displays supporting virtual
human style interaction [14, 24].

In recent years, the development of these expert query systems have rapidly accel-
erated such and our prediction is that soon they will be feasible for smaller museums
and science centers. IBM introduced Watson, a technology platform based on natu-
ral language processing and machine learning intended to analyze large amounts of
unstructured data, and to query the results to provide deep insight about a particular
application domain. The combination of natural interaction with human representa-
tions using technologies such as light field displays, where avatar representations act
as conveyors of information and ultimately, with such a Q&A systems could lead to a
virtual museum guide that would further increase the possibilities to provide engag-
ing and explainable visualization for general audiences. For this particular example,
significant challenges need to be met, before the vision can be realized, in areas such
as (1) light field capture and synthesis, (2) light field compression and on-screen
rendering and (3) the development of a Q&A system designed for contextualization
and presentation of scientific data.
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Fig. 19.5 Important aspect of the communication of scientific discoveries is explaining the vast
scale of the cosmos. (left) Showing the available deep sky surveys illustrating the large-scale struc-
ture of galaxy distribution, the earlier existence of quasars, and the first light of the universe, the
cosmic microwave background radiation, behind. (right) Smaller scale exploration of the New
Horizons spacecraft taking humanity’s first pictures of Pluto in 2015

19.4 Facilitated Experiences in Large-Scale Immersive
Environments

Astronomy and the exploration of space is perhaps the primary example of a research
area where science communication has played a central role. Historically, the general
interest in human understanding of the cosmos has been one of the driving forces
behind scientific exploration. It is therefore no surprise that the concept of a plane-
tarium showing a full night sky with projections of the stars and planets has been the
model for facilitated immersive science communication. With the digitalization of
planetariums, replacing analog high-precision instruments with projection systems,
the planetarium has changed into a general-purpose immersive dome theater inwhich
engaging stories of science can be told. The digital dome theaters are also used as
high-end playback systems for rendered productions with varying themes. We will
not consider prerendered material in this chapter, but focus on interactive use with
a knowledgeable facilitator interacting with the audience and dynamically adapting
the content displayed (Fig. 19.5).

Despite the possibility to tell interactive stories in dome theaters using any scien-
tific content, the use is primarily in the astronomy domain and vendors of planetarium
solutions are providing software that supports interactive exploration [9, 18, 28, 29].
The software Uniview is one of these exceptions and contains interactive visualiza-
tion of neuroimaging data in dome theaters. A recent addition is also the molecular
dome project which will enable interactive browsing of large-scale molecular data
based on animations byBerry [1], and thework on interactivemolecular visualization
software by Muzic et al. [25]. However, given the demands put on the facilitator still
today few places in the world have live facilitated presentations in the regular public
program, and most experiences are still in the astronomical domain. We thus here
provide description of such a case and extract experiences and recommendations.
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19.4.1 Interactive Astrovisualization in Digital
Dome Theaters

Visual representations of data have been employed in the field of astronomy since
the very beginning. Early human’s attempts of creating structure in the night’s sky
by connecting stars to create familiar images, the constellations, show this as much
as Galileo Galilei using drawings of the positions of the moons of Jupiter to gain
insight into their movements. The abstract nature of many astronomical phenomena,
such as orbits, lend themselves especially for using visual abstractions for knowl-
edge discovery and for use in explanations to broad, public audiences. The need
for visual representations has dramatically increased in the last decades with the
increased availability of open data and systematized information flow. For example,
the Apollo astronauts did not only use their cameras to take accurate photographs
used for scientific discoveries, but they were also trained in photography to make
these images as appealing as possible without compromising their scientific value.
This has continued into the present with, for example, the Juno mission orbiting
Jupiter, carrying a camera whose sole purpose is to be controlled by citizens and
thus support and inspire the next generation of scientists and to stimulate scientific
curiosity in its own right. Missions, such as the Apollo endeavor, are one important
pillar in bridging the gap between astronomy experts and the interested public, and
the endorsed scientific explorations are indirectly influenced by the level of public
engagement in the missions.

The second important pillar of this bridging is the engaging communication of
scientificfindings from the scientists back to the public.While this is an ongoing effort
in many fields, astronomical research might be the most advanced field to spearhead
this movement as there is an innate interest in many people to space-related research.
One of the last remaining obstacles for the expert knowledge dissemination is the
segregation of software tools used for public presentations and scientific software
aimed at domain experts. This leads to the challenge that scientists are required to
invest a large effort to prepare and conduct presentation of their scientific findings
and supporting data, thus preventing many of these presentations from occurring.
From our experience, most researchers are highly interested in disseminating their
scientific findings to the public if there is an easy channel for doing so that does not
significantly distract them from their main scientific work. Conversely, the general
public is interested in hearing and learning about scientific discoveries from the
scientists themselves as it provides a closer relationship to the acquired scientific data.

To support domain experts in astronomy and space science, OpenSpace [3], an
open-source astrovisualization software that serves different visualization environ-
ments, such as desktop environments, virtual reality systems, as well as planetarium
venues, was developed. The software package provides the general user with tools to
visualize and contextualize astronomical research accurately and, at the same time,
enables scientists to perform their analysis to generate these discoveries. Given that
the software and the majority of the data is freely available, it can then be used for
public presentations either by the scientists themselves or other interested parties in
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addition to being provided to the general population for self-directed learning on
their own home computer [4]. In addition, as both discovery and dissemination use
the same software, the burden of converting data is much lower, providing more
opportunities for the scientists to dedicate time to conduct presentations. One addi-
tional approach to increase the reach of these public presentations is through the use
of Astrocasting, in which multiple remote instances of OpenSpace are linked. Link-
ing the visualizations and streaming of video and audio of the presenter, this further
increases the reach of these presentations to include other planetariums and users at
home on their own connected computers. Furthermore, this enables new presenta-
tion modalities as multiple geographically separated presenters can now present the
same topic to a broad audience. Alternatively, this technique also allows a team of
scientists that is not in the same physical location to share a virtual space around their
data to discuss findings and thus improve team communication. This is yet another
area in which both public presentations as well as scientific discoveries can utilize
the same techniques.

OpenSpace has been used in a number of live presentations as an interactive
visualization tool and continues to find increasing use for scientific discoveries. An
example of a remote presentation is the fly-by of the New Horizons spacecraft at
Pluto, which was simultaneously visualized at 13 planetariums with an accompa-
nying online video stream [5]. During the event, participating planetariums around
the world submitted their audiences’ questions to the mission scientists who were
commenting on the actions of the spacecraft in real-time. This was particularly of
interest as the event coincided with the closest approach of the spacecraft at Pluto.
This way, this remote presentation was able to reach more than 2000 people around
the world simultaneously that could actively participate in this scientific discovery.
At the same time, for many of the mission scientists, it was the first time they saw the
mission plan which was devised years ahead of time executed in a 3D environment.

Another example was a presentation given by an Apollo Lunar Module Pilot,
who provided a detailed explanation of the Apollo 16 mission using data from the
Lunar Reconnaissance Orbiter, see Fig. 19.6. During the presentation, Charlie Duke
revisited the mission he was part of and elaborated on the interesting stops made dur-
ing their EVAs during their 71h stay on the Moon, while OpenSpace was providing
the visual context to these explanations, including the visualization of the distance
travelled from the lunar module. Integrating the ability to render high-fidelity ter-
rain models of planetary bodies [2], such as the Moon, that include high-resolution
imagery as well as 3D terrain models, is of vital importance for the presentations as
they provide the necessary context for the explanation that is unable to be provided
by static pictures alone. Being able to record the explanations from these pioneers
of space exploration will be increasingly important as sadly fewer of these explorers
are able to tell their stories directly as the years go by (Fig. 19.7).

Another use case for the interactive use of such a software is for team com-
munication and hypothesis generation. An example for this case were discussions
surrounding the release of the Gaia DR2 dataset, which contains detailed informa-
tion for more than a billion near-by stars in the Milky Way. Algorithms had to be
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Fig. 19.6 (top left) Visualization of all six Apollo landing sites rendered using OpenSpace. High-
resolution images for all landing sites are publicly available. (bottom left) The Apollo 17 landing
site rendering using OpenSpace and data from the Lunar Reconnaissance Orbiter. The tracks from
the Lunar Rover are clearly visible. (top right) Humanity’s next target for human exploration, Mars,
as so far only been visited by 11 landers that provided data back from this distant world of which a
large amount of surface data is available (bottom right)

Fig. 19.7 Particularly in the case of the Moon, it is important to faithfully recreate the observed
data to match the available observed imagery. (left) The Earthrise picture taken on December 24,
1968 by Apollo 8. (right) Recreation of the same moment in time in OpenSpace, showing the same
lunar features and the Earth in the background
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Fig. 19.8 Gaia Science Sprint at the Hayden Planetarium in New York. OpenSpace was used
to interactively visualize the Gaia DR2 dataset for a large group of domain experts. The image
shows a rendering of 900 million stars on the planetarium dome and the Gaia spacecraft and a
few iterations of its orbit. The event is an example of how software and data can be used for both
public dissemination of science aswell as team communication and scientific exploration by domain
experts. (c) 2019 IEEE. Reprinted with permission

developed to efficiently render this large number of stars simultaneously in 3D inside
OpenSpace. These capabilities were presented to a Gaia science sprint in New York
in 2018 to a large group of astrophysicists whose research is focused on the results
of the Gaia mission and who are thus intimately familiar with the dataset. One of the
sessions involved the scientists inspecting the data in a large planetarium and being
able to dissect the dataset interactively, see Fig. 19.8. In addition to generating new
hypotheses, this session was also used to confirm prior hypotheses of the movements
of subsets of stars for which velocities are available. This makes it possible to ani-
mate the position of the stars over a range of a hundred of thousands of stars and
enables the expert to visually detect co-moving stars, or clusters with low relative
velocities. The enthusiasm and engagement of the scientists in adopting new tools is
a very promising result of this collaboration.

A future class of use cases is going to be enabled through the use of recordedor pro-
cedurally generated flight paths. This will enable the use of OpenSpace inside other
learning environments, such as school classrooms, by facilitating semi-interactive
presentations. This kind of presentations are mostly scripted, but contain episodes
of self-driven discovery, which can increase the learners appreciation for the dataset.
Semi-interactive techniques can also be utilized in planetarium environments that
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provide regularly scheduled shows by providing a mix-and-match approach of sto-
rytelling, which can adapt based on the needs, or questions, of the audience by
providing an array of options to facilitate a nonlinear visual storytelling approach.

19.4.2 Experiences and Design Recommendations

Creating prerendered and interactive visualization content for use in large-scale
immersive environments require the consideration of a number of unique design
challenges. Planetarium dome surfaces encompass a significant, if not the entire,
part of the user’s field-of-view and thus require great care when designing content
for these display environments, some of which are shared with challenges for virtual
reality headsets. For example, great care must be taken to visually guide the audience
members attention to a location of interest as the use of traditional pointing devices
are limited in a dome environment and require the utilization of other methods to
the same effect. One fundamental design principle for immersive environments is to
restrict the focus location to a small section of the available surface area and keep the
content that requires the audience member’s focus limited to that area. Planetariums
are particularly suited for this as there is a natural center direction prescribed by the
geometry of the dome surface, either being the structure’s apex in a traditional dome,
or a forward direction in a tilted dome configuration. Showing the content of interest
in this small focus area while using the rest of the dome surface to provide ambient
context allows for a more immersive experience of the audience in our experience.

The ability to provide a focus for the audience can be enhanced through the use
of sound. In addition to using an instrumental music track to provide a constant
background ambience, most immersive display environments are equipped with at
least 5.1 speaker setups which make it possible to utilize directed audio to guide the
user to a specific location on the planetarium surface. This technique can enhance
already employed focus techniques such as compositional flow to guide the audience
to a particular area of interest on the display surface.

Particularly, for interactive visualizations, smooth camera movements are impor-
tant due to the immersiveness of the display, as rapid movements are liable to create
nausea in audience members who are not accustomed to immersive environments.
A general rule of thumb is to slow down the camera movements by about a factor of
3 compared to desktop-sized small screen display setups. If the entirety of the dome
is used to present information, rather than just to provide context and thus negating
the effect of a focus area, a reduction of 5× is advisable. While motions with these
speeds will seem slow when viewed on a small screen, the speed of movement of
objects in the immersive display will be greatly enhanced. Audience members are
also sensitive to different types of camera movements. For instance, when zooming
directly toward or away from an area of interest, only a minority of the population
will be nauseated by it, regardless of the speed of camera movements. However, lat-
eral pitch movements are more challenging and have to be executed more slowly as
the audience member loses the fixed point of reference that a central object provides.
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However, rolling the camera around the axis between the center of a planetarium
and the focus area is to be avoided at all costs, as it induces nausea in the greatest
amount of people. There are, however, techniques to mitigate these unwanted effects.
For instance, it is possible to combine a slow rotation with a lateral pitch movement
and thus “hide” the roll such that most audience members will not notice the roll
movement and thus not be affected by it.

Another major issue in most immersive environments is the available brightness
of a projector system, particularly when displaying stereoscopic content. An often
overlooked side effect of the low brightness is the transition of the audience mem-
bers into scotopic vision in which the ability to discriminate between colors becomes
impaired. This effect requires the visualization design to overemphasize color con-
trast and increase the color saturation beyond limits that are usually applied on
traditional display systems. As ongoing technological progress enables an increase
brightness, this problem is unlikely to disappear as the maximum acceptable bright-
ness in a closed environment is limited due to the possibility of interreflection between
the different parts of the planetarium.

Lastly, we want to emphasize the utilize of examining content by creating con-
tent using fisheye projection techniques. It is feasible to gaining familiarity with
planetarium display devices by creating content in fisheye and transferring these
to planetarium display surfaces repeatedly. This leads to a new mantra when desir-
ing to effectively create content for immersive environments: “Think Fisheye, Work
Fisheye, Live Fisheye”!

19.5 Interactive Multi-touch Tables at Science Centers

Museums and science centers visitors come in several different constellations, it may
be an individual, a family, a group of students, or other groups ranging from industry
to government agencies. There are furthermoredifferent scenarios in termsofwhether
visitors are exploring the exhibit on their own, or if they are given any assistance.
Guidance may be spontaneous, open-ended or more tightly scripted storytelling,
depending on the skills and abilities of the facilitator and the specific agenda or plan
for the visit. From our own experiences, and many others, multi-touch tables have
proven to be a facilitating technology that can serve most visitor constellations and
scenarios [12, 31].

Unguided individuals and smaller groups often employ the concept of walk-up-
and-use; the touch table is intuitive and easy to use for the average visitor and requires
no prior information or training. With multiple users in a visitor group, it is possible
to have multi-touch interaction with the table as they are gathered around it, and thus
forming a social context. They can easily interleave their interactions and undergo a
discussion or dialogue about the topic and related questions that may arise.

Facilitated, or guided, sessions are often adapted to the specific visitor constella-
tion and depend on the current scenario. Again, the ease of interleaving interaction
between the guide and the visitors make the touch table an effective tool for story-
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c at Amanda Sundberg

Fig. 19.9 VirtualAutopsyTable on tour.Anders Persson, director ofCMIVatLinköpingUniversity,
is showing a case. Photo courtesy of David Karlsson/RISE Interactive

telling and communicating science to a broader audience and the general public. In
this chapter, we provide a few examples of installations based on touch tables and
conclude with a set of recommendations regarding design choices.

19.5.1 The Virtual Autopsy Table

The use of multi-touch tables at the Visualization Center C in Norrköping originates
from the research on techniques for direct volume rendering (DVR) of large medical
datasets acquired through full-body CT scans. The challenge faced was volumetric
data larger than what fits into the GPU’s memory, and adaptive decompression tech-
nique was employed to optimize resolution in different parts of the volume based
on the predicted final appearance in the rendered image [21]. A few years later, a
multi-touch user interface was added on top of the research software that had been
developed [20]. Much effort was given to provide a touch-based user interface tai-
lored for public spaces, and the final result was an intuitive selection of the data to
visualize. Based on the selected dataset, a set of possible transfer function settings
were shown and the user could swipe different thumbnail representations of these
onto the data. This triggered the software to optimize the resolution for the new
settings, and the user could rotate or cut through the volume using a clipping plane.
A transfer function setting in the context of DVR defines how data values in the vol-
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ume are interpreted as different materials, or organic tissues, and are subsequently
associated with appearance properties in the rendering process, such as colors and
opacities. In professional applications, it employs a complicated user interface, in
most cases based on visualization of a binned histogram of data values. This system
was showcased in 2009, a year before the Apple iPad was introduced, but since then,
touch interfaces have become truly ubiquitous. Today, the memory of typical GPUs
are able to hold the full resolution of these datasets and the original software have
been replaced and adapted to the feature sets of modern GPUs. Nevertheless, the
user interface design principles have remained similar and simple to adhere to the
walk-up-and-use principle (Fig. 19.9).

Originally, the touch table-based visualization system was coined the Virtual
Autopsy Table as the first application and datasets were based on a project where
cadavers from forensic cases underwent a full-body CT scan with a subsequent read-
ing and examination before a regular autopsy. The content has since been evolving
and grown into a database of animal scans, other museum artifacts, and more. The
Inside Explorer table and associated content database is now being developed by
the spin-off company Interspectral [13]. Another branch of development from this
original Virtual Autopsy Table is the medical visualization table by Sectra [27] that
is targeting medical professionals and thus is advanced in terms of user interface
features and functionality. In this case, however, the end user is not the general pub-
lic but radiologists, doctors and nurses, where an emphasis is placed on the use in
educational settings.

19.5.2 The Gebelein Man at the British Museum

A particular interesting application of interactive multi-touch visualization is found
at the British Museum in Gallery 64. Not only can visitors explore the Gebelein
Man, a more than 5,500-year-old naturally mummified cadaver, through volume
rendering [31] but, here lies also the physical mummy, albeit within a controlled
environment and behind glass. Visitors can explore the mummy and learn about his
story through interactive exploration of the CT-scanned digital representation. The
story itself turns out to be spectacular; by using virtual clip planes, the explorer can
see behind the left shoulder from the inside and discover a fracture on the fourth
rib. By touching the info-icon next to it the user can read about the discovery that
the Gebelein Man was murdered by a stab in the back (Fig. 19.10). There is an
interesting and relevant observation that can bemade here: the technology the visitors
can experience is the very same techniques that scientists used themselves, with the
very same data the scientists explored. For the visitors, the data is rendered using the
same underlying volume rendering techniques as for the scientists and they both can
explore the data by using different transfer function settings. This fact also becomes
part of the story to tell about the installation and adds yet another dimension of science
communication to the exploranation concept. Worth to note is that the introduction
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of the digital exploration installation in Gallery 64, the fraction of visitors viewing
the physical mummy increased from 59% to 83%.

19.5.3 Discovering and Learning About the Microcosmos

Another example where multi-touch tables have been used for science communica-
tion to the public is the Microcosmos table, described by Höst et al. [12]. In this
application, users can select a topic and browse among a collection of image and
video cards floating around on the display, each presenting a different aspect of the
topic. The topics are Proteins, Viruses, Cells, Molecules, Genes, Life processes, and
Diseases, where the image cards may be present in one or more of these topics. The
concept is to create a free exploration session in unguided scenarios, or a storytelling
session in a guided situation, about the biological structures at the microscopic and
submicroscopic level. In a study to learn what users preferred and what they were
exploring during sessions interaction data was captured and logged [12]. Some of
the findings from this study indicate that the touch interface provides an intuitive,
effective and primarily engaging form of interaction with the content (Fig. 19.11).

c at Daniel Jönsson

Fig. 19.10 Gebelein man mummy from the British Museum rendered using photon mapping by
Jönsson et al. [17]
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19.5.4 Design Recommendations: Artifacts at the Tip of Your
Fingers

Research on the benefits in learning and public dissemination from interactive visu-
alizations using multi-touch tables is still in early stages, and much more work is
needed to define and verify rigorous design principles. Nevertheless, some conclu-
sions that have been observed and reported [31]. The recommendations are based on
observations of a large number of installations world-wide and also in-depth studies
of our own solutions.

• Object focus: The artifact on display should always be the main focus so the user
is experiencing a notion of direct interaction with the rendered object. This in
turn yields serious constraints on the interaction paradigms and robustness of the
implementation.

• Judicious interaction constraints and micro-level interaction freedom: The user
experience needs to be perceived as free and explorative without the system inter-
fering. However, as the user explores the artifact and specific points of interest

c at HöstrannuG

Fig. 19.11 Multi-touch table being using in a public exhibition space used to educate visitors to
science centers about the microcosm. At the same time, the usage of the table was anonymously
studied and found that the table attracted visitors attention, which also made extensive use of the
available gestures to explore the datasets. Copyright 2018, Gunnar Höst et al. [12]
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are reached they should be revealed non-invasively and guide the user to explore
them.

• Minimalistic icons: To keep the focus on the explored artifact, icons need to be
sparse and blend into the scene. Each icon need a clear relation to the artifact and
the story being told.

• Limiting multi-user interaction: Making a robust experience without dramatic
scene changes and rapid changes requires extra design constraints efforts and
testing as multiple eager and uninitiated users may concurrently interact with the
table.

In Fig. 19.12, we show an example of how these design criteria have been imple-
mented in interface of the Inside Explorer software by Interspectral AB. The soft-
ware is a portal to a range of scanned subjects and objects ranging from humans with
interesting medical conditions to exotic animals and rocks such as meteorites with
interesting interior.

Based on our experiences, we have found that multi-touch interfaces together
with interactive visualization provides one of the most effective paths to successful
installations in public spaces and is a primary example of the realization of the
exploranation concept.

c at Thomas Rydell

Fig. 19.12 Interactive exploration of a volumetric representation of a housefly. The user can select
among a number of predefined transfer function settings, use cut planes and freely rotate the object.
There are also embedded information hotspots that lead the user through the narrative. Copyright
2019, Interspectral AB
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Chapter 20
Reaching Broad Audiences in an
Educational Setting

Penny Rheingans, Helen-Nicole Kostis, Paulo A. Oemig, Geraldine B. Robbins
and Anders Ynnerman

Abstract Visualization can be a powerful tool to enhance learning and to better sup-
port the learning process. Tailoring visualization to the specific audiences and goals
of these situations can increase the likelihood of effective communication. In many
cases, visualizationswhich require limited prior specific domain knowledge are help-
ful. Similarly, when crafting visualization development experiences for students in
visualization courses, selecting easy-to-understand application domains for projects
helps students to leverage their existing intuition about the domain in order to be able
to focus on developing skills in visualization. Visualizations offer the potential to
enrich educational settings, making concepts more engaging, concrete, and accessi-
ble. Visualizations for student audiences present both challenges and opportunities.
The challenges are grounded in the potentially limited background knowledge of stu-
dents, the need for examples to be engaging and accessible, and the need to support
explicit curricular goals. The opportunities stem from a freedom to choose meth-
ods, data, and even application domains to address curriculum focus and learning
objectives. This chapter discusses issues in adapting visualizations for educational
settings, tuning visualizations to support curriculum goals, scaling visualization to
fit on student devices, and crafting visualization development projects in course set-
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tings. The observations discussed in this chapter result from our experiences that
include adapting visualizations produced by a science agency for the general public
for use in the K-12 classroom, scaling and adapting interactive visualizations devel-
oped for a museum setting for classroom use, and designing visualization exercises
and projects in a college-level computer science course.

20.1 NASA Visualization Explorer: Adopting the
Newspaper Model in the Classroom

Helen-Nicole Kostis, Paulo A. Oemig, Geraldine B. Robbins

The digitization age and instant transmission of information via data platforms have
enabled new practices in communication. The coming of age of the digital world
offers tremendous benefits, but it also presents challenges for consumers. Making
sense of the world involves developing critical skills, evaluating claims against evi-
dence, asking questions. This article discusses the history of and opportunities stem-
ming from the NASA Visualization Explorer (NASA Viz)—a science storytelling
project aimed to inform the general public about NASA’s research. The project cre-
ated and released visualization-based stories to highlight research findings from
NASA’s exploration of the Earth, sun, moon, planets and universe [1] (Fig. 20.1).
Although the intended target audience was the general public, upon release, the
project was utilized by teachers in the classroom. In the paragraphs below, we pro-
vide an overview of the project, describe its objectives and present a newspaper
model to bridge the delivery of information from print to amultiliteracy understand-
ing of graphic/visual representation of data. Furthermore, we present how the project
was used in the classroom.

Overview and Project Objectives
NASA Viz stories highlight findings and research efforts from all four NASA sci-
ence themes—Earth science, Heliophysics, Planetary science, and Astrophysics—
and include technology and sciencemission accomplishments. The project comprises
an iOS universal application, an Android application, and a mobile-friendly website
featuring all the released science stories including links to the source material and
related content. This effort officially went live in July 2011 and was actively devel-
oped until March 2017, when the Android beta version application was released to
the public. During that period, the project released two visualization-based stories
every week and since then it released a story every other week. As of August 2019,
the project had released 577 stories.

In 2010, the iPad was released and its screen size lent itself to the data-driven and
visually rich media content developed and produced by NASA’s science storytelling
team (for more information, see Sect. 18.3 of this book). As the device hit the market,

http://dx.doi.org/https://doi.org/10.1007/978-3-030-34444-3_18
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Fig. 20.1 NASAVisualization Explorer—a science storytelling project to inform the general public
about NASA‘s research. The project released visualization-based stories about NASA‘s exploration
of the Earth, sun, moon, planets and universe. Credit: NASA Visualization Explorer Team

Fig. 20.2 Team member Helen-Nicole Kostis demonstrates the iPad app and shares visualization-
based science stories with kids at the NASA Visualization Explorer pavilion during Earth Day
events taking place at Union Station in Washington, DC. Credit: NASA
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a small group1 from the storytelling team embarked on a three-month pilot project to
experimentwith the newmedium in order to develop the visual and editorial language
for the project and define the product. Through a series of iterations, mockups and
support from NASA’s Inclusive Innovation (I2) Award administered by Goddard
SpaceFlightCenter, the teambrought the project to life and scaled into full production
by releasing two visualization-based stories per week. All aspects of the project were
developed in-house, ranging from mobile and server-side database development, to
operations, content production, and editorial. The project objectives were to: (a)
serve as a conduit to engage and inform the public about NASA’s research and
science efforts through visualization and multimedia content; (b) repackage already
produced data-driven visualized content into bite-sized science stories/features; (c)
engage new audiences by leveraging iOS devices; and (d) become an early adopter
of the rapidly evolving touch screen and mobile technology.

There is value in creating visually compelling and accessible content for the
public, and in developing new means of digital distribution to bring that content to
the public. Even for those who are already engaged in science, either as amateur
practitioners or just as curious consumers of science, we need to continue nurturing
their engagement to help them reach the next level andmaybe even contribute back to
science: for example, theymight pursue careers in STEMfields, advocate for funding
scientific research, and develop educational programs for the next generation. For
those who are not yet engaged we need to captivate them with innovative materials
that are scientifically accurate [13]. Over the last decade,Helen-NicoleKostis, NASA
Viz project manager, had the opportunity to interface with students and the general
public during outreach events, such as the World Science Festival, Earth Day (see
Figs. 20.2 and 20.4) and school visits in support of NASA Viz. These experiences
made her realize that when we take a moment to explain to audiences of any age that
the content they are seeing is developed based on scientific observations and data,
that same content takes a whole new meaning in their eyes. And that very moment
can become a pivotal one that could define their future engagement on science and
STEM fields, because there is an immediate increase in interest and appreciation
for the visual content they are seeing. Therefore, developing data-driven scientific
visualizations and the conduits that distribute them coherently, while leveraging
storytelling techniques, can serve as a catalyst in conveying complex research results
and in engaging new audiences in the sciences.

As the project manager and science visualizer, the first author’s goals were tomeet
and exceed the objectives described above. Kostis, inspired by a deep appreciation
for data-driven content, aspired to develop with the project team2 a first-of-its-kind
storytelling conduit that framed data-driven visualizations as the core elements of
the story and placed them front and center. Up until 2010, news features in typical
new media outlets were mostly text-based and in some cases included one or two

1Team members that equally contributed to the initial concept of the project: Helen-Nicole Kostis,
Horace Mitchell, Neema Mostafavi, Wade Sisler, Christopher Smith, Michael Starobin. With
database expertise provided by Joycelyn Thomson Jones.
2NASA Visualization Explorer Team: https://svs.gsfc.nasa.gov/nasaviz/credits.html.

https://svs.gsfc.nasa.gov/nasaviz/credits.html
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visuals (images or videos). In that news model, text served as the core element of the
feature story and visuals only had a secondary role and mostly were there to support,
or sometimes to break the text. Alternatively, Kostis was interested in exploring the
landscape where data-driven visualizations serve as the core element of a science
story and text is provided to accompany the visuals and add context, when needed.
She saw this project as an exploration that reversed the traditional text-laden news
media approaches and beamed stories to share NASA’s scientific knowledge and
visual wonder developed by the science storytelling team.

NASA Viz went live on July 26, 2011 and it was initially available only on
the iPad.3 The project attracted a niche and highly engaged audience. One of the
unexpected outcomes was an overwhelming interest from the education community.
The team started receiving emails from teacherswhowere using the application in the
classroom, inquiring about stories on a specific topic, phenomenon, or grade level,
and even requesting educational features within the app. Due to the overwhelming
amount of emails and need for guidance from subject matter experts, Kostis reached
out to NASA Goddard’s Director of Education Dr. Robert E. Gabrys. This led to
a series of educational efforts and a collaboration that continued over the next four
years that significantly defined the direction of the product development. A summary
of these education-targeted efforts follows next.

Engaging the Educators
In order to address the enthusiastic interest from teachers and under Dr. Gabry’s guid-
ance the NASA Viz team immediately formed a working group with Albert Einstein
Distinguished Educator Fellows (2011-2012 Cohort), whowere using iOS devices in
their classrooms. Einstein Fellows are accomplished K-12 educators in the fields of
science, technology, engineering, and mathematics (STEM), who are selected yearly
to serve in the national education arena. Fellows spend eleven months working in
Federal agencies or in US Congressional offices, applying their extensive knowledge
and classroom experiences to national education programs and/or education policy
efforts [3].

This working group was led by 2011–2012 Einstein Fellow Geraldine Robbins,
who was based at NASA Goddard during this period working under the supervision
of Dr. Robert Gabrys and Carmel Conaty (Information Education Lead, Office of
Education). The NASA Viz team shared with the working group the feedback and
inquiries sent by teachers and requested from the Fellows to examine the NASA
Viz application, its released content, and the editorial plan. Within two weeks, the
working group held a meeting at NASA Headquarters, in Washington, DC, where
the Fellows explained:

• How devices are administered in public versus private schools. For example, they
explained the difference between classroom or school-shared devices and personal
devices, how shared devices are administered and the intricacies of shared versus
personal devices that can be taken home.

3https://www.nasa.gov/centers/goddard/news/releases/2011/11-044.html

https://www.nasa.gov/centers/goddard/news/releases/2011/11-044.html
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• The limitations that public schools encounter in various US districts, including
access to technology, Internet and network capabilities, and number of available
devices (if any) that are typically administered for classroom use.

• Teacher workflows, schedules, and limitations.

In addition, keeping in mind that the project was designed and developed to serve
the general public, Dr. Gabrys suggested to follow the newspaper model for the
NASA Visualization Explorer project, meaning that the project could be used in
the classroom similar to how a teacher brings a newspaper article to spark interest
and/or explain a relevant topic typically at the beginning of the class. Since the project
was not designed initially as an educational application, it would require a separate
version and the development of educational content in order to turn the application
into a fully educational tool serving teachers and students. The input provided by
the Einstein Fellows was instrumental, as it informed the software development of
the project for the next four years, within the constraints of available resources that
were allocated for this endeavor. With the newspaper model in mind, it was agreed
to proceed with the following principles:

• Aim to develop features that would serve the general public, teachers, and students.
• Strive to grow the project and make its content accessible to as many as people as
possible, including users who do not have access to iOS devices.

• Aspire to serve educators and students from public schools, while keeping in mind
the lowest common denominator of the technological and infrastructure challenges
they face.

For example, when the Einstein Fellows suggested that the application and its content
should be accessible to as many educators and students possible, we developed and
released iPhone/iPod touch versions of the application and later on a universal iOS
application (see Fig. 20.3). In parallel, in order to serve the population that did not
have access to iOS devices we designed and developed an interactive and mobile-
friendly website and the Android beta version. In addition, after careful considera-
tion the NASAViz team identified and developed features within the application that
would help teachers and students, while at the same time they would still be useful
for the general public. Such features, to name a few, include the ability to classify
stories in NASA’s four science themes (Earth, Planets &Moons, Sun, and Universe);
search capabilities; ability to save stories for offline use, since accessibility to wire-
less networks was not guaranteed; and ability to save NASA Viz stories in custom
story playlists. These playlists could be used by teachers or students in classroom
projects, but were also used by the general public and NASA personnel in outbound
communication efforts. These playlists could be also viewed on the web, if the user
had no iOS device available.

The project continued with the above framework in place. In parallel, it was
critical to check if our efforts were fulfilling the needs of the educational community.
For this reason, we developed a follow-up pilot project, under the guidance of Dr.
Gabrys and Paulo Oemig (Einstein Fellow at NASA Goddard, cohort 2012–2013)
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Fig. 20.3 NASA Visualization Explorer iOS Universal application. Credit: NASA Visualization
Explorer Team

targeting the academic calendar of 2012–2013. For this project we collaborated with
the Maryvale Preparatory School [2] a private girls’ school serving grades 6–12, that
was incorporating iOS technology in the classroom for all subjects and all grade
levels.

Six teachers (grades 6–12) participated in the pilot project, and at its conclusion,
they provided the following information for each NASA Viz story they used in the
classroom: (1) title of the story, (2) course name the story was used in, (3) grade level,
(4) the date they used the story, and (5) how the story was used. In addition, teachers
were asked to provide general comments and feedback on features of the application
(e.g., search, themes, saving stories, and custom playlists), the content of the sto-
ries and how the application was used in the classroom. The pilot demonstrated that
the application features were actually utilized in the classroom and the content from
NASAViz was most often introduced using the newspaper model as predicted by Dr.
Gabrys or within projects created by the students. Furthermore, teachers commented
on its versatility of use, reported that NASA Viz facilitated differentiated instruction
and that the accompanying text enabled greater understanding of the visual/audio
components, in comparison to using them standalone. As expected, not all stories
were adaptable to all grade levels; for example, a subset of stories were suitable for
Advanced Placement (AP) Environmental students, but were too advanced for tenth
graders. In additional comments, the teachers expressed interest in classifying mate-
rial per grade level and course and mapping content to the Next Generation Science



372 P. Rheingans et al.

Standards (NGSS) [5]. Regarding the content, teachers shared that they would like
to see simplified colorbars based on grade level; concepts introduced in stories; units
utilized within colorbars to be explained in detail; keywords should be defined and
possibly develop a glossary within the application; labels to be included in videos
explaining geographic areas (cities, countries) and indicators (like pointers) high-
lighting the phenomena explained in data visualizations; content categories based on
whether visuals are data-driven or concept-driven; and expressed preference on fully
produced stories accompanied with narration and labels. After careful consideration,
the requests from the teachers made it clear that a completely different approach was
required to retrofit NASA Viz for the classroom. That would require integral collab-
oration with teachers and districts across the country, so that we would be able to
map content based on Next Generation Science Standards, the curriculum and grade
levels. This type of effort would require a team and resources that were outside the
scope of NASAViz. Nevertheless, the project continued to release stories and engage
the public according to its original vision.

Multiliteracies in Today’s World
Literacy in its simple form refers to the ability to read and write. Today’s world
demands a broader and more nuanced understanding of the term. The practice
of generating and interpreting information requires three components: technology,
knowledge, and skills [22]. Learning is contextual and social. Learning is contex-
tual because the context in which a technology/tool (e.g., a tablet device) is used
and its purpose for using that technology are situationally driven, and it is social
because it requires skills learned through socialization. The tools of literacy are
various (e.g., texts, pen, digital media), and at the most basic level, the process of
producing literacy combines decoding and encoding for reading and writing. This
process today extends to multimodal forms of data representation and expression.
More appropriately understood, literacy can be conceived as multiliteracies [11].
The spectrum of literacies across societies, institutions, and disciplinary literacies
is diverse. The general public and students alike are confronted with a “multiplic-
ity of communication channels and media [and] increasing salience of cultural and
linguistic diversity [11].” Themultimodal forms of communicating ideas require par-
ticular skills to discern information. It is important to recognize that different texts
(expository/informational, descriptive, persuasive, and narrative) make use of differ-
ent text structures (description, sequence, cause and effect, comparison, and problem-
solving), and features (captions, glossary, hyperlinks, index, keys, graphs)—[8, 23]
all of which also play a role in the general use of the NASA Viz application, but
particularly for its use in the classroom.

NASA Viz in the Classroom: A Case Study
Upon completion of his Einstein Fellowship, the second author returned to his teach-
ing assignment in New Mexico. Paulo Oemig incorporated the use of the NASA
Viz application in his eighth-grade science classes from 2013–2014 school year.
Roadrunner Middle School (pseudonym) is a public suburban school located in New
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Fig. 20.4 Students explore the NASA Viz application during Earth Day events taking place at
Union Station in Washington, DC., Credit: NASA

Mexico and at the time of the study, it had a student population of approximately
830 students. Strong interests in science and bilingual education, his experience at
NASA and doctoral studies led him to assess his own instruction and elements of
his curriculum. With the understanding that learning is enhanced when it is contex-
tualized, the approach in his classroom was very active. At the core of his physical
science classes were laboratory experiences (laboratories performed once per week,
ranging from fully structured to open-ended during the school year), demonstrations
(at least three times per week), daily warm-ups (science and math prompts/problems
related to the topic to be addressed that day), public service announcements (research
performed in teams of up to four and presenting to peers/public), discussions (sem-
inar style), animated lectures (one per week, up to thirty minutes), reading–writing
and note-taking (extracting relevant information to explain to peers), and writing of
trade books [14].

The total number of students in Paulo’s five science classes were 154 (81 female,
73 male). Out of the five classes, one was composed of students who were either
English Learners (ELs), have been in a bilingual program in elementary, or parents
had requested their students to be in the class. The class had 27 students (14 female,
13 male), 9 students were born in Mexico, one had only been in the USA for three
months, and all but three students qualified for free/reduced lunch.

The NASA Viz application became an instructional element in the curriculum of
all five science classes. The same stories were used with all classes, and a new story
was selected approximately every two weeks. During the second half of the school
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year students had an opportunity to pick a story and sharewhat they learnedwith their
peers. The readability of the stories according toDegrees of Reading Power [4] varies
between 6–8 grade bands of the Common Core State Standards [7]. The NASA Viz
storieswere used aswarm-ups, as reading comprehension prompts leading to practice
text structures and as problem-based learning challenges, which encourage writing
to practice different types of texts. As warm-ups, the second author connected the
iPad to the projector and asked students to note an interesting fact, record a question,
and make a connection to something they already knew or was covered in class. For
use as prompts to practice text structures, the text or script of the story was introduced
first and students identified signaling words for different text structures; for instance,
some signaling words for cause and effect text structure are: because, if/then, since,
consequently, as a result. Following the reading of the story and identification of
signaling words, students wrote the main idea using at least two signaling words.
After students shared in small groups the main idea from the story, the visualization
was played for the class. Some stories have narrative accompanying the visualization
production and some only havemusic as background. The visualization always added
details to the text/narrative and expanded students’ understanding of the main idea.
The storyMapping Earth’s Gravity does not have a narration; this story was used to
illustrate the relationship between mass and gravity. It was introduced in the middle
of a unit on Newtonian physics. As problem-based learning challenges, the second
author used two stories, America on Fire and Fishbone Forest toward the end of the
2012–2013 school year; the instructional lessons [6] developed for these two stories
brought together an opportunity for students to elaborate on writing different types
of text (e.g., persuasive, descriptive, expository).

At the beginning of the school year, all students were given a science attitude
protocol consisting of a Likert scale (1 strongly agree, 2 agree, 3 undecided, 4 dis-
agree, 5 strongly disagree) and five items: 1. Learning science is important to me, 2.
I feel comfortable reading about science, 3. I enjoy the laboratory period (hands-on)
in science classes, 4. I feel comfortable writing about science, 5. I am confident I
can understand science. At the end of the school year, students received the same
protocol with five additional items: 6. Writing trade books (children’s book) about
a science topic helped me understand science, 7. Writing laboratory reports helped
me understand science, 8. The NASA Viz stories helped understand science, 9. Pre-
senting public service announcement posters/multimedia to peers helped understand
science, 10. The demonstrations in the classroom made me more curious about sci-
ence. A teacher evaluation was also administered at the end of the school year. The
aggregate feedback and data received from the protocol focus group interviews, one-
on-one chats, and teacher evaluation indicate that students overall enjoyed doing the
laboratories, although did not care so much for writing laboratory reports; enjoyed
working in groups to put together public service announcements; in general, demon-
strationsmade studentsmore curious and engaged in the learning. In regard towriting
trade books about different science topics, all five classes wrote three—the EL class
wrote four, students enjoyed the experience, particularly those who had younger
siblings. Overall, students reported that the NASA Viz stories contributed to their
understanding of science. However, most of the students in the non-EL class reported
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not liking identifying signaling words and writing the main idea. In contrast, for the
most part students in the EL class enjoyed learning text structure via the stories. It
increased their confidence level in reading and writing about science. This cannot
be attributed solely to the stories or the author’s class; students were also taking lan-
guage arts, and some were taking a READ 180 class, which is a reading intervention
program and other classes contributing to a broader exposure of literacy. Most stu-
dents, regardless of class enrollment, reported appreciating and enjoying choosing
their own stories to share in small groups and/or to the whole class.

Conclusion
The NASA Viz stories were conceived with the general public in mind and aimed to
relate information on recent and current NASA scientific missions. As described, the
use of the stories can be adapted with careful preparation and pedagogical knowl-
edge to the classroom. The positive impact on informing and engaging the publicwith
NASA’s science and work is amplified by its potential to inspire students in class-
rooms as well. Further study is recommended to determine the utility of the NASA
Viz in the classroom. For instance, a pilot study, with a control class or school, at
a school district level could examine the effectiveness of NASA Viz stories, which
have been pedagogically developed. In addition, students could research a project
within a NASA mission or theme and create their own stories with a multimedia
program, write a storyboard, and present them to peers and the school board.

20.2 Scaling Visualizations to Fit in Curriculum and on
Student Devices

Anders Ynnermann

The process of taking advanced visualization into the educational setting often entails
downscaling of large-scale visualization projects in terms of hardware platforms,
software complexity, and content scope. In doing this at least three interdependent
factors need to be taken into account when integrating and adapting any visualization
in an educational setting [20]

1. The state of students’ conceptual knowledge of relevance to the visualization in
question,

2. The suite of cognitive skills that may be required for students to interpret and
interact with the visualization,

3. The external nature of the visualization itself—the actual graphical conventions,
visual symbols, and interactive features that constitute the visualization.

One urgent issue that remains for adapting visualizations to educational settings is to
meet Chandler’s concern [10] raised almost a decade ago: moving beyond the “wow”
factor. The mere presence of a multimodal or engaging visualization does not auto-
matically equate to beneficial learning. Instead, it is crucial to empirically identify
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what, and how, specific affordances of newly emerging visualization environments
actually influence processes of knowledge acquisition and learning. In view of this,
it is interesting to see not that scalable exploratory visualizations are emerging as
important educational tools for providing students with necessary cognitive skills
in various disciplines [21]. It is also apparent that successful attempts in this direc-
tion using static or interactive visualizations is tightly integrated into the curriculum
matching their intended learning outcomes. Although this is far from a trivial task,
educational research from the last decade or so offers some research-based guide-
lines for doing so [15, 18] and include the following: Reflect on the fundamental
factors that may influence students’ ability to interpret and interact with the visu-
alization; take cognizance of current theory on how individuals process and learn
from visualizations; make the intended conceptual knowledge communicated by the
visualization explicit; ensure students have the knowledge of the visual language
and interactive features incorporated by the visualization that depicts the content in
question; and make students aware of the representational and interactive limitations
of the visualization.

Another aspect that is emphasized in recent literature is that visualization develop-
ment experiences in educational contexts must take cognizance of students’ “visual
literacy [19].” In the sciences, visual literacy is fundamental to the development
of intended conceptual understanding and includes specific cognitive skills such as
decoding the visual/graphical language composing a visualization; using a visual-
ization to find a solution to a particular problem; connecting and switching between
different multiple visualizations that represent the same concept or principle; and
discerning the power and limitations of a visualization. In the digital age, scaf-
folding students’ expert visual literacy skills in course settings calls for identifying
and explicitly teaching visual literacy as part of carefully designed visualization
assessments that specifically probe students’ representational competencies as part
of authentic tasks [15].

In an effort to gain widespread use of interactive visualization in the class room
and following the guidelines above, an implementation of a platform for digital
learning was produced by the Norrköping Visualization center (NTA-Digital) [9,
17]; see Fig. 20.5. Initially two themes, the human body and space, were developed.
The interactive environment consists of frame stories creating a mental setting for
the topic, tasks matching the learning goals in the curriculum, and a 3D model that
can be interactively explored. The graphics were implemented in WebGL to enable
use on a range of lightweight platforms. Currently, the platform has 10000 registered
users.
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Fig. 20.5 Solving the “human body puzzle” task in the NTA—digital learning platform. The
platform uses gamification approaches and interactive storytelling to frame the learning goals

20.3 Crafting Visualization Development Experiences in
Course Settings

Penny Rheingans

Data visualization courses have become common electives in many degree pro-
grams, both undergraduate and graduate, in disciplines including computer science,
data science, information systems, and data-intensive application domains. Typical
objectives of such courses are for students to develop an understanding of the stages
of the visualization pipeline, become familiar with the rich vocabulary of visualiza-
tion components and approaches, explore the capabilities and limitations of different
visualizationmethods, become familiar with implementation approaches to key algo-
rithms, practice creating visualizations for example situations, and gain experience
working with domain experts who serve as project clients. Skills developed in data
visualization courses can be used by students later in a variety of settings, becoming
a powerful tool for use in future endeavors.

I have taught a university data visualization course many times to a mixed class of
graduate students and advanced undergraduates, from either computer science or an
information-rich application domain. Most students in this course have at least two
years experience in programming and data structures; a few students bring only a lit-
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tle computing experience but deep expertise in some application domain where they
wish to use visualization. This course takes an active-learning approach that draws
inspiration from team-based learning [12]. It combines interactive quizzes, small
group discussions, small group exercises, lectures on requested topics in visualiza-
tion, individual assignments on visualization design and algorithm implementation,
and a multi-phase group project for a client with real data and goals [16]. The exam-
ination, analysis, and development of visualizations are a theme throughout, but it is
particularly important in the in-class exercises and term project.

Students in visualization courses represent a particular kind of broad audience
with distinct goals. In this setting, students are the creators of the visualizations,
rather than the consumers; while the visualizations are a vehicle for learning about
the visualization process, rather than a mechanism for learning about an application
domain. Appropriate visualizations for this setting share some constraints with those
intended for other types of broad audiences, but also have distinct requirements.
Some requirements will vary with the particular student characteristics and course
goals, but several recommendations are useful across a range of settings.

When I began teaching this course in the mid-1990s, the examples and term
projects were overwhelmingly from the scientific domains, reflecting both my own
background and the dominant topics of the time. Examples, data, and clients were
easy to find, but students frequently struggled to understand enough of the application
domains to be informed consumers or developers. When I taught a version of this
course intended for first-year undergraduates in 2007, I found myself thinking much
harder about how to choose examples, domains, and assignments that were acces-
sible to beginning students. Through addressing that challenge, as well as course
revisions of the more regularly taught advanced course, I have identified some ways
in which intentionally chosen visualization examples and application domains can
enrich learning in visualization courses.

1. Students can learn as much from bad examples as good ones. At the beginning of
the course, students tend to believe that all visualizations are good visualizations.
Even talking about design does not necessarily break that mindset. An assignment
where students bring in examples of bad visualizations to present to the class is
a lot of fun and helps them think more critically about how to improve an initial
visualization to be more effective.

2. Working with an application domain client with actual information discovery
goals creates deeper learning experiences than exercises with generic data.
Through such experiences, students have the chance to explore the impact of
design choices in the context of discovery goals, giving thema framework formea-
suring the impact of different design choices. Additionally, students find working
on a project that someone actually wants to use to be really motivating. The real-
world aspect of the project serves to make the other aspects of the course more
relevant.

3. The domain context behind examples, assignments, and projects should be easy
to understand and explain, both for experts and students. Ease of understanding
is particularly important for activities in which students will be developing their
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own visualization examples and prototypes, since students will need to make
design and implementation choices informed by their understanding of the data
and goals. When the application is sufficiently accessible, students can rapidly
become sufficiently close to being domain experts to use their visualizations
to make discoveries. Understanding of the application data and goals makes it
easier for students to judge whether the visualizations they have developed are
successful.

4. Learning how to address the ambiguity in domain goals is an important compo-
nent of learning about visualization development. It is important for students to
practice responding to ambiguity in data semantics, domain goals, domain expert
expectations, and the characteristics of audiences. In many cases, domain experts
themselves may not have clear ideas of what they are interested in beyond the
traditional and even less idea what visualization approaches might enable. Real-
world problems with real clients and real messy elements provide a valuable
opportunity to explore an underdefined design space.

5. Students can learn the most from learning opportunities where they are given
the opportunity to fail safely. In order to be able to have the freedom to explore
possibilities, students need to have the freedom to fail (i.e., to produce results
that are less than optimal) without catastrophic consequences. A course setting
is a much more appropriate opportunity than in a production setting in a first
job. Providing that there is an important course element. Course projects are a
learning exercise first, sometimes with results that are useful to the client. With
this in mind, it is important that potential clients understand that student teams
are not guaranteed to produce usable products.

20.4 Common Themes and Final Thoughts

The educational settings, instructional goals, and learning roles of visualizations can
vary greatly between the integration of visualization into a course setting. Across
those differences, some common themes emerge:

1. Visualizations and visualization systems developed for other settings must often
be adapted for classroom use.

2. Limitations of classroom and student equipment, constraints on available time,
and lack of deep data domain understanding all impact how visualization is most
effectively integrated into a classroom setting.

3. Visualization designers and developers should engage educators in conversations
about their goals and constraints.

Addition investigation and discussion would be valuable to increasing the ease and
effectiveness of visualization in educational settings. Interest topics include further
examination of target characteristics for effective visualizations for educational set-
tings, a methodology for adapting visualizations for educational settings, rubrics for
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assessing the suitability of a visualization for educational use, and formal evaluation
of the adoption of visualization in specific educational settings.
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Chapter 21
Challenges and Open Issues in
Visualization for Broad Audiences

Michael Böttinger, Helen-Nicole Kostis and Anders Ynnermann

Abstract As discussed in the last chapters, a lot of work has already been done by
academia and practitioners with respect to developing and producing visualization
tools and visual products specifically designed for broad audiences.While there have
been significant efforts in the field, there are still open issues and new exciting areas
to explore for visualization researchers and practitioners, such as the need to develop
guidelines for engaging visualization and visual interfaces where humans are in the
loop, and how to prepare the next generation of data-driven storytellers. Toward the
end of this chapter, as we contemplate the next era of visualization, we reflect on
past accomplishments and share a few thoughts about the future of our practice.

21.1 Simplicity in spite of Growing Data Size and
Complexity

The broader interest in the field of data visualization is closely related to the increas-
ing availability of computing resources for research starting in the late 1980s. The
exponential growth of computing capacity caused a likewise exponential growth of
the data produced with these systems—data that needed to be analyzed and trans-
formed into knowledge. Both, the spatial and the temporal resolution of models are
quickly getting larger, and more processes are taken into account, so that the number
of variables increases, and the recent increase in the use of ensemble simulation tech-
niques (see, e.g., Bittner et al. 2016 [1]) to capture uncertainty even adds a further
dimension to the data. Similarly, technical developments lead to the quickly growing
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size of data produced by digital imaging, e.g., by earth observing satellites or in
medical applications.

Visualization has always been technically challenged by the ever increasing size
of the data that needs to be handled. This trend is still ongoing, and the complexity
and amount of information that needs to be encoded and eventually communicated
to broad audiences increase accordingly. Therefore, we need to carefully design our
visualizations as simple as possible without risking scientific credibility. In this con-
text, several fields—such as ensemble visualization, and in particular visualization
of data along with its related uncertainty—are still quite challenging, as the research
community has been mostly focusing on how to improve data analysis tasks and to
a lesser extent how to communicate such visual representations to broad audiences
(cf. [20]). However, in application domains such as the weather and climate commu-
nity, ensemble simulation techniques are regularly utilized for quite some time, and
probabilistic information is accordingly visualized and communicated to the public
on a regular basis. Some works in this application domain look into the suitability
of different visualization approaches for communication of such results to broad
audiences (e.g., [17]), but we think that more work is needed to structure the field,
develop guidelines and respective workflows.

In the application domains, visualization systems are often used as tools for the
analysis and communication of data, and default colormaps of the respective systems
are all too often used for first quick results, but not further optimized for commu-
nication purposes later on. Within the visualization community, on the other hand,
numerous excellent studies have been published in the field of color theory, colormap
design, and perception. Recent works focus, for example, on the effect of colormaps
on data analysis tasks, such as the study from Dasgupta et al. [8], the capability of
colormaps to support feature detection [21]), or a mathematical underpinning for the
evaluation of colormaps [2].

However, regarding the design of visualizations for specific audiences and having
simplicity inmind, wemay have to think evenmore deeply about the colormapwe are
using. For audience-oriented colormap design, we have to choose the type of the col-
ormap (continuous vs. discontinuous), about the number of hues or colors, and about
psychological effects of specific colors. In their recent climate change communica-
tion study, Schneider and Nocke [15] evaluated which emotions (such as concern,
fear, and alarm) were induced by different colormaps for the same visualization.
Especially in policy-relevant fields, we should strive to design our visualizations for
science communication in a way that is neutral, i.e., not too alarming without being
too conciliatory. The balance between faithfulness and embellishment that always
needs to be found in visualization design is discussed in more detail in Sect. 11.2.2
of this book. An empirical study on using visual embellishments in visualization is
described in Sect. 7.4.1.

http://dx.doi.org/10.1007/978-3-030-34444-3_11
http://dx.doi.org/10.1007/978-3-030-34444-3_7
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21.2 Need for Authoring Tools

One of the crucial bottlenecks we have identified is the pronounced need for support
of production workflows and authoring tools. The curation and production of visual-
izations for broad audiences presents challenges if for visualization, or data analysis,
experts have to be actively involved in the production workflow. This realization
calls for simplified tools for data handing, annotation, authoring, and storyboarding
as well as the design of visual representations and interaction models. It is also rec-
ognized that massive distribution of data and software requires support organizations
and tailored tools.

21.3 A Few Thoughts on the Future of Our Practice

Helen-Nicole Kostis

Visualization is the method of seeing
the unseen.

Tom DeFanti, Maxine Brown and
Bruce McCormick [19]

Even as wemay contemplate the next era of visualization, there is significant value in
comprehending the ground covered in the past three to four decades. To accomplish
this, I will make brief mentions of some foundational texts and efforts that marked
the field’s beginnings. In 1987, TomDeFanti, Maxine Brown, and BruceMcCormick
penned the NSF funded Panel Report on Visualization in Scientific Computing [19].
This seminal report defined the field of visualization, described it as a domain, iden-
tified the opportunities, and predicted the looming challenges for the next 20–25
years. I have it as a to-do item to go back and read this report every 2–3 years. If you
are now entering the field of data visualization, I urge you to read it as it will show
you where our field started and, assuming you can imagine or remember the state
of the art in computing and technology back then, will offer you an appreciation of
what has been accomplished. Now, more than 30years on, the report stands the test
of time as the field is evolving. I often wonder what would the authors of the report
see as the challenges over the next 20–25 years?

John Tukey’s impactful publication [18] back in 1977 defined the approach of
exploratory data analysis (EDA) and provided techniques and guidance on how to
explore data. The work is more than a collection of techniques. “In essence is an
attitude: the willingness to look for what can be seen, whether or not anticipated” [9,
18]. Fast forward to today,wefind research studies and reports not only on exploratory
and confirmatory visual methods, but also on howwe perceive data graphics. Thanks
to all this work over the years, we can now get the gist of how humans perceive data
graphics in less than 30min [10].
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Thinking about progress and startling leaps,mymind goes toDr. Larry Smarr,who
in 1977 was trying to visualize the Collision of TwoBlack Holes in 3D space and was
able to accomplish that by building a physical model from papier-mache [7]. He then
led the initiative that formed the National Center for Supercomputing Applications
(NCSA) that eventually served as a home base for DonnaCox’sRenaissance team [5]
who defined the field of cinematic scientific visualization and produced a series of
works including the collision of two black holes [13]. Dr. Smarr over the years has
spearheaded the establishment of state-of-the-art research facilities [3] and open
science initiatives that propelled research and fostered collaboration between artists,
technologists, and scientists that advanced the field of scientific visualization.

One of the differences between now and the 1970s and 80s is that the field is not
new and the problems it is called to tackle are getting harder and more complex.
As Donna Cox mentioned in [6] “The story of science of today that will be told
to the generations of tomorrow will be paired with the advanced cyberinfrastructure
and the discoveries made possible by advanced computing and digital technologies.”
Visualization will continue to be part of the story of science and is already embedded
in other stories with societal, educational, and cultural dimensions.

Therefore, there will be research and development efforts to support exploratory,
confirmatory, and explanatory visualizations or even ones that lay between or beyond
these worlds for which we do not yet have a proper vocabulary. The challenges
of developing visualizations for broad audiences may also lay outside the strict
academic barriers that fields and academic institutions build on purpose and require
us—the visualizers—to consciously engage and participate in two sets of praxes:
transparency and synthesis. In reality, it is quite challenging to establish and even
more so to teach them as they might be viewed more like social investments and
cultural accomplishments. But, as we practice them, we will reach new ways of
seeing the unseen.

Transparency allows the recipients of the visualization to question the data, to
understand the choices made, to allow for alternate views to emerge, which enable
repeatability, promote inclusion, democracy, and accountability. The praxis of trans-
parency can generate critical insight and can inform and educate the recipients of the
visualization. When we reference the source and make it publicly available, we sup-
port reproducibility and we give opportunity to other interpretations, visualization
techniques, insights, and serendipitous discoveries. For example, data journalism
and citizen visualization can play critical roles by teaching the public and students
from an early age how to question the sources, the derived data-driven visuals, and
the meaning conveyed. Transparency is also important as we need to illustrate lim-
itations, assumptions, and uncertainty. These attributes not only provide valuable
and educational context but may also engender new opportunities in our quest to
overcome them.

Over the years, I have gained a tremendous appreciation of the practice of trans-
parency and openness directives within NASA thanks in part to the process by which
visualization productions are released to the public from the Scientific Visualization
Studio [14]. Based on these practices and the importance of data biographies [12],
the following framework is proposed:



21 Challenges and Open Issues in Visualization for Broad Audiences 385

Transparency and Openness Framework

Declare number of data sources
For each data source
Source economy
How the data was collected or derived
Who collected the data
Why was the data gathered
Source nature
Temporal/spatial
Scale (local, regional, global)
Dimensions
Source interpretation
Data issues/limitations/completeness
Data assumptions you had to make to develop the visualization
Data uncertainty
Visualization interpretation
Processing
Abstraction
Design
Key findings and limitations
Release and point to the source

Release Visualization Products
Create persistent reference to Released Product

Synthesis is about blending disparate information and knowledge in ways that yield
novel insights or explanations [11, 16]. It is a distinct form of research and practice
and can take place across disciplines and professional sectors. There is high signif-
icance in hyper-specialization [16] in a field for addressing increasingly sophisti-
cated open problems. There is no doubt that there are hard problems to crack with
hyper-specialization; synthesis, however, can allow the conceptualization of complex
social, environmental, and scientific problems beyond one profession, discipline, and
research methodology. And if we are able to conceptualize the problem, then we are
one step closer to identifying what needs to be done to address the challenges.

It might be the case that the professional sectors that we practice within do not
embrace these two praxes. There might be intellectual property issues antagonizing
transparency, and if synthesis and transparency are not institutional values, then they
most likely will not be embraced with rewards. As professionals, we are all looking
for an appreciation of our work and our efforts. In certain cases, but not necessarily
in all, success and metrics of success with respect to these praxes will have to be
defined. It might be that success will take new forms and evolve our field in ways
we cannot imagine currently.

And as I am exploring some of the open challenges on developing visualizations
for broad audiences, I see an untapped power source that the field still needs: the
artists.
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Art: The Power of the Extrasensory
Artists have formal or informal training and talent to consciously see, hear, and
craft messages and experiences through their art-making process. And because art
is everywhere, through their practice and the art of storytelling, artists can bring
complicated issues to the attention of a much wider audience [4] and carry data-
driven visualized messages literally or metaphorically through digital distributions
and social media outlets to find people where they are. Between 1969 and 1973,
superhero of synthesis and pioneer of electronic art and visualization, Daniel J.
Sandin developed the Image Processor (IP), a highly programmable analog com-
puter for processing video images in real-time. At the same period, Sandin, an early
advocate of open source culture—following the COPY-IT-RIGHT [22] distribution
approach—worked alongside Phil Morton from the School of the Art Institute to
document the development and operation of the IP, with the goal to enable artists
and technologists to create their own low-cost replicas and copies, as instruments of
artistic expression. Using the IP, Sandin collaboratively created visualized media and
artworks that transcended existing types of works similar to Spiral5 PTL (Fig. 21.1).
Artists always embraced technology, found inspiration in the sciences, and enabled
the understanding and communication of sciences. Apart from the influence and
impact artists had and continue to have on technology, sciences, and the field of
visualization, there is something else that comes through art, the extrasensory.

Artworks have the power to invoke our senses and craft memorable, emotional
experiences that transport us to new dimensions and shape our world. Over the years,
I had powerful encounters with artworks that defined my language and shaped my
visual thinking. By way of illustration, the word iceberg immediately transports me
to my encounter with Iñigo Maglano-Ovalle’s installation Iceberg (r11io1). In 2005,
on a Sunday afternoon, I was walking through the galleries of the Art Institute of
Chicago. I vividly remember entering a hall and all of sudden a 25-foot tall sculp-
ture was floating above the window-lighted Morton Wing Staircase [7]. It was the
Iceberg (r11io1), a fabricated model of a real iceberg sighted off Labrador in 1998
that Maglano-Ovalle constructed between 2003 and 2004, based on topographical
profiles provided by the Canadian Hydraulics Center. To this day, this encounter—a
defeaning experience—which spurred my interest in exploring the field of data visu-
alization, still embodies for me the iceberg concept, despite having watched in awe a
real-life one floating in a lake in Patagonia. Similarly, thanks to my first experience
with Dan Sandin’s piece Particle Dreams in Spherical Harmonics (Fig. 21.2), I have
irrevocably connected the termVirtual Reality with it. Those artworks, by transcend-
ing representations of data and the mediums they were produced in, heightened the
senses and triggered a profound emotional connection that developed newmeanings.

What is needed to bring the arts in visualization

The field of visualization has been learning from the fields of design and applied
arts. Since it is a domain that is currently being taught either within the sciences
or the arts, we may have to rethink how it is taught, especially as we continue
the journey of developing visualizations for the general public. This will require to
incorporate computational thinking into the arts-based visualization education and
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Fig. 21.1 Spiral 5 PTL (Perhaps The Last), 1979. Live recording of performance before a small
studio audience. Credits: Dan Sandin, Tom DeFanti, and Mimi Shevitz. Spiral 5 is in the inaugural
collection of Video Arts at the Museum of Modern Art (MOMA) in New York. It was the fifth of
a series of performances of a piece called Spiral. It was performed live in front of audiences by
people controlling digital computers and playing on the analog image processor. It is an abstract,
mathematical form animation based on the linear spiral, in something you might call the visual
music tradition. Image composition: Mary Rassmusen

visual thinking, i.e., audiovisual and visualization literacy, into the science-based
programs – not as an afterthought, for a few elective course credits here and there,
but purposefully, with the development of new integrated programs. Furthermore,
if we would like our audiences to be visually and aurally literate, so that they can
understand what they see and hear, and be critically minded, we should push toward
inserting visual thinking and data literacy in K-12 education, similar to the effort for
achieving writing literacy.

As visualization experts, it is part of our practice to simplify, clarify, and guide our
audiences to the messages and truths revealed by research and data. And since the
problems we are called to tackle become increasingly complex, this might require us
to explore and develop new ways of doing, which will ask our audiences to respond
with new ways of seeing.
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Fig. 21.2 Particle Dreams in Spherical Harmonics. An interactive virtual reality installation in the
StarCave of a colorful physical computer simulation of particles in space to involve the viewer–
participant in the creation of an immersive, visual, and sonic experience. Content and application
programming: Dan Sandin. Content and systems programming: Robert Kooima. Music and sound
effects: Laurie Spiegel. Driver: Tom DeFanti. Image credit: Calit2 Communications team
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