
4th EAI International 
Conference on 
Management of 
Manufacturing
Systems

Lucia Knapcikova
Michal Balog 
Dragan Perakovic
Marko Perisa Editors

MMS 2019

EAI/Springer Innovations in Communication and Computing



EAI/Springer Innovations in Communication
and Computing

Series editor
Imrich Chlamtac, European Alliance for Innovation, Ghent, Belgium



Editor’s Note

The impact of information technologies is creating a new world yet not fully
understood. The extent and speed of economic, life style and social changes
already perceived in everyday life is hard to estimate without understanding the
technological driving forces behind it. This series presents contributed volumes
featuring the latest research and development in the various information engineering
technologies that play a key role in this process.

The range of topics, focusing primarily on communications and computing
engineering include, but are not limited to, wireless networks; mobile communica-
tion; design and learning; gaming; interaction; e-health and pervasive healthcare;
energy management; smart grids; internet of things; cognitive radio networks;
computation; cloud computing; ubiquitous connectivity, and in mode general
smart living, smart cities, Internet of Things and more. The series publishes a
combination of expanded papers selected from hosted and sponsored European
Alliance for Innovation (EAI) conferences that present cutting edge, global research
as well as provide new perspectives on traditional related engineering fields.
This content, complemented with open calls for contribution of book titles and
individual chapters, together maintain Springer’s and EAI’s high standards of
academic excellence. The audience for the books consists of researchers, industry
professionals, advanced level students as well as practitioners in related fields
of activity include information and communication specialists, security experts,
economists, urban planners, doctors, and in general representatives in all those
walks of life affected ad contributing to the information revolution.

About EAI

EAI is a grassroots member organization initiated through cooperation between
businesses, public, private and government organizations to address the global
challenges of Europe’s future competitiveness and link the European Research
community with its counterparts around the globe. EAI reaches out to hundreds of
thousands of individual subscribers on all continents and collaborates with an insti-
tutional member base including Fortune 500 companies, government organizations,
and educational institutions, provide a free research and innovation platform.

Through its open free membership model EAI promotes a new research and inno-
vation culture based on collaboration, connectivity and recognition of excellence by
community.

More information about this series at http://www.springer.com/series/15427

http://www.springer.com/series/15427


Lucia Knapcikova • Michal Balog
Dragan Perakovic • Marko Perisa
Editors

4th EAI International
Conference on Management
of Manufacturing Systems
MMS 2019



Editors
Lucia Knapcikova
Department of Industrial Engineering and
Informatics
Technical University of Kosice
Presov, Slovakia

Michal Balog
Faculty of Manufacturing Technologies
Technical University of Kosice
Presov, Slovakia

Dragan Perakovic
Faculty of Transport & Traffic Sciences
University of Zagreb
Zagreb, Croatia

Marko Perisa
Faculty of Transport and Traffic Science
University of Zagreb
Zagreb, Croatia

ISSN 2522-8595 ISSN 2522-8609 (electronic)
EAI/Springer Innovations in Communication and Computing
ISBN 978-3-030-34271-5 ISBN 978-3-030-34272-2 (eBook)
https://doi.org/10.1007/978-3-030-34272-2

© Springer Nature Switzerland AG 2020
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG.
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-34272-2


Preface

Dear Friends,
It gives me great pleasure to welcome you to the MMS 2019 – 4th EAI

International Conference on Management of Manufacturing Systems. The MMS
2019 Conference took place on 8–10 October 2019 in the Centre of the “Pearl of
Polish Spa’s” Krynica Zdrój.

This Conference was endorsed and organized by the European Alliance for
Innovation (EAI) in cooperation with the Faculty of Manufacturing Technologies,
Technical University of Košice (Slovakia), and the Department of Information and
Communication Traffic, Faculty of Transport and Traffic Sciences, University of
Zagreb (Croatia).

I completely agree with the EAI’s vision, which is to foster excellence in research
and innovation on the principles of transparency, objectivity, equality, and openness.
Our guiding principle is community cooperation to create better research, provide
fair recognition of excellence, and transform best ideas into commercial value
proposition.

When I was asked to be the General Chair of the EAI International Conference
on Management of Manufacturing Systems Conference, I gladly accepted the
position. The conference aim is creating synergies of “practice and research” and
increasing the potential and commercial viability of research and development in the
field of innovative technologies in Industry 4.0, logistics and traffic system, smart
manufacturing and materials.

I would like to sincerely thank to my department colleagues, especially to
Annamária Behúnová, Michal Balog, Patrik Kaščák and Jozef Husár, for their active
work and enthusiasm to bring this conference to fruitfulness. Special thanks go to
my co-chair of the Conference, Prof. Dr. Dragan Perakovic from the Faculty of
Transport and Traffic Sciences, University of Zagreb (Croatia).
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vi Preface

Big thanks to our keynote speakers, authors, reviewers, business participants,
sponsors, and publishers for their important contributions to the event. Finally, and
most importantly, I would like to thank the participants and members of the EAI.

I believe that the MMS 2019 Conference will enrich us all.
Sincerely yours,

Presov, Slovakia Lucia Knapcikova
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Definition of the IoT Device Classes
Based on Network Traffic Flow Features

Ivan Cvitic, Dragan Perakovic, Marko Perisa, and Mate Botica

1 Introduction

According to the forecasts presented in [1] by 2020, approximately 31 billion
IoT devices will be available globally. By doing so, 41% or 12.86 million IoT
devices will be installed within the smart home (SH) concept [2]. Restrictions on
IoT devices, in general, and therefore the SHIoT (Smart Home IoT) devices are
described in the research [3], which include hardware constraints, demands for high
autonomy, and low production costs, thus reducing the possibility of implementing
advanced protection methods and increasing the risk of the many threats shown
in [4].

Traffic generated by SHIoT devices or MTC (machine-type communication) traf-
fic differs from traffic generated by conventional HTC (human-type communication)
traffic, as shown in the survey [5]. Although SHIoT devices are characterized by
heterogeneity, MTC traffic is homogeneous to HTC traffic, meaning that devices
of the same or similar purpose behave approximately equally or generate similar
traffic [6].

The underlying hypothesis of this research is that SHIoT devices can differentiate
by traffic flow characteristics such as the ratio of received and sent data and that such
features can be utilized to define the classes of IoT devices.
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1.1 Related Research

Identifying devices in the IoT environment is an important step and basis for
activities related to the security environment in which such devices exist such as
detecting unauthorized activity, detecting unauthorized devices within the network,
detecting malicious code, and so on. Authors in the research [7] use a cluster method
for classifying 21 IoT devices, classifying devices separately on the basis of 11 fea-
tures. Research [8] seeks to detect unauthorized devices connected to the monitored
network based on device identification. A total of 11 IoT devices have been used for
this purpose, which are classified according to the semantic characteristics of the
device, i.e., their purpose (child monitoring devices, motion sensors, refrigerators,
safety cameras, smoke sensors, sockets, thermostats, televisions, clocks). A similar
way of classification, based on the semantic characteristics of the device, is also
shown in the research [9] in which authors use a secondary data set collected in [7].
The research covered a total of 15 devices classified into 4 categories regarding the
purpose of each device (hubs, electronic devices, cameras, and sockets). Authors,
based on the analysis carried out, underline the importance of the variety of devices
involved in the data collection phase over the size of the data set itself (the time
of preacquisition and the amount of collected traffic) for classifying the SHIoT
device. Specific features of MTC traffic were used to address numerous problems
in the communications network. Research [10] monitors the impact of MTC traffic
on QoS when integrating with HTC traffic in the LTE communications network.
Identification and classification of IoT devices in smart cities and campuses and in
smart circles using the characteristics of MTC traffic is shown in [7, 11]. Research
[12] seeks to identify new demands and challenges in design and management of
the mobile communications network imposed by the generation of MTC traffic.

From the current research, it is evident that approaches to the identification and
classification of IoT devices so far are based mainly on the semantic features of
the device, meaning that the device classes are defined according to the mode of
application of such devices or their primary functionalities. The lack of such an
approach to defining a device classes can be viewed from the perspective of the
dynamism of a smart home environment. According to the statistical indicators
presented in [13], the number of SHIoT devices is constantly increasing, followed
by the growth in the number of companies developing new solutions and new SHIoT
devices. Therefore, the class of the SHIoT device needs to be defined in a way that
will be applicable to upcoming SHIoT devices that will differ from the currently
available devices according to their functionality and application.

The aim of this research is to define the class of IoT devices based solely on
the characteristics of traffic flows generated by such devices. The so defined will be
independent of the semantic characteristics and functionality of the device, which
is why its application is also possible on new IoT devices that will be introduced in
the future.
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1.2 Research Methodology

For the purpose of carrying out this research, primary and secondary data were
collected. For the purpose of collecting primary data, a laboratory environment was
established in the Laboratory for Security and Forensic Analysis of the Information
and Communication System of the Department for Information and Communication
Traffic of the Faculty of Transport and Traffic Sciences of the University of Zagreb.
Secondary data used in this research were collected for the purpose of research [11,
14, 15]. The data collected represent the traffic generated by the IoT devices covered
by this research. For the purpose of defining the classes of the device, mathematical
and statistical methods and Stata software were used for data processing and
interpretation of the results of the research.

2 Data Collection and Processing

The SHIoT devices covered by this research are presented in Table 1. The MAC
(media access control) represents unique identifiers of the SHIoT device in the
network, the name of the device, the P/S tag that indicates whether the monitored
device used for collecting primary or secondary data and to which group belongs
according to the segmentation shown in [16].

SHIoT devices are provided by authorized distributors and dealers of a single
device manufacturer and are connected to and connected to the communications
network in ways recommended by the manufacturer, and in no way have the
devices modified at the software and hardware level. It is therefore assumed that
the devices used to collect legitimate traffic within this research work in the way
they are designed and in no way compromised in any way.

The network topology as well as the characteristics of a smart home environment
can be seen in Fig. 1. Devices are connected directly or indirectly with Wi-Fi
communications technology with the Fortinet AP 221C wireless access point, with
the exception of the Phillips Hue device that communicates with the rest of the local
network via Ethernet communication technology. Some devices, such as the Blink
Smart Camera, the Netatmo Smart Thermostat, and the Philips Hue Smart Bulb, use
IoT hubs with wireless communication, but with ZigBee technology. The reason for
this is the energy efficiency of the device as it uses the battery as the ultimate power
source, which gives them advantages from the aspect of mobility and independence
of the power supply unit as a source of power. The IoT hub is connected to Wi-
Fi (or Ethernet in the case of a Phillips Hue device) with a wireless access point
technology. The subject mentioned as an adequate point of collecting traffic that
SHIoT devices generate is a certain wireless access point.

Because of the known working methods and characteristics of computer and thus
wireless Wi-Fi networks, communication in the communications network cannot be
collected directly. There are several methods available for collecting traffic, which is
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Table 1 SHIoT devices for the purpose of data collection

No. MAC address SHIoT device name

Data
aggregation
source

Functional
category

1 00:17:88:78:0a:cb Phillips Hue Starter kit
2 × E26

P CL

2 00:17:88:2b:9a:25 Phillip Hue Starter kit
4 × E26

S CL

3 a8:bb:50:05:31:f3 WiZ Colors ESP_0531F3 P CL
4 a8:bb:50:05:06:b0 WiZ Colors ESP_0506B0 P CL
5 d0:73:d5:01:83:08 Light Bulbs LiFX Smart

Bulb
S CL

6 00:24:e4:20:28:c6 Withings Aura Sleep
Tracking Mat

S CL

7 7c:2e:bd:3d:4f:cb Google Chromecast P M
8 18:b7:9e:02:20:44 Invoxia Triby Speaker S M
9 e0:76:d0:33:bb:85 PIX-STAR Photo-frame S M
10 fc:65:de:31:69:d6 Amazon Alexa Dot P M
11 44:65:0d:56:cc:d3 Amazon Alexa Echo S M
12 20:df:b9:21:fd:79 Google Home mini P M
13 ac:84:c6:5d:97:bc TPlink Smart Plug HS110 P MC
14 50:c7:bf:00:56:39 TPlink Smart Plug HS105 S MC
15 30:ae:a4:57:2d:54 MyStrom switch P MC
16 74:da:da:5f:a8:19 D-link DSP-W245 plug P MC
17 74:c6:3b:29:d7:1d iHome Power Plug S MC
18 ec:1a:59:79:f4:89 Belkin Wemo switch S MC
19 d0:52:a8:00:67:5e Samsung Smart Things S MC
20 74:6a:89:00:2e:25 Blipcare Blood Pressure

meter
S MC

21 70:88:6b:10:0f:c6 Awair air quality monitor S MC
22 40:9f:38:e9:28:08 iRoobot Roomba 896 P SA
23 80:c5:f2:bb:17:95 iRoobot Roomba 895 P SA
24 00:24:e4:1b:6f:96 Withings Body S SA
25 e8:ab:fa:9b:f0:9e Smartwares C923IP Camera P S
26 00:03:7f:27:2c:c3 Blink XT2 Camera P S
27 7c:70:bc:5d:5e:dc Canary View Camera S S
28 70:ee:50:18:34:43 Netatmo Welcome Camera S S
29 f4:f2:6d:93:51:f1 TPlink Day Night Cloud

NC220 camera
S S

30 00:16:6c:ab:6b:88 Samsung SmartCam S S
31 30:8c:fb:2f:e4:b2 Nest Dropcam S S
32 00:24:e4:11:18:a8 Withings Smart Baby

Monitor
S S

(continued)
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Table 1 (continued)

No. MAC address SHIoT device name

Data
aggregation
source

Functional
category

33 18:b4:30:25:be:e4 NEST Protect Smoke Alarm S S
34 88:4a:ea:31:66:9d Ring Video Doorbell S S
35 70:ee:50:0c:14:c2 Netatmo Smart Thermostat P EM
36 70:ee:50:03:b8:ac Netatmo Smart Weather

Station
S EM

P primary, S secondary, CL comfort and lightning, M multimedia, MC monitor and connectivity, S
security, SA smart appliances, EM energy management

Wiz CC

Phillips 
Hue CC

Netatmo
CC

Google 
Home CC

Blink CC

Smartwares
CC

Amazon 
Alexa CC

iRobot CC

Google 
Chromcast CC

Mydlink 
CC

TP-link 
Kasa CC

myStrom 
CC

RPS

1NAW

2NAWTMGMBSU

1 3 5 7

2 4 6 8

PWR

9 11

10 12

RPS

1NAW

2NAWTMGMBSU

1 3 5 7

2 4 6 8

PWR

9 11

10 12

Fortinet AP 221C Cisco 2960 48P

Internet

WiFi IEEE 802.11

ZigBee IEEE 802.15.4

Ethernet IEEE 802.3

Various access and core
communication technologies

Google home platform connectivity
with otherservices
Amazon Alexa platform connectivity
with otherservices

Traffic collection
work station

.pcap

Port mirroring

Cloud Computing environment for smart
home

Fig. 1 Smart home laboratory environment

often used to mirror the physical door on the switch. The mentioned method proved
to be effective in several studies such as [8, 10, 17, 18] which provides the basis for
applying the same method for the purpose of this research.

For the purpose of collecting network traffic, the port mirroring functionality is
set up with a software-hardware platform consisting of a wireless access point, the
Fortinet AP 221C, the Cisco 2960 Catalyst 48 PoE (Power over Ethernet) switch,
and the HP Pavilion dm1 workstation (Microsoft Windows 10 10.0. 17134 build
17134, x64 processor architecture, AMD E-350, 1600 MHz 2 core, 4 GB RAM)
with installed Wireshark software tool version 2.6.3.

As shown in Fig. 1, the port mirroring is configured for the physical commu-
nication ports (FA0/1 and FA0/3) of the switch with the wireless access point and
IoT hub for the Phillips Hue device. The specified ports are configured as source
indicating that the overall traffic coming from or to these ports will be mirrored to
the destination communication port (FA0/2). There is a traffic collection workstation
connected to this port.
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Fig. 2 Distribution of SHIoT devices

2.1 Descriptive Statistical Analysis of Collected Data

Figure 2 shows the distribution of the SHIoT device, or the representation of a
particular category in the total number of devices, and the number of devices to
be used for collecting primary and secondary data.

The primary data set formed for this research consists of a total of 103 files
in.pcap format that contain a complete log of network traffic. The secondary data
set consists of 41 files of the same format as the primary set, which makes a total of
144 files of network traffic generated by a total of 36 of SHIoT devices as shown in
Table 1. Each of the 144 files contains traffic generated in a 24-hour time interval.

Table 2 shows a statistical description of the data set through static measurements
of standard deviation and minimum, maximum, and mean values at 24-hour inter-
vals of the collected traffic for primary and secondary data and for a consolidated
data set.

The characteristics of the initially collected data are presented in Table 3
and are expressed through the number of collected files containing 24 hours of
generated traffic, the number of collected packets, the size of the file, the amount
of data collected, and the total time of the data collection. The traffic colleting
tool (Wireshark) uses certain metadata that it writes inside the file with the traffic
collected, which is the reason for the difference in the size of the file and the amount
of data (traffic) that is stored in the file.

For the purpose of defining the SHIoT classes, the process of filtering traffic from
a particular.pcap file to the MAC address of the device was performed. The reason
for such filtering is to assign an IP address to devices via a DHCP server, which can
be changed over time, so it does not represent a reliable feature for precise filtering
of traffic to an individual device over a longer period of time.
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Table 3 The characteristics of the initial data set

No. of files
Number of
packets File size (GB)

Collected data
size (GB)

Collecting
time period
(hours)

Primary
(sum)

103 456174601 351,89 344,59 2472,01

Secondary
(sum)

41 99334088 41,44 38,16 986,45

Total 144 555508689 393,33 382,7554238 3458,47

2.2 Extraction of Traffic Flows of IoT Devices

Defining the class of SHIoT devices in this research is based on the statistical
characteristics of the traffic flows of a particular device. The traffic flow is defined
by a packet with equal source of source IP address, destination IP address, source
communication port, destination communication port, and protocol used (TCP or
UDP) [19].

The reason for choosing a traffic flow as the level of observation and analysis of
the feature is because it represents the aggregated (statistical) data of the packet
header for communication between the source and the destination. The packet-
level traffic analysis includes more information such as packet content but also
requires more computing resources for their storage and processing. An example
of the number of traffic flows and the number of packets over a 24-hour time is
visible to the Google Chromecast device (covered by this survey) where 11877
individual traffic flows were generated, while the number of packets collected in
the same time interval was 2459538. Since most of today’s devices and applications
use cryptographic methods in communication process, the content of the package
cannot be observed and analyzed in an economically, time-consuming, and legally
acceptable way. Consequently, observation and analysis of traffic characteristics
at the traffic flow level is an acceptable and frequently used approach in many
researches.

Extraction of traffic flow features for individual SHIoT device was done using
the software tool developed at CICFlowMeter Canadian Institute for Cyber Security
at the University of New Brunswick in Canada [20]. This tool allows the extraction
of 84 traffic flow characteristics such as source and destination IP addresses, time of
the traffic flow, interarrival time of packets, packet number per traffic flow, packet
size, amount of data transferred, transfer rate, and so on.

The time period for which the feature extraction is performed is 30 consecutive
days, with different number of generated traffic flows depending on the device and
its characteristics.



Definition of the IoT Device Classes Based on Network Traffic Flow Features 9

3 Defining SHIoT Device Classes

Classes of SHIoT devices are defined based on traffic flow features. For this purpose,
the coefficient of variation of the ratio of the received and sent volume of traffic is
used, which represents the index of the predictability level of the IoT’s behavior.

3.1 Determination of Features for Defining SHIoT Device
Classes

The predictability of the IoT devices behavior is a phenomenon that is the result
of the communication activities of IoT devices observed in the research [10, 18,
21]. Since IoT devices have a limited number of functionalities, certain devices will
behave at approximately the same time as the values of the observed traffic features.
Unlike IoT devices, conventional devices (smartphones, desktops, laptops, etc.)
support the installation of a large number of applications where the communication
activity of such devices depends on end users and how the device is used. According
to the above, the IoT device predictability level indices expressed by the coefficient
of variation of received and sent data (Cu index) is a measure based on which it is
possible to determine the behavior of the IoT device over a given period of time. As
the Cu index is closer to 0, the observed device has less deviation of the amount of
received and transmitted data, and the level of predictability of such device behavior
is considered to be greater than the device whose Cu index is greater than 0.

The Cu index is calculated for mean values of 20 consecutive traffic flows of a
single SHIoT device over a time period of 30 days according to expression Eq. (1).

Cu =
√

1
N−1

∑N
i=1 (xi − x)2

1
N

∑N
i=1 xi

(1)

where:

Cu – index of traffic predictability level for SHIoT device u
N – total number of mean values of the received and sent data volume ratio for 20

consecutive traffic flows in the time period t = 30 days
xi – the mean value of received and sent data volume ratio for 20 consecutive traffic

flows

In order to avoid that the mean values to tend 0, which is the problem of the
coefficient of variation method application as a normalized dispersion value in the
data set, the traffic flows in which the ratio of received and sent data is equal to 0
are removed.
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3.2 Defining the IoT Device Classes Based on the Coefficient
of Variation

For the purpose of the SHIoT device classes definition based on the Cu index
value, the coefficient of variation classification method applied in [22–25] was
used. It assumes normal data distribution. Since the distribution of the obtained
values (Cu index) are asymmetric in nature (negative skewness), the data have been
transformed. The data transformation method was selected using the Ladder of
powers (Tukey method) that clearly shows a suitable data transformation function
to achieve normal distribution [26].

Figure 3 illustrates the appropriateness of using a logarithmic function for the
purpose of data transformation since in this case results in a normal distribution. In
addition to the graphical representation, Table 4 shows the chi2 values of a particular
transformation function.

The distribution of the data is closest to the normal chi2 closer to 0 and P (chi2)
closer to 1. The normal distribution of the data obtained is also confirmed by the
Shapiro-Wilk test of normality (p = 0.7262)

For the purpose of applying the method of classifying the coefficient of Cu index,
it is normalized by the min-max method according to the expression Eq. (2):

Cu(norm) = log (Cu) − log (Cumin)

log (Cumax) − log (Cumin)
(2)

0
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Fig. 3 Histogram of data distribution depending on the transformation function used
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Table 4 Ladder of powers
results

Transformation Formula chi2 P(chi2)

Cubic Cu
3 50,29 0

Square Cu
2 42,42 0

Identity Cu 25,18 0
Square root

√
Cu 12,08 0,002

Logarithmic log(Cu) 0,44 0,804

1/(square root)
√

1
Cu

9,48 0,009

Inverse 1
Cu

25,07 0

1/square 1
Cu

2 43,37 0

1/cubic 1
Cu

3 51,08 0

where:

Cu(norm) – the normalized value of the logarithmically transformed Cu index in the
interval [0,1]

log(Cu) – logarithmic value of Cu device u
log (Cumin) – minimum logarithmic value of Cu for all devices
log (Cumax) – maximum logarithmic value Cu for all devices

After the normal distribution of the data was established, the method of classi-
fying the coefficient of variation is applied. It is a result of the mean coefficient
variation values and their standard deviations.

The mean value of the coefficient of variation is calculated according to Eq. (3):

ACu(norm)
= 1

N

∑n

u=1

C1(norm) + C2(norm) + · · · + Cn(norm)

N
(3)

where:

ACu(norm)
– the arithmetic mean of the coefficient of variation for all devices

N – number of SHIoT devices
Cu(norm) – coefficient of variation of the device u

The standard deviation of the coefficient of variation was calculated according to
the formula Eq. (4):

σCu(norm)
=

√
1

N − 1

∑n

u=1

(
Cu(norm) − C

)2
(4)

where:

σCu(norm)
– standard deviation of the coefficient of variation for all devices

N – number of SHIoT devices
Cu(norm) – coefficient of variation of the device u
C – the arithmetic mean of the coefficient of variation for all devices
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Based on previously performed data processing, a total of four classes of IoT
devices were defined according to the method used in the research [24]. The first
class includes devices for which the condition is met Cu(norm) ≤ ACu(norm)

−σCu(norm)
.

The second class includes devices that meet the condition ACu(norm)
− σCu(norm)

<

Cu(norm) ≤ACu+σCu

2 . The third class includes devices that meet the condition
ACu+σCu

2 < Cu(norm) ≤ACu + σCu , while the last class includes devices that meet
the condition Cu(norm) > ACu + σCu .

4 Research Results and Discussion

Values of Cu index, logarithmically transformed values, and min-max normalized
values for each analyzed device are shown in Table 5.

According to the data presented in Table 5, a total of four device classes are
defined based on the value of the Cu index. The first class (C1) comprises all
devices whose log transformed and normalized value Cu(norm) ≤ 0,253722. The
second class (C2) combines devices that meet the requirement 0,253722 < Cu(norm)
0,354866. The third class (C3) includes devices that meet the requirements
0,354866 < Cu(norm) ≤ 0,709732, while the last class (C4) includes devices that
meet the requirements Cu(norm) > 0,709732.

Class C1 signifies IoT devices with a very high level of behavior predictability
since the coefficient of variation in the ratio of received and sent data is closest
to 0. This means that such devices over time behave approximately the same from
the aspect of the observed feature. The use of IoT devices of class C1 devices by
users, other devices or the environment will not have a significant effect on the
change in the value of the Cu index. Class C2 combines devices with a high level
of behavior predictability. The use of devices from the specified class by users,
other devices or the environment may result in minor changes in the relationship
between received and sent data. Devices classed with C3 represent devices with a
medium level of behavior predictability. The impact of interaction between users,
other devices or the environment on the relationship between received and sent data
can be significant. The result of such behavior may be the additional functionalities
of devices that at certain times result in a greater amount of data in the incoming
or outgoing direction. The last class C4 combines IoT devices with low levels of
behavior predictability. The use of such devices and their interaction with the user,
other devices, or environment significantly affects the relationship between received
and sent data. As a reason, a significantly higher amount of data is received in
the incoming direction (download) as a result of the user’s request. An example is
visible to devices such as Google Chromecast where a user plays video content that
requires downloading the same through a Youtube service. This class also includes
the Google Home mini device, a smart speaker that can provide different audio
content on a user’s request, which also causes a greater variation in the relationship
between received and sent traffic.
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This way of classes definition, with respect to classes based on semantic features,
allows comprising of IoT devices that are not covered by this research based on their
behavior that can be measured by the Cu index. Given the accelerated development
and the increasingly frequent application of the IoT concept, classes defined by this
research will be able to consolidate IoT devices regardless of their functionalities,
purpose, and capabilities.

5 Conclusion

The classification of devices in the IoT concept is a challenging research problem.
The initial problem is how to define classes and differentiate IoT devices. Previous
researches define the classes based on the semantic characteristics of the device and
their purpose and scope of application. Such a class definition method represents a
potential problem for new devices whose application and characteristics will differ
from the existing ones.

For the purpose of solving this problem, this research has defined classes based
on traffic features. To define the class, the coefficient of variation of the received
and sent data ratio for an individual device (index Cu) was used. The Cu index
was calculated for a total of 36 SHIoTs based on an average of 20 consecutive
traffic flows over a 30-day time period and represents the scattering measure of the
received and sent data. The data were analyzed, transformed, and normalized by
using the Stata tool for statistical analysis and using logarithmic transformation and
min-max normalization method. The variation coefficient classification method was
applied to define a total of four classes of devices according to the predictability
level of their behavior (C1, very high level; C2, high level; C3, middle level; C4,
low level).

The class of IoT devices defined in this way provides a framework for further
research in the area of classification of the IoT device for the purpose of identifying
their behavior and detecting anomalies of network traffic that such devices can
generate.

Further research will seek to develop a classification model that will, on the basis
of the value of the traffic flow characteristics of a variety of IoT devices, be assigned
to the classes defined by this research.
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RFID Monitoring and Accounting
System in Health-Care Facilities

Michal Balog, Angelina Iakovets, and Jozef Husar

1 Introduction

The year 2019 is well known for the use of information technologies in every
economic sphere. One of them is health-care, which is actively developing. In
today’s world, there is an urgent need for highly efficient management in hospitals
and other health-care institutions. Industry 4.0 dictates rules for every scope of
work, thanks to the fact that health-care facilities need to impenetrate this type of
technology in its activities [7–9]. Effective health facilities and hospital management
are, in both theoretical and practical terms, linked to a country’s economic devel-
opment and it is an important tool in developing modern management systems [4].
Worldwide, the government and health-care institutions are undergoing a process
of modernization and reform, which creates new opportunities for innovations in
health management [7]. Statistical data show that most hospitals have computerized
management for all processes. Hospital management programs eliminate the use
of paper documentation and enable quick access to information and speed up
information and material flow. Similar software can be used for recording patient
health cards, but it is not able to handle the medicine accounting process [4].

Medical facilities are engaged in various activities: health services/patient care,
inventory and material flow management, accounting, etc. [15]. By using standard
methods of drug registration, a larger number of employees are required (for manual
registration, for creating documentation, for entering information onto a computer)
[5]. According to the latest data, the European Union (EU) has established trends
and guidelines in principles for the introduction and implementation of common
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standards for identification technologies in the EU. By the end of 2019, all EU
countries should introduce a single standard for drug labeling, and then by 2020,
biological samples, medical devices, and instruments should be labeled. Therefore,
it is necessary to determine the correct identification technology [7]. The use
of automatic identification elements to accelerate business processes is gaining
popularity and has become a modern trend.

All medical facilities use the similar to traditional principles of managing
warehouses, but with changes for specific materials, which are used in this economic
field [11, 13, 16]. For the warehouse inventory, elements such as barcodes,
radiofrequency identification (RFID) and other types of technologies are used,
which are mainly implemented in logistics, where they can be utilized to assign
additional data to products and shipment units [3, 6]. Depending on the type of
identifier, the amount of data varies. Currently, according to legislation, medical
institutions are legally obliged to label all materials and medicines with an European
Article Number (EAN) 13-digit code [7]. The statistics show that medicine and
medication accounting is one of the main activities of health-care institutions,
because it affects a human’s life, but appropriate attention is not paid to this. To
prevent possible problems with expired medications and to propose an effective
method of designation the following research was carried out [4].

These issues were addressed by the European Commission and the Commission
Delegated Regulation (EU) 2016/161, and published at the beginning of February
2016, in addition to the European Parliament and Council Directive 2001/83/EC,
which sets out detailed rules for the use of secure elements of wrapped medicines
for human use. The regulations for the labeling of medicines were supplemented by
the following information from February 2019:

• GTIN (Global Trade Identification Number) Product Number
• Shelf life
• Batch number
• Serial number

These data should be presented on the product packaging in a readable form in
the GS1 code format. The specified product data are stored in the European Central
Database and the National Register. Therefore, when medications are issued, the
GS1 Data matrix code is read to confirm the action and verify it with the data of the
National Registry. After checking and confirming the genuineness of the medicine,
it is given to the patient [4, 7]. The Slovak Republic, like many countries, began
to prepare for this transition by implementing and launching the e-health portal. It
works on the principle of using a passport with a chip (eID – electronic identification
card) by the patient. This chip stores patient data, which will be used for further
identification by the general practitioner, nurse or pharmacy. The chip also provides
access to the patient’s electronic health book (EHB) [7].
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2 Literature Overview

To offer the most appropriate technology of designation, the market for the existing
identification technologies and principles of moving medicines should be analyzed.

There are two ways of keeping records of medicines delivered to a hospital
warehouse:

– Check the availability according to the accompanying documentation, namely,
by the number of products actually present

– Electronic registration by code marks on each item [7]

Due to requirements for warehousing in hospitals, mentioned above, it is possible
to offer the implementation of RFID identification technology for the warehousing
process.

Moving of medications between hospital departments requires the type of drug,
its pharmaceutical group, the amount of delivery, and its shelf life to be transmitted
as basic information [14]. For accounting records, the following can be used:

– Barcodes (1D codes), especially EAN codes
– QR (quick response) codes
– RFID tags [13]

From the point of view of information about the capacity of the memory capacity,
bar codes allow country code, manufacturer code, product code, check digit, product
symbol, and license type to be recorded. Most commonly used are:

– EAN-8 (abbreviated)—encoded by 8 digits
– EAN-13 (full) —encoded by 13 digits
– EAN-128—encodes any number of letters and numbers merged into adjustable

groups [2]

There are four main types of 2D (QR) codes:

– Digital: from 10 to 3 digits, up to 7,089 digits
– Alphanumeric: supports 10 numbers, letters from A to Z and a few special

characters, 11 bits, up to 4,296 characters
– Bit: data in any suitable encoding (ISO 8859-1 standard) up to 2,953 bytes
– Kanji: 13 bits per hieroglyph, up to 1,817 characters [2]

Quick response codes can hold more data than barcodes, but they have one
important drawback – they are easily damaged during transfer. 1D and 2D codes
require scanning in the visible area, which means that if the image is hard to see and
not in the reading direction of the scanner, the code cannot be read [2].

The principle of 1D and 2D code scanning is an example of semi-automatic
recording. This type of identification requires several conditions for high-quality
reading. The scanner should be able to read the information from the code. The
scanner should be placed near the barcode at a certain angle and distance. Barcodes
speed up evidence-related processes, but they do not eliminate errors caused by
humans [2, 11].
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Table 1 Comparison of identification technologies [4]

Parameters RFID 1D and 2D codes

Placement Scanning past the visual
field

Scanning only in the visual
field

Amount of memory 10–10,000 bytes Up to 100 bytes
Ability to rewrite information and
reusing

Yes No

Scanning distance Up to 10 m Up to 2 m
Scan multiple objects at once Up to 200 tags per

second
Only one code

Protection against the influence of
the environment: mechanical and
chemical damage, temperature,
humidity

Enhanced tag protection Depends on the material

Service life More than 10 years Depends on the label’s
material

Security and anti-fraud protection Not falsified Falsified
Readability in case of damage Unreadable Difficult
Identification of moving objects Yes Difficult
Sensitivity to electric fields Yes No

RFID radiofrequency identification

Radiofrequency identification (RFID) is an automatic identification by radiofre-
quency waves reflected from an RFID tag. The main types of RFID are:

– Passive high-frequency RFID (UHF), which allocates 8 KB of memory
– Active RFID takes up 128 KB [1, 4]

The advantage of this technology lies in the lack of requirement for direct
visibility, which allows the device to work over long distances and read faster,
despite various obstacles. RFID tags allow information to be recorded (for example,
operations performed with goods), are more resistant to environmental conditions,
and have a longer service life. To illustrate the main parameters of identification
technologies Table 1 was created.

Based on these criteria, RFID technology was selected as appropriate. This tech-
nology also meets the requirements of certain groups of drugs, namely protection
against counterfeiting. Passive RFID tags are most often used for labeling owing to
their cost and ease of use. RFID technology allows identification to be taken to a new
level and makes automatic scanning possible without contact with a person. RFID
technology involves fully automated identification of medications and automatic
scanning of a large number of medicines located near to the RFID scanner [2,
14]. Use of RFID technology in medical facilities was reviewed by a group of
scientists Lopez et al. [12]. There is also the possibility of rewriting information
(date of manufacture, type of medicine, expiration date, shipment number). This
type of system involves the use of a reader equipped with antennas that can receive
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and record various data. The ability to rewrite data is one of the main differences
between RFID and 1D/2D codes. The application of RFID allows:

– Tracking on-line
– Verification of the authenticity along the supply chain
– Automatic generation of accompanying documentation
– Planning of material provision
– Protection again counterfeiting [4].

3 Methodology

To design an effective functional evidential system the right components of the
RFID system should be selected that will operate with the evidential program
(accounting program or warehousing program) of the health-care facility. For labo-
ratory approbation of the possible RFID accounting system, the main components
of the proposed system were selected:

– Computer
– Antennas
– RFID reader
– Passive RFID tags

To produce effective measurements, each medication was assigned by a digital
image to its unique code, which was built into the tag. When images and medications
were compared, the medications were packed into three types of package. The next
step was transporting the packages with medications through the RFID gate. The
moment of detection was measured with the help of the special program, Readomer.

The detailed representation of the components is shown in Table 2.
This system was used for testing the best ways of reading, to improve the

efficiency of the system. The medications were designated by tags to make
medication identification possible. Each tag was a digitally attached photograph of
the medication, to identify what kind of medicine was detected by the system. The
example of digital attachment is represented in Fig. 1.

Figures 1 and 2 show the drugs in the Alient software and their real appearance.

4 Results

To understand the principle of detecting the medicine and to choose the most
effective method of transportation of packages a special test created. This experi-
ment included three basic ways of packaging medications and three basic ways of
transporting them. An RFID gate with a width of 2 m was created (Fig. 3).

This width (2 m) was selected owing to the requirement of a wider type of the
door in warehouses and hospital wards. Then, various packages were tested for the
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Table 2 RFID set [18–22]

Photo Component Model of the component

Reader Alien ALR-8800

Antenna (two pieces) Antenna RHCP,
AN480-CR66100WR,
865–956 MHz, 6dB

RFID tag (ten pieces) Alien ALL-9540-02
World Tag 860–960

Computer Gaben GBTouch 24”

Software Alien RFID Gate- way
v2.26.03

Fig. 1 Medications with radiofrequency identification (RFID) tags
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Fig. 2 Medications in original packages

Fig. 3 RFID gate

Fig. 4 Components for transportation of medications

transportation of the medicine. To assess the quality of the identification process
the Alien RFID Gateway v2.26.03 program and its built-in Readomer were used.
Such a function helps to understand how fast the RFID tag is detected. Plastic box,
cardboard box, and trolley become tools for testing the reading effectiveness of the
tagged medications (Fig. 4).
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Fig. 5 Detection of RFID tags in a plastic box

Figures 5 and 6 approve the proposed RFID system as effective, thanks to the
yellow and green scale near the digital image of the medicine.

Figure 6 illustrates the data of scanning tags in the cardboard box which is
designated as 2 and the metal trolley as 1, where the yellow scales can be noted.
These scales indicate the non-100% quality identification of the medicine. The
scales have three main colors of quality of identification: green, yellow, and red.
Also, the effectiveness of reading depends on the length of the scale. The worst
situation is when the image does not appear on the screen. This means that tag was
not read. The factor influencing this quality of reading is the iron construction of
the trolley. For example, the speed of reading of the Pankreon was 65 reads/s in a
cardboard box and 52 reads/s in a metal trolley. Such changes arise with all materials
that consist of metals – It is due to principle of the RFID technology operation. To
select the best way of transporting the medicine, a comparison of the reading in
such packages (plastic box, cardboard box, and plastic bag) was made (Fig. 7). The
trolley did not provide quality reading due to its material (metal) (see Fig. 6).

The speed of detection of the tag is represented in Fig. 8.
According to data from Fig. 8:

– A plastic box allows 85 reads/s
– A cardboard box allows 86 reads/s
– A plastic bag allows 87 reads/s

For this reason, it is possible to conclude that the most effective package is
the plastic bag. The medical facilities do not have the ability to use only one
method of transportation, but any package without metal must be used to provide
the most accurate accounting of medication. If the system does not identify any of
the medicines, it will lead to a situation where that medication will not get to the
accounting system. Plastic packages, as one of the most readable packages, opens
up a new possibility of using recycled plastic in the packaging, which will help to
save the environment and will enable quality reading of the medications [10].
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Fig. 6 Metal trolley and cardboard box

Fig. 7 Packages

To depict a possible variant of the fencing of such a system in a hospital, Fig. 9
was created. This model backs up the principle of the entrance reading, which means
that as the hospital employee enters, the medications on the trolley will be read as
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Fig. 8 Speed test by the type of package

Fig. 9 Options for placement of the RFID system in the health-care facility

products received at the warehouse and shipped from the warehouse. This version of
the installation of the RFID components is not the sole one, because this system is
flexible to any accounting conditions. Also, it is necessary to mention that there are
numerous ways of reading: by handle scanner, by table reader, by wireless antenna,
etc. [17–21].

It is important not to forget that each system has its advantages and disadvan-
tages. The RFID medications accounting system has its own (Table 3).

The disadvantages, from Table 2, are not a reason for rejecting such a system,
but the reason for further tests of the system under various conditions.
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Table 3 Advantages and disadvantages of RFID accounting

Advantages Disadvantages

User friendliness and simplicity of
use

Sensitivity to electric fields

Fast detection of the tagged products The need for a specialist who will provide technical
support for the system

Ability to rewrite information and
reuse it

The price of introducing the system is slightly higher
than the competition

Scanning distance
Scanning multiple objects at once Worst effectiveness in hospital wards with electronic

medical devices
Protection against the influence of
the environment: mechanical and
chemical damage, temperature,
humidity

Depends on the material of the package

Service life Cheap tags require non-metal material of the packages
Security and anti-fraud protection
Readability in case of damage
Identification of moving objects
Fast payback system

5 Conclusion

Studies have shown the relevance of the experiments. The proposed RFID system
was represented as being effective. Such a system can be integrated into existent
accounting systems and open up new opportunities for planning and managing
material and medication flow, and also to immediately react to the expiration date
of the medicine. The RFID accounting system is able to scan a large number of
goods at once, thereby speeding up the accounting process and eliminating a large
amount of documentation and errors caused by employees. RFID tags satisfy the
requirements of the orders established by the European Commission, owing to their
ability to hold important information. This type of tag is shielded from external
factors and can be reused, which will allow money to be saved. The advantage of
such a system is the simplicity of use of the software and the affordability of the
equipment. Every health-care institution have the opportunity for lower expenditure
on investments by using existing computers. The price of an RFID accounting
system is approximately US$ 3098.50. The price comprises:

– Reader Alien ALR-8800: US$ 58,50 [19]
– Antenna RHCP, AN480-CR66100WR, 865–956 Mhz, 6 dB – (two pieces):

US$ 500 [21]
– Tags Alien ALL-9540-02 World Tag 860–960 (20,000 tags): US$ 2,540 [20]
– Computer: US$ 0
– Software Alien RFID Gateway v2.26.03:free [17]
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Therefore, by reusing the tags, medical facilities can save money. Because the
system is flexible in its construction, it opens up the possibility of using alternative
cheaper ones, and saving on the process of its implementation. The RFID accounting
system opens up new way of management for all medical facilities and Improve the
level all their services [5, 9]. The proposed system will provide management in
health- care institutions according to the Industry 4.0 trends [8].

Acknowledgement The paper was created within the EUREKA-E project! 11158 U – health –
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Smart, Smarter, and Smartest City: The
Method to Comparison of Cities

Michal Jerabek, Jan Kubat, and Vit Fabera

1 Introduction

The most people have competitive spirit, and they like to compare their results
with others. This statement is especially true for municipal representatives. They
would like to compare their town/village with other towns/villages. The output of
comparison can be a measure of representative’s fruitfulness as politicians. Many
municipalities attempt to be a “Smart City.” One of the “Smart City” definition is
introduced in [1]: “A smart city is a designation given to a city that incorporates
information and communication technologies (ICT) to enhance the quality and
performance of urban services such as energy, transportation and utilities in order
to reduce resource consumption, wastage and overall costs. The overarching aim
of a smart city is to enhance the quality of living for its citizens through smart
technology.” Essential characteristic is a focus on “to enhance the quality of living
for its citizens.” Not only citizens should be the target group, but the aim should be
“to enhance the quality of staying for all people in the city.” It means such people
are considered who come to cities to work and of course visitors/tourists.

If we want to make a comparison of city “smartness,” we have to:

1. Find suitable parameters to compare; Sect. 2 discuses parameter selection.
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2. Select an appropriate method which is able to process values of found parame-
ters; the DEA method is introduced in Sect. 3.

Section 4 describes the software solution.

2 Parameters of the “Smart City”

The main criterion how successfully the concept of “Smart City” is implemented
is “to enhance the quality of staying for all people in the city.” The set of
evaluative parameters can be composed by quantitative indicators (e.g., the count
of parking places), qualitative indicators (e.g., citizen’s safety and e-help), or
their combinations. Parameters can be also computed using arithmetical operations
applied to other parameters, typically sum, rate, and mean. It is possible to speculate
about complexes or components – for example, the Smart Street is complex, but
Smart Bench is a component [2]. Some example of parameters are bellow.

Typical parameters from the transportation point of view are:

• The length of communications
• Communication management and maintenance costs
• Traffic infrastructure investment
• The count of crossing with public transport preferences
• Average time to spend in congestion
• Public transport line length
• The count of employees in public transport
• The count of vehicles in public transport
• The count of transported persons
• Public transport costs

Parameters describing demographic aspects:

• Number of the population
• Population structure
• The count of people traveling to work

Parameters describing cadastral territory:

• The area
• The count of buildings
• The count of housing units

3 DEA Method

Charnes et al. [3] firstly introduced the data envelopment analysis (DEA) model
in 1978. DEA estimates relative efficiency within the set of given decision-making
units (DMUs); DMU is town/village in our application. It is a nonparametric method
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that combines given sets of inputs and outputs and calculates relative efficiency of
each DMU. Since 1978, DEA becomes an important tool for measuring efficiency
within various sectors. During time, the original model got various extensions.
Cooper et al. [4] came in 1999 with the imprecise data envelopment analysis (IDEA)
and initiated the approach of fuzzy DEA [5].

The original DEA model [3] was called by its authors CCR model. It looks for
the combination of optimal weights of given inputs and outputs so that the sum
of weighted outputs divided by the sum of weighted inputs is maximal. The CCR
model can be written as maximization problem for each DMU; see Eq. (1) [6].

Max E = vT y0

uT x0
subject to vT yj ≤ uT xj u ≥ 0, v ≥ 0 (1)

where u, v are the vector variables. They represent weights of inputs and outputs
of DMU0. Variables y0 and x0 are output and input vectors of the DMU0. yj and xj

are vectors of outputs and inputs of the DMUj. The objective function E represents
efficiency. If the objective function equals 1, the DMU is efficient. The original
CCR model is input oriented and supposes constant returns to scale (CRS). The
CCR model can be written as linear programming problem by adding a condition to
have sum of weighted inputs equal to 1, and so it is enough to look for maximum of
the nominator only as in Eq. (2).

Max E = vT y0 subject to uT x0 = 1 vT yj ≤ uT xj u ≥ 0, v ≥ 0 (2)

For the interpretation purposes, it is convenient to construct the dual problem to
the CCR problem in linear form Eq. (3).

Min F = � subject to yT λ ≥ y0 xT λ ≤ � x0 λ ≥ 0 (3)

where λ is the vector of variable that represents DMU weights. � is the scalar value
that shows the necessary reduction of inputs to become efficient for the analyzed
DMU (DMU0). The vector λ also shows the peer DMUs to the analyzed DMU. Peer
DMUs are DMUs that show the inefficient DMU the path how to reach efficiency.

To construct the DEA model with variable returns to scale (VRS) instead of
constant returns to scale, we add the constraint Eq. (4) to the linear problem Eq.
(3).

eT λ = 1 (4)

where e is the vector of ones. Such model is called BCC model (Barnes, Charnes,
Cooper).

By restricting λ to be vector of binary numbers rather than nonnegative real
numbers as in Eq. (3), we obtain the nonconvex rather than convex set of feasible
solutions. Such problem is called Free Disposal Hull (FDH) [7].
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We will illustrate the methods on the example of ten towns. We will compare
their efficiency in the public expenses on smart road transport (Table 1).

The three mentioned methods of efficiency calculation are depicted in Fig. 1. It
shows efficiency calculation example of one input (roads per employee) and one
output (roads per citizen). The lines represent production possibility frontier. The
DMUs on the line are efficient, while DMUs under the line are not. The constant
returns to scale (CRS) showed only one efficient DMU (D), variable returns to scale
(VRS) two efficient DMUs (D and F), and free disposal hull (FDH) four efficient
DMUs (D, F, G, J).

If one constructs the DEA models for all four input variables and three output
variables as set in Table 1, he gets the results as in Table 2. The efficient towns have
efficiency equal to 1 and are depicted with the mark *.

As one may see, there is four efficient towns in the CRS efficiency DEA model,
five efficient towns in the VRS DEA model, and eight efficient towns in the FDH
model. All efficient towns in CRS DEA were also efficient in VRS DEA and FDH
models, and all efficient towns in VRS DEA model are also efficient in the FDH

Table 1 Inputs and outputs

Town

Unit costs
of mainte-
nance
(CZK/km)

Unit costs
of service
(CZK/km)

Unit costs
of SSZ
crossing
(CZK/unit)

Roads per
employee
(km/
employee)

SSZ
crossings
per
crossing

Road length
per citizen
(km/citizen)

Parking
places per
citizen
(unit/citizen)

A 737 563 448 802 527 2.67 0.42 0.0016 0.0250
B 764 358 418 945 519 1.31 0.59 0.0018 0.0428
C 180 937 249 126 185 2.90 0.56 0.0026 0.0328
D 418 650 4 811 208 1.05 0.50 0.0028 0.0381
E 450 404 323 060 1 241 1.60 0.52 0.0022 0.0338
F 221 471 108 701 909 1.86 0.17 0.0045 0.0188
G 367 781 313 417 2 803 1.47 0.11 0.0029 0.0338
H 313 247 7 016 2 281 3.63 0.17 0.0031 0.0341
I 662 547 269 054 1 689 2.44 0.12 0.0021 0.0317
J 430 861 91 407 16 064 1.67 0.08 0.0035 0.0257

Fig. 1 Efficiency in
input-oriented CRS (constant
returns to scale), VRS
(variable returns to scale),
and FDH (free disposal hull)
models for one input (roads
per employee) and one output
(roads per citizen) variables
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model. For the inefficient town, we may obtain so-called peer towns. By product of
result vector (matrix) λ and matrix of inputs x from Eq. (3), we can calculate matrix
of input variable values to reach efficiency xe.

xe = λT x (5)

For efficient DMUs, xe = x. The values of VRS DEA problems are presented in
Table 2. The already efficient towns have their xe values marked with # in Table 2.

4 WEBDEAR: Software Solution

The pilot software application WebDEAr is created to analyze municipality effi-
ciency within project “Application of nonparametric methods (DEA, FDH) to
analyze and to compare the efficiency of municipalities.” This application should
serve as a service application to municipalities to support their decision-making.
Outputs of software should contribute to improve local politics. The application
will be used by governing bodies, especially by the Ministry of the Interior of the
Czech Republic that is application guarantee.

The application is designed as three-tier architecture having presentation, appli-
cation, and database layers. The access to the application will be realized by web
pages, and import and export will be possible in Excel format.

The access to the pilot version is planned to be authenticated. The final version
will be accessible without authentication. All operations and data about clients (IP
address, browser, etc.) will be logged to be able to find clients in the case of troubles
and improve the application.

The application will display as static data about towns/villages as dynamically
calculated data. User will be able to change stored static data during session
temporarily, and the efficiency will be recalculated.

Changes will be discarded after logout, persistent data will be only guaranteed
one. Figure 2 shows the architecture of the WebDEAr application. The core is
a database system to store data and DEA module programmed in PL/SQL. The
module uses R programming language to calculate effectivity by the DEA method.
The free package deaR will be applied which was created by Vicente Coll-Serrano,
Rafael Benítez, and Vicente J. Bolós at the University of Valencia [8]. Current
version 1.0 works with following DEA models:

• Conventional DEA models
• Basic (radial) models (envelopment and multiplier forms)
• Directional distance function model
• (Weighted) Additive model
• Super-efficiency additive model
• Radial super-efficiency model
• (Weighted) Nonradial model
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Fig. 2 The architecture of
the WebDEAr application

• Preference structure model
• (Weighted) Slack-based model
• (Weighted) Super-efficiency slack-based model
• Cross-efficiency (crs12 and vrs13)
• Bootstrapping (Simar and Wilson algorithm)
• FDH model

Productivity

• Malmquist index

Fuzzy DEA models

• Kao and Liu model
• Possibilistic model
• Guo and Tanaka model
• Fuzzy cross-efficiency

The relational scheme of the database was designed based on requirement
analysis. The scheme contains 23 relations (tables), and this is a kernel of data
structures to store information (Fig. 3).

The main table is MUNICIPALITY containing basic information about
towns/villages; the actual size is 6249 records. Categories of municipalities are
stored in the CATEGORY table, and the category for each municipality is assigned
by the relationship table CATEGORY_MUNICIPALITY.

Very important information is statistical and financial data. The list of statistical
data is stored in the table LIST_STATISTICAL_DATA which contains reference
to the table UNIT. Relationship of statistical data to municipalities is stored
in the table MUNICIPALITY_STATISTICAL_DATA. Financial information are
divided into PARAGRAPHS and ITEMS, and their domains are saved in the
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Fig. 3 Relational scheme of the database

LIST_FINANCIAL_PARAGRAPH and LIST_FINANCIAL_ITEM tables. Both
tables have bindings to the UNIT table. Financial data about towns/villages are
stored together with period in the table MUNICIPAL_FINANCIAL_DATA where
three types of information are saved – budget approved, budget after changes, and
real budget.

The table MUNICIPAL_FINANCIAL_DATA contains 5 263 845 records related
to 524 records in the table LIST_FINANCIAL_PARAGRAPH and to the 527
records in the table LIST_FINANCIAL_ITEM. Financial data is collected from
2012 to 2017.

The DEA method to analyze the efficiency of municipalities uses several inputs
and outputs from statistical and financial tables. Tables INPUTS and OUTPUTS
serve as repository to store statistical and financial data which were used to compute
efficiency. Tables references (foreign key) to LIST_INPUTS and LIST_OUTPUTS.
Used data (with regard to possibly later change) are saved in the tables MUNICI-
PALITY_INPUTS and MUNICIPALITY_OUTPUTS.

The database schema takes into account to keep all results if calculations are
repeated. Basic information about each calculation are stored in the table CALCU-
LATION including reference to the used methods (the table LIST_METHODS).
Results of each calculation for the selected town/village are stored in the table
RESULTS.
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The originator of data was Czech Statistical Office (CZSO). There was an
inconsistency in financial data among list of municipalities, paragraphs, and items.

5 Conclusion

The analyses of the efficiency of municipalities and their comparison are important
tools for municipal politics and governments (ministry, region governments). The
application of the nonparametric DEA (data envelopment analysis) method to
analyze is one of the ways how to transfer theory to the praxis and to contribute
to the improvement of decision-making and control in public sphere. The paper
concludes achieved results of project which solves application of DEA method in
praxis. The designed software helps to put the method into practice.
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2. Přibyl P., & Přibyl O. (2015). Definition of a smart street as smart city’s building element. Smart
cities symposium Prague 2015, ISBN: 978-1-4673-6727-1, 10.1109/SCSP.2015.7181575.

3. Charnes, A., Cooper, W. W., & Rhodes, E. (1978). Measuring the efficiency of decision making
units. European Journal of Operational Research, 2, 429–444.

4. Cooper, W. W., Park, K. S., & Yu, G. (1999). IDEA and AR-IDEA: Models for dealing with
imprecise data in DEA. Management Science, 45, 597–607.

5. Kao, C., & Liu, S. T. (2000). Fuzzy efficiency measures in data envelopment analysis. Fuzzy
Sets and Systems, 119, 149–160.

6. Jablonský, J., & Dlouhý, M. (2004). Modely hodnocení efektivnosti produkčních jednotek.
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Aerial Photogrammetry and Unmanned
Aerial Vehicles (UAVs) Like a Smart
Technology for Digital As-Built Mapping
of Existing Buildings

Matus Tkac, Peter Mesaros, Marcel Behun, and Tomas Mandicak

1 Introduction

It often happens to engineers that they have to record geometric data quickly, and the
measurements cannot be performed directly on the object. In this case, photogram-
metry provides good solution, which means performing spatial measurements based
on 2D photos. Photogrammetry entered in a new era what is due to technological
development (computers and cameras) and the evolution of the mathematical model
describing the physical model. Computing revolution and the development of digital
cameras also had major effect [1]. The input to photogrammetry is photographs, and
the output is typically a map, a drawing, a measurement, or a 3D model (e.g., of
some existing building) of some real-world object or scene. Photogrammetry can be
classified into several ways, but one standard method is to split the field based on
camera location during photography. On this basis, we have aerial photogrammetry
and terrestrial (or close-range) photogrammetry. In aerial photogrammetry, the
camera is mounted in an aircraft and is usually pointed vertically toward the ground.
Multiple overlapping photos of the ground are taken as the aircraft flies along
a flight path. The aircraft traditionally have been fixed wing manned craft, but
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many projects now are done with drones and UAVs [2]. Unmanned aerial vehicle
(UAV) systems as a data acquisition platform and as a measurement instrument are
becoming attractive for many surveying applications in civil engineering. For safety
and security reasons, commercial UAV use is typically restricted to flights within
line-of-sight (LOS) of an operator. Typically, the operator is referred to a pilot. It
ensures that a pilot has permanent control and interaction in case of unexpected
events, for example, other aircraft(s) operate nearby or changes happen to any of the
environmental conditions which might influence the UAV’s flight conditions, such
as wind parameters [3]. Drones can be fixed wing or rotor. With the inclusion of
height sensors, acceleration and tilt sensors, GPS for geo-positioning, flight control
software, gimballed camera mounts, and high-quality cameras, modern drones are
becoming very powerful mapping tools. There are two styles of drone photography
used in photogrammetry: nadir photography and convergent photography. Nadir
means pointing straight down, and convergent means the camera is at an angle to
the ground [2].

2 Digital As-Built Mapping Using UAV: Case Study

The main purpose of this case study was to measure the exterior of the building
using an unmanned aerial vehicle. Looking at Fig. 1, it can be seen that the Faculty
of Civil Engineering has a simple layout in the L shape with a built-up area of
3150 m2, a height of 20 meters, and a roof angle of 24◦.

Fig. 1 Layout of the faculty
of civil engineering, Slovakia,
Košice. (Source: authors)
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The drone FALCON 8 was used to create aerial images from the exterior of
the Faculty of Civil Engineering. The Falcon 8 is a professional, unmanned aerial
vehicle with a patented V-shaped design and features best-in-class safety and
advanced performance ideal for inspection and close mapping [4]. This type of the
drone is possible to classify such as Octocopter (number of rotors 8). The Cockpit
Controller is the main control for the Falcon 8 system and features an innovative
joystick design for single-hand flight control. The Sony Alpha 7R∗ is a full-frame
photo camera with an image resolution of 36 MP, which allows it to display even the
finest details [5]. What accuracy can be achieved in drone photogrammetry? One of
the most important parameters of aerial survey with UAV is the spatial resolution,
which in photogrammetry terms is described as Ground Sampling Distance (GSD).
In literature, it is defined as the distance between two consecutive pixel centers
measured on the ground. In practice, it is simply the size of the pixel in the field [6].
Looking at Fig. 2, it can be seen that for overall aerial mapping of the building, it
is necessary to create vertical and oblique aerial images. In this case study, vertical
images were focused on the building’s roof. As can be seen in Fig. 2, vertical aerial
images were created at a height of 70 m on the ground and the value of GSD on
the ground was 1 cm and on the roof 7 mm. The GSD depends on the parameters
of the camera (mainly camera resolution and focal length) and what is important on

Fig. 2 Principle of creating aerial images using UAV. (Source: authors)
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the flight altitude [6]. More simply, less flight altitude means greater accuracy. On
the other hand, for digital mapping of the facade of the building, it is necessary to
create oblique aerial images around the building in different heights (in this case,
three altitude levels have been selected).

2.1 Data Collection

Vertical aerial photographic coverage of the roof is normally taken as a series
of overlapping flight strips [6]. Flight strips were created in the software AscTec
Navigator with overlap of aerial images 80%. The PC software AscTec Navigator
enables planning and performing complex flight patterns for remote surveying
applications and the combination of telemetry data with the recorded images [7].
Looking at Fig. 3, it can be seen the technological process of creating aerial images
with three selected aerial photos. The overall time for automatic mode was in this
case 3 minutes, and 100 aerial images were created. For aerial works, it is necessary
to obtain permission from the Ministry of Defense of the Slovak Republic. The
waiting period for permission from the Ministry of Defense lasts about 2 or 3 weeks.

Fig. 3 Technological process
of creating vertical aerial
images – automatic mode.
(Source: authors)
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Fig. 4 Technological process
of creating oblique aerial
images – manual mode.
(Source: authors)

After creating aerial images, it was necessary to send aerial images for assessment
again to the Ministry of Defense. The waiting period for assessment from the
Ministry of Defense lasts about again 2 or 3 weeks.

Looking at Fig. 4, it can be seen the technological process of creating oblique
aerial images which were focused on the building’s facade. This process was created
in the manual mode, and it means that this process is about the pilot’s practical and
personal experiences. In this mode, 950 aerial images were created in the distance
from the building approximately 10–15 m in three altitude levels. The overall data
collection time was 2 hours, and 1050 aerial images were created. The disadvantage
of this drone (Falcon 8) is its take-off weight (2.8 kg), which has a major impact
on battery life. The flight conditions for the data collection were not the most ideal
because the flight took place in colder weather (about 5 ◦C) at the end of February
and at a wind speed of about 15 m/s. It was not possible to capture slightly cloudy
weather, so there were many shadows on the building’s facade, which could not be
influenced. These effects meant that one battery lasted only 7 minutes, and since
the overall flight time was 2 hours, the overall of 10 batteries had to be replaced
throughout the overall flight.
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Fig. 5 Point cloud – result of aerial photogrammetry. (Source: authors)

2.2 Data Processing

The data processing phase was performed in the software Agisoft Photoscan
Professional. Looking at Fig. 5, it can be seen that the result of the aerial surveying
is 3D model in the form of the point cloud. The point is a real as-built 3D model but
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which consist of several million spatial points and each point has own coordinate,
and it, X, Y, and Z. The overall time for creating the point cloud from 1050 aerial
images was 33 hours (1 hour for sparse point cloud and 32 hours for dense point
cloud). The point cloud was created only in the middle quality because the high
and the ultrahigh quality were very time consuming for a computer parameters.
Of course, lesser quality means less time, but also the computer’s parameters are
decisive for the overall time (in this case: processor Intel(R) Core(TM) i7, memory
64 GB, graphic card NVIDIA GeForce GTX 1070).

Looking at Fig. 6, it can be seen different kinds of cutting plane from the
point cloud in the software Autodesk ReCap. What is the main task of the point
cloud? The main task is to create a new as-built documentation from some existing
building where the point cloud can be importing into different kinds of software
(such as AutoCad, Revit, Sketchup, ArchiCad, etc.). The point cloud after importing
serves as a very accurate template, e.g., for 3D as-built modeling. Figure 6 also

Fig. 6 Point cloud – different kinds of cutting planes.(Source: authors)
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shows that the point cloud in the horizontal and vertical planes does not contain
spatial information from the interior; it means that point cloud is possible to create
only 3D as-built model of the exterior because it contains only spatial information
from the exterior part of the building. How to get a spatial information from the
interior part of the building in the form of the point cloud? For example, using
technology of terrestrial laser scanning. It is a little bit more complicated process,
but on the other hand, the combination of the terrestrial laser scanning and aerial
photogrammetry can bring effective solution for complete digital as-built surveying
of existing buildings. For this case study, it means that with combination of these
two technologies, it would be necessary to create the point cloud from the interior
of the building using a 3D laser scanner and connect it to the point cloud from the
aerial unmanned vehicle.

3 Conclusion

The main objective of this contribution was to describe the technology of aerial
photogrammetry for a digital as-built surveying of the existing building using
unmanned aerial vehicles (UAVs – drones). Photogrammetry is the science of mak-
ing measurements from photographs and can be divided into aerial photogrammetry
and terrestrial photogrammetry. Placing a camera on a drone naturally led to drone-
based photogrammetry – getting measurements, maps, and 3D models from photos
taken by a drone. Drone aerial photography is one of the best ways to monitor
a construction site, a building, civil engineering projects, etc. In this contribution
for aerial surveying, the Faculty of Civil Engineering located in Slovakia was
chosen. For aerial mapping, the drone FALCON 8 was chosen. The main purpose
of this surveying was to measure the exterior part of the building. The overall data
collection time was 2 hours, and the overall data processing time was 33 hours.
The main advantage of using the drone is that they can measure the building in
a relatively short time with high accuracy (1 cm accuracy can be achieved) and
can measure hard-to-reach places. The main disadvantages of UAVs are as follows:
more difficult weather conditions, permission for aerial work from the Ministry of
Defense of the Slovak Republic (waiting period can be as long as 1 month), and
time-consuming data processing phase.
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Lifts as Part of Smart Buildings

Juraj Sinay, Marta Vargova, Juraj Glatz, and Marianna Tomaskova

1 Digital Industry

Compared to previous industrial revolutions, the current fourth revolution is devel-
oping at an exponential rather than linear rate. Moreover, it affects almost every
industry. The scale of these changes influences the transformation of complex
production technologies. The communication of people connected by mobile
devices and access to knowledge is almost unlimited. This is due to the development
of innovative solutions in areas such as automation, intelligent machine, and
machine systems, application of Internet-based technology, autonomous vehicles,
3-D printing, nanotechnology, biotechnology, materials science, energy storage, and
quantum computing [1].

Digitization allows for a new dimension in the use of lifts. It is used, for example,
for monitoring their efficient operation, defining possible threats to their operation
and applications for their control by means of smartphones even from remote
locations. Its application allows for the incorporation of newly designed lifts, as
an equal object, into smart building systems [1].

The concept of lifts as well as their operation in the use of new telematics and
digitization methods will change in the future, similar to the conditions of car traffic.
The first activities in the area of cars were based on the use of one sensor. Currently,
it is an application of a “complex computer on wheels.” In the same way, it can be
assumed that lifts will become “hanging computers” characterized by mechatronic
principles in the future.
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Fig. 1 Example of sensor placement in a lift complex. (Ref. [3])

Information on the operating or technical condition of the lifts is integrated
into complex smart building control systems or their complexes by concentrating
all operational information in combination with other lifts used in the building or
building system in the central control center [2].

Using sensors located in lifts (Fig. 1), which sense relevant information about
their operation, for example, speed or temperature, can be diagnosed in real time
(online). Subsequently, this information can be transmitted to maintenance profes-
sionals by using data mobility. After their processing and evaluation, preconditions
for their effective intervention are created. As these systems work continuously,
conditions are created to apply predictive maintenance methods to minimize or
prevent malfunctions and accidents [1].

2 Smart Buildings

The first mention of smart buildings appeared in the United States in the 1980s in
the American Institute for Smart Buildings. The building is characterized as smart
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Fig. 2 Structure of technical facilities of building. (Author)

when it provides a productive and cost-effective environment by optimizing four
basic elements – building construction, technical facilities, management services,
and their mutual relations. The structure of the building’s technical facilities is
shown in Fig. 2, with lifts being one of the strategic objects also in terms of their
safe operation [3].

The safety of smart buildings includes, in particular, hazards due to disturbance
of security, fire safety and safety related to the failure of some construction elements
of lift systems [4].

In the context of minimizing the impact of human factor on risk management,
automatically operating actuators are used in the lift structure or lift system as
actuators of mechatronic lift systems that change input information into mechanical
intervention in the lift system [5].

2.1 Integration of Lifts into the Complex of Smart Building

When operating lifts as part of a smart building complex, the possibilities for their
use for passenger transport as well as means of rescue or evacuation of persons
due to the existence of unacceptable hazards must be created. Such operating
conditions include mainly the occurrence of fire in the structures of buildings as an
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investment unit, a dangerous situation due to criminal interventions by third parties
or terrorism, or a technical failure of a lift during the transport of persons. Artificial
intelligence methods can be used to implement measures to minimize these types of
risks, providing the possibility of “self-learning of machines and machine systems.”
This means performing activity without human intervention – preconditions for the
processing of real information in online mode and, consequently, the automatic
implementation of relevant measures, for example, using actuators, are created [2].

2.2 Trends

With regard to the trends of lift operation, it can be assumed that the share of
interconnected lifts, which will not only communicate with each other but also
communicate with the external environment via the Internet, will increase (Fig. 3).

A closed system to connect lifts, customers, and passengers with service centers
and technicians will be created. The information collected from this system is
analyzed using appropriate software, and the possibility to define the prognosis of
technical condition and operational condition of lifts as part of complex systems of
smart buildings is created [6].

Contemporary trends are also focused on effective maintenance of lifts and
thus on the management of technical and human risks as part of their complex
safety with the aim of increasing the comfort of their operation. Digitizing the
collection of relevant information on the operation of the lifts allows for their use
for other functions and, thus, for the versatility of their deployment as part of smart

Fig. 3 Smart lift/escalator communication. (Source Fi. Schindler)
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buildings or application of the principles of Industry 4.0 Strategy. Currently, there
are systems that gather information from more than 100,000 lifts and escalators – of
which 20,000 are in Switzerland [6], which are stored in Cloud centers. These data
continuously provide information on the technical condition of lifts during their
lifetime. It is possible to timely identify malfunctions, accidents, or negative events,
and there are efficient online diagnostics to create conditions for their safe operation.
These solutions can be applied not only in installations of new types of lifts but also
by their implementation into some types of lifts currently in use [6].

When managing information on the operating parameters of lifts, their evaluation
in Cloud centers and the subsequent implementation of appropriate interventions
in their control systems or their construction groups or modules, it is necessary
to define the risks associated with these activities. With regard to active data,
information, or mobility, it is important to apply risk management systems for
remote control of lifts so as to create conditions for their minimization and thus
preventing unauthorized interventions [4].

2.3 The Concept of Smart Lifts

Modern lifts can nowadays use, for example, App management and RFID-based
sensors, and they have the ability to remember relevant lift operation information,
use applications of artificial intelligence methods to evaluate the information
received, and then provide recommendations of relevant measures to the operator
or people.

Information on operation and technical condition of lifts are obtained via built-
in sensors – for example, in accordance with Fig. 1, these data are subsequently
analyzed, thus creating an opportunity to increase the efficiency of monitoring
of their technical condition and consequently their maintenance. Each state of
movement, vibration, temperature, or acoustic load is measured and evaluated in real
time. Information obtained about lift users is considered an “added value” in relation
to the economy of operation. Collaboration with leading IT companies is required
to deliver and evaluate relevant operational and technical information about lifts.
Principles of information processing via Big Data technology as well as principles
of artificial intelligence in collaboration with lift designers are applied for the
efficiency of this process. The efficiency of all operations in the operation of smart
lifts, as part of smart buildings within the Smart Places concept, requires active
communication between lift manufacturers, building users, and service technicians
with the ultimate goal of controlling acceptable risks, thereby creating conditions
for their safe operation [3].
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3 Evacuation or Fire Lifts as Part of Smart Buildings

Fires are one of the most common and greatest risks in buildings. The systems for
their early identification and subsequent initiation of all measures to reduce the
negative consequences of possible fires are part of the management of intelligent
building operation. The nature of activity monitoring within these buildings creates
the conditions for efficient application of the principles of Industry 4.0 Strategy. For
this reason, the area of fire lift management must be part of the integrated security
of an intelligent building [1].

Modern high-rise buildings are designed by architects to incorporate several
types of lifts, including evacuation or fire lifts. In the case of evacuation of persons,
these are used as “express lifts” that cross great distances at high speed.

The criteria that characterize evacuation or fire lifts include the following:

• Separate power supply
• Cabin installed devices for communication with the outside environment in

redundant connection
• The lift shaft must be pressurized by air
• Flue gas or smoke sensors, inbuilt devices to release flue gas or smoke
• Cabin sidewall protection or thermal insulation against fire

Safe operation of evacuation/fire lifts requires the following:

• A separate generator for each lift
• Overpressure on staircases
• Independent sensor systems for different physical quantities
• Development of a detailed evacuation plan

Figure 4 illustrates a model of evacuation or fire lift communication in the event
of a threat in a smart building or a building complex [7].

To minimize the risks resulting from real threats related to evacuation or fire lift
systems, it is necessary to:

• Use noncombustible building materials (which the evacuation or fire lift con-
sists of)

• Design a layout (where lifts are located)
• Choose escape routes (where lifts are located)
• Use equipment with minimal fire potential (e.g., self-extinguishing power cables)

that will significantly affect the occurrence and spreading of fire

In the case of buildings with increased risk of fire or with the requirement for
higher protection of property or persons, to ensure acceptable level of risk, it is
necessary to implement specific systems of active intelligence of EPS, such as
CCTV, display systems as part of communication interface [3].
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Fig. 4 Lift communication system as part of smart building. (Ref [3])

3.1 Selected Characteristics of Lift Evacuation Process

Some famous high-rise buildings in the world use a combination of diverse types of
lifts, for example, according to [7], there are 29 passenger lifts, 3 high-performance
freight lifts, and 4 evacuation or fire lifts in one tower.

Due to the characteristics of evacuation or fire lifts, it can be assumed that their
use can provide the fastest possible escape from the building [7].

The following factors must be taken into account when a command for evacua-
tion of a building is initiated:

• Where the fire occurred?
• How intense is the fire?
• Is it possible to get the fire under control as soon as possible?

These and similar factors have to be taken into account when defining risks even
in the event of a terrorist attack directly on the building or buildings in its immediate
vicinity, power cuts, adverse weather conditions, earthquakes, or false alarm [7].
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4 Conclusion

Lifts are dedicated technical devices which, in the event of an accident or malfunc-
tion, are mainly exposed to hazards due to gravity as well as fire in a confined space,
for example, high temperature, toxic effects of flue gases, malfunction of control
systems, and some structural groups.

By using artificial intelligence methods, the possibility of lift failure, as well
as the determination of optimal intervals for maintenance, can be assumed. The
processing of the information will allow for its provision and subsequent use by all
persons involved in the operation of lifts. These are as follows:

• Building managers – possibility to monitor lift capacity
• Service technicians – schedule maintenance intervals based on the actual condi-

tion of the lift
• Lift manufacturers – the availability of information on real operating conditions

with the possibility of their subsequent use in changing concepts of lifts
• Lift users – comfort requirements during transport, for example, the temperature

that depends on the number of passengers carried, the ambient temperature, and
the temperature in the building [6]

Relevant information on lift operation is obtained online using a number of
sensors (e.g., according to Fig. 1), and it is processed in digital form in the so-called
“analytical center” as part of Cloud storage. After analyzing relevant information
and evaluating it, procedures are defined to ensure that appropriate measures are
taken to ensure their safe, reliable, and comfortable operation as part of a smart
building or a complex of smart buildings [6].

This article was elaborated within APVV-15-0351 “Development and application
of risk management models in the conditions of technological systems in accordance
with Industry 4.0 Strategy” project.
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The Concept of Implementing NFC
Identification Technology for
Transporting and Monitoring
of Biological Samples

Jozef Husar, Lucia Knapcikova, Patrik Kascak, and Matej Hrabcak

1 Introduction

Healthcare is currently undergoing a transformation process. Under this term, we
mean the innovation of healthcare facilities, the construction of new specialized
departments and the modernization of the health documentation system. The
Ministry of Health of the Slovak Republic has launched a project called e-Health,
the goal of which is digitization of healthcare to improve healthcare provision. The
main element of this project is to share health documentation between healthcare
facilities or individual medics. The project is divided into six units, and each of
them is oriented towards one specific part [1].

This article addresses the issue of one of the e-Health project headings, named
e-Lab, focusing on results and labelling of laboratory samples. The task was to
propose and apply wireless technologies to process of sampling and processing
of biological samples. This concept focuses on near-field communication (NFC)
technology, which is nowadays implemented in many mobile devices. Its great
advantage is that it ensures writing and reading for a short distance. Interactions
between NFC devices are carried out smoothly and securely, even without complex
connection setup. NFC technology is a popular wireless technology that uses
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existing features of contactless card standards. People are nowadays able to simplify
and speed up their everyday situations by expanding the NFC [2].

NFC references can be found in the division of radio frequency identification
technology in the Working Frequencies subgroup. NFC technology is practically
RFID; however, the difference is that its communication distance is shorter in
order to ensure transmitting of information. NFC Forum was created by Sony,
Philips and Nokia in 2004, the main goal of which was to educate organizations
and enforce standards enabling to make use of this technology. Devices that are
NFC compatible must normally comply with the standards specified by the NFC
Forum. These standards provide the user with smooth communication with any
NFC device or NFC tag [3]. The first set of specifications for NFC transponders
was created in 2006 by the NFC Forum. The first NFC-compatible mobile phone
was the Nokia 6131. For smartphones, it was a device on the Android platform,
specifically the Samsung Nexus S. NFC technology has evolved and expanded over
time. Nowadays, this technology is expanded to such an extent that almost every
single electronic device has NFC technology [4].

1.1 Data Transfer and Security Principle

If we want to implement NFC technology, we need to approach the principle
of its operation. This takes place when information is transferred between two
inductively coupled coils. All actively powered devices generate an electromagnetic
field of 13.56 MHz around themselves. There is interaction and data transfer if the
second device is in the vicinity of this electromagnetic field. The greatest distance
between these devices can be 20 cm, but in practice, this distance is 10 cm. The
device can only be either a receiver or a transmitter when communicating. Such
communication is being called to take place in the half-duplex mode. Switching
between transmitting and receiving takes place at regular intervals [4]. When tag
emulation takes place through a secure element, the tag to be emulated is secured by
a device’s secure element through an Android-based application. Consequently, if
the user holds the device over the terminal, the NFC controller in the device redirects
all reader data directly to the secure element. This element itself communicates
with the NFC terminal, and there is no application to enter this communication.
The Android application may request transaction status information from the secure
element to notify the user after the transaction has been concluded [5, 6].

1.2 Blood Sampling Principle

Blood is biological material that is most commonly sampled by doctors not only for
preventive examinations but also for specialized examinations to obtain biological
analysis and blood count. The goal of blood testing is to get a credible result. It is
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important to comply with a procedure that eliminates adverse factors affecting the
correctness of the result when blood sampling is done. The greatest amount of
errors occurs in the pre-analytical phase, which includes activities such as patient
preparation, blood sampling, labelling of samples and transport of samples for
laboratory analysis [7].

Whole blood, plasma or serum is examined through blood tests. Blood is divided
into two types: venous and capillary. It is important to differentiate between these
two types of blood because each type has its own specific composition and is
intended for different analyses and tests [8].

The venous blood sampling is usually carried out by a nurse. This blood is
intended for haematological, biochemical and serological examination. Blood is
most often sampled from the peripheral vein in the elbow hole in the lying position
of a patient. The capillary blood sampling can be performed by a nurse or trained
technician. Such blood is usually used to determine blood glucose, oral-glucose
tolerance test and blood count [9]. Afterwards, the biological sample is collected
and placed in a predetermined sampling vessel (Fig. 1).

An important part of the sampling is the identification, transport and storage of
biological samples, which in this case are blood tubes. One of the most important
steps is to identify samples with avoidance of substitution or loss. A nurse should
label all tubes or other sampling vessels with a label that contains basic identification
information before sampling itself. Basic information refers to a name and surname
of a patient, a year of birth, a date of collection or a name of a department where
the sampling takes place. This data must be legible, accurate and congruent with
the prescription data. This prescription must be appropriately selected according to
the type of sampling and sample. Labels on tubes should be spiral bonded for the
centrifugation process. This is done by analyzing samples in a laboratory where
you need to see the serum and blood cake interface. The prescription, which is sent

Fig. 1 Diversity of sampling vessels
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together with the sample for analysis, must also be filled in legibly and contain the
required information by the laboratory, such as a title, a first name, a surname, an
insurance company number, a birth number, a department number, a department
name, a diagnosis of the patient according to the International Classification of
Diseases, a department stamp, a code of the prescribing or treating medical and
their signature, a type of material, examinations required, a date, time and a method
of sampling, and a department contact information [10].

2 Methodology

As mentioned earlier, it is important to pay attention to the compatibility and
functionality of the system. Therefore, the required hardware must be specified at
the beginning. In this case, it is a commonly available Lenovo Tab3 10 Business
Model TB3-X70F tablet with NFC technology. Its choice is not a random one, since
it is a cheap and affordable tablet with 10.1′′ diagonal with good readability and
manageability (Fig. 2).

Emphasis was also placed on quality, availability and tag price when select-
ing a transponder for NFC technology. NFC offers a choice of five categories:
NTAG®Series, MIFARE Classic®, MIFARE Ultralight®, MIFARE®, DESFire®

and ICODE® Series. All of these categories operate at 13.56 MHz; however, they do

Fig. 2 Placing NFC hardware technology into the tablet
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Fig. 3 Placing of MIFARE
Ultralight® NTAG 213 NFC
Transponder on D1038 tube

Fig. 4 The patient information sentence filled

not work in the vicinity of metals. Special NFC On-Metal tags are designed for metal
materials that will not be necessary for our proposal, as tubes are normally made of
glass or plastic. NTAG®Series is a tag category that is compatible and works with
all NFC-enabled devices. However, MIFARE Ultralight® category transponders
that are cheaper will suffice for our needs. Specifically, we will use the NTAG
213 model. It is necessary to mention a pair of parameters in this case. The first
is a memory capacity of 144 bytes and a recording length of 130 characters.
This information is essential to us due to the creation of the information sentence
described later. We chose a D1038 tube of 16 × 75 mm with a volume of 8 mL from
the large number of sampling tubes (Fig. 3).

We created a patient’s 9-block information sentence for our needs that is based
on the person’s input information requirements that would be written to the NFC
tag (Fig. 4). Written data is illustrative and structured as follows:

• Block 1: birth number information, which is in the form of 9302015478
• Block 2: name and surname that is Ema Propová
• Block 3: street name and number of a patient Hálová č.47
• Block 4: is intended for postal code 01001, and we can find out that it is the city

of Žilina
• Block 5: the day on which the blood analysis request was made
• Block 6: information about the health insurance company
• Block 7: treating physician information (the personal number is A56908009459)
• Block 8: is about a healthcare provider (the branch identification number)
• Block 9: information about the date and time of sampling

The patient information sentence created this way will be transferred to the NFC
Tools application, where several modifications are necessary to make before writing
to the transponder.

A text file which is entirely sufficient for the experiment was selected for the
information sentence. After copying the sentence and creating the necessary text
file for writing to the transponder, the application displays its size. The experiment
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Fig. 5 The demonstration of NFC tag reading distances

itself began after the file for writing the patient’s information sentence was created.
It consisted in verifying the reading distance between the tablet and the tube. A gap
width of 0–5 cm was selected with a graduation of 0.5 cm for the experiment.
This means that 11 attempts for reading to an NFC transponder have been made.
The observed factor in this measurement was transponder detection and writing
distance capability. A sample of three distances between the tablet and the tube
NFC transponder can be seen in Fig. 5.

3 The Results

The first measurement was made at a distance of 5 cm when NFC tools did not
indicate any transponder. Measurements without transponder reading capability
continued up to a distance of 3 cm when a change occurred. The first detection
of the NFC tag was registered at this width. Subsequently, the actual writing of the
patient’s information sentence was successfully performed without any problems,
which can be observed on the left side of Fig. 6. The demonstration of the patient’s
information sentence tag can be observed on the right side of Fig. 6.

Shifting the tube 0.5 cm closer to the tablet confirmed the ability to identify and
read the transponder using NFC technology. In this experiment, the information
was written on the tag that was withdrawn and then returned to the laboratory stand
for reading verification. All other measurements were made in this way, where the
changing factor was the shortening distance between the tube and the tablet with
NFC technology. The results of all 11 measurements of the experiment can be
seen in Table 1, where the distance between the elements is given as well as the
information whether or not reading was carried out.
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Fig. 6 Reading data to a transponder and the demonstration of read information

Table 1 Results of reading
and writing of NFC
transponders

Tag and tablet distance Reading Writing

5.0 cm No No
4.5 cm No No
4.0 cm No No
3.5 cm No No
3.0 cm Yes Yes
2.5 cm Yes Yes
2.0 cm Yes Yes
1.5 cm Yes Yes
1.0 cm Yes Yes
0.5 cm Yes Yes
0.0 cm Yes Yes

4 Conclusion

We can state a few facts related to NFC technology after concluding all the
measurements and summarizing them. The range of information transfer within
5 cm of a standard mobile device is mentioned in the various definitions associated
with NFC technology. This distance was not confirmed by the experiment because
the first signs of reading were registered up to 3 cm distance. We can state
the absolutely smooth function of NFC technology after overcoming the reading
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distance of 3 cm. These statements have also been validated for liquid-filled tubes
where the findings described earlier have been confirmed. We tried to present a
common variant of a simple freely available tablet and a commercially available
NFC tag in this article. After evaluating the experiment, we can say that the issue is
very extensive, and it is necessary to pay close attention to it. As has been verified
in the practical part, location and distance affect the reading capability. Also, more
powerful hardware could increase the reading distance.

Acknowledgement This article was created to support the project named EUREKA-E!11158 U-
health – Auto-ID technology and the Internet of Things to enhance the quality of health services.
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Possibility of Identification of Transport
Units Through RFID Technology at Own
Level of the Company

Jiri Tengler and Jana Pekna

1 Introduction

Radio frequency identification (RFID) has been used in various forms and areas
for decades. This technology has gradually been used in various industries, mainly
in areas where it was necessary to load a large number of identifiers very quickly.
Thus, the application was found in areas where the barcode itself was no longer
sufficient and it was necessary to extend it with an RFID identifier. The biggest
application of RFID technology was recorded especially in the field of logistics.
The RFID technology is used to make logistics and customer-supply chain processes
visible. It enables real-time tracking of relevant data in these processes. These data
can be used for practical measures after correct interpretation (increasing efficiency,
reducing errors, and improving quality).

One of the aforementioned areas of application is the monitoring of transport
units and logistics units within the customer-supply chain. In general, a clear case
is the application of RFID technology for both parties involved in supply chain.
The task of the application is then to provide information about where the transport
logistics unit is located, where it is directed, or where it came from. This issue can
occur unless one of the parties (usually the purchaser) agrees with the application
of RFID technology. Subsequently, customers have no choice but to apply RFID at
their own level of a company.

There are plenty of ideas for applications of RFID technology within the
supply chain. This can include streamlining logistics, managing transport units,
or identifying possible defects in shipping or handling at the supplier (goods
or shipping units). However, such an application can solve at least some of the
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above problems. There are many RFID applications operating at own level of
a company. These applications are used primarily for monitoring transport units
between individual logistics centers and organizational units of their own company.
However, there are no problems with supply chains. However, in some specific
nonstandard cases and issues, RFID can still be used. And this issue is the subject
of this article.

1.1 About RFID Technology

The RFID technology is complex, combining a number of different computing
and communications technologies to achieve desired objectives. Each object that
has to be identified is fitted with a small object called a RFID tag stuck to it.
The application at only one side of the supply chain can never bring full value
information.

Each RFID tag has a unique identifier that enables additional information about
each object to be stored. Devices known as RFID readers wirelessly communicate
with RFID tags, with a view to identifying the attached RFID tags, as well as
enabling information stored in the RFID label to be read and updated [1].

Every RFID system contains an RF subsystem (Fig. 1), and most RFID systems
also contain an enterprise subsystem. An RFID system supporting a supply chain is
a common example of an RFID system with an inter-enterprise. In a supply chain
application, a tagged product is tracked throughout its life cycle, from manufacture

Fig. 1 The RFID system. (Source: The picture was create by author Jiří Tengler)
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to final purchase, and sometimes even afterward (e.g., to support service agreements
or specialized user applications). RFID is a wireless data collection technology that
uses electronic tags, which store data, and tag readers, which remotely retrieve
data. It is a method of identifying objects and transferring information about the
object’s status via radio frequency waves to a host database. RFID represents
a significant technological advancement in AIDC because it offers advantages
that are not available in other automatic identification and data capture (AIDC)
systems such as barcodes. RFID offers these advantages because it relies on radio
frequencies to transmit information rather than light, which is required for optical
AIDC technologies [2].

There are three basic components of the RFID system, RFID tags, RFID readers,
and middleware, which is responsible for all data transaction in the system [3].

The RFID tag is a small device that can be attached to an item, case, roll cage,
or pallet, so it can be identified and tracked. It is also called a transponder. The tag
is composed of microchip and antenna. These elements are attached to a material
called a substrate in order to create an inlay.

Tags are divided into several categories based on their characteristics. Depending
on the power source, the RFID tags can be divided into the following types:

• Active RFID tag
• Passive RFID tag
• Semipassive RFID tag
• Semiactive RFID tag

The second component in a basic RFID system is the interrogator or reader. The
reader can have an integrated antenna, or the antenna can be separate. The antenna
can be an integral part of the reader, or it can be a separate device. Handheld units are
a combination reader/antenna, while larger systems usually separate the antennae
from the readers. The reader retrieves the information from the RFID tag [2].

There is also Middleware, software that controls the reader and the data coming
from the tags and moves them to other enterprise systems such as database system.
It carries out basic functions, such as filtering, integration, and control of the reader.
RFID systems work if the reader antenna transmits radio signals. These signals are
captured tag, which corresponds to the corresponding radio signal [4, 5].

2 Problem and Solution Design Specification

For the purposes of this article, the subject of research may be closer to the example
of a fictitious company. Let there be a company manufacturing bearings for rotary
engines. This company supplies its products to two customers. For delivery, it uses
its means of transport, that is, containers. The shipping containers are provided
with a transport document before the expedition. The company lacks a system
that would allow the container movement to be automatically identified. Thus,
it lacks the exact information where the particular container was dispatched or
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Fig. 2 Loading and unloading area. (Source: The picture was create by author Jiří Tengler)

where it came from. The transport documents are provided with a bar code and
are scanned before the expedition. However, the shipping document is withdrawn
upon delivery. Consequently, it is not very clear where the container came from.
Application of RFID technology in both the supplier and the customer resolves the
issue. Unfortunately, customers do not want to implement RFID technology [6].
What options the supplier company has is the following study. Suppose a company
wants to know where the products come from and where they go. The most likely
area of implementation of RFID technology seems to be an area for loading and
unloading. For a better understanding, a fictitious company can be illustrated in
Fig. 2. Thus, the focal point of retrieving data from RFID technology is the loading
and unloading process. Unfortunately, the sample itself does not yet address the
provision of the requirement.

2.1 Selected Realized Solutions

There are a large number of solutions to the chosen issue within the scope of RFID
technology implementation. Only three solutions have been selected for the purpose
of presenting the results of this article.



Possibility of Identification of Transport Units Through RFID Technology. . . 73

Use of RFID Printer

The first solution is to use an RFID printer. The essence of this solution consists in
repeated pushing and programming of the RFID tag and their subsequent application
to the container before the expedition. The RFID tag is encoded by not only
identifying the container but also the direction to which it is dispatched (customer).
The application of the RFID tag could also be possible in the manufacturing area
where shipping documents are printed. The solution assumes to use and print and
program a new RFID tag for each trip.

Use of a Permanent Container RFID Tag

Another possible solution is the application of industrial permanent RFID tag.
This solution except by permanent RFID tag also envisages the use of touch in
the terminal to area loading and unloading. The function of the terminal would
be to supplement the retrieved data with the planned direction of the dispatched
containers. Before loading the container on a transport vehicle, the employee
would select a particular customer. Consequently, within the loading and retrieved
container RFID tags, this information would be paired with the customer.

Use of Especially Developer RFID Box

The last solution is RFID box. An RFID box is a switchable RFID tag that allows
you to switch between the active status of only one of the contained RFID tags.
Each tag should contain a unique identification number of the container and also the
direction where it will be dispatched (customer).

2.2 Advantage and Disadvantage of the Proposed Solutions

Based on the description of individual solutions, it is possible to specify the
advantages and disadvantages of individual solutions (Table 1).

3 RFID Box/Multitag

All three solutions were elaborated in the research of the above-mentioned issues.
The last solution was the most intensive. It is important to explain in more detail the
principle of the RFID box and the logic of its reading through the RFID reader.
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Table 1 Advantage and disadvantage of the proposed solutions

Solution 1 Solution 2 Solution 3

Description RFID printer Permanent RFID
tag + touch terminal

Manually switchable
RFID box

Advantages The simplicity of the
solution, lower
probability of errors

Disposable application
of industrial RFID tags
for containers

The simplicity of the
solution. Lower
probability of employee
error when switching
RFID box

Disadvantages Large consumption of
RFID tags. Possibly
increased difficulty in
removing an old RFID
tag

Necessary to set the
direction of the trip in
the touch terminal by
the unloader. Possible
probability of
employee error in the
terminal

The need to switch the
RFID box to the
employee in production

Fig. 3 Principle of stored data in RFID tag

3.1 Principle of Identification of RFID Box

The RFID box actually contains four identical RFID tags. RFID tags vary slightly
with each other’s information that is stored in their memory. The issue for the needs
of this study can be explained without reference to the EPC standard. The developed
RFID box uses 96-bit RFID tags. When you load them, we get 24 characters in
the hexadecimal system. This string of characters (hexadecimal numbers) can be
arbitrarily divided into two or more parts. One of these may serve as an identifier for
a particular container (the unique container identifier), and the other may identify the
direction the container is shipped to. In the proposed solution, four basic tags were
used in the basic version, even with a larger cylinder diameter and a suitably selected
RFID tag, and more RFID tags can be achieved. Thus, the container identifying
portion for the tag is the same, but the status is different for each of the four RFID
tags. A clearer understanding of data storage is shown in Fig. 3.
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3.2 Principle of Operation and Description of RFID Box

The design of the RFID box since the beginning of the development was based on
the idea that RFID tags would be switched through a rotating cylinder. And only
that RFID tag that is rotated to the front of the RFID box allows you to reflect
the electromagnetic signal. As part of this research, two versions of RFID box
were designed and assembled. The boxes have been designed with respect to the
use of RFID tags. The boxes were modeled using freely available modeling tools
and subsequently printed through a 3D printer. Both versions of the RFID box differ
in size and RFID tag used.

Small RFID Box (Fig. 4)

• Box size 110 × 27 × 27 mm
• Four pieces of AVERY DENNISON AD-226IM UHF RFID WET INLAY (NXP

G2IM)

Large RFID Box (Fig. 5)

• Box size 90 × 45 × 45 mm
• Four pieces of AVERY DENNISON AD-236 U7 UHF RFID WET INLAY (NXP

UCODE 7)

Fig. 4 Small RFID
BOX/MULTITAG

Fig. 5 Large RFID
BOX/MULTITAG
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Fig. 6 Antireflective
treatment of both RFID boxes

Important spectra for the proper operation of the RFID box are antireflective
finishes. Thus, avoid the reading of those tags that are not rotated in the direction
of the RFID box opening. Antireflective aluminum foils were used for this purpose.
These films were applied both inside and outside the outer cylinder section (Fig. 6).

4 Testing of RFID Boxes

The proposed solution was verified through a set of tests. The aim of the testing was
to find out if the solution is usable for real traffic and to what extent the quality of
reading RFID tags has changed. The tests were carried out on a real container called
“Kontel.” The RFID box was placed in different container positions. Fig. 7 shows
the view of top and side of the container.

4.1 Monitored Parameters When Reading a Tag

• Dimensionless value RSSI (the strength of the reflected signal)

4.2 Used Tags

• Small RFID box with tags AVERY DENNISON AD-226IM
• RFID tag itself AVERY DENNISON AD-226IM
• Large RFID box with tags AVERY DENNISON AD-236 U7
• RFID tag itself AVERY DENNISON AD-236 U7

4.3 Used Equipment and Material

• Motorola FX7400
• Antenna AN480
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Fig. 7 View on optionality of measurement

• Middleware Aton OnID
• Database MariaDB
• Container KONTEL

4.4 Types of Tests

Two types of tests were used for testing: static and dynamic. The goal of static
testing was to find out the differences between the RFID tag itself and the RFID
box. Usability for real operation was verified within dynamic tests. Even within
the dynamic testing, the RFID tag itself was compared with the RFID box. The
principle of testing is shown in Figs. 7 and 8. The principle of static testing consisted
of reading a fixed number of tags. In particular, the RSSI value was the dominant
value. The principle of static testing was to move the container with the tag over the
RFID antenna gate. Relevant values here were both the RSSI and the number of tags
reads. In the static measurement, the so-called measurement sets were measured.
Each new tag position meant a new set. Each set within a given tag position was
repeatedly measured 10 times. Each set was a load of a hundred piece tag value. In
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Fig. 8 Static testing (left) and dynamic testing (right)
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Fig. 9 Result of static testing, large RFID box, two antennas top, all position

the static measurement, readings were made at the top three positions (Figs. 7 and 8)
and another three positions from the side of the container. The tags at the top of the
container were read only by RFID antennas from the top, and the container side tags
were read only by RFID antennas from the side. The same load settings were also
made for dynamic testing. Dynamic testing measured RFID tags in motion. Thus,
the container passed through a gate with RFID antennas (Figs. 7 and 8). A 10-piece
transition was made for each tag location.

4.5 Result of Testing

Within the evaluated graphs, you can see the minimum, maximum, and average
values of the tag itself in comparison with the RFID box. In the results, you can
compare an individual tag location, either from the top or side of the container.

Sets 1–3 – large RFID box, antennas top, tags at the top of the container (Fig. 9)
Sets 4–6 – small RFID box, antennas top, tags at the top of the container (Fig. 10)
Sets 7–9 – large RFID box, antennas on side, tags on the side of the container

(Fig. 11)
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Fig. 10 Result of static testing, small RFID box, two antennas top, all position
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Fig. 11 Result of static testing, large RFID box, two antennas on side, all position
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Fig. 12 Result of static testing, large RFID box, two antennas on side, all position

Sets 10–12 – small RFID box, antennas on side, tags on the side of the container
(Fig. 12)

It is clear from the results of the static tests that the large RFID box is significantly
better than the standard RFID tag. The reason for this phenomenon can be mainly
due to sufficient space around the box tag and sufficient distance from the bovine
parts of the containers. While the values of a large RFID box are better compared to
a classic tag in a small RFID box, the scenario is the opposite. The small dimensions
of the box do not allow the ideal electromagnetic signal propagation. That is why
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Fig. 13 Result of dynamic testing, large RFID box, two antennas top, all position
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Fig. 14 Result of dynamic testing, small RFID box, two antennas top, all position
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Fig. 15 Result of dynamic testing, large RFID box, two antennas on side, all position

the standard tag in some sets is significantly better. When it is loaded by antennas
from the top or bottom, a large RFID box gives the best results.

Transition 1–3 – large RFID box, antennas top, tags at the top of the container
(Fig. 13)

Transition 4–6 – small RFID box, antennas top, tags at the top of the container
(Fig. 14)

Transition 7–9 – large RFID box, antennas top, tags on the side of the container
(Fig. 15)
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Fig. 16 Result of dynamic testing, small RFID box, two antennas on side, all position

Transition 10–12 – small RFID box, antennas top, tags on the side of the
container (Fig. 16)

It is clear from the results of the static tests that the large RFID box is significantly
better than the standard RFID tag. The reason for this phenomenon can be mainly
due to sufficient space around the box tag and sufficient distance from the bovine
parts of the containers. While the values of a large RFID box are better compared to
a classic tag in a small RFID box, the scenario is the opposite. The small dimensions
of the box do not allow the ideal electromagnetic signal propagation. That is why
the standard tag in some sets is significantly better. Although the antennas are read
from the top or bottom, the big RFID box gives the best results.

The dynamic test results show that the difference in the size of a large RFID box
is called when reading in motion. The same is true when loading a small RFID box,
where the difference with the classic tag becomes even stronger. Another situation
is when reading tags from the side. Here at both RFID boxes, we notice a significant
improvement over the classic RFID tag. Although the quality of reading of both
boxes varies considerably, in both cases, the RFID box was not unread. From these
laboratory tests, it is difficult to conclude that the same results could be obtained by
RFID boxes even when deployed in real operation.

5 Conclusion

The subject of our research was the possibility of using RFID technology for
monitoring transport units at the level of own company. More precisely, the
possibilities of using RFID technology within the supply chain are analyzed, where
only the supplier is interested in applying RFID technology. In the context of
the issues identified, several potential solutions have been proposed, with the most
significant being mentioned at the core of the article. Multitag device or RFID box
is one of the solution proposed, which is the pivotal part of this study. A part of
the proposal was also the verification of the solution by testing and comparison of
standard with proposed classic RFID tags. From the test results, it was apparent
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that due to the readability of the RFID box in the static and dynamic tests, RFID
technology was not bad at all. Although the use of this or similar equipment does
not seem so real, it is quite likely that a small group of companies that want to use
RFID technology could reach in the future. The RFID technology has existed for
decades and, despite its relatively unchanged form, it can offer a lot of nonstandard
applications in the future.
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Automatic Identification Applications for
Smart Railway Concept

Lucia Knapcikova, Jozef Husar, and Patrik Kascak

1 Introduction

Industry 4.0 or the Fourth Industrial Revolution has a number of definitions, and
it depends on how a particular firm or initiative decides to do so. According to
a relatively widespread definition, this is a term denoting the current trend of
automation and data movement in production technologies using cyber-physical
systems (Fig. 1) [1].

Other possible definitions may also be:

• The next stage in the digitization of the manufacturing sector, driven by four
ways – a staggering increase in data volumes, computing power and connectivity
(especially in new low-energy networks), new analysis and business intelligence
alternatives, new possibilities for people and machine interaction such as touch
interfaces and augmented reality and new forms of digital transfer capabilities
such as advanced robotics or 3D printing [1, 2].

• Linking systems where smart products are able to communicate with their users,
new digital business models are able to use scanned data and offer new services,
and specific products are capable of managing their production process on
assembly lines.

The Industry 4.0 principle was taken from the German Industrie 4.0 initiative,
which was the first of its kind used at the Hannover Messe in 2011 as a future project
by the German Federal Government. In 2013, 2 years later, he was introduced to the
same place, the German National Initiative for the Use of New Technologies in the
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Fig. 1 Most important steps for railway digital transformation

German Industry [3]. There are two ways to look at the goals in Industry 4.0. From
the point of view of the national economy, such as the coordination of technologies,
the development of standards and the efficient use of resources, with the aim of
strengthening the generated added value of national industries. The second is the
benefit that the introduction of new technologies will bring to a particular company –
the example of the automotive industry, the Roland Berger consultancy company,
used in the use-time to increase by 25% points to approximately 40% [4].

As it was heard at the Hannover Fair in 2013, in the interconnected world of
Industry 4.0, smart factories will be part of the so-called smart infrastructure and
the Internet of Things. The horizontal, vertical and system integration of processes
will achieve a new level with smart products. In Smart factories, people, machines
and materials will be able to communicate with each other in a similar way to social
networks. Smart products will contribute to the running and improvement of the
workforce, making it more efficient, smoother and with much less errors [4, 5].

2 Current State Proposal Solutions

The railway industry is a dynamic sector with a large amount of assets, maintenance
and repair equipment, depots and stations spread across a wide territory. Good
internal communication, fast reactions based on equipment geo-location data, high-
quality maintenance planning and regular interventions are required to keep this
massive machine working [5, 6].

This article is focused on proposal solution for Industry 4.0 in a smart specialized
logistics cluster for the chemical industry in the Port of Antwerp (Fig. 2):

• Concept of smart specialized logistics cluster with a new added value for rail
freight services

In Fig. 3 is presented a current and future state of specialized smart logistics
cluster. The current state of less than truck load trucking solution is as follows:

• Pallets are transported from site A to site E by using a truck.
• Pallets are transported from site B to site F by using a truck [7].

Project’s consortium solution for future Less than Wagon Load multi-modal is
presented as follows:

• First mile
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Fig. 2 Antwerp – main hub area in a SMART specialized logistics cluster [7]

Fig. 3 Current and future state in the Port of Antwerp [7]
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– Pallets from site A are transported to cross-docking pallet warehouse C by
using a truck, pallets from site B are transported to cross-docking pallet
warehouse C by using a truck.

• Long haul

– The pallets from A and B are grouped and transported in a pallet wagon from
warehouse C to warehouse D by rail.

• Last mile

– Pallets from site A are delivered by truck from cross-docking pallet warehouse
D to site E and pallets from site B are delivered by truck from cross-docking
pallet warehouse D to site F [7].

A system that fits into the concept of transport telematics and is very well
developed is the automatic identification based on radio frequency technology.
Railways are expected to be the industry drivers and a major economic leader in
the transport of raw materials in the heavy and energy industries. At present, this
position is weakened by the growing car traffic. Sensors are perhaps the smallest
but one of the most important details when dealing with sensible topics as traffic
and trains control [8]. The good news is that sensors are getting constantly cheaper
and their implementation as a leading real-time data provider will generously
increase. This will push condition-monitoring analysis to prevail over reactive-based
approaches and irreversibly change the way assets are managed and maintained.
These potential new services consist of parking, repair, picking and cleaning
for chemical wagons, rail-connected cross-docking of pallets and improved rail
connections by setting up mixed trains with conventional, continental and maritime
container volumes [5, 9].

The use of RFID technology in rail freight transport is primarily to:

• Determine the exact location of the shipment
• Collect shipment information
• Protect the shipment against theft or loss.

By applying an RFID system, rail transport will gain additional benefits such
as:

• Tracking shipments
• Evidence of the train set and individual wagons
• RFID application with sensors – information, for example, about temperature,

pressure, slope and acceleration of moisture
• Checking the arrival and departure of the train to/from the destination station

with shipments [10]

Tracking and collecting information using RFID technology can be used in
rail freight transport for a complete train, wagon consignment, transport vehicle
(container) and also for tracking a specific product. When tracking shipments in
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rail freight, it is also possible to use a GPS satellite tracking system that accurately
locates the installed RFID tag [10].

The tracking of the railway car park is done in many countries through barcodes.
Problems in detecting and verifying codes in a polluted environment and in adverse
weather conditions, on greasy surfaces or non-metallic objects, along with the
ability to read barcodes in direct sunlight, have moved to the act of American
Railroad. Implementation of RFID was a solution to these problems and also
brought benefits in the form of long-range shooting [11].

Since RFID technology is complex and multifaceted, it is important to develop
common standards and standards for the application of the European Rail RFID
system. The implementation of such standards must provide full interoperability
and interoperability with all rail transport systems or wagon owners [12].

3 Smart Railway – Wagon Concept Using RFID Technology

Industry 4.0 in the railway context can be definite as Railway 4.0 concept and
introduces integration across the supply chain through production to the end
customer. Smart logistics systems are interconnected and coordinated with each
other. Manufacturing processes include advanced materials, 3D printing tech-
nologies or adaptive manufacturing that minimizes waste and maximizes product
customization. Production lines include new generations of robotic devices that
enable collaboration as well as real-time data transmission.

Such a system allows full automation, interconnection of individual systems
and M2M communications (Machine to Machine). With proper filtering, Big Data
analysis and Cloud computing, real-time data can be gathered from a large volume
of relevant information, promoted creativity and collaboration. At the same time,
however, security will need to be strengthened when working in the cloud [7, 9].
The direct link and communication throughout the product life cycle means greater
efficiency, optimizing the warehouse and waste generated by the manufacturer,
while also increasing customer individualization. All this can be done by using the
energy and material resources of the future (alternative raw materials, new materials,
eco-energy and others). A Smart City uses intelligent solutions to optimize mobility
and communication, creating safer societies with smoother traffic flows and more
sustainable urban environments [3, 10].

Automating processes associated with data collection, transmission, and infor-
mation recording can help improve various aspects of logistics. Developing infor-
mation processes and increasing the level of automation are key to significantly
improving operational efficiency. Implementing an RFID system offers greater
reliability and more detailed chain information, optimizes the use of infrastructure
and rolling stock, as well as enhancing product safety [11]. The information
obtained helps railway undertakings to better plan the services offered in the event
of a supply disruption and also to help ensure an efficient maintenance programme.
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3.1 Proposal of Using RFID Technology on Railway Wagon

The implementation of RFID technology in rail transport is clarified by a directive
and a standard on rules and how it can be applied in compliance with certain
standards. 861/2006 entitled Technical Specification for Interoperability [3, 10]. The
RFID tag on the wagon must comply with the ISO regulations to ensure that the
information stored on the carrier is not read. It is necessary to pay attention to the
positioning of the reading device, which must be able to read the information stored
on the tag even at higher speed. The desired speed is adapted to the frequency band,
optionally; there is an appropriate speed reduction mark on the track so that the
reader is able to read the RFID tag on the wagon or on the load unit.

When placing an RFID tag on a wagon (Fig. 4) in rail, the location of passive
RFID tags (Fig. 5) on the sides of the wagons is such that the reader can read the
wagon identification number:

• A1 minimum centre height of RFID tag is 500 mm.
• A2 the maximum centre height of the RFID tag is 1100 mm.

Fig. 4 RFID tag suggested placement on the tank wagon (modified by author) [8]

Fig. 5 RFID reader and tag suggested placement on the tank wagon (modified by authors) [8]
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The location of the RFID tag meets all the requirements of Directive No.
861/2006. When placing the RFID reader next to the track, the reader location
(Fig. 5) must be at a distance such that the reader can read the wagon identification
number located inside the RFID tag [7]:

• D1 minimum RFID reader length is 1000 mm.
• D2 maximum length of the RFID reader is 10,000 mm.
• The maximum speed of the locomotive with wagons is 30 km/h.

The reliability of the on-board train positioning system is vital for the trains to
operate safely while still allowing a much higher throughput of trains than with
traditional interlocking.

For condition monitoring, automatic vehicle identification (AVI) is often installed
in combination with different sensor systems (e.g. wheel flats, brake failure,
hot boxes, noise levels, tyre pressure, etc.) providing combined data from the
measurement and the AVI function. The system provides accurate and reliable
information about a train’s location and the condition of the specific equipment
detected at the location. This information is forwarded to track-side IT systems,
where it is used to automatically update passenger information, train control systems
and input for maintenance planning [12]. For technical conditions monitoring of
wagons arriving in Main hub in Antwerp, it is necessary to design a communication
network between the locomotive, wagons and dispatcher (Fig. 6). It is important to
implement database process management.

Fig. 6 Connectivity between RFID technology and satellites (modified by author) [5]
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The designed RFID reader is resistant to weather and climatic conditions.
Changes in climatic conditions (wind, humidity, sunlight, snow) can damage the
reading device, so all aspects that may impair the functionality of the system should
be considered when installing [13]. The design of the stationary reader is mounted
on a solid concrete base to be extremely resistant to climatic conditions and also
to theft. Interconnections (communication) between the RFID tag, the reader and
the computer unit that contains the appropriate programme for processing and
evaluating the received information must communicate seamlessly with each other.
The transmission can be carried out using an optical cable line, which is already
used by the railways, or by means of wireless transmission, which is also commonly
used [14, 15]. The fibre optic cables are grounded and have a higher digital signal
transmission capability, which is several times faster and better than the analogy
signal. Vibration or weather conditions affect wireless transmission, but eliminating
these adverse effects can be achieved by using an antenna and an amplifier that is
capable of improving signal transmission several times [16].

4 Conclusion

By applying the RFID system in the smart logistics cluster in Main hub, rail
transport will gain additional benefits such as tracking shipments, evidence of the
train set and individual wagons, RFID application with sensors – information,
for example, about temperature, pressure, slope, acceleration of moisture and by
checking the arrival and departure of the train to/from the destination station with
shipments.

Tracking and collecting information using RFID technology can be used in
rail freight transport for a complete train, wagon consignment, transport vehicle
(container) and also for tracking a specific product. When tracking shipments in
rail freight, it is also possible to use a GPS satellite tracking system that accurately
locates the installed RFID chip.

The main benefits of introducing RFID technology in rail freight are the
following:

• Reduced workload, improved accuracy and timeliness, and incomparably higher
percentage of error.

• High automation with good set-up, almost perfect reading in good conditions.
• Data is scanned, processed, archived, updated without delay, and without human

factor.
• Remote control of RFID tags where a large number of items can be scanned

within a few seconds.
• Possibility of writing a large amount of information on a tag of a given object

and transcribing it while moving.
• The real-time stock situation is accurate, allowing all stocks to be tracked with

minimal cost.
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The main bottlenecks in introducing RFID technology into the enterprise are the
following:

• High input costs and carrier costs, and savings will be realized in the overall
usage.

• It is a relatively new technology, and innovations are emerging.
• Need for education training for staff.
• Unable to read with eyes without the scanner.
• Great time to prepare for production technology, training for software and

hardware.
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Simulation and Modelling of Transport
Processes for the Needs of Mineral
Resources Delivery Support

Martin Straka, Janka Saderova, and Peter Bindzar

1 Introduction

Dynamic changes in business environment require a well-organized supply chain,
and this requires proper organization of logistics processes within the enterprise [1].

The transport of minerals is carried out by various types of vehicles. Most often,
for on- and off-site transport of bulk raw materials, road trucks, wagons, ships,
long-distance belt transport and others are used [2]. Choosing appropriate means of
transport depends on several factors. Besides the raw materials property, the factors
include route length and the amount of transported material [3, 4]. For the transport
of smaller amount of raw materials within company’s premises (quarries) and short
distance transport (e.g. construction, mining, agriculture, food industry), trucks and
various types of conveyors (belt, bulk-conveyor) are mostly used. For the horizontal
transport in the mining conditions, mining rail transport and belt conveyors are used.
Vertical mining transport uses transport cage towing equipment and conveyors [5].
Wagons are used for transporting huge amount of materials over long distances,
and ships transport bulk material. Before the actual transportation takes place, it
is necessary to load and unload the suitable means of transport at the intended
destination. The method of loading and unloading is again dependent on the type
of minerals, means of transport and unloading facilities available [6].

Several authors deal with the loading and unloading process in the literature, and
it is not only for the bulk materials. That issue is most elaborated for port terminals;
articles are dedicated to modelling and simulation of bulk material or containers
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[7–13]. Wagon unloading is wide because this type of transportation uses various
types of wagons for which different unloading equipment.

The modelling process can serve as a basis for selecting unloading process
or rationalization of the existing system, which has a significant impact on the
evaluation of the performance of the transport system or the entire enterprise
[14–20].

Article is focused on the transport processes as a means of the mineral resources’
delivery support. The problem is related to the amount of downtime with unloading
of concrete mineral resources. The system of implementation of transport processes
is limited by a lack of suitable means of transport, creates a lot of downtime and
restriction of planning for the needs of the efficient use of means of transport and of
logistics ensuring. The aim is to streamline and configure the transport system to a
level that would be effective as economically, technically and logistics.

For the transport of mineral resources by rail, the types of wagons marked by
capital letters are as follows:

E – Open Top (High wall) wagon of ordinary construction with a flat floor and
the possibility of frontal or side tipping (wagons are designed to carry the bulk and
general cargo goods that do not require the carriage of covered space and protection
from the weather).

F – Open wagon of special construction (wagons are designed to carry bulk of
powdered bulk goods like coal, limestone, gravel, etc.). Wagon construction enables
double-sided gravity unloading of goods.

G – Covered wagon of normal construction (wagons are designed to carry the
palletized goods, general cargo, bulk grain or other bulk substrate like industrial salt
that must be protected from the weather. The wagons allow the transport of live
animals).

T – Wagon with openable roof (Tds) – wagon of special construction with
a convertible roof (wagon is designed to transport bulk goods requiring weather
protection). The wagon construction enables double-sided gravity unloading of
goods.

Unloading of minerals from railway wagons under real conditions can be carried
out in various ways depending on the type of rail wagon, type of minerals, loading
mechanisms to be available and forms of transloading.

2 Research Methodology

Modelling and model creation is one of the basic cybernetic approaches to study,
analysis, design and design of systems. The modelling is the process of replacing a
dynamic system by its model. The model represents a simplified object or process
and is created on an artificial or real object [21, 22]. Several authors deal with
the modelling and model creation in various sectors across process technology,
transport, handling, services and so on [23–27].
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Fig. 1 A formalized scheme of unloading process

The unloading process consists of several activities. Figure 1 shows the simple
formalized scheme of the process of unloading (see Fig. 1).

The type of minerals in the railway wagon and their physical and chemical
properties should be considered as an input data for individual sub-processes.

The first activity in the process of unloading is the ‘in-feed motion’ – supplying
the wagons at the place of unloading (unloading ramp). Before this activity, there
should be done operations such as announcement about the arrival of wagons to
be unloaded. When doing transhipment between railway wagons (form 3 – direct
transhipment), it is also necessary to make an order for rail wagons that will be
loaded.

After wagons are ported, wagon unloading takes place. During the unloading
process, wagons are either still or move in certain times or continuously depending
on the type of unloading equipment device.

When unloading with a gripper crane, a wagon is still, and the raw material is
unloaded directly to another means of transport (e.g. right on the truck, through the
hopper onto a conveyor belt, etc.). When unloading with a wagon tippler, wagons
are shifted to the rotary tilter where they are disconnected from the set, tilted, put
out of the tilter and subsequently joined to the wagon set again. Material falls
from the rotary tilter into the containers that are then moved by conveyors. When
using bucket unloaders, the wagons are still or continuously move depending on
unloaders’ construction.

Unloading of minerals is followed by its removal (displacement) to the des-
tination such as operational stock, to customer, stock for input materials, to the
manufacturing process, etc. Figure 2 shows an example of simplified flowchart of
unloading of minerals from the railway wagons.

3 Computer Simulation of Transport System of Mineral
Resources Support

Before the model itself was created, it had to be determined based on Table 1, a
number of trucks that are able to manage the performance of unloader NT. Based
on capacitive conversion of truck transportation, the required number of trucks on
distance of 450 m is NT = 2.1 [5]. Figure 3 shows the model of unloading where
transport of unloaded mineral resources will be done by two trucks. The model was
made based on the assumption that the loading process starts at the moment the
unloader has arrived to the first wagon as indicated earlier. It can be seen on graphic
model a process of wagon unloading RW1 to RW10. The unloading of each railway
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Fig. 2 A formalized scheme of unloading process

Table 1 Input data for modelling of unloading process

Parameter Value

Truck capacity K = 7.77 t (capacity of 9 claws)
Time for loading a one truck tn = 243 s
Route length for transport of mineral resource L = 450 m
Truck cycle time (transport, unloading, return journey to
loading point)

to = 270 s

wagon consists of two lines that are represented by trucks T1 and T2 providing
removal of the mineral resource to the destination. Black stripes represent unloading
activities that alternate depending on the truck to be loaded. Red stripes represent
down-time ‘ti’ of an unloader that is caused by waiting for the trucks in operation
(T1 or T2). Green stripes represent moving of an unloader to the next wagon. Grey
stripes represent truck circulation (driving time out and back, time of unloading and
its bringing again to rail wagon). Blue colour stripes are a truck waiting for loading.
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Fig. 3 The graphic model

4 Results and Discussion

The graphic model in Fig. 3 results in the following: 9 trucks are needed to unload
1 rail wagon, every wagon can be unloaded within 2295 s = 38.25 min; this time
includes 4 unloader downtimes (totally 108 s) caused by waiting of trucks T1 (resp.
T2); 90 trucks are needed to unload mineral resource from 10 rail wagons; 6.075 h
netto is needed to unload 10 rail wagons; totally 40 downtimes is formed while
unloading 10 wagons; it is 0.3 h (18 min), the unloader is moved – times during the
unloading; it is 0.25 h (15 min), time of unloading TT is 6.60 h.

Time for unloading a train set can be reduced by deploying multiple loaders and
the corresponding number of means of transport. Losses caused by waiting for a
truck can be eliminated in several ways:

1. By deploying a multiple truck (Option 2)
2. By increasing a truck capacity (Options 3 and 4)
3. By increasing a loader capacity (Options 5–8)

Similar models have also been developed for these options and the results are
found in Table 2. In option 2 (deploying a 3 trucks), each wagon is unloaded in
tu = 2187 s = 36.15 min. It is similar to Option 1, but there are not downtimes
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Table 2 Results of modelling

Parameter Option 1 Option 2 Option 3 Option 4 Option 5 Option 6 Option 7 Option 8

VD 1.1 1.2 1.3
N [t] 0.86 0.94 1
K [t] 7.77 7.77 8.64 9.50 8.46 9.40 9 10
tn [s] 243 243 270 297 270 300 297 330
to [t] 270 270 270 270 270 270 270 270
NT [−] 2 3 2 2 2 2 2 2
tu [s] 2187 2187 2187 2187 2234 2234 2310 2310
ti [min] 18 0 0 0 0 0 0 0
TT [h] 6.60 6.30 6,30 6.30 6.43 6.43 6.64 6.64

caused by waiting for a truck. Unloading time TT is reduced to 6.3 h. The
deployment of three cars will reduce unloading time by unloader downtime, but on
the other hand, there is downtime on average 3.60 min per vehicle turnover, which
is on one side. For the same time, it landed raft even with Options 3 and 4, since
the time of loading one car is equal to or greater than the circulation time of the car,
resulting in downtime remained in a car with a capacity of 9.5 tons.

In Options 5 and 6, by increasing the volume of claws to 1.2 m3, the time of
unloading compared to other options will rise up to 6.43 h or up to 6.64 h by
increasing the volume of claws to 1.30 m3 in options 7 and 8. The increase in
this case is due to the time increase in the unloading cycle and not by unloader’s
downtime. Deploying grabs with a larger volume negatively impacts the time
utilization of trucks. However, such downtime provides enough time in case the
route needed for unloading the material takes longer than expected. Table 2 shows
recommended colour-coded options which should be applied when unloading at
given input data.

A graphical representation of simulation is shown in Fig. 4. It is an unloading
of 10 wagons by one unloader using 3 trucks (Lorries). The blue line represents the
unloading of a wagon to 9 trucks while the red line represents the completion of
unloading the wagon from train set.

The simulation results show that the lowest unloading time is reached when
unloading by one unloader working with three or four lorries. Extra downtimes are
present when using four lorries.

5 Conclusion

This article was aimed to use a model approach – create an algorithm and creation
of graphic and simulation model for the needs of modelling the unload process
from railway wagons using the grab unloader followed by transfer of minerals by
trucks. In order to create an algorithm, there was a short overview of the process of
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Fig. 4 Graph of the simulation of the transport processes

unloading described in the article’s introduction: forms, methods, types of unloading
facilities and types of wagons used to transport raw materials.

This algorithm forms a basis for creation the specific model in graphic form
as well as a simulation model. The algorithm can be modified easily for any way
and form of unloading. This is only one of many procedures which can be used to
address the problem. The others methods such as simulation, software applications
can be used to solve the problem and the decision-making process with use of
multi-criteria analysis. That job does not end with the creation of the algorithm
and forming specific actions that are necessary. Next, it is necessary to monitor and
evaluate the process using the tools of controlling as well as to ensure the efficiency
of the operation.
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Testing the Replenishment Model
Strategy Using Software Tecnomatix
Plant Simulation

Peter Trebuna, Miriam Pekarcikova, and Marek Kliment

1 Introduction

The process of inventory replenishment in dynamic models is usually deterministic
(inputs are always delivered in ordering quantity and time), but it can also be random
in time as well as in quantity. In these models, it is not a determination of time and
the size of one order and it also cannot be planned a series of orders (an order cycle)
[1, 2].

The aim is to find a way of managing the stock size by orders. The random
dynamic models include P-system and Q-system, whose specification is given
below. On the other hand, static models are characteristics with the determination
of one unique delivery that do not repeat. It is also possible to include here models
determining the amount of inventory of spare parts, inventory to cover the one-time
sale [3, 4].

2 Demand-Driven Inventory Replenishment Models

The models showing the dynamic inventory management problems with determined
movement probabilistically incorporate all types of costs: costs associated with the
acquisition of supplies, maintaining inventory costs, costs of lack of safety stock
and cost of excess inventory. Some of them have new features, for example, the
cost of excess inventory does not have such a costly impact as in the case of static
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models. This is because of the long unlimited time period of stocks maintenance
and so inventory excess generated in one period can be used in the next period
by a reduction in orders. This means that the cost of inventory excess is shown in
the form of the high cost of maintaining inventory [5–7]. The probabilistic nature
of demand and consumption of inventory accept fluctuation in the consumption of
supplies. In the event that causes a lack of prompt supply and significant losses in
the supply system, the company secures itself by increasing inventory corresponding
to the expected consumption of so-called safety stock to ensure a supply system to
random fluctuation in consumption. This safety stock reduces the shortage risk of
prompt supplies, but it binds capital and also requires the storage, keeping, and thus
causes additional costs of maintaining inventory. The maintaining costs of safety
stock stand against the costs from the shortage of prompt supplies in the dynamic
probabilistic models [8–10]. Therefore, a new agent is created that acts in these
models which is the stock replenishment interval. Managing of inventory state in
the dynamic models can be influenced by two types of interventions [11–13]:

• Orders’ frequency – Q-system
• Orders’ sizes – P-system

The number of orders ‘N’ and their size ‘x’ are bound together by precise
quantitative relation: x = Q/N. This relation is valid next only when it comes to
middle values of these variables. Particular sub-periods lead to random deviations
from the true consumption of its middle value and thus inventory fluctuations around
its expected size. These effects need to balance which is possible, for example, by
changing the frequency of orders at a constant order size – it is ‘Q’ system, or by
changing the amount of orders at a fixed interval between particular orders – then
it is ‘P’ system. These are two basic approaches in inventory management used for
the absorption of probabilistic fluctuations in consumption [14–16].

2.1 Q-System of Inventory Replenishment

This system operates with a fixed order size, which is indicated by the symbol ‘Q’
(from the word ‘quantity’). Fluctuation in the stock consumption is balanced by
changes in the frequency of orders. Q-system works on the basis of determining
the amount of inventory that is used to cover consumption during the particular
period so-called signal level of stocks. If the actual stock reaches that level, then
the new order is executed. Random fluctuations in consumption and cost of the
lack of emergency stock are taken into account when determining the signal level.
Q-system is also known as ‘a system of two stores’. The name comes from the
use of the mentioned system in practice, where each item is stored in two separate
stores. The major part of inventory is kept in the first one, and in the second store
inventory is maintained, and it also serves to cover consumption for the time period
of replenishing. The new order is realized when the stock in the first store is used.
By the time a new delivery arrives to the warehouse, the consumption is covered
from the second warehouse. After the arrival of new delivery, the second warehouse
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Fig. 1 Graphic’s schema of the Q-system of inventory replenishment [20]

is first supplied for the signal level and the rest of supply is placed in the first store.
It is essential to monitor whether the remaining stock does not drop under the signal
level which is, in case of several stock items, quite difficult [17, 18].

Application of the Q-system in practice means determining the constant size of
the order and inventory signal level for each item. Since this is the system where
consumption fluctuation is expressed by changes in the ordering cycle, it is not
necessary to maintain safety stocks for the random increased consumption during
the ordering cycle – in this case, the actual supply drops to the signal level, and,
thus, there is a realization of a new order. This, however, cannot be applied during
the time of order realization, so to cover possible consumption fluctuation exactly
during this time, the safety stock is required (dependency exists between the size of
the safety stock and the length of ordering cycle); see Fig. 1 [19, 20].

2.2 P-System of Inventory Replenishment

Stock replenishment is realized by orders in fixed delivery times, usually with con-
stant intervals between orders. The system is referred as ‘P’ (from the word ‘period’)
inventory management system. It is the second basic inventory management system
with probabilistically determined movement. It is based on the fact that orders of
variable size are carried in advance fixed ordering times. The size of particular
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orders is set so that the sum of the actual stock size at the time of the order was
equal to a predetermined variable of which size takes into account the consumption
fluctuation. Fluctuation in actual consumption around its middle value is balanced
by the size of particular orders. It is possible by using this model to find the optimal
length of ordering cycle and the optimal ordering level at which the actual stock is
replenished. The size of a particular order is determined as the difference between
the stock ordering level and actual stock at the time of order. This system does
not require a permanent inventory control which is an advantage; it only needs a
periodic control [17–19].

It is possible to find out by comparing the mechanism of the Q and P systems
that the main difference between them is in the way they receive sales fluctuation.
While in the Q-system shortening of the ordering cycle induces higher demand and
the safety stock is formed only to cover the higher consumption during the time
of stock acquisition, in the P-system, the safety stock must compensate fluctuation
in sales during the entire ordering cycle. During this time, there is an interaction
between the size of the order of one period and the shortage risk of prompt stock in
next periods. The P-system uses a simplified assumption which is to determine the
safety stock only with respect to one ordering cycle plus the next interval of stock
acquisition. Q-and P-systems form the main inventory management systems where
the practical use is relatively simple; see Fig. 2 [19, 20].
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Fig. 2 Graphic’s schema of the P-system of inventory replenishment [20]
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3 Testing Replenishment Strategy by Using Tecnomatix
Plant Simulation

Simulation model that is processed below is oriented on testing the replenishment
strategy. Case study was made in the area of simulation software Tecnomatix Plant
Simulation (Siemens). Specifically, it is the simulation model of procurement for
demand-driven consumption, that is, customer order simulation and consumption,
which consume the inventory and initiate the supply process from the supplier when
reaching buffer minimum of inventory level. The way of representation of inventory
consumption is viewed as a silo.

Input data for case study: maximum inventory level = 5000 pcs, delivery
size = 2000 pcs, delivery cycle = 2 days.

The storage strategy is part of the process of deciding on the quantity and time
of the inputs acquisition, that is, the process of initializing the purchase and supply
of material, depending on the length of the delivery time. The supply method can be
implemented in two variants in terms of time [20]:

• Order time will depend on the stock, i.e. ordering will be realized upon
acquisition of the order point, resp. the warehouse will be filled at regular
intervals (P-model – with relatively constant demand, or relatively high insurance
stocks).

• As far as the quantity is concerned, the filling of the warehouse can be carried
out in fixed quantities (Q-model); resp. amount will vary depending on actual
consumption. The essence of the supply is to reduce the storage in the storage
tank to a minimum level, which necessitates the implementation of the supply.

The way of showing the consumption of supplies is in the form of silos. It is an
illustrative depiction of the process of replenishment and consumption of inventory
by simultaneously displaying the maximum, average, and resp. minimum stock
levels by using colours (green – maximum, yellow – average and red – minimum).
The simulation ends when the silo is empty. This is due to the set replenishment
method and to the amount of consumption, delivery time and order size that is
constant. According to the results of the simulation, it is possible to set the optimum
size of the order, which would be closer to the needs of customer requirements.
Figures 3, 4 and 5 show simulation models for the above-mentioned consumption
and replenishment phases. There is also an inventory sawtooth diagram showing the
consumption progress in each phase of the simulation run [21–23].

However, efforts are being made to keep stocks to a minimum, that is, it is
necessary to know when the level of inventory is approaching the minimum level
and to enter a higher order requirement in order to cope with future consumption and
avoid stock shortages. In the case study, there is a supply option whose output is as
follows: Decrease in the level of inventories in a way of supply and consumption,
and decrease to zero level in about 37 days. Therefore, it can be stated that in the
case of demand fluctuations considered and with respect to the delivery period of
2 days, this order will have to be increased.
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Fig. 3 Simulation model – maximum inventory level

Fig. 4 Simulation model – average inventory level

Fig. 5 Simulation model – empty buffer

4 Conclusion

Computer simulation is an attempt to model a real, resp. hypothetical situation,
process or thing using a computer with the goal to study it and see how it works by
different and changing conditions. The model has to represent key characteristics
and own behaviour of system to find the answers on tasked questions or verify a
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result that is otherwise costlier or impossible to achieve. Tecnomatix Plant simula-
tion performs a specific type of simulation, defined by NASA as ‘a tool to model
organizational activities and system responses to discrete events in the operational
flow, supports Monte Carlo analysis and can be used for manufacturing flows,
operational processing flows, supply chain flows, and flows of information through
an organization’ [24]. Implementation and use the simulation tools greatly strength
the potential in connection with decision-making competencies of managers in
logistics.
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Identification of the Relevant Parameters
for Modeling the Ecosystem Elements
in Industry 4.0

Dragan Perakovic, Marko Perisa, Ivan Cvitic, and Petra Zoric

1 Introduction

With the development of new innovative information and communication services
(IICS), it is possible to contribute more efficiently to all processes of system
operation in the fields of networking and providing all relevant information to
the stakeholders of the business process. Today’s concept used in manufacturing
processes and the development of logistics processes based on modern information
and communication (IC) technologies is called Industry 4.0. It focuses on the
process of transition from traditional business to digital business transformation
[1]. To establish an ecosystem and to conduct all business processes and models,
it is important to choose the optimal information and communication service (ICS),
where it is necessary to define and link infrastructure elements, people, and other
stakeholders. Unlike previous research, this research is focused on the identification
of important elements of the ecosystem with the aim of selecting and forming
optimal elements. For this purpose, it is necessary to satisfy all the requirements
(technical and technological, organizational and legislative) in the function of
selecting the appropriate elements of the ecosystem. This research is focused on
the following elements: users, device (sensors and user device), communication
network and technology, environment and content. Necessity for integration and
connection of the all the above-mentioned ecosystem elements into a complex with
the establishment of new value chains in the delivery of services is needed.

The aim of this research is to identify the relevant parameters required for
modeling ecosystem elements within the Industry 4.0 concept. The identification
of relevant parameters provides a starting point in the field of modeling ecosystem
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elements for the purpose of creating a unique integrated system. In the process
of designing a unique integrated system, it is important to create new business
models with the aim of more efficient business within the concept of Industry
4.0. A scientific literature review provides a comparative analysis of the business
transition from traditional business to digital business through the presentation of
current business models.

2 Literature Review

The term Industry 4.0 first appeared in 2011 at the technology fair in Hanover,
Germany, where it was presented as an idea of strengthening the competitiveness
of the German industry. The initiative became an integral part of the High-Tech
Strategy 2020 for Germany, which aimed to promote Germany as a global leader in
the field of technological innovations [2]. In the field of modeling and development
of innovative services, numerous researches are focused exclusively on partial
results, which refer to individual elements of the ecosystem.

Therefore, ecosystem users need to be segmented appropriately (user require-
ments for business processes and end users) and meet certain requirements needed
for delivering content [3–5]. Sensors and user devices play a key role in creating
an integrated ecosystem based on the Internet of Things (IoT) concept where
Device-to-Device (D2D) communication is important. Researching the possibilities
of the integration and interoperability of D2D communication, authors have put
the focus on network layer functionality such as addressing, routing, mobility,
security and resource optimization, resulting in the identification of the elements
of the network layer limitations for the purpose of D2D communication in IoT
concept [6]. The sensors used in the IoT concept can be classified into three basic
categories: motion sensors, ambient sensors, and position sensors [7]. Devices in
Industry 4.0 represent cybernetic-physical systems, that is, integrated systems with
information and communication components. These are autonomous systems that
can make their own decisions based on machine learning algorithms and real-
time data collection, analysis of results, and historical data on system behavior
[8]. Communication networks and technologies that can connect these elements
are divided into three categories. The first category includes widely used short- or
medium-range radio technology. This category includes technology and networks:
Automatic Identification and Data Capture (AIDC) technology, IEEE 802.15.14
(e.g., Zigbee), IEEE 802.11 (Wi-Fi), LoRa, and others [9]. Radio-frequency identi-
fication (RFID) technology, which belongs to a group AIDC technology, represents
the most common technology within the concept of Industry 4.0. Numerous authors
conducted various experimental measurements where the regression models of the
external factors influencing the operation of RFID technology were created [10,
11]. The second category represents technology and networks based on mobile
communication systems (e.g., 2G/GSM, 3G/UMTS, 4G/LTE, 5G) that can provide
greater coverage, far greater bandwidth (>100 Mbps), but also consume significant
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energy for the device itself. The third category represents networks with wide area
coverage (IoT networks) and with low power emitting, such as LPWAN (Low
Power Wide Area Network), NB-IoT, Sigfox, and others. Cloud computing as
data storage and data processing technology and the IoT network are the basic
support networks and technologies of the Industry 4.0. Typical resources such as
employees, devices, materials, and manufacturing activities in the Industry 4.0 turn
into smart manufacturing facilities, so they can feel and react to each other in
an intelligent environment [12]. A major impact on the application of innovative
services through Industry 4.0 concept relates on business models and processes as
well as on the future company’s business development plans [13–15]. The field of
artificial intelligence also has a significant contribution in supporting the work of a
highly automated system which allows them greater autonomy in decision-making
and defining digital services [16]. The research on sustainable systems as a support
in designing services considers three key segments: the system’s sustainability and
complexity, the dynamics of the communication network development, and the
integration of these segments through the ecosystem [17]. The concept of digital
innovation and Big data in the development of IC services has great significance
in the application of contemporary IC concepts such as IoT; hence, the conceptual
methodological framework has been developed for this purpose [18].

3 Business Process and Information Framework Tool

For the purpose of modeling innovative services, it is necessary to include a certain
degree of generic models to assist in the understanding of the work process.

For this purpose, it is possible to use the defined TM forum frameworks:
Business Process Framework (eTOM), Information Framework (SID), and The
Application Framework (TAM). Visualization of business processes and scenarios
takes place using the 3D tool (Transformation Accelerator) available through TM
forum web pages and corresponding licenses [19]. eTOM represents a set of
categorized business process specifications of a typical Internet and Computer
Service Providers (ICSP). SID defines comprehensive standardized and categorized
information definitions (aligned with eTOM process categories). TAM is a reference
map that contains a list of categorized New Generation Operations Systems and
Software applications (aligned with eTOM process categories).

An example of using this tool is shown in Fig. 1. In the example of the Smart City
ecosystem platform, all the components of the ecosystem and their connections are
shown depending on the tasks and processes. With a detailed view of a particular
stakeholder, it is possible to define specific tasks and connections depending on the
user requirements (the service provider or the end user).

The possibility of modeling the business processes is shown in Fig. 2 (image
shows a small part of whole processes); all elements that affect the business model
development are: key partners, key activities, value propositions, customer relation-
ships, customer segments, key partners, key resources, channels, cost structure, and
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Fig. 1 The use of 3D modeling process tool according to the TM forum guidelines

revenue streams. Each of the above-mentioned elements has the ability to configure
to accurately defined business models (Business 2 Business – B2B, Business 2
Consumer – B2C, or some of the B2B2X derivatives).

The entire ecosystem with predefined processes and usage scenarios is shown in
Fig. 3. All defined stakeholders (Transport department, Lighting department, Public
safety department, Waste department, and Education department, Communication
Service Provider – CSP, City, Government, Citizen, and App Developers) and their
connections to Smart City platform are visually displayed. The Smart City platform
is the area for integrating all relevant data into the Smart City environment network.
If there is a defined contract between certain stakeholders, it can also be displayed.

Citizens are shown as stakeholders and contain precisely defined processes for
the use of Smart City services. It is also possible to display the technology of using
(Cloud Computing) defined service. When defining tasks of individual services
(Data and Cloud Services) and applications used by the citizens, it is possible to
immediately define the necessary framework (eTOM, SID, and TAM).

This way of visualization provides a clear insight into all relevant processes and
business models for a precisely defined service or information system.
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Fig. 2 Defining a business model with the Transformation Accelerator tool

Fig. 3 An overview of the entire ecosystem on the Smart City platform example

Using the above-mentioned solutions in the development of innovative services
for Industry 4.0 environment processes, it is possible to create more efficient process
management system, especially in the business transition from traditional to digital
business.
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4 Identification of the Relevant Parameters for Modeling
Ecosystem Elements in Industry 4.0 Environment

By conducting an analysis of the results of the scientific research from the topic of
research, the aim is to determine the relevant parameters necessary for modeling
the elements of the ecosystem in the Industry 4.0 environment. The scope of the
Industry 4.0 concept application is observed from the scenario of the smart factory
and its production processes.

4.1 Defining the Parameters for Modeling Ecosystem Elements
Within the Industry 4.0 Environment

By defining the scenario (smart factory) of the modeling ecosystem elements, a
starting point for modeling of the relevant ecosystem elements is created. For this
purpose, it is necessary to define the stakeholders and their roles that have an impact
on the business model of the company [20, 21].

The value chain elements on the example of a smart factory can be defined
through the vertical and horizontal elements, whereby one element becomes depen-
dent on the other (Fig. 4). Key elements include Infrastructure, Human Resources
Management, Technology Development, Procurement, Service, Marketing and
Sales, and Manufacturing [22].

The research in this article focuses on the following elements of ecosystems:
users, device (sensors and user device), communication network and technologies,
environment, and content. Users are also categorized as stakeholders within the
value chain of the Industry 4.0. User experience (UX) model that has a role to impact
on users through marketing, real-time data analysis, and information and design
services is very important for the users [23]. UX also refers to the user device and
the application solution that serves the user to obtain all relevant information about
the product. For the identification of factors affecting the life cycle of smart mobile
devices and sensors, and the correlation between maintenance and application
solutions, it is important to understand the concept of the application life cycle [5,
24]. Sensors are used to enable data collection from the ambient or the environment,
and their role in creating a smart factory is extremely important [25].

The communication network has the role of connecting all elements of the
ecosystem. The scientific research in this field points to IoT networks: LoRaWan,
Lora, NB-IoT, and Sigfox, as reference networks for delivering defined services in
the field of Industry 4.0 [26–31]. Also, research on the impact of the 5G network
and the ability of Blockchain technology to develop Industry 4.0 has been presented
[32–34]. Interoperability in the concept of a smart factory, Cloud Computing, and
IoT networks is important from the point of view of access to data regardless of
location and coverage network [35].
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Fig. 4 Micro perspective of Industry 4.0 [22]

For the modeling of ecosystem elements, the user safety area in the smart factory
environment is also important, as well as the reliability of the service. Services based
on concepts of IoT and Cloud Computing improve the automation processes in the
fields of logistics and Industry 4.0. Absence or unavailability of such services may
result in negative user experience in using certain types of services and may also
represent a potentially high security risk and endangered user safety.

The level of availability of the service in such cases is influenced by various
factors identified and classified by the authors in the analyzed research through
guidelines for achieving the required level of availability of information and
communication services [36].

Detection of DDoS (Distributed Denial of Service) traffic is of great importance
for the availability of services and other information and communication resources
[37]. The research presented in the analyzed work shows the application of artificial
neural networks in developing models of detection and classification of three types
of DDoS attacks and legitimate network traffic [38].
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Table 1 Relevant parameters for modeling ecosystem elements in Industry 4.0

Parameter Description of the parameter

User Segmentation of users, depending on the role within the system:
customer, worker

Devices Classification on the user device and sensors in the smart factory
environment

Technology Communication network and technologies
Environment Application scenario for which ecosystem elements are modeling
Content The type of content and its delivery
Economic sustainability Development strategy and business models
Security User security, reliability of service
Ecological sustainability Impact on the environment
Life cycle Lifetime of the elements
Integration Connecting all elements, process management, security aspects
Forecast Using artificial intelligence, Big data, Data mining, Machine

learning

By analyzing the above-mentioned researches, Table 1 shows the relevant
parameters for modeling the ecosystem elements in Industry 4.0 environment with
the example of a smart factory.

All elements of the ecosystem and their connectivity to the integrated information
and communication system are important for all processes within a smart factory,
and therefore for a business model. The impact of Industry 4.0 development on
business models has an increasing importance, mostly due to automation and
business process optimization [39–41].

4.2 Overview of the Parameters with the 3D Modeling Process
Tool

Relevant parameters are through a simulation tool used for overview of the eTOM,
SID, and TAM processes. The stakeholders defined in Fig. 5 are a part of the smart
factory environment: worker, suppliers, users, product, organization, equipment,
development engineers, I 4.0 platform, and CSP. I 4.0 platform is the integrator of all
the data needed for delivering the required services in the smart factory environment.

When defining the stakeholders, it is necessary to state all their tasks and their
interrelationships. The key values in defining a business model are shown in Fig. 6.
It is important to note that Fig. 6 shows only part of the value as well as the roles of
some of the defined stakeholders.
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Fig. 5 An overview of the stakeholders and their mutual connections

The values to be entered are divided by key partners, activities, resources,
propositions, customer relationships, advertising channels, structure of the costs,
and revenues. The tool also has the ability to use the Unified Modeling Language
(UML) use case diagram to show all functionality within the ecosystem and its
elements. Using the visual elements of the UML diagram, an ecosystem model was
created, as shown in Fig. 7. The next step allows using the reference model Digital
Services Reference Architecture (DSRA), which provides creation of:

• Illustrating how some example business scenarios implement the DSRA concepts
• Mapping TM Forum APIs to Support Services
• Introducing the Digital Service component and Digital Service Management API
• Extending some of the Support Service Descriptions

An overview of all eTOM, SID, and TAM processes is generated at the end of
the modeling, while the last phase defines a document describing all the tasks and
roles of each process.
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Fig. 6 The process of defining key values of business model

Fig. 7 An overview of the ecosystem model
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5 Conclusion

This article presents the identification of relevant parameters for the modeling of
ecosystem elements in Industry 4.0 environment. By this, a starting point for the
modeling ecosystem elements in order to create a unified integrated system is
enabled. The great opportunity to develop innovative services within Industry 4.0
has enabled the transition from traditional to digital business. The use of relevant
tools for modeling the example of smart factory in operation, whose business is
based on the Industry 4.0 concept, allows possibility to propose an ecosystem
model that will be optimal for business processes that are performed. It is important
to mention that the relevant parameters are key not only to designing innovative
services but also to modeling all relevant elements of the ecosystem. Moreover,
during the process of creating an effective ecosystem within the Industry 4.0
environment, it is necessary to take care of selecting the optimal communication
network and technology as well as other elements. Also, business process represents
an important factor in the process of implementing the concept of Industry 4.0.
Included information and findings presented in this article point to the necessity of
further research on these issues where the processes will be further modeled and
presented in a scientific journal article.
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Evaluation of the Workplace in Order
to Reduce Waste in Material Flow

Daniela Onofrejova, Jaroslava Kadarova, Dusan Simsik,
and Jaroslava Janekova

1 Introduction

1.1 Value Management for Lean Enterprise

Leanness of an enterprise is a system of methods that lead to the elimination of
waste in the manufacturing process; simplified, it means performing just what is
needed and performing it right the first time, with faster achievement than others
and less expenditure. Leanness means increasing the performance of a company
by producing more than competitors in a field, producing more added value with
a given number of people and equipment than others, and handling more orders
at a given time, using less time for individual business processes and activities.
The leanness of the enterprise means adapting exactly to customer’s demand, with
the minimum number of activities that do not increase the value of a product or
service [1].

Lean manufacturing facilitates self-controlled production and concentrates on
cutting costs through uncompromising efforts to achieve perfectionism. Each day
in production includes the principles of kaizen activities, flow analysis, and Kanban
systems. This effort must be implemented by all employees at the company, and
change must be accomplished from top management to production workers [1].

James P. Womack [2], an expert of lean processes and lean thinking, defines Lean
production as a five-step process:
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Fig. 1 Reduce time between customer and supplier and eliminate waste

• Definition of value from the customer’s perspective
• Defining a value stream
• Achieving a smooth flow
• Applying a tensile principle
• Striving for excellence

To achieve high quality, low cost, short lead times, and flexibility in manufactur-
ing process, the continuous flow of material through the entire production process,
standardization of processes, and the elimination of losses have to be implemented
(Fig. 1).

The concept of lean manufacturing defines the value considering the customer’s
requirements and separates the process of adding value from activities that do not
add value. Value-adding activities are considered operations that convert a product
to a customer’s demand. Activities that do not add value include all activities
that consume resources, but their implementation does not change anything on the
product.

1.2 Smoothing the Value Flow for Lean Logistics

The basic prerequisite for introducing “leanness” is to create a continuous flow in the
production process as well as in service processes. Flow means that when a customer
hands over an order, the process of providing the inputs necessary to satisfy that
customer’s order is initiated. The entire process should take several hours or days,
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not weeks or months. The solution is to properly synchronize flows. Only products
upon the customer’s requirements in the demanded quantity, time, and quality are
produced [2, 3].

Significant is the definition of customer requirements, that is, the speed of
delivery agreed with customers. When converting customer requirements into
existing production capacity, that is indicator for the production cycle. Production
tact – the working rhythm represents the pace at which customers buy a product.
The tact determines which products, in what quantities and in terms, must be
manufactured to meet customer requirements.

Ensuring smooth flow is conditioned by removing the waste. Lean production
can be featured as a set of methods whose use leads to waste elimination in
the manufacturing process. The methods facilitate building a lean workplace with
measures, standards, and action (5S, visual control, and standardized work) as well
as lean equipment (TPM, SMED, Poka-Yoke, Andon, Jidoka). Each method focuses
on one or more typical sources of waste [2, 3].

Behavior of batch production method results in large stocks of semifinished prod-
ucts. This approach was seen as a waste as many enterprises do not have sufficient
production areas and storage facilities available. Solution for such a waste has been
seen in continuous production, known as one-piece flow. Production smoothing
is an often used process which targets mitigating the uncertainty in demand (the
peaks and troughs) while minimizing waste and driving manufacturing efficiencies.
Production smoothing is one of the most important tactical planning activities for
the efficient operation of mixed-product just-in-time (JIT) manufacturing systems.

2 Materials and Methods

2.1 Autodesk Factory Design Tools as an Evaluation Tool
for Material Flow

The issue analyzed in this article focuses on following forms of waste:

• Waiting – waiting for parts, material, information, the next step in the processing
process, waiting for stock depletion, downtime and failures, and capacity prob-
lems.

• Transport or relocation that is not necessary.
• Redundant stocks of raw materials, semifinished products, or finished products

cause longer running times, obsolescence, damage, transportation and storage
costs, and delays [4–8].

Software tool Autodesk Factory Design (further referred to as AFD) was used
to create process optimization, design of digital manufacturing process models. The
entire program is based on a CAD system [9, 10]. It allows to digitally display
and to optimize the manufacturing building and interior, as well. The benefits of
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AFD consist of system of several modules that are interconnected and used not
only for 2D display but also for the 3D display of manufacturing systems as closely
as possible [8, 11–13]. It also allows creating and displaying a conveyor system,
robotized workplaces, and lines. Software package offered by AFD can be used to
design workplaces, buildings, and operations or simulate logistic and material flow
in 2D view.

3 Problem Description

3.1 Description of a Drumsticks Production Process

AutoCAD Architecture module was used for creating digital factory design of a
future production in the wood-processing industry. The product wooden sticks are
specifically wooden drumsticks used in the music industry.

The initial production process begins with entering of the material into produc-
tion. In this case, material remains of large pieces of potted trees (wooden logs)
that are cut into smaller individual pieces to produce wooden cuttings and wooden
boards suitable for further processing. The entire cutting process takes place in
areas that are outside the production hall, and, therefore, the individual cut parts
must be conveyed by conveyors to the plant where these parts have to be further
processed and adapted to the dimensions suitable for working. During the process of
cutting, the tree trunk is separated into individual boards, and it is further specified
which plates and cuttings are suitable for further processing. Cutting of the trunk
is realized by gradual separation into the required approximate dimension in the
vertical direction.

Cut pieces of wood are stacked on pallets and transported to a special room with
temperature and humidity control, so that the quality of the wood is not impaired.
Stacking in this room takes about 2 weeks until the moisture content of the wood
reaches 15%. After this cycle, the cut wood is put into production and processed to
the required size [10].

The third step in the manufacturing process is to make from prism a profile
with perfect edges. With a small curvature, the wooden prism is removed from the
process. The wooden prism is machined on a special machine that cuts the prism
from all four sides. After exiting the machine, the prism is moved to the lathe where
a cylindrical stick is made from the prism. Using the feeder, the sticks are moved to
a control where various deficiencies on the wood surface are sought.

The following operation is to create a drumstick shape using a lathe. First, the
head of the stick is turned and then the body. Subsequently, the semifinished product
goes to operation – printing the logo and paint coating, from where it is moved to a
special conveyor on which the weight of the sticks is checked. The drumsticks are
thrown out of the conveyor based on a weight testing [10].
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Sound is one of the most important factors needed for quality of drumsticks.
Therefore, this process is performed in a specially separated room. The drumsticks
are tapped with a wooden peg in front of a microphone that captures their sound, and
the computer software records the kind of that sound. Subsequently, the computer
software evaluates the sound and pair the best candidates to each other. Those
drumsticks that do not find the match are included in the next pairing. After the
pairing process, the sticks move to the final step of the manufacturing system –
packaging. The packaging starts when the sticks are mounted by the worker in
special cardboard packaging and the individual pairs are superimposed on each
other. The sticks are tied together and slid over the conveyor belt through a shrink
wrapping machine, where are wrapped in a foil due to warm air in a hot air chamber
or a tunnel. After passing the tunnel, the drumsticks continue to the carton packaging
process and then subsequently are taken to the warehouse [10].

3.2 Variants of Machine Disposition Prior to Analysis

The created design consists of three manufacturing work stations, two cutting and
two control stations, and one packaging station (Fig. 2). The production process
in this variant starts in the drying room (position 1), from where unprocessed
wooden logs are transferred using automatic guided vehicles (AGV) to station 2.
An automated robot and conveyor belt are activated using the proximity sensor.
The wooden logs are justified and then formed into a shape of wooden cylinder.
After this treatment, the wooden cylinders are directed to the mechanical treatment
(station 3), and the semifinished products are moved to station 4 and subsequently
are transferred to station 5.

Station 6 is a control station where a sound test and subsequent pairing is
performed. Using the AGV, semifinished products are moved to station 7, where
packaging is performed. The following process after packing is the removal of
loaded pallets to the warehouse. There the products are based on stacking units
and then removed as needed.

In the layout of variant B (Fig. 3), we will deal in more detail with the technical
elements on the packaging line and the ways of transporting the packaged products
to the warehouse and then putting them in stacking units. Layout B consists of eight
workstations for the manufacture of wooden sticks.

When designing variant B, a few technical elements that are useful in creating a
digital factory were implemented in an operation. The workplace of the packaging
is one of the last workplaces where the unpackaged material itself is in contact.
As mentioned in Chap. 3, packing is done by stacking the material on top of each
other and sliding it into the machine, which fits and seals the film on the material
for protection, reinforcement, and better handling. In the conveyor belt, there is a
worker who folds the boxes and moves them along the belt. These boxes serve for
storing foil sticks. The drumsticks are placed in boxes using an automated robot.
A computer-controlled robot uses sensors to detect the position of the material and

http://dx.doi.org/10.1007/978-3-030-34272-2_3
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Fig. 2 Layout A of digital factory for drumstick production. Legend: (1) – Drying room, (2) –
Automated robot and conveyor belt, (3) – Mechanical treatment, (4) – Paint coating and labeling
station, (5) – Weight control station, (6) – Sound control station, (7) – Shrink wrapping station,
(8) – Warehouse

grips it into its gripper. The attached material moves into the box if one of its sensors
located at the grip face does not detect that the box is full. Wrapped boxes continue
to slide along the belt, where they are transferred to the next conveyor belt leading
to the output warehouse with the help of a portal robot.

4 Results

Based on the analysis of the proposed material flow, the differences in the proposals
that were created were monitored. As input data, the following items were used:
machine setup costs, machine work costs, workplace utilization, and consumed
energy. Nearly the same conditions were created for each workplace [14]. Also,
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Fig. 3 Layout B of digital factory for drumstick production. Legend: (1) – Drying room, (2) –
Automated robot and conveyor belt, (3) – Mechanical treatment, (4) – Paint coating and labeling
station, (5) – Weight control station, (6) – Sound control station, (7) – Shrink wrapping station,
(8) – Warehouse

Fig. 4 Analysis of material flow in both variants: (a) and (b)

the data needed for the production system, such as the production batch and the
total number of units produced, were also entered to generate material flow results.

Selected possibility of evaluation was the choice of material flow calculation
[15–17]. The generated program results are shown in Fig. 4. Table 1 shows
monitored parameters – distance, transport, time, transport costs, and total costs. The
calculations estimate that the total cost of transport is 1530AC for two-shift operation.
The total cost, together with operating costs, is 20,915 AC. The transport time of the
material on this proposal was calculated by the AFD software at 15:20:42 min. The
total material path is 25.8 km.
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Table 1 Results from
analysis of material flow in
Autodesk Factory Design for
variants A and B

Parameters Variant A Variant B

Distance (km) 25.3 16.2
Transport time (min) 15:20:47 13:58:22
Transport costs (AC) 1.530 1.400
Total costs (AC) 290.150 289.810

Fig. 5 Evaluation of transport distance and transport time between variants A and B

The following graph (Fig. 5) shows the difference between the total travel
distance traveled and the time needed to transport the material.

The design A implies that the distance to transport the material is much larger
and thus takes up more time than design B: the costs of transport consumed on
the two-shift operation and the costs necessary for the overall management of the
enterprise. The graph (Fig. 5) shows that due to the longer transport distance for
design A, transport costs are higher than for design B, and this also affects the total
cost of running the business and also shows a higher value than for design B.

The design of variant B for the given results is based on a better possibility to
evaluate the implementation of this type of production. The distance that passes
through the B design is 36.95% less than design A. The costs that are only needed
for in-process transport as such are less by 130 AC. The overall operating costs of the
business and workplaces are smaller by 340 AC.

5 Conclusion

The following graph shows the difference between the total travel distance traveled
and the time needed to transport the material. The design A implies that the distance
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to transport the material is much larger and thus takes up more time than design B:
the costs of transport consumed on the dual-shift operation and the costs necessary
for the overall management of the business. The following graph shows that due to
the longer transport distance for design A, transport costs are higher than for design
B, and this also affects the total cost of running the business and also shows a higher
value than for design B.

The design of variant B for the given results is based on a better possibility to
evaluate the implementation of this type of production. The distance that passes
through the B design is 36.95% less than design A. The costs that are only needed
for in-process transport as such are less by 130 AC. The overall operating costs of the
business and workplaces are smaller by 340 AC.

Finally, from results can be concluded that, out of the two proposals that were
created for the purpose of smart environments, a B design is better and more
economically advantageous on the basis of a material flow assessment. In general,
the design of such a manufacturing system with elements belonging to the Industry
4.0 is economically burdensome, especially when it comes to purchasing machines
and being included in IoT (Internet of Things) implementation, but on the other
hand, it creates a system with which these resources have an expected return
on energy savings due to intelligent building management and control, bringing
comfort and convenience, and time-saving service activities [18, 19]. Therefore,
changes of a similar nature will be introduced gradually in enterprises, depending
on the availability of enterprise resources [20].
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Digital Twin of Experimental Workplace
for Quality Control with Cloud Platform
Support

Kamil Zidek, Jan Pitel, Ivan Pavlenko, Peter Lazorik,
and Alexander Hosovsky

1 Introduction

The inspection technologies can be divided into two groups: contact and contactless.
By using contactless technologies, it is not necessary to stop a fixture during quality
control operation. Advanced contact technologies are coordinate measuring systems
(CMS), but they work in semi-automatic mode and the reached measuring time
is not suitable for full production batch check, which is the main requirement of
Industry 4.0 concept. Contactless technologies used for quality control are vision
systems and RFID tags communication.

Contactless data acquisition from product after production can be realized by
MEMS sensors. These sensors have minimal power consumption and can be pow-
ered from battery during product operation. We can monitor product overheating,
vibration, and status of environment continuously.

These digital data can be accumulated in PLC (programmable logic controllers)
or SCADA (supervisory control and data acquisition) system, but they cannot be
stored in long-term horizon because industrial control and monitoring systems
are quite limited in storage space. The possible solution is using Cloud Platform
combined with PLC system used as IoT device. Cloud Platforms are used for data
analysis and visualization (data mining).
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2 Related Works

Industry 4.0 (commonly referred as the fourth industrial revolution) is the current
trend of automation, control, monitoring, and data exchange in manufacturing
technologies [1]. It includes cyber-physical systems (CPS), the Internet of Things
(IoT), cloud computing, cognitive computing, and other related disciplines [2]. The
main task is digitalization, data transfer, analysis, and knowledge extraction. There
are many papers with research results concerning cyber-physical systems in Industry
4.0 concept, Big Data processing [3], and combination of CPS with IoT (Internet
of Things) systems in concept of Industry 4.0 [4]. Industry 4.0 can provide many
methods and technologies usable in product customization [5], because customer
needs are directed toward unique products. The next requirement is a low-cost
product with maximized customization.

A modern approach to products identification is using RFID technology. Some
research on RFID system is described in articles about security of tags [6], detection
of missing tags [7], and new searching protocol [8].

Some research in monitoring devices by MEMS sensors are published in the
articles about monitoring of mechatronic system by MEMS [9], vibration analyses
by MEMS [10], and structural monitoring by MEMS [11].

A dynamic virtual representation of a physical object or system is a very
important part of Industry 4.0 concept. This digital replica of physical assets is
called digital twin, which continuously learns and updates itself from multiple
sources. Case studies on digital twins are described in the articles about digital twin
ergonomic optimization [12], digital twin commentary [13], learning experiences
by digital twins [14], automatic generation of simulation-based digital twins [15],
digital twins for legacy systems [16], and possibilities of digital twins technology
[17].

Some research in cloud systems and data mining are described in the papers
concerning Clouds and Big Data connection [18], cloud robotics data [19], clouds
in industrial automation [20], and chaos theory combination with clouds systems
[21]. The research in area of industrial process simulation by Tecnomatix software
was published in [22].

3 Problem Formulation

The main problem is methodology for data transformation from quality control
device to digital twin and cloud system for next analyses.

We need some experimental device to create digital 3D virtual model for next
transformation to digital twin. The next task is specification of technologies for data
acquisition from control process. We selected three technologies for data collection
(vision system, RFID reader, and MEMS sensors). The concept of quality control is
designed universally for any assembly product which can be placed on the fixture in
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Fig. 1 Concept of experimental quality control system with data synchronization to digital twin
and Cloud Platform

conveyor system. The main data transformation element between industrial control
system and digital twin and Cloud Platform is OPC Server written in Python
Language. For data security, we established between Internet and quality control
network gateway Mind Connect IOT2040.

Scheme of components used in automated quality control system with data
transformation to digital twin and Cloud Platform is shown in Fig. 1. Technologies
in dash-dotted rectangle are described in next subchapters.

4 Problem Solution

The problem definition is divided into three subsections and solves the following
quality control problems:

• Data digitalization case study from vision system, RFID readers, and MEMS
sensors

• Methodology of transformation 3D models of product and device to digital twins
• Principle of data storage in different Cloud Platforms with analyses of critical

status of product or production

4.1 Data Digitalization

Vision System

An example of data digitalization from measuring in production system is shown in
Fig. 2.
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Fig. 2 Dimension check of assembly elements (left), Cognex vision system (middle), and
measured data (right)

Fig. 3 RFID antenna (left) measured signal from assembly parts tags (middle), antenna, and RSSI
signal acquired from motor and parts (right)

RFID

RFID tag transponder 1 is used for the stepper motor. Tags 2 and 3 are RFID
label placed on two rapid prototyping parts. RFID signal intensity (RSSI) from
transponder or tags can help to acquire exact position of tags according signal
intensity value. Examples and principle of part position identification are shown in
Fig. 3. Some research in RFID technology used for train identification was published
in [23].

MEMS

MEMS sensors are suitable for integration into final product. This enables long-term
monitoring and diagnostics of the product at the customer. MEMS usually contain
an internal memory storage and wireless communication for data transport to the
manufacturer.

Our proposal for the final product data collection (lifetime monitoring) is
integration of MEMS sensors combined with MCU controller to store values
locally. The connection with manufacturer can be realized in the fixed interval to
send cumulated data to Cloud Platform. We have selected two variants of testing
boards: first with ESP32 MCU connected to external MEMS IMU (accelerometer,
gyroscope, magnetometer, temperature) with Wi-Fi connection, and second with
Sigfox communication module. The first variant needs wireless connectivity (Wi-Fi)
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Fig. 4 ESP32 with an external MEMS sensors IMU (left), Sigfox module in the development
board with sensors (middle), and ESP32 fixed to the stepper motor (right)

Table 1 Comparisons of devices for data digitalization

Technology Device/Product presence Solved tasks

Vision systems –/X measuring, object or error presence
RFID –/X position detection, object presence, product

personalization
MEMS X/X product or device monitoring,

at customer and additional configuration for connection. This problem can be solved
by specialized IoT devices networks (SigFox, Lora-Wan) which can be set up and
managed by product manufacturer. We select the SigFox global IoT network, which
can be established by part producer. The wireless IoT devices used for experiments
with data collection from MEMS sensors are shown in Fig. 4.

Summary and comparison of used data digitalization devices are shown in
Table 1.

4.2 Input 3D Models and Digital Twin of Quality Control
System and Inspected Product

For the full digitalization, we need to create digital twin for quality control system
and personalized digital twins for every assembled product and its parts. Digital
twin 3D model of quality control system was created in Autodesk Inventor. The real
experimental system is placed in the laboratory of lean production at our department
and it is shown in Fig. 5.

We have selected for experiments a simple subassembly used in rapid prototyping
printer (filament guide for extruder). The example of the real product and 3D models
with fixture are shown in Fig. 6.

The digital twin of the system has been established in simulation software
Tecnomatix plant simulator. The digital twin of the product is stored in Cloud
Platform because it requires Big Data feature for data processing. The dataflow
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Fig. 5 Experimental quality control system (left) 3D model of device (right)

Fig. 6 Product and position in fixture (top), 3D model of the product and assembled (bottom)

principle to extend digital twin of the quality control system and the customized
product is shown in Fig. 7.

The simulation of the systems for quality control and its process is usually
executed offline, before the production of products starts. The main improvement
in our approach to simulation is a partial optimization, which can be realized after
established production. We can connect our simulation (digital twin of the system)
to the control system of the real plant and to synchronize any optimization in very
short time. OPC server and 3D simulation model of the active digital twin designed
in Tecnomatix plant simulator are shown in Fig. 8.

4.3 Cloud Platform Data Analyses

The acquired data about dimension can provide information about the degradation of
precision in the machining process. This degradation can predict maintenance time
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Fig. 8 OPC communication (left) and digital twin simulation in Tecnomatix (right)

for the production machine and to reduce the production of faulty parts. Measured
data (dimensions from vision systems) are stored in MindSphere Cloud Platform
and they create extension data in the digital twin model for all produced parts. An
example of Cognex OPC server for data transfer to MindSphere Cloud Platform is
shown in Fig. 9.

MEMS sensors data collection from the product established at customer can
offer an automatic alarm about some problems with the product or its end-of-life
signalization with minimal cost of maintenance staff. Decoded MEMS data can be
visualized by IBM Watson IoT Cloud dashboard timeline as it is shown in Fig. 10.

There is also possibility to create an application for prediction of some pro-
duction problems from indirect data (environmental sensors), for example, to
measure the environment quantities (noise, vibration, etc.) in the production area.
An example of data acquisition by Microsoft Azure IoT and ESP8266 with external
temperature and humidity sensors is shown in Fig. 11.
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Fig. 9 MindSphere dimensions list (left) and measurements in timelines (right)

Fig. 10 IBM Watson IoT Cloud Platform for data collection from MEMS sensors

5 Conclusion and Discussion

All used devices for data digitalization have own limitation (MEMS sensors, IoT,
vision systems, RFID tags). MEMS sensor data must be filtered by advanced filters
(e.g., Kalman filter), because output is very noisy. MEMS outputs bandwidth is not
compatible with currently used Cloud Platforms. UHF RFID system cannot be used
for very small parts, because the tag size is limited by antenna length. LF or HF
RFID tags are the solutions for tagging smaller parts, but they are not primarily
developed for industrial parts (mainly for food industry). Industrial vision system is
closed source system to algorithm modification.
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Fig. 11 Microsoft Azure IoT cloud example of data representation (temperature, humidity) for the
quality control system environment monitoring

This paper can provide ideas for maximizing the use of digitalized data from
the product quality control process, because many companies do not store and
use this data. There is described an approach to data digitalization and transport
from production process to the extended digital 3D twin model, possibilities to
personalize product by RFID technology and its tags, to monitor product by MEMS
sensors at customer, and to store/analyze all data by Cloud Platforms. The bridge for
transfer data in both directions was performed by OPC technology, mainly OPC-UA
Server (OPC DCOM). OPC server was written in Python programming language
customized for data collection from many sources.

The digital twin of inspection and identification system was designed for online
connection to synchronize data from quality control process. Extended data from
digital twin is also online synchronized with Cloud Platform.

RFID gate personalizes all products with acquired dimension data stored in
the main assembly RFID tag label. RFID system is used to localize parts on the
conveyor line by RSSI signal from tags.

Measured data from product were stored MindSphere Cloud Platform. MEMS
sensor solution was tested with two Cloud Platforms (IBM Watson IoT and Azure
IoT). The product vibration and temperature have been measured. Quality control
device has been monitored by temperature and humidity.

Further experimental works on these topics will be long-term data collection
and reliability verification and next implementation to some existing quality check
systems in real production with automated lines.
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23. Balog, M., Husár, J., Knapčíková, L., & Šoltýsová, Z. (2015). Automation monitoring of
railway transir by using RFID technology. Acta Tecnologia, 1(1), 9–12.



Hazardous Work and Destructive
Elements in the Working Environment
and Risk Categories in a Mining
Company

Michaela Ocenasova, Lubica Kozakova, Csaba Farkas, Petra Pleskova,
and Martin Paska

1 Current Status of the Occupational Health and Safety
Risk Assessment in Slovakia

The global economic growth results in continuous developing of new technologies
introduction of which often requires adopting changes in types and numbers of
job positions regardless of the branch of industry. Moreover, new technologies
produce also unanticipated health hazards, and often documented in the working
environment are major occupational injuries or diseases arising out of employment.
Hence, it is more than necessary that the employers would at all times pay
close attention to establishing conditions ensuring occupational health and safety.
An important aspect of supporting occupational health and safety is continuous
assessment of the working environment condition and subsequent preventive actions
that are based on both foreseeing the existing hazard factors and their elimination.
Legislative, social, economic, technical and organizational measures are necessary
to create and improve a safe working environment in society [1, 2].

Relating to the health and safety aspects in the Slovak Republic (SR) is a set of
the European Union (EU) directives. From the directives resulting obligations are
further applied within the Slovak Republic legislation. Most important for the SR
occupational health and safety issue are the following acts: Act No. 311/2011 Coll.
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(hereinafter referred to as the “Labour Code”), Slovak National Council (NR SR)
acts Nos. 124/2006 Coll., 335/2007 Coll. and 309/2007 Coll.

The Act on Protection, Support and Development of Public Health defines risk
as ‘the probability of occurrence of a harmful effect on a human caused by exposure
to a dangerous factor’ [3].

Risk can be discussed in more detail and known as [4, 11]:

• Danger (probability) of suffering a loss, at certain level of being aware of the
environment condition

• Possibility of occurring of an event that would prevent or endanger attainment of
goals by an individual or an organisation

• Danger (probability) of arising of negative deviations from set levels of goals of
an individual or of an organisation

Within the European Union, the Framework Directive 89/391 /EEC of 12 June
1989 on the introduction of measures to encourage improvements in the safety and
health of workers at work presents an important basis for assessing the risks. On
the EU level, there are no rigidly stipulated rules on how the risk assessment has
to be performed and hence the Framework Directive has been transposed into the
national legislation. Practical implementation varies from one worksite to another
and is always adapted to their specific features [4, 5].

1.1 New Approach to the Occupational Safety Issue

A new approach to the occupational safety requires a methodical style targeted to
prevent occurrence of negative aspects – prevention of consequences of accidents.
Prioritised is participative management focusing on the human factor and on
safety and health culture. Hence, within a company, the Occupational Safety and
Health (OSH) is becoming an issue not only for the management but for the
employees as well. The Slovak Republic intentions in the field are based on the
OSH European strategy concept for years 2008–2012, which contains the following
challenges [5]:

• Holistic approach with respect to individual classes of work and inclusive of
psycho-social aspects and ease at work

• Promoting the culture of risk prevention and building partnerships in the OSH,
improving the social dialogue, economic stimulation and social responsibilities

• Advocating social policy as an aspect of competitiveness

New approaches of the EU to protecting the employee have become the ground
of the Slovak Republic state policy on occupational safety and health. Corporate
occupational safety policy connects to the national policy, objectives of which are
as follows:
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• Strengthening of the legal responsibility relating to the OSH issues
• Expanding positive attitudes of the top-ranking political and state representatives,

employers, employees and general public to the OSH
• Advocating systematic solutions, planning, complexity and introducing good

practices in the OSH management
• Ensuring consistent implementation of regulations in everyday practice and

compliance with the OSH principles
• Supporting economic involvement of employers so that safe work would become

‘profitable’
• Advocating holistic approach to resolving the OSH issues, as well as securing

satisfactory working conditions
• Ensuring effective labour inspections and continuous supervision over applying

the OSH regulations [5]

1.2 Hazardous Work and Damaging Factors of the Working
Environment

Hazardous work is the work with an increased risk of occurrence of occupational
illness, professional poisoning and other health damage related to work. When
defining the risk, it is important to identify risk factors first as these may adversely
influence the health of the employee, which include the following [4]:

• Chemical factors (dust, chemical agents, allergens, toxic substances, carcinogens
and mutagens)

• Biological factors (microorganisms and human endo-parasites)
• Physical factors
• Physical stress and psychical stress

The evaluation of the influence of a risk factor on health performed must be both
qualitative and quantitative measurements, and results of these shall be compared
against the permissible limit values. When the presence of a risk factor in the
working environment is confirmed, the employer becomes obliged to elaborate and
implement operating rules for manipulations with the risk factor, when integral parts
of these shall be [3]:

• Risk assessment
• Evaluation of possibilities of eliminating the damaging factor effects
• Measures for diminishing the exposure
• The way of ensuring appropriate medical supervision for the concerned employ-

ees by way of occupational health service

The risk assessment results in inclusion of individual professions into risk
factor categories. Developed for individual working environments, there were four
categories of work activities. If the risk assessment result points to the 3rd or 4th
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category, the employer is obliged to introduce measures that are to cut down the
hazardous factor effects to the lowest attainable level, as well as to submit a proposal
to include the work task amongst risk works as classified by the pertinent regional
public health authority [3].

The risk work tasks performing employee is, generally, affected by damage to
his or her health by occupational disease. In case of employees performing work
activities falling into categories 3 and 4, the employer is obliged to arrange for
their regular medical preventive examinations (once in 2 years for category 3, and
once a year for category 4) the objective of which is to early establish onset of the
disease and to temporarily disclose the employee from the risk work up to his/her
full recovery and reversal of his/her health condition to normal. The employer of
those employees of who are performing risk work tasks is under the obligation to
prepare and submit to the regional public health authority by 31 December of each
year information on the results of evaluation of health risks and on the measures
implemented for their reduction or elimination at workplaces where the employees
are performing such risk tasks [4].

2 Damaging Factor ‘Noise’ and Risk Categories in a Mining
Company

Noise is an undesired sound intensity (noisiness) which is quantified in decibels
(dB). The decibel scale is a logarithmic one, which means that increase in the level
of noise by three decibels presents in fact twofold increase in the noise intensity.
Nonetheless, it is not only intensity that is a gauge of noise harmfulness; another
and more important factor is the duration of exposure to noise. For that reason, used
for measuring are time-weighted average levels of noise [6].

Noise at work presents a global issue identified in a host of branches of industry.
Exposure to excessive noise may result in damages to hearing. Loss of hearing due
to noise may result from either one-off exposure to an acoustic pulse in excess
of 140 decibels (dB(C)) or from exposure to extreme intensity noise over 85
decibels (dB(A)) for several hours of each workday for a prolonged period of time.
According to the estimates, exposed to noise in the EU countries are some 60 million
workers – 30% of the labour force [7, 8].

According to the level and nature of the work and work environment factors
that can potentially be of impact upon the health of the employees, and according to
evaluation of health risks and of changes in the health status are work tasks included
in four categories [3]:

1st category – includes work tasks not involving risk of damage to health of an
employee due to work tasks and/or to the working environment

2nd category – includes work tasks at which, considering the risks, no damage to
health can be presumed (un-exceeded limits governed by special regulations)
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3rd category – includes work tasks in which:

(a) Exposure of the employee is not reduced by the work task factor and by the
working environment to the level of limits stipulated by special regulations.
To decrease the risk, organisational measures must be introduced inclusive
of using personal protective work instruments (PPWI).

(b) Work tasks in which exposure of the employee is reduced by technical
measures to the level of prescribed limits but in which mutual combination
of the work factors can result in damages to health of the employee.

(c) Work tasks with no prescribed limits, though in which exposure to work
factors can induce damage to health of the employee.

(d) Work tasks performed in a controlled zone.

4th category – included here are exceptional work tasks, and for a limited period of
time not in excess of a period of 1 year:

(a) Works in which it is impossible to reduce, by introduced technical and/or
organisational measure, exposure of the employee to the work factor and
the working environment factor to the level of set limits; in which exposure
to the work factor and the working environment exceeds limits; which may
result in a change in the health of the worker and necessitate other specific
protective measures, including the use of personal protective equipment.

(b) Works that by the rate of exposure to individual work factors and working
environment should fall in the third category but where mutual combination
of work factors and of working environment increases the health dam-
age risk.

Deciding on framing a risk or hazard into a category is a Slovak Republic
Regional public health authority based either on a proposal of the employer or at
its own discretion.

3 The Risk Category Noise Evaluation Process for
the Worker Profession in Processing Industrial Minerals

The Extent extent of work tasks of employees of the labourers in processing non-
ferrous ores usually involves the below-outlined activities:

• Inspections of the worksite and machinery at the beginning and end of the shift
• Monitoring the operation of belt conveyors
• Operating the belts, feeding tables, belt conveyors, and pumping units
• Cleaning and removal of foreign objects off the belt conveyers
• Securing commencing, operating and shutting down of machinery and technolo-

gies, supervising the magnesite ore charging
• Monitoring proper run of devices when in operation
• Cleaning of floors and workplaces
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• Evaluating appropriateness of the working environment conditions
• Managing the teamwork
• Recording technical data on progress and results of work tasks
• Securing dispensing of meals
• Keeping the working environment in proper order

Included amongst the risk factors having an impact upon the non-ferrous ores
processing workmen can be noise and the microclimate. Further, difficult working
conditions characterising factors are height, physical stress, night work, lifting and
carrying loads [7].

3.1 Level, Type and Duration of Exposure to Noise

In question is processing of raw magnesite ore in heavy suspensions. Operations are
controlled from the control room and are continuous (24/7).

Elaborated for the purpose of illustrating exposure of the workman at processing
non-ferrous raw materials to noise in a selected company has been a table showing
how was the work-time during a shift scheduled for the profession; the purpose was
to determine how long is an employee performing his or her professional operations
when working in noisy environment (Table 1).

Based on observing operations of workmen at processing industrial minerals in
a selected processing plant, it has been determined that a workman is for some 6 h
and 30 min a day performing ‘excessively noisy’ work tasks, as documented in the
above table.

Table 1 Overview of exposure to noise in a plant for the profession of workman at treatment of
industrial minerals

Duration of individual activities
Time Time

Description of performed activities From To Total

Arrival to the workplace and scheduling of tasks 7:00 7:15 0:15
Inspection of the machinery 7:15 7:45 0:30
Work cycle 7:45 11:00 3:15
Lunch 11:00 11:30 0:30
Work cycle 11:30 14:15 2:45
Cleaning works; entering records in books 14:15 14:30 0:15
Preparations for leaving the workplace; leaving 14:30 15:00 0:30
Noisy operations – 6 h 30 min 8 h in aggregate
Non-noisy operations – 1 h 30 min

Source: original (personal) processing
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3.2 Measuring Exposure to Noise

During measuring exposure to noise was the operator holding the position of
workman at processing industrial minerals performing supervision of operations,
pumps, washing units, vibration and resonance screens and shifting of materials
and of separators. As shown in the table above, in case of the profession, exposure
to noise continued for 6.5 h. Established during the measuring was equivalent
noise level LAeq,T of 100 dB and peak level LCPk,T C of acoustic pressure of
144.6 dB. Calculated from by measuring determined values was the standardised
level of exposure to noise for an 8-h work-shift, LAEX,8h, of the workman processing
industrial minerals of 99.1 dB, which was increased by measurement error of
3.6 dB(U). Simultaneously, assessed during measurements was efficiency of hearing
protection safety products – so- called standard exposure to noise behind hearing
protectors LAEX,8h,R. Measured with actually used hearing protectors type Classic
E.A.R. EN 352-2, SNR – 28 dB was, for the workman processing industrial
minerals, equivalent level C ( LCeq,T) of 99.1 dB.

Upon deducting the effect of hearing protectors: 99.1 + 3.6 – 28 = 74.7 dB
Determined further, during measurements performed, was the peak level C

behind protectors LCPk,T,R for: 144.6 + 3.6 – 28 = 120.2 dB

3.3 Comparison of Measurement Results

Comparison of Correspondence and/or Non-correspondence of Results with the
Standardised Level of Exposure to Noise Limit Level LAEX,8h,L

• Protectors on → 102.7 – 28 = 74.7 < 87 – limit value of exposure to noise was
not exceeded

• Without protectors → 102.7 > 87 – limit value of exposure to noise was exceeded
by 15.7 dB

Determination of the hearing protection degree is shown in the below table
(Table 2):

Table 2 Determination of the hearing protection degree

Standardised level of exposure to noise LAEX,8h,R Degree of protection

LAEX,8h,R > 87 dB Inadequate
(87–82 dB) Acceptable
(83–77 dB) Good
(78–72 dB) Acceptable
LAEX,8h,R < 72 dB Too high (excessive)

Source: Guideline No. 30/2010 of the SR Ministry of Health of 07. 09. 2010 [9]
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Whereas LAEX,8h,R 74.7 dB falls within the 72–78 dB interval, the degree of
hearing protection proves to be acceptable.

Comparison of correspondence and/or non-correspondence of results with the
exposure to noise operational values.

• Upper operational value: 85 dB
• Lower operational value: 80 dB

For the worker operating in processing industrial minerals, the standardised
exposure to noise level increased by measurement error (U), reached the value of
102.7 dB > 85 dB, and hence was exceeded by 17.7 dB.

Comparison of Results with Peak Levels of C Acoustic Pressure:

• Comparison with limit value of peak level of C acoustic pressure – 140 dB:

– For the workman workmen at processing industrial minerals, the LCPk,T+U
amounts to

148.2 > 140
148.2 – 28 = 120.2 (LCPk,T,R+U) < 140

• Comparison with upper performance value of the peak level of C acoustic
pressure (LCPk,h) – 137 dB

– For the workman at processing industrial minerals, the LCPk,T+U
148.2 > 137 dB, which means that the level was exceeded by 11.2 dB

3.4 Inclusion of the Profession into the Risk Works Category

The governing noise quantities at workplaces are standardised level of exposure to
noise and peak level of C acoustic pressure. For the purposes of the occupational
health and safety, stipulated for the noise exposure risks are:

1. Exposure to noise limit values
2. Exposure to noise operational values LAEX, 8h, L = 87 dB a LCPk = 140 dB

(a) Upper operational values of exposure LAEX, 8h, a = 85 dB a LCPk = 137 dB
(b) Lower operational values of exposure LAEX, 8h, a = 80 dB a LCPk = 135 dB

Whilst considered when exercising the limit value is also attenuation produced
by hearing protectors the contrary, i.e. disregarding the attenuation, is the case when
exercising operational values. The noise limit value may not be exceeded for the
worker regardless if s/he uses hearing protectors or not.

Performed within the profession is being an activity (control room) necessitating
mental concentration or hearing involving (verbal) communication – in question is
an activity that may fall under individual categories of work.

Established for protection of health of employees against non-specific, especially
disturbing or abusing effects of noise, are operational values of standardised
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Table 3 Operational values of standardised exposure to noise LAEX, 8h levels A for work
categories

Work category Activity Noise at workplace LAEX,8h,R (dB)

I Activity requiring continuous
concentration or unhindered
communication; creative activity

40

II Activity, communication in which
an important integral part of the
work is being performed;
activities characteristic with
enormous demand on precision,
speed and/or attention or alertness

50

III Routinely performed activities
communication in which a part of
the work is being performed;
activities performed based on
partial auditory information

65

IV Activities executed whilst using
noisy machinery or instruments,
performed in noisy environment
that does not meet the
requirement to be included into
categories I, II or III

80

Source: SR Government regulation No. 115/2006 Coll. [10]

exposure to noise levels for individual groups of works, as categorised in the below
table (Table 3).

Special groups of employees, per wording of the SR National Council Act No.
124/2006 Coll. on occupational safety and health, as amended, are:

• Pregnant women
• Mothers up to the end of the 9th month after childbirth
• Nursing mothers
• Juveniles
• Physically challenged employees

According to Decree no. 448/2007 Coll. regarding the details of factors of work
and the work environment in relation to categorisation of works from the viewpoint
of risks to health and regarding the requisites of the proposal for classification of
works into categories, included into risk category 4 for the noise risk factor are:

(a) Works at which exceeded are upper operational values of exposure to noise and
where the standardised level of exposure to noise LAEX,8h is exceeded by 10 dB
or more, or where the peak level C of acoustic pressure LCPk is exceeded by
3 dB or more.

(b) Works at which the standardised level of exposure to noise or peak level C of
acoustic pressure corresponds with the criteria of category 3 but when at a time
observed in the employee are changes in hearing capacity due to effect of noise.
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However, in the profession of workman operating in processing industrial
minerals, when the peak level C of acoustic pressure LCPk was exceeded by 11.2 dB,
the profession will be included into category 4. Exceeded by 17.7 dB was at a time
the standardised level of exposure to noise LAEX,8h.

In the selected plant, the employees performing the profession of workman
operating in processing of industrial minerals will be pursuant to provisions of
Section 30, Sub. 5, Lit. a) of Act No. 355/2007 Coll. for category 4 once a year
participating on preventive medical examination in relation to their work tasks.

4 Measures for Elimination or Reduction of Exposure
to Noise

Indirect influences upon health and safety of employees present influences on health
and safety resulting from mutual effects of noise and warning acoustic signals,
respectively, or other noises that must be monitored to reduce the risk of accidents.

4.1 Proposed Preventive and Safety Measures

Used at the control rooms of the evaluated workplaces are acoustic signals that
are aired by the control unit at whatever deviation from the preset range of
respective parameters, and also whenever an exceptional event occurs. Installed
on the outside of the plant are acoustic alarms, whilst double-paned windows
that are facing the plant make the control room soundproof. Appointed employees
are supposed to regularly check general conditions at individual workplaces using
a portable noise-level meter that is capable of recording also peak values (max
measurable short-term or momentary values of noise at a workplace). If, based
on the risk assessment, the employer detects a condition hazardous to the health
of employees, he shall provide an appropriate medical supervision integral part of
which are preventive medical check-ups.

Entitled to examination of hearing are employees exposed to noise where the
upper operational values are exceeded, and also the employees exposed to noise
where the lower operational values are exceeded, provided the assessment and
measurement have proved the existence of possible hazard to their health.

Employer shall provide to the employee suitable and appropriate personal
protective safety instruments for hearing protection, so-called hearing protectors
in the case the risk of hearing damage of the employee cannot be eliminated by
implementing other measures. Hearing protectors are selected so that the risk to
hearing capacity would be eliminated or so that the possible risk would be reduced
to the least possible extent (Tables 4 and 5).
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Table 4 Measures for elimination or reduction of exposure to noise

Measures for elimination or reduction of
exposure to noise according to Government
Regulation 115/2006 Coll – so-called general
principles of prevention Performance of measures by the employer

The work methods designed to alleviate
exposure to noise and selection of appropriate
devices with minimum noise pollution

Replace resonance screen by less noisy ACH
screens.

Structural and spatial arrangement of the
workplace and workstations

Sources of noise to be situated in the external
environment, and to be remote manipulated
from the control room/station

Appropriate information for and practical
training of employees focused on proper use of
working devices

Regular maintenance – scheduled temporary
stoppages of operations

Technical measures – e.g. noise curtains, covers,
noise absorbing linings, dampers or insulation

Control room – double-paned windows –
soundproofing

Proper maintenance of processing devices, of
workstations and on-site systems

Importance of regular lubricating – to reduce
noise coming from amongst friction surfaces

Work organisation focused on noise reduction:
1. Limited duration and level of noise the worker
are exposed to
2. Appropriate schedule of work with adequate
breaks for rest

Equipping the control room with PCs.
Breaks – 1/2 h for lunch

Source: original (personal) processing

4.2 Proposed Manner of Informing the Employees About Risks
Associated with Performing Hazardous Work Tasks

In accordance with the SR Government regulation No. 115/2006 Coll., the employer
shall make sure that employees exposed to noise that equals to or exceeds the lower
operational values of exposure, as well as delegates of employees for the OSH were
reasonably informed about and practically trained in possible hazards arising out of
exposure to noise.

The practical training and information pertain especially to [11]:

• Natures of such risks
• Measures adopted in relation to elimination or mitigation of exposure to noise to

the lowest possible level, inclusive of conditions under which such measures are
being implemented

• Exposure to noise limit and operational values
• Results of assessing and measuring of noise along with substantiation of their

importance and possible hazards
• Proper use of hearing protectors
• Reason for and manner of determining and publicising symptoms of damages

hearing
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Table 5 Measures resulting from exceeding the upper operational values

Measures necessitated by exceeding the upper
operational values

Measure to be adopted by the employer

The employer shall forthwith adopt measures
ensuring elimination or alleviation of exposure
to noise

Through providing PPWI (personal
protective work instruments)

Identified shall be workplaces or worksites at
which employees are exposed to or at which it
can be anticipated that they will be exposed to
noise that exceeds the upper operational values
of noise

Identify the workplaces that are
hazardous as to the occurrence of
excessive noise.

Such worksites or workplaces shall be clearly
delineated and marked by safety health hazard
signs and warning signs, and wherever
technically practicable, they will be declared
restricted areas

Caution and warning signs

If exposure to noise equals to or exceeds the
upper operational values of exposure, the
employees must use hearing protectors.
The employer shall ensure and supervise usage
of these protective instruments and will be held
responsible for effectiveness of measures
relating to providing PPWI (personal protective
work instruments).

Plugs with mean attenuation SNR 28 dB
Daily checked by the shift supervisor
and the foreman
Once or twice a week checked by
qualified OSH technician

Source: original (personal) processing

• Circumstance under which the employees are entitled to appropriate preventive
medical examinations

• Safe work procedures from the point of decreasing exposure to noise to the lowest
level possible

5 Conclusions

We focused on noise, which is one of the underestimated risk factors in the
workplace by the employees themselves. Employees frequently fail to acknowledge
impacts of the factor upon their health, which is in contrast with factors such as dust
or extreme physical load that are perceived as tangible or clearly visible. Hence,
from the part of employers, it is necessary to pay sufficient attention to the risk
factors discussed.

Based on the steps taken, we arrived at the results that within the profession
of workman at the treatment of industrial minerals, the peak level C of acoustic
pressure LCPk was exceeded by 11.2 dB, when at a time the standardised level
of exposure to noise LAEX,8 h was exceeded by 17.7 dB, which means that the
profession should be included in risk category 4. According to the provisions of
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Act no. 355/2007 Coll., based on the proclaimed risk category 4, the employer must
adopt measures for the elimination of these risks at the workplace without any delay
and within a period of one year adopt any possible measures to degrade the category.

This contribution is a partial result of the project, solving VEGA MŠVVaŠ SR
1/0515/18 ‘The decision-making model of process of evaluating raw material policy
of regions’.
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1 Introduction

The main task of the processing medium is to allow the machining with the greatest
efficiency. This is mainly to ensure tool life and machined surface quality at low
energy consumption, the impact of cooling and lubricating and cleaning effect of
the media used. Thus, these effects are the basic, most needed properties of the
processing medium, and some of the functions may be more or less emphasized,
depending on the conditions of the operation [1].

From the technological and operational point of view, these requirements can be
compiled as follows [2]:

• Cooling effect
• Lubricant effect
• Cleaning effect
• Protective effect
• Cutting effect
• Operational stability
• Health safety
• Low cost
• Others

The necessary number of process media types is conditioned by the purpose of
their use and the requirements put on them.
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Depending on the operating conditions, a greater or lesser emphasis is put on
the individual basic effects of the media, giving rise to a basic classification of
processing media to liquids with predominantly cooling effect (water-miscible) and
liquids with predominantly lubricating effect (water-immiscible) [2].

The classification of cutting fluids according to STN 22 0131 is as follows [3]:

1. Aqueous solution
2. Oil products used for cutting fluids

(a) Aqueous emulsions of emulsifying oils and lubricants
(b) Oils without additives
(c) Cutting oils with fatty substances (animal or vegetable origin)
(d) Cutting oils with chemical additives or fatty substances

3. Concentrates of high-pressure additives
4. Fatty substances of animal or vegetable origin
5. Synthetic liquids

At present, the classification of processing media according to foreign sources
leads to some simplification of classification. Manufacturers also adapt to this
classification and offer their product range according to the following classification.
For example, according to Leiseder, the classification of processing media is as
follows:

Cutting fluids:

1. Water miscible: aqueous solutions, emulsion liquids
2. Water immiscible

Also, according to the same source of water-miscible processing media based on
composition, the distribution is as follows:

1. Synthetic liquids
2. Semi-synthetic fluids
3. Emulsion fluids

During the application, ageing of processing media occurs due to their oxidation,
thermal and mechanical stress, pollution and catalytic effect of metals.

Aqueous solutions and emulsions, i.e. water-based media, are subject to change
most rapidly. The water has high evaporation and due to the temperatures resulting
from the cutting process, there is increased evaporation which causes the electrolyte
salts to fall out of the aqueous solutions and settle in the powder layer on the machine
and its functional surfaces, making the machine run more difficult. Electrolytes
disrupt machine coatings and can cause health problems by sticking to workers’
skin. Loss of salts leads to a reduction of pH and a risk of corrosion. At the same
time, impurities and/or lubricating oils penetrate into the solutions. In case of heavy
contamination, the conditions for the reproduction of bacteria arise. Sudden changes
also occur in classical emulsion fluids, although the consequences are not as severe
in all respects as in aqueous solutions. Acidic and basic soaps are formed, the
stability of the emulsion is disrupted by the aggregation of the dispersed phase
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particles and their sedimentation and attachment of the fatty components to the
chips. This coarsens the emulsion (enlargement of the dispersion phase particles),
depletes it (concentration reduction) and disrupts the stability of the emulsion. The
consequences are in reducing pH and deteriorating against corrosive properties. At
the same time, the microorganisms are multiplied in the emulsion if the emulsion is
polluted and especially if the other conditions are favourable [4].

They are at least subject to changes in partially synthetic bioresistant type
emulsions, the properties of which, provided that there is no excessive leakage of
lubricating oil from the machine and impurities, are not significantly altered even
with long operating times. Fatty oils and oily substances are considerably more
stable in operation, and they are ageing, which is manifested in these types of oils
mainly by the formation of sticky substances of a resinous nature which, due to the
heavily aged oil and dirt, fall out of the oil and form sticky deposits on the machines.
At the same time, their viscosity increases [5].

Petroleum oils and cutting oils with chemical additives are the most stable in
operation. They are also changing, but they do not manifest as behaviour as fatty
and oily oils. Their properties do not change within the prescribed period, provided
that they are not heavily contaminated, in particular by moisture. The penetration
of water greatly accelerates their ageing and creates the risk of corrosion. Fatty
substances, petroleum and cutting oils do not carry bacteria unless they consistently
contain at least 2% water by weight [6].

Various physical and chemical indicators are followed for assessing the status of
process media:

• PH value
• Concentration
• The amount of bacteria
• Nitrite and nitrate content
• The content of foreign oils
• Viscosity
• Flash point
• Water content
• Contaminant content
• Ageing resistance
• Others

A wide range of processes for machining and forming metal materials are used
in mechanical engineering. Greases that serve as lubricants and coolants are an
indispensable aid. On the proper lubricant selection and properties, the quality of
the surface of the workpiece, the life of machine tools and the like depend [7].

Material temperature reaches 200–500 ◦C according to its type, cutting speeds
and chip cross-section, which is important from the point of view of material
strength. Lubricating fluid effect is manifested in the formation of acceptable cut-off
film in subtle erosions surface with plastic deformation of the material that facilitates
deformation of the material delays in the creation of the various elements chip,
thereby reducing deformation work [8].
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To select the machining fluid, it is crucial to take into account the following:

• Machining operations at the beginning of the process requires fluid with the
cooling and lubricating effect and the end of the process fluid with high
lubricating effect. With increasing cutting speed and chip thickness is increasing
pressures and temperatures in the cutting area and thus the demand for metal
cutting fluids.

Nowadays, especially in companies producing components for automotive and
industrial bearings, there is a trend towards services from non-domestic sources –
outsourcing [9].

In the fluid management, it is possible to talk about several levels of outsourcing:

Level 1
Service company is servicing only one type of product (e.g. metalworking liquids)
from a single source and purchase is a matter of logistics department of the final
customer.
Level 2
Service company is servicing one type of products from multiple vendors and
purchase is a matter of logistics department of the final customer.
Level 3
Service company is servicing one type of products from multiple vendors, including
purchase
Level 4
Service company is servicing all types of products from multiple vendors, including
purchase
Level 5
Service company is servicing one type of products from multiple vendors, including
purchases and directly participates in optimizing the selection of individual prod-
ucts

Successful operation of the process media in the production process is the
introduction of outsourcing to proceed in phases:

Phase 1
Creating a preparatory team for the implementation of the comprehensive care of
process media. This team includes representatives of the service company and the
employees of the final customer. The team includes staff from the departments of
energy, technology, logistics, quality of production and technical offices, who are
preparing to enter the project
Phase 2
The preparatory phase start-up fluid or chemical management in the production
process in one module, where there is the quantification of individual partial tasks
in a real production environment.
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Phase 3
Implementation of fluid or chemical management in the production process in
a single module. Duration of this phase depends on the nature of the project,
subsequently the module takes 3 months and corrections to the initial entry
requirements.
Phase 4
The preparatory phase start-up fluid or chemical management in the production
process in other modules. On the basis of the facts of the deployment and operation
of the first module, it can be done with prediction problems in other modules. This
phase partly overlaps with phase 3.
Phase 5
Implementation and verification of fluid or chemical management in the production
process in all modules with partial correction demands of both parties.

The results of the work of the team are [10]:

• Reduced costs per unit of production
• Optimization of process media in all modules
• Improving the quality indicators of individual media
• Increasing the life of the individual media and reducing downtime
• Raising awareness and increasing the qualifications of operating staff

2 Practical Approach to Chemical Management
in Automotive and Mass Industry

Practical approach to chemical management in automotive and mass industry is
presented by determination of the effect of the process media grease properties on
the frictional wear. After the realization of the experiments, the worn areas were
measured. There were determined the dependencies of the size of these areas on
time and the dependence of the engine power on the size of worn area.

The experiments were performed at constant load force and constant speed. Only
time intervals were changed. By recording the change in current, the dependence
between the wear area and the engine power was determined. The experiment was
performed at a constant load of 15 kg and a speed of 1450 rpm. The time interval of
2 min is followed, which gradually increases depending on the size of the worn area.
The multimeter records the electrical current by which the motor power is calculated
during each measurement. Finally, the dependence between this power and the size
of the worn area is determined (Fig. 1).

The following requirements were taken into account during the experiments:

• Use of appropriate and available process media
• Workspace technical equipment
• Testing device design
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Fig. 1 Clasp multimeter
M97A

Table 1 Recommended cutting fluid concentrations

Material

Aluminium and
aluminium/copper
alloys (%)

Cast iron, carbon steel
and low alloy steel (%)

Alloys, alloy steel and
stainless steel (%)

Operation

Grinding 3.0 3.0 3.5
Conventional
machining

3.5 4.0 5.0

Other machining and
thread cutting

5.0 5.0 6.0

Fig. 2 Test apparatus

Emulsion cutting fluid for light to medium-heavy machining and grinding,
Cimstar S 300 – a complex mixture of chemicals and mineral oil, which can be used
in a wide range of machining operations – was chosen to carry out the experiments.
It is very stable and resistant to bacteria and secondary contaminants, including oil,
and maintains good working and cleaning conditions. A CIMCOOL T.A. kit was
used to determine the cutting fluid concentration (Table 1).

The test apparatus (Fig. 2) was designed as an experimental device and consists
of the following parts: electric motor, shafts, housing, bearing case, clutch, tank and
pump.
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Fig. 3 Mounting of the
shafts

Transmission of the torque from the electric motor to the lower shaft is ensured
by the coupling. The mutual mounting of the shafts is intermittent (Fig. 3). The
loading force is exerted on the top shaft, which, unlike the lower shaft, does not
rotate. When the shafts are in contact with each other, friction occurs at the point
of contact, which, as a result of increasing wear, changes to surface contact. The
greater the load force and the longer the measurement time, the greater the wear
area.

The following table (Table 2) shows the values that were achieved in the
implementation of the first experiment – measurement of wear during the dry
friction.

There is a rapid increase in wear after the first measurement, and this wear
increases by an average of only a few tenths of a millimetre. The friction surface
is much larger after the first measurement than after the end measurements using
the cutting fluid. Due to the high temperature, the worn surface is recrystallized and
tempered (Figs. 4, 5 and 6).
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Table 2 Achieved values – dry friction

t (min) a (mm) b (mm) S (mm2) I (A) Pm (W) m (kg)

1. 0 0 0 0 3,5 2889,6 0
2. 2 12,5 13 510,25 3,6 2972,16 15
3. 4 14,3 14 628,628 3,6 2972,16 15
4. 5 14,5 14 637,42 3,6 2972,16 15
5. 6 14,9 14,1 659,6826 3,6 2972,16 15
6. 7 15 14,2 668,82 3,6 2972,16 15
7. 8 15 14,5 682,95 3,5 2889,6 15
8. 10 15 14,6 687,66 3,5 2889,6 15
9. 12 15 14,8 697,08 3,6 2972,16 15
10. 15 15 14,9 701,79 3,6 2972,16 15
11. 18 15,1 15 711,21 3,4 2807,04 15
12. 21 15,1 15 711,21 3,5 2889,6 15
13. 26 15,2 15 715,92 3,5 2889,6 15
14. 31 15,3 15,2 730,2384 3,5 2889,6 15
15. 38 15,6 15,3 749,4552 3,5 2889,6 15

Fig. 4 Wear caused by dry
friction

During the second experiment, a 100% semi synthetic cutting fluid concentrate
was applied. The results are shown in the following table (Table 3).

The second of the three experiments carried out is purely experimental for the
reason that 100% concentrate of this cutting fluid is not used in automotive industry.
The measurement was found to be successful and at the end it was found that the
resulting area was reduced to almost half and also that it did not recrystallize because
temperature changes were minimized (Figs. 7, 8 and 9).
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Fig. 5 The course of area and time dependence – dry friction

Fig. 6 The course of current and area dependence – dry friction

During the last experiment, concentrated cutting fluid (4% semi synthetic cutting
fluid concentrate) was used. A refractometer was used to check the correct concen-
tration, a table digital pH meter was used to determine the pH of the concentration
obtained, and indicator strips were used to determine the hardness (water, mix) and
the nitride and nitrate content of the sample. Cutting fluid samples were taken after
each measurement followed by detection of impurities (Table 4).

4% concentration semi synthetic cutting fluid is used in engineering as a multi-
purpose cutting fluid for machining and grinding of ferrous and most non-ferrous
metals, including stainless steels and tool steels. From this reason, this experiment
was the greatest importance in practical terms. The resulting worn surface is the
smallest of all measurements, and temperature changes that could adversely affect
the entire friction process have also not occurred (Figs. 10, 11 and 12).
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Table 3 Achieved values – application of 100% semi synthetic cutting fluid concentrate

t (min) a (mm) b (mm) S (mm2) I (A) Pm (W) m (kg)

1. 0 0 0 0 3,7 3054,72 0
2. 2 4,1 4,5 57,933 3,7 3054,72 15
3. 4 5,1 5,3 84,8742 3,7 3054,72 15
4. 6 5,4 5,7 96,6492 3,7 3054,72 15
5. 8 5,5 5,8 100,166 3,6 2972,16 15
6. 10 6,2 6,4 124,5952 3,6 2972,16 15
7. 15 6,7 6,6 138,8508 3,6 2972,16 15
8. 20 7 6,9 151,662 3,7 3054,72 15
9. 25 7,8 7,3 178,7916 3,8 3137,28 15
10. 30 8 7,5 188,4 3,8 3137,28 15
11. 35 8,1 7,7 195,8418 3,7 3054,72 15
12. 40 8,2 7,8 200,8344 3,7 3054,72 15
13. 45 8,5 7,9 210,851 3,6 2972,16 15
14. 50 8,5 8,1 216,189 3,6 2972,16 15
15. 55 8,6 8,2 221,4328 3,6 2972,16 15
16. 60 8,6 8,4 226,8336 3,6 2972,16 15
17. 65 8,7 8,4 229,4712 3,6 2972,16 15
18. 70 8,7 8,5 232,203 3,6 2972,16 15
19. 75 8,7 8,6 234,9348 3,6 2972,16 15
20. 80 8,8 8,6 237,6352 3,6 2972,16 15

Fig. 7 Wear caused by
application of 100% semi
synthetic cutting fluid
concentrate
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Fig. 8 The course of area and time dependence – application of 100% semi synthetic cutting fluid
concentrate

Fig. 9 The course of current and area dependence – application of 100% semi synthetic cutting
fluid concentrate

3 Conclusion

Based on the experiments carried out, it was found that the method of lubrication and
the type of process media significantly affect the entire course of friction surfaces.
The biggest friction and therefore the biggest friction surfaces were created during
dry friction. Significant temperature changes were observed in this friction method
which caused recrystallization on the resulting friction surface. Fast wear growth
after the first measurement was noted, with an average increase of only a few tenths
of a millimetre. The friction surface is much larger after the first measurement
than after the end measurements using the cutting fluid. The implementation of
the second 100% semi synthetic cutting fluid concentrate experiment was purely
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Table 4 Achieved values – application of 4% semi synthetic cutting fluid concentrate

t (min) a (mm) b (mm) S (mm2) I (A) Pm (W) m (kg)

1. 0 0 0 0 3,5 2889,6 15
2. 2 6,7 7 147,266 3,7 3054,72 15
3. 4 6,7 7,1 149,3698 3,7 3054,72 15
4. 6 6,7 7,2 151,4736 3,7 3054,72 15
5. 10 6,7 7,3 153,5774 3,7 3054,72 15
6. 15 6,8 7,3 155,8696 3,6 2972,16 15
7. 20 6,9 7,3 158,1618 3,6 2972,16 15
8. 25 7,1 7,4 164,9756 3,6 2972,16 15
9. 30 7,3 7,4 169,6228 3,6 2972,16 15
10. 35 7,4 7,5 174,27 3,7 3054,72 15
11. 40 7,5 7,6 178,98 3,7 3054,72 15
12. 45 7,6 7,8 186,1392 3,7 3054,72 15
13. 50 7,7 8 193,424 3,8 3137,28 15
14. 55 7,8 8,1 198,3852 3,8 3137,28 15
15. 60 8 8,1 203,472 3,8 3137,28 15

Fig. 10 Wear caused by
application of 4% semi
synthetic cutting fluid
concentrate

experimental since 100% concentrate of this cutting fluid is not used in mechanical
engineering. The measurement was judged to be successful with the conclusion that
the resulting area was reduced to almost half and also not recrystallized because
temperature changes were minimized. 4% concentration semi synthetic cutting fluid
is used in engineering as a multi-purpose cutting fluid for machining and grinding
of ferrous and most non-ferrous metals, including stainless steels and tool steels.
Therefore, this measurement was of the utmost importance. The resulting worn
surface is the smallest of all measurements, and temperature changes that could
adversely affect the entire friction process have not been shown.
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Fig. 11 The course of area and time dependence – application of 4% semi synthetic cutting fluid
concentrate

Fig. 12 The course of current and area dependence – application of 4% semi synthetic cutting
fluid concentrate
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Impact of BIM Technology
on Development of Digital
and Managerial Competencies of Project
Managers in Construction Industry

Peter Mesaros, Tomas Mandicak, Annamaria Behunova, Jana Smetankova,
and Katarina Krajnikova

1 Introduction

The construction project presents a series of relative processes. The success of the
project is primarily influenced by the order of these processes. The primary aim is
to execute individual processes in the right order and in the right way. The project
has temporary character and results of these processes are a specific product. The
construction project is a one-time organized process of construction, renovation,
etc. An important factor in the project implementation process is the project team
from which the success of the project depends [1]. Construction projects are strictly
defined by result requirements, the cost and time constraints and are bounded by the
environment in which they are implemented [2].

Project management is a basic element of any construction project. The con-
struction project manager must acquire several skills and competences through
which he manages the whole team. Construction projects are characterized by many
unpredictable changes that need to be addressed promptly, which is the key to the
stability of process [1]. Construction project management is the direction, regulation
and supervision of the project from development to its completion. The aim of
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the project is to fully satisfy the client’s requirements for functionality and budget
[1]. Decision-making in construction project is influenced by many factors and its
difficult process [3, 4].

A construction project manager is a responsible person for planning, coordi-
nating, budgeting and overseeing the project. A construction project manager is
responsible for the following activities [1]:

– Putting together the budget and negotiate cost estimates
– Choosing the most efficient construction method and strategies
– Staying in touch with the clients for works- or budget-related issues
– Arranging the work timetables
– Discussing about technical and contract details with workers and other profes-

sional parties
– Cooperating with building and construction specialist
– Keeping an eye on the personnel in the construction site

Construction project management refers to project management tasks and man-
agers based on their past experience. It is more useful than following a theoretical
approach in new case [5]. The primary objective of construction project man-
agement is to manage construction through the specification of project objectives
and plans, including developing the scope, schedule, budget, decision-making and
selection of project participants, increasing resource efficiency (worker, equipment),
supporting coordination and contracting, planning, estimating, design and construc-
tion and effective communication development [6].

Learning process is a first step and presumption for better results of every
construction manager. The achievement of higher level of competencies increases
the precondition for its successful results in the management of construction projects
[7]. Increasing of information and communication technology impacts productivity
levels and developing of managerial competencies of managers [8].

El-Baz and El-Sayegh described four groups of managerial competencies for
construction industry: concretely technical competencies, management competen-
cies, leadership management and financial competencies. Technical competencies
include statistical analysis, decision analysis, resource optimization, information
technology control, SCM and so on. Management competencies include typical
planning and managerial competencies as strategic and operation planning, human
resource planning, change management and so on. Leadership competencies are
ability of managers to have effective communication, vision, responsibility and
motivation. The last one represents financial competencies. It includes cost man-
agement ability, financial analysis, accounting and so on [9].

Kerzner in his study mentioned leadership abilities, creativity, ability to make
decisions, ability to identify problems, ability to organize work to subordinates,
effectiveness, ability to persuade and having ambition, vision and leadership
abilities [10]. Project Manager Competency Development (PMCD) by Project
Management Institute (PMI) standard defines three project managers’ competence
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areas. They are knowledge competencies, performance competencies and personal
competencies. International Project Management Association defined 20 technical
competency elements and 15 behavioural competency elements. It includes 11
contextual competency elements too [11].

Building information modelling (BIM) is a digital representation of the phys-
ical and functional characteristics of a device that connects project information
databases [12]. BIM is defined as the use of ICT technology to make building
more efficient across a project life cycle to provide safer and more productive
environment, eliminate environmental impact and promote efficient operational
management and use of the building across its life cycle [13].

BIM is an intelligent 3D model-based process that gives architecture, engineering
and construction professionals the insight and tools to more efficiently plan, design,
construct and manage buildings and infrastructure. Application of BIM is steadily
gaining popularity in construction industry, and as such, BIM knowledge represents
an important learning outcome in higher students’ education. The main problem
in this area, which is related to BIM training in building management, is to define
the learning outcomes, course curricula and specific knowledge needed for future
building and project managers [14].

In the context of BIM and learning competencies of projects was set the most
used and mentioned project competencies and their main groups. These were set on
literature review and mentioned sources (Table 1).

Based on these facts, BIM is a tool that helps eliminate costs and time load
across the building’s life cycle, and probably, it has a positive effect on development
of digital and managerial competencies. Of course, on productivity and economic
parameters impact, there are other factors like materials and other aspects with them
(e.g. waste management and so on.) [15, 16]. In spite of this fact, BIM technology
includes many points of view. Currently, the industry is undergoing rapid changes
that will also affect the population and one of the reasons why BIM technology is
here [17].

Table 1 Groups of competencies and competencies of project managers

Technical competencies
Behavioural and personal
competencies

Financial and economic
competencies

Ability to organize work to
subordinates
Ability to make decisions
Ability to formulate goals
Ability to use project
management software
Ability to design project

Ability to communicate
Ability to motivate team
members
Help in solving problems
Ability to resolve conflicts
Ability to humans resource
planning
Ability to motivate
Ability to take a responsibility

Ability to manage the scope,
time and cost of the project
Ability to cost management
Budgeting and accounting

Source: own processing based on literature review
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2 Methodology

The data collection was done by a questionnaire survey form. The questionnaire
is one of the most common methods of research use. It is used for mass and
faster detection of facts, attitudes, values, opinions, etc. The questionnaire con-
tained simple and comprehensible questions about the learning competencies of
project manager’s development by use of BIM technology. The structure of the
questionnaire was basic information about the project managers and construction
projects. Another part of the questionnaire had direct questions about the research
problem. Project managers used the Likert scale for the quantification of impact
in the main research questions (1, low impact on development of digital and
managerial competencies; 5, high impact on development of digital and managerial
competencies).

The research sample consisted of project managers who participated in construc-
tion projects in Slovakia and Czech Republic. Project managers and construction
projects were selected randomly. The return rate was 4.89%, which means 147
project managers. The research sample therefore incudes 2% of project managers of
large companies, 19% of project managers who work in medium-sized companies
and 79% of project managers who work in small and microenterprises.

A similar research sample was in Czech Republic. Totally, participants (project
managers) in Czech Republic were 142.

For determining the weights and the resulting model, the Analytic Hierarchy
Process (AHP) method was used. The AHP method to support multi-criteria
decision-making was originally developed by Prof. Thomas L. Saaty. The basis for
decision-making is empirical decision-making criteria and using AHP is to outline
the whole decision problem as a hierarchical structure [18]. AHP is based on the
value of the information obtained, derives ratio scales from paired comparisons
of criteria to discover and correct logical contradictions. Questionnaire surveys in
general contain subjective opinions of respondents. These opinions were taken as
inputs and divided according to alternatives A1,...,Am (competencies) and specific
criteria K1,...,Kn (abilities of project managers). This process allows to translate
these opinions into measurable numeric relations.

Internationally, AHP is used in a wide range of applications, for example, for
the evaluation of suppliers, in project management, or for our selection of the best
alternative in the decision tree. As a result, the main model represents the intensity
of each competency acquired through the use of BIM technology, where priorities
(weightings) and a consistency ratio could be calculated. AHP helped us to make
decisions in a more rational way and to make them more transparent and better
understandable [19]. Using AHP as a supporting tool for decision-making helps to
gain a better insight in complex decision problems. It means the selection of the best
alternative in the decision tree. As you need to structure the problem as a hierarchy,
it forces you to think through the problem, consider possible alternatives (decision
criteria) and select the most significant criteria with respect to the decision objective.
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The criterial matrix for the evaluation of alternatives according to criteria is
represented by Y = (yij), where rows are alternatives and columns are criteria. For
every criterion, it was necessary to calculate its weight (number from 0 to 1). The
more important the criterion, the higher the number of its weight (denoted vj for
criterion Kj, j = 1,...,n). Some of the methods of criteria weights:

Method of entropy: no preferences, weights of criteria are equal (wj = 1/n)
Method of order and Fuller’s method: ordinal information about criteria are

known
The Scoring Method and the AHP Method (Saaty’s method): ordinal information

and distances between criteria are known. Scale of points for criteria are 1, 3, 5, 7,
9, where 1 = criteria are equal, 3 = the first criterion is more significant than the
second one, 9 = the first criterion is absolutely more significant than the second one
[20].

Mathematically, the AHP method is based on the solution of an Eigenvalue
problem. The results of the pair-wise comparisons are arranged in a matrix. Saaty’s
matrix is squared, consists of estimated elements sij ≈ wi

wj
which are ratios of

weights i-th and j-th criterion. Elements on the main diagonal are equal to 1. In
ideal case, for every i, j, k = 1, . . . ,n should apply

sij = wi

wj

= wi

wk

.
wk

wj

= sik.skj (1)

and then, this matrix is called consistent and reciprocal. So, it could be multiplied
from right side by normalized right Eigenvector (w1, w2, . . . , wn)T (n is Eigenvalue)
gives the ratio scale (weighting), the Eigenvalue determines the consistency ratio:
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In practice, it is very rare to obtain fully consistent matrix. Then, the maximal
Eigenvalue of matrix is taken and the index of consistency CI = λmax−n

n−1 . As
an appropriate value for approximation of weights, Saaty suggested a normalized
geometrical mean of row’s numbers in Saaty’s matrix:

wi =
n

√∏n
j=1 sij

∑n
k=1

n

√∏n
j=1 skj

. (2)

From these normalized weights for alternatives, the Saaty’s normalized matrix
was generated where in i-th row and j-th was normalized weight for i-th alternative
was derived in Saaty’s analysis of alternatives for j-th criterion. For this matrix, the
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weighted row’s sums were determined (according to normalized weights of each
criterion). The best alternative was then the one with the largest weighted row’s
sum. The results were arranged to tree.

3 Results and Discussion

Results of research are divided to the tree hierarchy and show impact rate or level
on development of digital and managerial competencies. The main element has a
weight value of one. This is then divided into elements at level 2. The formulation
of the main objective emerged from the research questions determined on the basis
of the theoretical analysis of the issue and the following basic research questions for
the area.

First level: Main objective of the AHP model – Analyse the impact of development
of digital and managerial competencies by BIM technology.

Second level: Partial objectives of the AHP model – Quantify the impact of the use
of BIM technology on selected groups of project manager’s competencies.

Third level: Quantify the impact of the use of BIM technology on digital and
managerial competencies of project managers.

For more details, BIM technology impacts especially technical competencies.
This group of manager’s competencies achieved value 0.54, what represents the
biggest value on the learning competencies of project managers. The next group
was set as financial and economic competencies. The last one was the so-called
group of behavioural and personal competencies with a value of 0.17. Separately,
BIM is the most positive in the development of ability to design project. It achieved
a value 0.19 and it is the biggest value. Interestingly, more than 50% of respondents
find this answer more important. The ability to manage the scope and time of the
project is the second in this case (Fig. 1).

Project managers achieved this competency when using BIM technology. Ability
to use project management software was set as the third important and more positive
learning competency by BIM technology. Similar situation is in Czech Republic
(Fig. 2).

BIM has the highest impact on development of ability to organize work to subor-
dinates, use project manager software and design project. The most important group
to development of competencies were technical competencies. They achieved 0.48
impact rate according to the AHP method. Generally, there are small differences,
but globally the results are very similar. It can be from more reasons. First of all,
BIM technology is used in similar rate and level as in Slovak construction industry.
Next, it has very nearest culture and market conditions of these countries. And the
last one, a lot of projects and construction companies are in the same markets in
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Main objective
of the AHP

model -
Analyses the

impact of
development of

digital and
managerial

competencies by
BIM technology

Technical
competencies

0,54

Ability to organize work to subordinates
0,09

Ability to make decisions
0,07

Ability to formulate objectives
0,07

Ability to use project management software
0,12

Ability to design project
0,19

Behavioral and
personal

competencies
0,17

Ability to communicate
0,04

Ability to motivate team members
0,02

Ability to resolve conflicts
0,03

Help in solving problems
0,03

Ability to manage human resources
0,03

Ability to take a responsibility
0,02

Financial and
economic

competencies
0,29

Ability to manage the scope and time of the
project  0,14 

Ability to cost management
0,08

Ability to give a budgeting and accounting
0,07

Fig. 1 Development of digital and managerial competencies by BIM technology in Slovak
construction industry

Slovakia and Czech Republic. Actually, this model was applied and tested in a large
construction company in Slovakia. It is currently exploring whether the theoretical
model discovered in this research is applicable in practice and whether it brings real
benefits. This is another phase of research that cannot be accelerated.
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Main objective
of the AHP

model -
Analyses the

impact of
development of

digital and
managerial

competencies
by BIM

technology

Technical
competencies

0,48

Ability to organize work to subordinates
0,12

Ability to make decisions
0,06

Ability to formulate objectives
0,08

Ability to use project management software
0,11

Ability to design project
0,11

Behavioral and
personal

competencies
0,25

Ability to communicate
0,04

Ability to motivate team members
0,04

Ability to resolve conflicts
0,03

Help in solving problems 
0,05

Ability to manage human resources
0,05

Ability to take a responsibility
0,04

Financial and
economic

competencies
0,27

Ability to manage the scope and time of the
project 0,12

Ability to cost management
0,09

Ability to give a budgeting and accounting
0,06

Fig. 2 Development of digital and managerial competencies by BIM technology in construction
industry in Czech Republic

4 Conclusion

Management of construction projects is difficult and involves competencies-
requirement processes. Project managers present an important issue of construction
project management. Currently, digital age is a thankful space for the
implementation of technology that helps in the management processes. BIM
technology presents one of them. BIM technology can be considered as one
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of the most effective and powerful tools in construction project management.
Research problem and objectives were identified based on theoretical background
and market demand. The impact of BIM technology on the development of digital
and managerial competencies was analysed and based on AHP method quantified.
There were described main impact groups and digital and managerial competencies.
Results compare two very similar construction markets in two countries. Results
in both countries are very similar. It takes into account a little difference between
culture and industry conditions, and it is not a surprise. But some differences were
recorded, e.g., in the perception of soft managerial or behavioural competencies.
BIM impacts more in Czech Republic than Slovakia on this issue. The survey
sample and the similarity of countries showed a strong link between the construction
markets and market constraints. Next research questions are oriented to extend
research countries. It is worth considering moving research in this direction as well.
That means comparison of different countries, e.g., country from West Europe or
different continent. This reasoning is supported by the claim that these countries are
generally pioneers in the use and implementation of BIM technology. It is important
for extending it to the whole world context.

Another area for research is one that is already described in the results. This
means that research has progressed to a stage where the model is tested under real
conditions. One of the construction companies in Slovakia is in the stage of testing
the research conclusions, and therefore in the near future, it will be possible to verify
the theoretical model in real conditions. Generalized research results in individual
points are as follows main points of results.

Technical competencies are the most important work of the development of
competencies of project managers. Ability to design is other individual with the
highest impact on the development of manager’s competencies.
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Impact of BIM Technology
on Time-Reducing in Conditions
of Slovak Construction Industry

Peter Mesaros, Tomas Mandicak, Annamaria Behunova,
Katarina Krajnikova, Jana Smetankova, and Marcel Behun

1 Introduction

Information and communication technology are important in every field. On-time
knowledge and information in construction field can involve project managers
and engineers moderate problems on a construction worksite and reduce the time
and cost of construction project [1]. Requirements on data and information are
globally more and more every day. Currently, construction projects are becoming
more complex and difficult to manage [2]. The construction sector is still more
making attempts to increase productivity through the use of information and
communication technologies (ICT), which certainly include building information
modelling [3]. BIM is an intelligent 3D model-based process that provides architect
construction experts insight and tools to more effectively plan, design, picture,
engineering build and manage buildings and infrastructure [4]. In the minding
of construction industry, it using well-structured digital information [5]. Every
investment in technology should bring some benefits [6]. Currently, the industry
is undergoing rapid changes that will also affect the population [7]. The problem
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statement is focused on examining the impact of BIM technology on the benefit that
is expected after its successful implementation. That is especially time-reducing
in construction process. This can be quantified and measured by several methods
[8]. These can also be measured and explored when reconstructing old and historic
buildings [9]. It is general assumption that BIM implementation of BIM technology
brings time-reducing in construction process. This issue is key for understanding
a next statement of trends and implementation of BIM technology in construction
industry – in other words, the analysis and quantification of the impact of BIM
technologies on time-reducing.

2 Building Information Modelling (BIM)

The construction sector is still making more attempts to increase productivity
through the use of information and communication technologies (ICT), which
certainly include building information modelling [10]. The topic about building
information modelling is not new in construction industry. Many participants of
construction industry understand of the term building information modelling than
software application but construction design process. For some participants, this
technology is a completely new method that requires the implementation of new
practices, methods, contracts, relationships, etc.

There are many definitions of the term building information modelling (BIM).
BIM presents a digital, three-dimensional virtual project presentation that helps
in designing, planning, building and cost planning and building project mainte-
nance [11]. The National Building Information Model Standard Project Committee
defined the BIM as follows: BIM presents a digital representation of the physical
and functional characteristics of building. It is used as general source of knowledge,
information on equipment, construction. BIM is a helpful tool to make decisions
throughout the building’s life cycle [12].

BIM is ‘a repository’ that offers to user an object in n-dimensions: 3D model,
4D model with information of time, 5D model with cost information, 6D model
with information of sustainability and 7D model with information of facility
management.

The pre-investment phase is an important part of the building’s life cycle.
The main aim at the pre-investment phase is to ensure the development of the
documentation which is needed to provide for the functionality, sustainability,
operation, safety and security of the building as well as the operating phase itself.
One of the benefits of implementing BIM at this stage is to improve coordination
and cooperation. BIM is a virtual knowledge database that facilitates easy infor-
mation exchange. Other benefits include system conflict detection, constructivist
assessment and risk elimination, a high level of customization of building systems
and building activities, and optimization of time schedule and cost estimation.
Cost estimating and setting a time schedule is an integral part of the traditional
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building process. Poor collaboration and coordination, late detection of building
system collisions, inefficient assessment of construction due to 2D information,
lack of information to effectively adapt building systems and activities all affect the
optimization of cost and time schedule estimates. BIM provides tools that enable
early identification and reduction, or complete elimination of collisions in building
implementation [13].

Productivity in the investment and operating phase is very important [14]. In the
construction industry, we sense productivity as the amount of construction output
produced from a set of sources (inputs), such as materials, workers, equipment,
etc. [15]. These resources affect costs. A construction is considered productive
only if it is effective with respect to the generated inputs. Early identification
of needs leads to improve time scheduling. Improving the time schedule brings
early delivery of materials, its storage and material handling. These measures will
increase construction efficiency. BIM provides a lot of benefits of management
process, namely data collection and production management, work efficiency,
security and motivation, as well as building maintenance and operation benefits. A
lack of security could lead to a delay in the construction schedule and to a reduction
in efficiency. In the building maintenance and operation phase, BIM delivers all
available information that has been collected from design to commissioning. This
information is a valuable data that will help to effectively manage the operation and
maintenance of buildings. Maintenance and operation efficiency is demonstrated
primarily by reducing the time and cost of repair and maintenance [12, 14].

There are a lot of researches showing the benefits of using building information
modelling tools across the building’s life cycle. Furneaux and Kivvits recognized
the impact of using BIM at cost. Their research has shown significant cost savings
through increased interoperability. The use of software applications reduces the
user’s total cost of up to two thirds, which is $ 15.8 billion a year in the survey
(Australia). The research also showed considerable time savings that had to be
spent on project preparation itself [15, 16]. Based on these facts, BIM is a tool
that helps eliminate costs and time load across the building’s life cycle. Of course,
on productivity and economic parameters impact others factors like materials and
other aspects with them (e.g. waste management and so on.) [17, 18]. In spite of this
fact, BIM technology includes many points of view.

3 Methodology

3.1 Research Aim and Hypotheses

The research is focused on the issue of time-reducing and technology in life cycle
building and construction process. Based on the theoretical background, the main
research aim was set to analyse and quantify the impact of BIM implementation on
time-reducing in construction projects.
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Based on research questions, research hypotheses were set as follows:

Hypotheses for Research Area: Impact of BIM Implementation on Time-
Reducing in Construction Project

H0: The mean ranks of two groups are equal.
H1: The mean ranks of two groups are not equal (assume that mean of ‘time-

reducing before implementation BIM technology’ < mean of ‘time-reducing after
building information modelling implementing’).

3.2 Data Collection and Research Sample

All data in research were conducted by online form questionnaire. The research
sample was approached by e-mail with the request to participate in the research
that included Slovak construction enterprises which participated in projects whose
structure had several phases.

A total of 111 respondents were interviewed (construction enterprises/developers
in Slovakia), which implemented their projects divided into at least two phases.
Their constructions also consisted of realization of consistent objects (building
objects whose individual types of decisive structures in the production area of
the object are evenly distributed and also their laboriousness is evenly distributed,
e.g., residential with construction and technologically comparable floors). The
companies had information about the time-consuming planning using traditional
methods of organizing, managing and construction planning and also information
using innovative ways of building, specifically building information modelling.
Based on these facts, 24 respondents participated in the questionnaire survey. It
represents a good return of 21,62%. Some of respondents did not have information
about time-consuming after implementation of BIM technology, or they were only
in the first phase of implementing BIM technology and they did not realize any
project with this technology. These respondents had to be excluded from our sample.

To determine the answer, we used Likert scale ranging from 1 to 5 on the basis
of fixed values that had been done based on the arithmetic average of the values for
the selected area under consideration: 1, long-time duration of project (respondent’s
consideration that project(s) had worse time duration), and 5, short-time duration
of project (respondent’s consideration that project(s) had better time duration). The
extent and interval values for each stage of the scale were thoroughly explained to
the respondents.

3.3 Research Steps and Methodology

First of all, it was set problem statement based on theoretical background. It was set
research questions and hypotheses in this issue. The next step was data collection.
All information about the research sample and the data collection process was
collected and recorded.
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The next step was testing normality. The normality assumption needs to be
considered for validation of data presented in the literature as it shows whether
correct statistical tests have been used [19]. For this, a very common test called
Shapiro-Wilk test was used. It is a test for normal distribution exhibiting high power,
leading to good results even with a small number of observations (respondents). The
basic idea is to estimate the variance of the sample in two ways: (a) the regression
line in the QQ-Plot allows to estimate the variance and (b) the variance of the
sample can also be regarded as an estimator of the population variance. This test
provides better power than the K-S test even after the Lilliefors correction [19]. The
desired significance level alpha in all used tests was 5%. The desired hypotheses: the
research sample does have normal distribution (with unspecified mean and variance)
or the research sample does not have normal distribution. Computation of this test
was done in MATLAB. The research sample did not have normal distribution. Based
on this result, Mann–Whitney U test was used. All results of this test are shown in
the results section.

To confirm our hypotheses about mean ranks, the Mann–Whitney U test was
used. It is nonparametric alternative to t-test and it does not assume any assumptions
related to the distribution of scores [20]. This test is used to compare two sample
means that come from the same population, and used to test whether two sample
means are equal or not. It gives the most accurate estimates of significance,
especially when sample sizes are small.

Equation (1) for calculation of the Mann–Whitney U:

U = n1n2 + n2 (n2 + 1)

2
−

n2∑
i=n1+1

Ri (1)

where
U = Mann–Whitney U test
n1 = sample size one
n2 = sample size two
Ri = rank of the sample size
In the last step, the index of point’s change was calculated (Eq. 2):

PCH =
∑n

i=1 OA − OB

20n
, (2)

where
OB = respondent’s opinion before implementation BIM
OA = respondent’s opinion after implementation BIM
n = sample size

It represents the change of respondent’s opinion in researched sample, either
increase (positive number) or decrease (negative number), or no change (number
close to zero).
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4 Results

In the first step, the time-reducing was monitored before and after the implementa-
tion of the building information modelling in construction projects. Shapiro–Wilk
test was used to determine if the null hypothesis of normality is a reasonable
assumption regarding the population distribution of a random sample. The desired
hypotheses:

(H0) Research sample does have normal distribution (with unspecified mean and
variance) or (H1) research sample does not have normal distribution.

Computation of this test was done in MATLAB. We have tested samples
individually and also differences between each measurement (duration before
implementing – duration after implementing) were tested. These results were
obtained (Table 1)

It could be said that research data were not normally distributed. Probability that
respondent’s perception of improvement time-reducing (duration) of construction
projects is in our sample 0.8 (pink coloured area) which means that there could
be 80% of respondents who considered BIM implementation in their project(s) as
useful – less or more (see Fig. 1). But it should be noted that our sample size is too
small for proving this high percentage.

Table 1 Results of research sample distribution

Duration before
implementing

Duration after
implementing

Duration
differences

Mean 2.125 3.208 1.083
Standard deviation 1.116 1.382 1.283
Number of respondents 24 24 24
Skewness 0.964 −0.084 0.911
Kurtosis 0.509 −1.187 0.549
p-value 0.916
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-3,0

m = E(X) = 1.083 s = SD(X) = 1.283 s 
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Fig. 1 The graph of distribution of time duration differences
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Table 2 Results of Mann–Whitney U test for time duration

Duration before implementing Duration after implementing

Sum of ranks 458.5 717.5
Mean of ranks 19.1 29.9
Expected mean of ranks 24.5 24.5
U-value 417.5 158.5
Z-score −2.65994
p-value 0.00782
Expected U-value 288
Expected sum of ranks 588

Subsequently, the nonparametric Mann–Whitney test was used. As we mentioned
previously, the null and two-sided research hypotheses were stated as follows:

H0: The mean ranks of two groups are equal.
H1: The mean ranks of two groups are not equal (assume that mean of ‘time-

reducing before implementation BIM technology’ < mean of ‘time-reducing after
implementation BIM technology’) (Table 2).

H0 was rejected, so means of samples were not equal. In addition, mean of
ranks were numerically compared so we could assume that really ‘Duration before
implementation of BIM technology’ < ‘Duration after implementation of BIM
technology.’ We were also interested in linear correlation between our groups
(samples) and it was computed in Excel additionally. The correlation coefficient
r = 0.489 so it could be talked about soft positive correlation.

The main aim of the research was to show at least a few respondents that
implementation of BIM brought a reduction in the time-consuming preparation and
in the realization of buildings. The companies which were included in the results had
their own experiences of planning the construction process in their project without
using BIM and with using BIM.

The index of point’s change PCH was equal to 1042 which means that imple-
mentation of BIM technology had a positive effect on time-reducing in construction
projects. The duration of construction projects is shortened when BIM technology is
used. Generally, it means recommendation for implementation of BIM technology
as a progressive ICT in construction projects. According to PCH, the duration of
construction is shortened. It is an important information for construction sector.

5 Conclusion

ICTs bring many advantages in construction sector. Implementation of ICT brings
assumption of positive effects on economic parameters. Project construction man-
agement is a difficult process with many stakeholders. BIM technology represents
a progressive tool in construction industry. It is beneficial in every stage of
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construction project. There exist a lot of points of view on the advantage of
implementation and use of this technology. Productivity is an important indicator
in analyses. Productivity can be perceived through more parameters. Construction
industry and construction project bring many specifics. Time or duration is one of
the most important parameters in construction project. The time-reducing parameter
was investigated in this research in correlation with use and implementation of BIM
technology. Research points out the positive impact of BIM technology on time-
reducing in construction projects. Generally, time-reducing achieved was about 20%
in surveyed respondents and projects. Of course, taking into account the size of the
research sample, it has to be stated that this is a trend, but it cannot make clear
conclusions for the whole industry. In other site, the use of BIM technology in
the Slovak construction industry is on the rise, but it still represents a relatively
low utilization rate. From this point of view, the sample includes the real state of
construction in Slovakia and thus the findings of this research represent important
information and indications for the industry. There are still a few questions from
a scientific perspective. What impact would this technology achieve if the BIM
technology were used to a greater extent and thus the research sample was larger?
Next, it is an international question and view on this. How is it abroad? There are
many researches on the use of BIM technology abroad. Our research also addressed
the issue of comparing the use of BIM technology from a global perspective.
There are also several studies to reduce costs through this technology. The time
of construction and the overall reduction in time is a question that is not much
solved on a global scale. There is also scope for expanding our research in this
area. Therefore, the aim of further research in this area will be a pan-European or
worldwide view of the issue.
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Management of Time Structure
with Respect to a Production Process
Efficiency

Michaela Ocenasova, Jana Ocilkova, and Martin Ocilka

1 Management of Time

Production consists of the performance of each manufacturing plant; therefore, it
is a key area in order to succeed in the ever-growing competitive environment.
Given this, it is in the interest of manufacturing plants to monitor the organization
and management of production processes in order to identify the negative aspects
that affect their efficiency, and ensure their subsequent elimination. One of the
essential aspects that directly affect the economic efficiency of manufacturing plants
is also the time structure of their production process, which basically reflects the
flow of products through different workplaces, depending on the time factor, and
addresses compliance of deadlines in line with the plans, the capacity utilization,
and determines the time necessary for performance, control, and handling [1]. The
time structure of production is given, irrespective of the type of production, by
aggregating the time distribution of the production of products within a particular
manufacturing plant. In general, it can be stated that the time structure of production
is determined by a particular structure of the continuous production time of
a particular product, given by a summary of the times needed for the work,
downtimes, and the transformation process [2, 3].
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1.1 General Characteristics of the Time Structure
of Production Process

The material flow through the workplace shall be such as to ensure smooth
production of the final product, which consists of individual components. Therefore,
this step is regulated by the time ties. A particular, pre-planned flow of unfinished
parts through the plant creates a temporal structure of the production process
[4]. The time structure of the production process takes into account, in addition
to the length of time of the product flow through the manufacturing process,
also the time of human work and the time used by machinery and equipment.
The time structure of the production process is expressed by continuous time of
production. Continuous time of production is a time indicator reflecting duration of
the production process [5], which is formed by cycles indicated below [6]:

– Pre-production cycle, i.e., the time of preparatory work to the start-up of the
product manufacture (the structural preparation and development work on a new
product, technological preparation of production, including the preparation of
tools, material, the economic and planning preparation of new manufacturing
and so on)

– The production cycle, i.e., the time of basic manufacturing operations, time
of transport, control and other operations in the manufacturing process, and
durations of breaks (times of interruptions and delays) occurring during the
product manufacturing.

A particular problem in the context of production timing is in idle and waiting
times, i.e., times of necessary breaks in the production process, which are given
by the mode of work and a complicated combination of partial production opera-
tions [7].

2 Analysis of the Temporal Structure of the Production
Process

When analyzing the time structure of the production process, we consider the time
factor as a most significant factor of the work. This parameter directly affects
commercial and economic results of each manufacturing plant; it is based on
direct measurement of partial working times, which are commonly used for the
determination of wage costs or development of work schedules [8]. One of the
analytical methods of the time structure of production processes is the method of
continuous study of the time consumption, which we used in tracking the time
structure in the production of aluminum castings. This particular method can detect,
record, and evaluate the real time consumption of a particular employee or manager,
as well as production facility. This method is based on measurements of time
consumptions forming the image of [8, 9]:
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– Operation, which is used to assess the workplace or production cycle organiza-
tion

– Working day, which is used to assess the organization of the workplace, working
hours used losses, and the like.

3 Methodology and Methods of Assessment
of the Continuous Study of Production Time Consumption

To obtain results of the real-time consumption in the production of a production
batch, we used the following indicators [5, 10]:

Occupancy rate (U1)

U1 = T 1 + T 2

T
∗ 100 (1)

A share of breaks conditionally necessary (U2)

U2 = T 3

T
∗ 100 (2)

A share of needless time consumption caused by the worker (U3)

U3 = T ´2 − T 2 + T D

T
∗ 100 (3)

A share of needless time consumption due to technical and organizational
losses (U4)

U4 = T E

T
∗ 100 (4)

A percentage of the possible labor efficiency increase by eliminating unnecessary
time consumption caused by workers:

U5 = T ´2 − T 2 + T D

T − (
T ´2 − T 2 + T D + T E

) ∗ 100 (5)

A percentage of the possible labor efficiency increase by eliminating unnecessary
time consumption caused by technical and organizational losses:

U6 = T E

T − (
T ´2 − T 2 + T D + T E

) ∗ 100 (6)
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Percentage of the total possible increase in labor efficiency:

U7 = U5 + U6 (7)

where
T1 – time of work
T2 – the time of generally required breaks
T3 – the time of conditionally required breaks
TD – personal loss of time
TE – technical and organizational loss of time
T – time of the shift
In view of the foregoing, the results of the above observations and quantifiers can

be used to [5]:

– Quantify various activities expressed by the time consumption.
– Analyze the structure of the work time consumption.
– Analyze the lost times by causes.
– Develop the performance curves throughout the shift, especially if also monitor-

ing the amount of the production output (performance).

4 Analysis of the Temporal Structure of Aluminum Casting
Production

For the purpose of construction of the production cycle, we compiled partial time
consumptions of partial production operations through the personal observation as
given in Table 1.

In view of the above detailed analysis, we concluded that the most critical
point of the production process of aluminum castings was in the operations of
mechanical machining of finished products that gave rise to the most losses of the
batch-production consumption time. Therefore, we have decided to dedicate more
to the image analysis of the staff performance from the beginning to the end of
the production shift and keep time records of all mechanical operations with the
time data rounded to whole minutes (Table 2).

The final stage of observation was to evaluate the image of the work shift. At
this stage, we compute the unit time from the consecutive time. Each unit time is
evaluated according to the activity carried out, or inactivity. The same activities are
summarized into an actual balance of time consumption. The actual balance reflects
the amount of time in minutes and percentage per each category of the time of the
work shift observed. A developed balance of the real time consumption is given in
Table 3.

Development of the actual balance of the time resulted in the values needed to
calculate the utilization of an employee, time of breaks, losses of time and increase
in efficiency. Partial calculations leading to the increased efficiency of production,
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Table 1 Time consumptions in partial operations in production of a production batch of
aluminum castings

Workplace Working operation

Consumption of
time
(min./production
cycle)

Time of downtime
(min/production
cycle)

Percentage of
downtime out of the
production cycle
time

Melting
plant

Transportation (as
part of melting)

1:37 0

Raw material
charged into the
furnace

0:54 0

Melting 9:00 0
Transport to further
processing

1:59 0

For the
workplace

11:53 0 0%

Casthouse Cleaning,
lubrication of
cavities

0:19 0

Casting 1:05 0
Transport to the
warehouse (melter
as part of melting)

1:10 0

For the
workplace

1:24 0 0%

Hydraulic
press

Manipulation with
parts

105 0

Transport 2 2 1,87%
For the
workplace

107 2 1,87%

Grinding
plant

Delivery of parts 1:29 1:29 3,67%

Grinding 37:30 0
Transport 1:28 1:28 3,63%

For the
workplace

40:27 2:57 7,30%

Mechanical
machining

Delivery of parts 10 10 2,23%

Takeover of
grinding rolls

10 10 2,23%

Machining of
castings

379 0

Furnishing of the
area to store the
production batch to

10 10 2,23%

Placement of
castings

20 20 4,45%

Removal 20 20 4,45%

(continued)
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Table 1 (continued)

Workplace Working operation

Consumption of
time
(min./production
cycle)

Time of downtime
(min/production
cycle)

Percentage of
downtime out of the
production cycle
time

For the
workplace

449 70 15,59%

Tumbling Tumbling and
drying

25:00 0

Transfer to storage 1:28 0
For the
workplace

26:28 0 0%

Source: Processed by Author

which were quantified upon formulas (1)–(7), are indicated in Table 4. Results of
the analysis made us to conclude that the efficiency could be increased by 25.33%
in the mechanical machining of aluminum castings while, due to the elimination of
unnecessary time consumption due to technical and organizational reasons, it would
be possible to increase efficiency of product process by 22.72% and the needless
consumption of time caused by employee by 2.61%. The most significant factor
determining the actual efficiency was the level of utilization of a particular employee
that was 79.79% and the unnecessary consumption of time, which was negligible,
accounting only for 2.08% of the total consumption of time (Fig. 1).

The analyses carried so far resulted in measures increasing the efficiency of the
production process, designed to eliminate the consumption of time in the mechanical
stage of actual production of aluminum castings in the context of addressing any
shortcomings of technical and organizational losses, e.g., arrival and/or removal of
castings as well as arrival and/or removal of the transport box, including the transfer
of finished aluminum castings to the warehouse or takeover of necessary tools and
the like. In this way, consumption of time would be reduced at the workplace by
70 minutes per employee; if having four employees a shift, it would be 280 minutes
per shift. Given the standard production output of 24 pieces per hour, then, if
eliminating the consumption of that time, it could be possible to increase production
by 112 pieces per hour, i.e., by about 2240 pieces per month.

By summarizing the results, we concluded that the production of aluminum cast-
ings should be constantly monitored and regularly assessed through the indicators
of consumption of time indicated above, as presented in the model proposed for
managing the partial production operations forming the time images of partial time
consumption in the production of aluminum castings (Fig. 2).
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Table 2 Observation sheet of the work shift image

Number Consecutive time Unit time Time symbol Title of time consumption

1 5:45 Start of the shift
2 6:00 0:15 TE Recognizing difficulties the night

shift
3 6:10 0:10 TE Bringing-in a pallet with castings
4 6:20 0:10 TE Takeover of grinding rolls
5 8:20 2:00 TB1 Continuous work – product

machining
6 8:30 0:10 TD Products fell down due to

improper storage – stacking
7 8:40 0:10 TE Furnishing an empty transport

box for the products machined
8 8:50 0:10 TB1 Placing products into the transport

box
9 10:03 1:13 TB1 Continuous work – product

machining
10 10:06 0:03 TE Defects found on products
11 10:20 0:14 TE Consultation with the foreman
12 10:25 0:05 TE Defective product taken away
13 11:35 1:10 TB1 Work assumed
14 11.40 0:05 TB1 Placing products into the transport

box
15 11:45 0:05 T2 Leaving the workplace – toilet
16 11:50 0:05 TB1 Work assumed
17 12:20 0:30 T2 Lunch break
18 13:20 1:00 TB1 Completion of the production

batch
19 13:25 0:05 TB1 Placing products into the transport

box
20 13:45 0:20 TE Removal of the transport box with

products machined
21 13:45 End of the shift – the end of the

observation

Source: Processed by Author

5 Conclusion

In the article, we focused our attention on the issue of time consumption manage-
ment in the production process of aluminum castings and its impact on efficiency
of production process. Using the method of the continuous time consumption,
which consisted in the construction of a time image of partial operations in the
comprehensive process of that production, we identified the most critical location
of production, which was mechanical machining of aluminum castings. Upon the
balance of the actual time consumption at work in this workshop, we quantified
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Table 3 Balance of the actual time consumption

Type of the time Time symbol Minutes Percentage of the shift time

Time of unit labor TA1 0 0
Time of batch labor TB1 348 72.5
Time of shift labor TC1 0 0
Working time T1 348 72.5
Time of generally required breaks T2 35 7.29
Time of conditionally required breaks T3 0 0
Personal losses of time TD 10 2.08
Technical and organizational losses of time TE 87 18.13
Time of the shift T 480 100

Source: Processed by Author

Table 4 Quantification of the real time consumption indicators

1. Time consumption indicator Symbol [%]
Level of occupancy U1 79.79
Share of conditionally required breaks U2 0
Share of needless consumption of time caused by employee U3 2.08
Share of needless consumption of time due to technical and organizational
losses

U4 18.13

Percentage of possible increase in labor efficiency by eliminating the
unnecessary time consumption caused by employee

U5 2.61

Percentage of possible increase in labor efficiency by eliminating the
unnecessary time consumption due to technical and organizational losses

U6 22.72

2. The overall percentage of possible increase in labor efficiency U7 25.33

Source: Processed by Author

Fig. 1 Share of the actual
use of the shift time in the
production process of
aluminum castings. (Source:
Processed by Author)

79.79%

0.00%

2.08%

18.13%

The level of
occupancy

individual indicators to point to a working occupancy of an employee, the time of
breaks and time losses, which directly determine the possible increase in efficiency,
which could be increased in that workshop by 25.33%; this would mean ultimately
an increase in production by about 2240 pieces per month. This fact would have
a positive impact on the development of the overall economy, i.e., the economic
efficiency, and thus the competitiveness of the enterprise.
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Fig. 2 Model proposed for the management of the time consumption in the production process.
(Source: Processed by Author)

In view of the foregoing, we are of the opinion that the balance of the real-time
consumption in any production plant is in close interaction with the possibilities of
optimizing all areas of production and thus also gaining some competitive advantage
and defining a further future development strategy in order to remain competitive.

This contribution is a partial result of the project VEGA MŠVVaŠ SR 1/0515/18
“The decision-making model of process of evaluating raw material policy of
regions.”
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On Statistical Method-Based Information
System for Decision Support
of Municipalities
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J. Pancik, and M. Placek

1 Introduction

Analysis of public administration and public sector efficiency is an important area of
public economics and public finance theory. The issue of the effectiveness of local
authorities is also a question of the theory of regional development and management.
The analysis of the effectiveness of municipalities and their comparison is an
important tool of public policies and activities of public administration bodies
(ministries, regions, municipalities). The statistical methods such as DEA (Data
Envelopment Analysis) and FDH (Free Disposable Hull) are used to analyze the
effectiveness of municipalities and their comparison. These methods are used to
evaluate the effectiveness of units based on the size of inputs and outputs in the
business and public sectors. Units are compared with each other.

We designed and obtained a grant for a project that uses the statistical methods
mentioned above [5, 7]. The project will thus improve the quality of decision-
making and management processes in public administration and increase the
transparency of its activities at the level of municipalities, regions, and ministries.
In next chapters, we briefly describe the basis of our project, its objectives, and first
results. The main topics described in this contribution are the web application and
associated database description.
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2 Project of Information System for Decision Support
of Municipalities

2.1 Performance Management in Public Sector

According to the last bibliographical analyses, e.g., [2, 10], performance man-
agement is still one of the most popular topics of research focusing on public
management and public administration. Performance management is action, based
on performance measures and reporting, which results in improved behavior,
motivation, and processes, and which promotes innovation. The key aspects of
performance management are deciding what to measure and how to measure it,
interpreting the data, and communicating the results [5]. In the last decade, the
potential of big data for performance management has also been discussed as well
as the related problems of data misinterpretation and attribution problems [8]. Fol-
lowing the performance management literature, a general performance management
model for local authorities has been developed. The performance management tools
play an important role in this model (top of Fig. 1). Developing such “user-friendly”
software tool dedicated for common users from municipalities was the goal of our
project.

2.2 Performance Management in Czech Municipalities

Local government revenues in the Czech Republic amounted to 11.2% of gross
domestic product (GDP). The EU average is 10.9% of GDP and 9.9% of GDP in
the Eurozone [4]. Local government revenues in the Czech Republic consist mainly
of shared taxes. The highest share is the value-added tax. According to the Eurostat
data of 2016, local governments spend 10.2% of GDP on public spending. The EU-
wide average was 10.8% of GDP in 2016; the share of the Eurozone countries was
9.7% [4]. These expenditures are realized in order to carry out the mission of the
local government, which is defined in the Municipalities Act No. 128/2000 Coll.
as follows: “The municipality takes care of the comprehensive development of its
territory and the needs of its citizens; in the performance of its tasks it also protects
the public interest.”

2.3 Performance Analysis with DEA

For our performance analysis, the Data Envelopment Analysis was chosen. We are
currently experiencing a rapid increase in the use of this performance analysis tool
in municipalities [3, 11]. Data Envelopment Analysis (DEA) determines the most
efficient municipalities in the sample of our research. These form the “best-practice
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Fig. 1 General performance management model for local authorities

frontier” in a multidimensional space defined by inputs and outputs. The relative
efficiency of municipalities lying under this best-practice frontier is computed by
their deviations from the frontier [12]. This method is suitable for evaluating the
efficiency, performance, or productivity of homogeneous production units – i.e.,
units that produce identical or equivalent effects, which we will refer to as outputs
of this unit. Outputs are, by their nature, maximizing; their higher value results
in higher performance of the tracking unit. To produce effects, the production
unit utilizes inputs which are minimized by their nature; the lower value of these
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inputs leads to higher performance of the monitored unit [10]. The DEA method
estimates the production units, whose input/output combinations lie at the efficiency
boundary, are efficient units as it is not anticipated that there could actually be a
unit that achieves the same outputs with lower inputs or higher outputs with lower
inputs [1]. When using the DEA method, a constant yield model from a range or a
model with variable yields from a range can be used.

2.4 Description of Project Objectives

We have designed a practical application of performance management to help
analyze the effectiveness of selected municipalities in the Czech Republic. The title
of the project is: “Application of nonparametric methods (DEA, FDH) to analysis
and comparison of municipal efficiency.” The project output is the development
of methodology and IT software application for easy use by potential users. This
project was awarded by TACR agency to solve in 2018–2021 years [7].

3 Description of Information System Requirements

The planned output of the project can be identified with the creation of a fully
fledged information system and methodology and the software application will
be part of it. The definition of information system is broader than many people
can imagine and states that “ . . . the information system is a collection of people,
technical means and methods (programs) that ensure the collection, transmission,
processing, storage of data, for the purpose of presenting information for the needs
of users operating in management systems . . . ” [6]. Figure 2 defines the nature of
the project outputs as parts of an information system (IS).

3.1 Definition of Software Application in the Project

Software application for information system in general is created by [6]:

• Users with different roles
• Presentation layer for users
• Data/information processing layer
• Database Management System (Database)
• Data
• Documentation
• User access to data
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Fig. 2 Nature of the project outputs as parts of an information system

The planned software application will serve for needs of public administration.
Within the meaning of Act No. 365/2000 Collection of Laws [9, 13] which
defines the concept of public administration information system (IS), the developed
software application will form the basis for the public administration agenda infor-
mation system. The requirements for the public administration agenda information
system are not so strictly viewed as requirements for public information systems
from the state regulator side.

3.2 Defining the Procedures for Creating a Software
Application

It has been determined that the software application is part of the IS (which it
creates together with the methodology). Standard IS development methods will
be used in the development of the software application. These methods define
the individual stages of software application development. The following stages
are known: specification of requirements, analysis, design, implementation, testing,
deployment, using, changing, and their implementation. The development of the
software application by the research team, which would be solved without the
implementation of the whole IS as a project output, represents a risk of alignment
of project objectives. All mentioned stages of software application development can
be repeated and versions of the information system can be created in iteration from
the simpler variant to the final version of the IS, namely, functional IS model, IS
prototype, and final IS version.
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3.3 Definition of the Task of the Assignment and Specification
of the Functional Requirements of the Software
Application

The software application is based on defined project outputs where software applica-
tion is an integral part of the information system. The specification of software appli-
cation requirements is based on the division of requirements between functional
requirements and (nonfunctional) system requirements. Functional requirements
describe individual user roles that interact with a software application (user,
government worker, database administrator, etc.) and also describe the individual
role functions that the software application will perform on a role’s base. Functional
requirements consist of the following features:

• The IS process model is based on the methodology that is part of the project
output. The process model includes a description of individual processes, process
owners and process inputs and outputs.

• A list of roles and a list of their assigned use cases (and usage scenario for each
use case) can be created based on a process model.

• Individual functions of the software application can be assigned to individual use
cases.

Software application system (nonfunctional) requirements describe the sys-
tem from the perspective of software architecture, applied technologies, security,
standards used, and so on. Individual functional and system (nonfunctional) require-
ments will be gradually filled in the system and software versions of the functional
model, e.g., in functional prototype and final version. All the above-mentioned
requirement documents will be part of the IS documentation and software appli-
cation.

Figure 3 shows the hierarchy of requirements as was described in the text above.

3.4 WebDEAr Software Application Architecture

In the case of a software application for a project, one will be kind of a so-
called web application. The user of the output of the project (the output is an
information system that consists of methodology and software application) will be
communicated with the software application via a web browser. The working name
of the web application is WebDEAr. The WebDEAr web app is like any web app
and consists of (Fig. 4):

1. Presentation layer, a part of software application called the front-end WebDEAr,
which is the application’s user interface and allows user interaction in one of the
defined roles.
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Fig. 3 Hierarchy of requirements

2. Information layer of software application, the so-called back-end WebDEAr,
which represents the program implementation within the project developed
algorithms DEA and FDH and represents also other activities necessary for
running the software application.

3. Database (DataDEAr) that represents a database management system (DBMS).
4. The user data itself.

WebDEAr-Front-End of Software Application

The WebDEAr web application runs on a dedicated server that provides all the
necessary services. The front-end user interface has user inputs (such as buttons) and
graphical visualization outputs. The user interface will be specified in the request
document in the Front-end section.
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Fig. 4 WebDEAr software application architecture

The front-end technology can be based on:

1. DJANGO web framework (Python programming language path)
2. PHP for web development (PHP programming language path)
3. SHINY server for R environment (R programming language)

WebDEAr Back-End of Software Application

The WebDEAr back-end is in detail specified in the requirement document. Back-
end technology used can be based on:

1. Programming language Python with libraries for DEA and FDH implementation,
libraries for visualization (SciPHY), numerical calculations (NumPHY), and
libraries for communication with database (DataDEAr) (path of programming
language Python)

2. Based on PHP programming language (PHP programming language path)
3. Based on the R programming language (R programming language)

The DEA and FDH algorithms are the outputs of the project economist team and
are ported in to the back-end of WebDEAr application by being delivered to the
IT team in the form of R-written functions along with a validation set of data. The
functions in R representing DEA and FDH algorithms are validated on a set of data
that is provided along with the functions written in the R language to the IT team,
which also verifies the correctness of porting into by team used language (Python or
PHP). The DEA and FDH algorithms used in the WebDEAr back-end are specified
in detail in the back-end requirement document, including their verification method.
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DataDEAr Database Solution Architecture: Relational Data Management
System

Database management system (DBMS) is based on relational database SQL server
(Microsoft MS SQL Server Express, Oracle SQL Server Express or MySQL).
Express version DBMS is a free version and is used for commercial and noncom-
mercial purposes – it is limited to a few GB of data needed for the project. WebDEAr
Back-End communicates with DBMS. The DataDEAr is specified in detail in the
requirement document in the Database section.

4 Description of Developed Functional Prototype
of Information System

4.1 Description of Implementation of Functional Prototype
Architecture

The requirements for a functional prototype of a software application are:

• Access to the application without authentication
• Displaying information about the municipality or type of municipality
• Displaying the results of the municipality, resp. categories of municipalities

including inputs and outputs
• Calculation according to the chosen method with entered data (inputs/outputs)

for a particular municipality
• Logging user requests, collecting information about their work with the applica-

tion

It is a classic three-tier architecture. The data layer is represented by the Oracle
relational database management system. The application layer that performs data
verification and processing is made up of several modules. The lowest level of
PL/SQL performs procedures and functions that are part of the database system.
The calculation using DEA and FDH methods is solved by “plug-in software
modules,” which are available as extensions directly to the Oracle database system.
Because it is necessary to perform other statistical calculations, the research team
decided to use the R language, which is directly designed for statistical analysis of
data and their graphic representation; the module is also available for Oracle. The
presentation layer is provided by the Apache web server with dynamically generated
pages in PHP; PHP’s scripts also include partial data processing that interferes with
the application layer.

A virtual server with the Oracle Linux 7.5 operating system was put into
operation at the Faculty of Transportation Sciences Czech Technical University in
Prague. The Oracle Database Version 18c and Apache HTTP Server were installed.
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Fig. 5 List of municipalities

The WebDEAr.fd.cvut.cz domain has been set up to access the website and is
publicly available. Basic data has already been imported into the database system.

Screenshots (Figs. 5, 6, 7 and 8) represent various outputs of front-end of web
application including the DEA algorithm implementation in the back-end.

4.2 Description of Relational Database Model

Based on the analysis of the requirements for a software application for the analysis
of municipal efficiency (the output of the project TL01000463-V002), a relational
scheme of the database was created, which forms the core of data structures for
storing the necessary data. The scheme currently contains 23 tables (Fig. 9).

The central table is the MUNICIPALITY table, containing basic information
about municipalities, such as the code according to the CZSO, code NUTS5,
IČO, name, GPS position (also in WGS84 format), altitude, catastral area, type of
municipality (TYPE_MUNICIPALITY), reference to district (district municipality),
municipality with extended competence, and municipality with authorized munici-
pal office. There are currently 6249 entries in the MUNICIPALITY table.

The REGION table is a codebook that contains all regions (their code and name)
of the Czech Republic. The REGION_DISTRICT table links the region codebook
to district municipalities.

http://webdear.fd.cvut.cz
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Fig. 6 Municipality financial details (anonymized data)

Fig. 7 List of statistical calculation with DEA algorithm
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Fig. 8 Statistical calculation with DEA algorithm – detail (anonymized data)

Fig. 9 DataDEAr database model
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For the purposes of comparing the relevant municipalities, the enumeration
table (List of Value table) CATEGORY is created for the purpose of categorizing
municipalities that is linked to the MUNICIPALITY table using the reference table
CATEGORY_MUNICIPALITY.

Important data for analyzing the effectiveness of municipalities are sta-
tistical and financial data. The statistical data list (code list) is in the
LIST_STATISTICAL_DATA table, which also contains a reference to the
UNIT code list. Individual statistical data on submunicipalities are linked in the
MUNICIPALITY_STATISTICAL_DATA table.

For financial data, we distinguish paragraphs and items that have a code list in the
LIST_FINANCIAL_PARAGRAPH table, respectively. LIST_FINANCIAL_ITEM.
Both dials are linked to the UNIT table. The financial data of individ-
ual municipalities are linked to the period and the municipality in the
MUNICIPAL_FINANCIAL_DATA table, where three data are available –
budget approved, after changes, and actual. Currently, there are a total of
5,263,845 entries in the MUNICIPAL_FINANCIAL_DATA table for 524
entries in the LIST_FINANCIAL_PARAGRAPH table and 527 entries in the
LIST_FINANCIAL_ITEM table. Financial data is from 2012 to 2017.

Various inputs and outputs of statistical and financial data are used to analyze
the effectiveness of municipalities using the DEA and FDH methods. The INPUTS
and OUTPUTS tables referring to LIST_INPUTS and LIST_OUTPUTS are used
to record which data was used as inputs and which as outputs. Specific data
are captured in the MUNICIPALITY_INPUTS and MUNICIPALITY_OUTPUTS
tables, with a view to a possible later change of data.

Database structure design allows for the retention of all results in recalculations.
The basic data in the CALCULATION table, including reference to the method used
(table LIST_METHODS), are stored for each calculation. And the results from each
calculation for each selected village are stored in the OUTPUTS table.

When processing data from various sources, we encountered not entirely 100%
functional integrity constraints on financial data on the code list of municipalities,
sections, and items.

5 Conclusion

In the frame of the project dedicated to develop a performance management tool
for municipalities, a functional prototype of information system was designed. The
requirement document for describing functional and nonfunctional requirements
was prepared. Database model and database itself were developed and were filled
with data from the public sector. Functional prototype of web software application
which consists of front-end and back-end layers was developed. Back-end of
developed application is filled with database connectivity functions and with DEA
and FDH statistical functions. Porting of developed DEA and FDH algorithms
from statistical level to back-end web application level was tested. Next time we



218 B. Hamernikova et al.

will devote our concern to the development of process model of comparison of
effectiveness of local authorities and the following comparison methodology. We
have to optimize data structure of database model and data cleaning next time.
Importing data mechanism and data manipulate based on Microsoft EXCEL as
client for database management system should be prepared.
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Possibilities of Data Analysis Using Data
Model

Stella Hrehova

1 Introduction

Data is the foundation of the decisions, knowledge and ultimately the wisdom
for correct decisions and actions [1]. If this data is relevant, complete, accurate,
meaningful and actionable, it will help. If not, it can prove to be useless and even
harmful [2]. The following figure shows the division for well-managed data (Fig. 1).

Data analytics allows users to convert raw data into a comprehensive format.
The converted details are used to cleanse, convert or model the data, so that it
supports the decision-making process, derives conclusions and sets up predictive
analytics [4].

A significant part of the process information is transmitted mainly by SCADA
(Supervisory Control and Data Acquisition) systems, which enable to monitor the
process of technology control on the screen (visualization), display and archive the
state of observed variables and errors in the system or change some parameters of
the regulatory process at the user level. These systems can also collect information
on consumed and produced quantities of energy. Data obtained from the procedural
level of management can be statistically processed and used to evaluate the
efficiency of the production and supply of heat from both supplier and consumer
perspectives [5].

The aim is to provide information about the average power consumption from
multiple sources in graphical form and so to select data dynamically on require-
ments.
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Fig. 1 Well-managed data [3]

2 Creation of Data Model in MS Excel

Using the SCADA web user interface, it is possible to import data in an appropriate
format and then analyse it (see Fig. 2).

Before the data model is created, it is necessary to assess the source data. Some
of the potential problems are [6]:

• Inadequate and/or out of date
• Faulty data
• Improper analysis
• Inappropriate presentation
• Time lag

From the point of view of creating a data model, it is possible to work with either
one large table where all data will be included or by creating a data model with
linked tables. The presented paper shows the process of creating a data model by
creating relations among separate tables.

2.1 Data Model Preparation

After data collection, it is important to prepare the data to be analysed. Organizing
the data correctly can save a lot of time and prevent mistakes [7]. One of the most
common source data errors are duplicate or missing items. This is especially in the
case when the data is recorded at very short time intervals. To find out if there are
duplicate items in the data file, we simply use the basic MS Excel tool – conditional
formatting (see Fig. 3).

To remove duplicate items, the query is used, where the columns (parameters) are
selected in a simple way through the wizard table that will be used in the analysis
(see Fig. 4).
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Fig. 2 The user interface of SCADA system

Fig. 3 Marked duplicate items

Fig. 4 Query to remove the duplicate items
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2.2 Implementation of PowerPivot Tools

Microsoft PowerPivot for Microsoft Excel is a technology aimed at providing self-
service business intelligence (BI), which is a real revolution inside the world of data
analysis because it gives the final user all the power needed to perform complex
data analysis without requiring the intervention of BI experts. PowerPivot is an
Excel add-in that implements a fast, powerful, in-memory database that can be
used to organize data, detect interesting relationships and provide the fastest way to
browse information [8]. Data model becomes a collection of tables connected with
relationships. Any data which is imported into Excel or are already given in Excel,
once added to the data model, are available in the PowerPivot window [9]. The
PowerPivot Ribbon gives us the additional functions over and above the standard
Excel Data table. Since the file is saved in csv format, we will use the ‘Text File’
option and follow the instructions. It is important to set the first line as column
headers and select the correct separator used in the source file. Within this view, we
can simply click the checkboxes next to each column to determine which column
will be included in the data model and which not.

The paper will analyse the consumption of energy from three different source
tables. If we want to evaluate data from different sources relevantly, it is necessary
to create a relationship among them to ensure associated related data. A relationship
is a connection between two tables that contain data: one column in each table is the
basis for the relationship. The following figure shows a tool for creating links.

There was no necessity to create a new column for making relations among
three different tables. All data was monitored and stored in the same format and
at the same time (every day at the same hour). This column is marked as PM_TIME
(Fig. 5).

For this purpose, the Pivot Table and Pivot Chart options will be used. The base
is to set the x-axis, which is marked as ‘Row’ in the Pivot Table. As appropriate
column, the date column PM_TIME was selected.

We can see in Fig. 6 the tools of Pivot Table divide single date column into two
parts. It is very useful for the user. It gets the possibilities using filters and so gains
more detailed information.

Fig. 5 Create relationship among three tables
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Fig. 6 Part of Pivot Table

Fig. 7 Graphical results

Because we want to display the average of values, we have to change the target
function and also the function description. Figure 7 shows the graphical results
according to the months.
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Fig. 8 Results per chosen month

Based on Fig. 7, it is possible to see significantly higher electricity consumption
for the workplace ‘Zruby’. This difference is given by the geographical location – it
is the northernmost workplace with respect to others.

It is very easy to use filters using PivotChart tools. Figure 8 shows the average
power consumption per selected month. The user does not need to use any
other procedures to get more detailed results, which is especially advantageous in
reporting or meetings.

In this narrowed selection, it is also possible to display 1 day’s power consump-
tion. This is enabled by the ‘+’ tool in the PivotChart graph window (see Fig. 9).

In this case, however, it is preferable to use a line type chart. As a result of this
visualization, we can see a significant fall in the average energy consumption in
the locality of ‘Presov’. Therefore it would be necessary to analyse in more detail
whether there was a technical failure of the system or whether the system was set
too sensitive to changes in external temperatures. Other locations do not show such
behaviour.

3 Conclusion and Discussion

Data is only valuable when it is actually used or may be useful in the future [10].
This requirement is very important in terms of data efficiency and therefore data
needs to be analysed as soon as possible. The paper describes the design of a data
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Fig. 9 Power consumption per day

model for data analysis obtained by monitoring the heating process and using MS
Excel tools. The choice of the appropriate computer application plays a key role in
each data processing. The advantages of the presented environment are its simplicity
and sufficient content of the necessary tools for analysis. Another advantage is
that the common users are able to analyse data, so data processing becomes really
effective. On the other hand, it should be pointed out that the use of this application
is based on the definition of analysis aims. As described in the paper, although we
have a large amount of data, analysis and visualization have not been presented
with the real values but cumulated (average values). These results have not to be
correct so they could lead to incorrect conclusions. Therefore, it is necessary to
assess whether the conclusions are sufficient and relevant. The next step could be
to use the trendline selection menu to find out the most appropriate mathematical
equation for predicting electricity consumption in the future.
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Regression Model by the Management
for Preparation of the Permalloy Sample

Dusan Knezo and Denisa Oleksakova

1 Introduction

Nickel and iron alloys are called permalloy. These alloys are produced, for example
in the form of wound rings, laminated sheets or other thin sheets [1]. Nickel and
iron alloys have excellent properties of soft magnetic material and are applied in the
area of engineering, material research, and business [2].

The goal of the researcher is the management and discovery of methods for the
preparation of the material in the requested and suitable form for the application.
One of these methods is the compaction of the powder (obtained by mechanical
milling or mechanical alloying) in the requested shape. Methods of mechanical
milling and mechanical alloying have recently been extensively developed and
used to produce alloys containing various equilibrium and non-equilibrium phases.
These methods of preparing alloys also have other possibilities for research work
and permalloy application. Their advantage is the preparation of powder in large
quantities and also the simple regulation of material processing parameters [3].

This article is aimed at the resulting magnetic properties of the compacted
permalloy (permalloy – iron and nickel alloy with 81 percentage weight of nickel
and 19 percentage weight of iron) using statistical and experimental methods.
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2 Methods of the Experiment

2.1 Experimental Samples

Compacted permalloy samples in the form of small roll (diameter about 10 mm,
height approximately 3 mm and weight around 2 g) were prepared by pressing (at
800 MPa and a temperature of 600 ◦C) of milled powder. The fine powder was
prepared by the mechanical milling of the iron and nickel mixture in the planetary
ball mill for different lengths of time (10, 15, 20, 25, 30 h). Mechanical milling is
a useful powder-processing technique that can produce a variety of equilibrium and
non-equilibrium alloy phases [3]. We have prepared samples that were annealed at
different temperatures (500, 1000 ◦C). After the annealing we have the resulting
coercivity, which depends on milling time and annealing temperature [4].

2.2 Coercivity

The coercivity (the coercive force) was measured by the werzimat. Coercivity is the
properties of the magnetic field to resist demagnetization of the permanent magnet
in the external magnetic field [4]. This magnetic field property can also withstand
the demagnetizing field [5]. We know two types of coercivity: real and internal.
Real coercivity is the value at which the total induction in the magnet is equal to
zero. Internal coercivity is the value at which the polarizing vectors of individual
magnetic domains are abolished [2].

2.3 Statistical Methods

The comparison of the influence of milling time and annealing temperature of
compacted permalloy to the value of the coercivity by experimental and statistical
methods was detected by the multivariate regression model. The general purpose
of multivariate regression is to learn more about the relationship between several
independent (predictor) variables and a dependent (criterion) variable. The simplest
form has one dependent and two independent variables. The aim of the multivariate
linear regression model analysis is the task of fitting a single line through a scatter
plot [6].

Multivariate linear regression is used in various analyses. It can be used to
identify the force that expresses the effect of independent variables on dependent
variables. It is also used to predict the effects or impacts on changes. Multivariate
linear regression analysis helps us to understand how much a dependent variable
changes when we change independent variables. Multiple linear regression analysis
also predicts trends and values for the future [7].
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3 Discussion

In Table 1, values of coercivity for annealed samples at different temperatures (inde-
pendent variable) and different milling times (independent variable) are displayed.
The coercivity (dependent variable) depends on the annealing temperature and
milling time. It examines that changes (caused by the change milling time) modify
the coercivity caused only by the temperature annealing and change of coercivity
caused by two factors, i.e., the duration of the milling and the temperature of the
annealing [4, 8].

Figure 1 shows the values of the coercivity for five samples (compacted from the
powder milled another milling time) at a different annealing temperature. We can
see that milled time does not modify the coercivity. The coercivity (its values) of
permalloy decreases for the sample annealed at a higher temperature (1000 ◦C).

In Fig. 2 we can see the value of the coercivity for three samples (annealed at the
different temperature) prepared from the powder obtained by mechanical milling for
10 to 30 h.

Table 1 The coercivity of permalloy

Milling time (h) Hc(A · m−1) (0 ◦C) Hc(A · m−1) (500 ◦C) Hc(A · m−1) (1000 ◦C)

10 452 329 88

15 578 564 141

20 453 456 124

25 912 905 232

30 563 568 165

Fig. 1 The values of coercivity for samples compacted from the powder milled for 10, 15, 20, 25
and 30 h and their dependence on the annealing temperature
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Fig. 2 The comparison of the value of the coercivity for compacted samples non-annealed and
annealed at 500 and 1000 ◦C dependence on the time of the mechanical milling

The displayed values of the coercivity of permalloy in the dependence of
annealed temperature results that the modification of the temperature from 0 to
500 ◦C does not vary the coercivity, but the modification of the temperature from
500 to 1000 ◦C leads to a decrease in the values of the coercivity.

The coercivity (Hc) is dependent on milling time (the variable x) and on
annealing temperature (variable y):

Hc = a0 + a1 · x + a2 · y. (1)

where a0, a1 and a2 are unknown parameters. These parameters can be estimated
by the valid formula (by the using the least squares method) [9]:

S(a0, a1, a2) =
n∑

i=1

(Hci − a0 − a1xi − a2yi)
2. (2)

The unknown parameters a0, a1 and a2 can be the resulted of the solution of the
system [9]:

a0n + a1

n∑
i=1

xi + a2

n∑
i=1

yi =
n∑

i=1

Hci, (3)

a0

n∑
i=1

xi + a1

n∑
i=1

(xi)
2 + a2

n∑
i=1

xiyi =
n∑

i=1

xiHci, (4)
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a0

n∑
i=1

yi + a1

n∑
i=1

xiyi + a2

n∑
i=1

(yi)
2 =

n∑
i=1

yiHci. (5)

We calculate the coefficients and the dependence of the coercivity on the milling
time (hours) and on the temperature of the annealing (◦C) is:

Hc = 440, 133 + 10, 800 · x − 0, 442 · y. (6)

The positive parameter a1 is in the accordance with the fact that the coercivity
increases with increasing milling time. Parameter a2 is negative. It leads to
decreasing of the coercivity with increasing annealing temperature. The results show
that the ideal combination for the preparation of permalloy is a shorter duration of
mechanical milling and a higher temperature of the annealing samples.

4 Conclusions

The aim of the investigation was to find out the correlation of the annealing
temperature of compacted permalloy and the milling time of powdered permalloy
with the magnetic properties of this material (in our case it was coercivity).

We used the method of multivariate regression, which showed that the coercivity
of the permalloy is influenced by the annealing temperature and the milling time
too. This also is in accordance with experiments. It may be caused because, owing
to the mechanical milling, smaller and smaller particles of powder were created
(with increased milling time). Rotation of the vector of magnetization is the more
dominant process of the magnetization of smaller particles. After the pressure of the
milled powder, the more dominant process of magnetization is the displacement of
domain walls, and the coercivity of the sample decreases.

The multivariate regression analysis has exhibited that the increasing annealing
temperature leads to decreasing values of coercivity. The same results were reported
by the experiments. We suppose that the annealing leads to the creation of better
magnetic contact between powders and the domain wall can move better. We assume
that the pores between the particles of powder create pinning centers for domain wall
movement and determines the value of the coercivity, so that coercivity decreases
with increasing annealed temperature.
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Statistical Evaluation of Market Potential
Location of a New Product that Uses
Renewable Energy Sources

Lucia Domaracka, Barbora Bencoova, Marcela Tausova, Daniel Slosar,
and Marian Albert

1 Introduction

Today, the word “startup” is used very often, but many people do not exactly
know what it means. The word “startup” is often connected with the new common
company. But actually the word “startup” can refer to the company which has
brought something new.

Mobile phones, tablets and notebooks, which are part of our everyday life and
many people cannot imagine life without them, lead to addiction for people.

But what can we do, if mobile phones or camera will discharge through long-
lasting hiking or summer festival. In this case, we have a few solutions, for example,
to take a pack-set with us or devices which are able to generate, for example:
generators, portable photovoltaic chargers or furnace which make energy from
wood. According to the device which we use or conditions where we are, each one
of these possibilities has advantages and disadvantages, too.

Requirements of users have increased and the offer of products as well. The offer
also extends the invention called Chargebrella. It brings solutions to people, who
have to be sure that they will be able to recharge batteries of their mobile devices if
they will be somewhere without electrical power.

The principle of Chargebrella is to recharge devices with the assistance of solar
energy or thermal sources, for example, fire. Because of it, Chargebrella is the
unique device and there is no competition in Slovak or world market.
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The usage of these devices can be more effective for poorer countries because
the usage of them is more economical. On the other hand, the recharging of these
devices at the places where a recharging of them is impossible can be interesting for
people who are actively interested in outdoor sports.

2 Literature Review and Marketing Review

John mentioned “technological innovation since the time of the first Industrial
Revolution is the proximate cause of global warming. Further innovation in
technical and social systems is the necessary route to mitigation. Always and
everywhere, innovation is messy, complicated, and contingent” [1]. And while
prospective technologies have been reasonably well mapped, policy choices –
dependent on political coalitions that solidify and dissolve unpredictably – cannot be
similarly mapped. For example, governments must find ways to reduce emissions of
greenhouse gases (GHGs) while at the same time providing ample supplies of low-
cost energy for those who cannot afford high-cost energy, a difficult task in poor
parts of the world and impoverished enclaves, even in the wealthiest countries.

Based on the Thomson effect in conjunction with Peltier, Joule and Fourier heat
conductors, the energy and exergy analysis of the thermoelectric solar cell generator
(SATEG) was presented. The cross-sectional area of the ring thermoelectric genera-
tor increases along the radial direction of origin of the flat thermoelectric generator.
Compared to a flat thermoelectric generator, the circular thermoelectric generator
has a higher overall heat transfer area.

The technology of direct energy conversion in the solid state for the conversion of
heat to electricity is the production of thermoelectric energy [2–4]. The production
of thermoelectric energy works on the Seebeck effect. The Seebeck effect is a
phenomenon in which a temperature difference between two dissimilar electric
conductors or semiconductors produces a voltage difference between the two sub-
stances. When the heat is applied to one of the two conductors or semiconductors,
the heated electrons flow to the cooler one. The voltages produced by the Seebeck
effect are small, usually only a few microvolts (millionths of a volt) per kelvin of
temperature difference at the junction. If the temperature difference is large enough,
some Seebeck-effect devices can produce a few millivolts (thousandths of a volt).

According to Vining, thermoelectric devices have better efficiency at lower per-
formance compared to conventional thermodynamic power generation equipment
and space conditioning. The most suitable for low-power applications are thermo-
dynamic devices [5]. Electricity availability is a problem for building sustainable
communications networks in evolving areas. We can say that low-cost energy supply
encourages people to use communication services [6].

There were two ways to capture solar energy: photovoltaics that convert solar
radiation to electricity or solar thermal systems that concentrate solar heat and
use it to heat water or domestic heating. There is also another way of acquiring
solar energy whose potential was recorded decades ago. However, this method
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was discontinued, for the reason that it could not be used in a practical and
especially advantageous economic way. It is a thermochemical method where the
solar energy is captured in the configuration of certain molecules, which can then
release energy to produce usable heat [7].

A key role for successful service management is innovation, marketing and
purchasing. Much remains to be done to understand how to cooperate with these
three functions [8]. Marketing and innovation cannot be considered separately
because today they are very closely related. A strong innovative marketing interface
facilitates collaboration between development processes, so that marketing can
focus on customer service innovation [9].

Managers, who are trying to get into a challenging area of internationalization,
should create a competitive edge that will help them showcase their company’s
superior abilities [10, 11]. Managers discourage the spread of the unknown from
entering the foreign market and from the use of international activities, as the
growing foreign markets tend to be very difficult [12].

The decisive driving force of a company’s business strategy is marketing
resources that help companies gain competitive advantage over competitors (direct
or latent) and lead to better brand performance and innovation and long-term
marketing effectiveness [13, 14].

A key supporting role for the success of a new product is the business capacity of
companies, as promotion and advertising influence new product awareness, which
increases interest in buying a new product [15]. The leading role in developing a
new product also displays a strong marketing ability for the company [16, 17].

3 The Used Research Methodology

We used the method of questionnaire in this thesis. According to Švec [18], this
method is often used to get a lot of information very quickly through written
questions about knowledge and opinions of people to the actual theme.

The methodology of questionnaire’s processing includes:

(a) The creation of electronic questionnaire

The questionnaire was made through Google Docs form and was made up of 12
questions. These questions were made of open and closed questions.

(b) The filtration of target group

According to what we want to know, the questionnaire can be interpreted by
more ways. The most important is to get back most of the sent questionnaires. In
this case, it is 70%.

The goal of the questionnaire was to find out a target group of Chargebrella.
Then, it was to find out the usage of electronic devices at the places where there
is no electric power for the progress of Chargebrella. This questionnaire is the key
point for Chargebrella’s progress.
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(c) The overall and graphic evaluation of the questionnaire

A graphic scheme was made to each question. Statistical data were composed in
statistical program JMP, also called ‘jump’. Each question also had a short objective
description. Data were statistically evaluated and processed through histogram and
contingency tables. The verification of statistical hypotheses was implemented then
by using:

• Tests of correspondence between the share of the population with a fixed value –
Pearson’s test

• Confidence interval for testing Gaussian, standard normal distribution
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2
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(1)

• Analysis of the dependence through Fisher–Yates’s exact test

(d) The interpretation of questionnaire’s results

The results of questionnaire should not only be in the service of internal cases
which would help Chargebrella’s progress but it should also help investors. In this
case, the investors can be understood like a target group of Chargebrella.

(e) Data output of questionnaire

The evaluation and interpretation’s result of questionnaires should be a document
whose content and extent correspond with time and interpretation’s difficulty of this
activity. It should indicate future solutions of this project.

4 Chargebrella

Briefly, Chargebrella is a portable generator, which is able to make more electric
power than commonly using chargers. In technical respects, it is a thermo-generator
which can make electric power from alternative and renewable sources of energy –
concretely, from different sources of heat. During a sunny day, it uses solar radiation
to generate electric power. In case there is not enough solar radiation or it is a night,
it uses other sources of heat above 250 ◦C – common fire, a portable stove or a small
oven.

The main advantage of this device is its ability to generate electric power not
only during the day but also at night. It means that it is not dependent on one source
of energy like the already mentioned devices. According to that, Chargebrella is
portable and space-saving, and it is obvious it will help us very much. What is more,
it uses renewable sources of power. It means, we can save quantity of electric power
supplied to networks mostly from non-renewable sources (Fig. 1).
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Fig. 1 Schematic of Chargebrella

For visualizing better, you can visualize a common umbrella or a little sunshade.
It is enough to set the inner side of umbrella to Sun and a reflective part of the inner
side will concentrate the required amount of solar radiation to handle. The handle
will transform it into electric power. At night or during a rainy day, you can detach
a parabolic part and use only the handle – to put it next to fire and electricity will be
made directly from heat.

On the ground of that, this device is like an umbrella or a sunshade by shape,
the title of the device was made by connecting the English words “charge” and
“umbrella,” which created the title Chargebrella.

Chargebrella has solution for people who are at places or in situations where
there is no access to source of electric power to charge mobile devices. In regard to
a small offer of finance available and portable devices for needs of individual users,
the product fills an existing gap in the market (Fig. 2).

Devices, nowadays at the market, using renewable sources of power, are depen-
dent on concrete renewable source, what limits their adaptation to different condi-
tions. After 6 years of development, the device was made and it does not have any
restrictions because it is able to use different sources of heat during any part of the
day.

Chargebrella is a patent technology. Thanks to used materials, the lifetime of a
thermo-generator is at least 30 years (or up to 300 years according to the quality of
materials). The device is light, technically simple and has minimal faultiness.
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Fig. 2 Chargebrella

5 Results and Discussion

In this section, the evaluation of questionnaire is described. These results were
processed by the statistical program JMP. The goal of this questionnaire was to
find out information about this project, about its usage by usual customers and also
to find out the prize, which they would be willing to pay for.

Discussing Problems
1. Age, gender and knowledge about project (H1, H2, H3)

Hypothesis 1: “More than 30% people have heard about project called ‘Charge-
brella’”.

Hypothesis 2: “There are existing statistically relevant differences in the area of
knowledge about project in regard to gender”.

Hypothesis 3: “There are existing statistically relevant differences in the area of
knowledge about project in regard to age” (Fig. 3).

It would be good to test the hypothesis:

Hypothesis 1 “we suggest that more than 30% people have already heard about
project called ‘Chargebrella’”.

By probability testing by using unilateral correspondence test of percentage, it
was found out that null hypothesis H0 cannot be declined and because of that, it
was necessary to count the interval of reliability, which shows the extent of positive
answers in values from 25.8% to 35.3%.

Next, it was good to test the answers, according to the gender and age of
respondents (Tables 1 and 2).
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Fig. 3 Graphic evaluation of
the first question from the
questionnaire “Have you ever
heard about project
Chargebrella?”

Table 1 Statistical test hypotheses 1 through compliance test proportion of the population with
a specified value

k N p0 TK Kh Conclusion

108 356 0,3 0,14 1,96 H0 cannot be declined
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Table 2 Estimate of the
confidence interval for the
proportion of occurrence

pd p ph

0,252 0,300 0,348

Confidence intervals with
alfa = 0,05

Fig. 4 Graphic evaluation of
the second question from the
questionnaire “What is the
gender?”
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Conclusion 1: On grounds of statistical testing, we can say that nowadays
knowledge about project is around 25–35%.

Here, we see where we can find respondents answering positively to question
“Have you ever heard about project Chargebrella?” – according to age (see Fig. 5)
and gender (see Fig. 4).

From first sight:

A) There is a little difference in opinions according to gender – The project is more
known for men than women (Fig. 4).

B) There is a bigger difference in opinions according to age up to 30 years and
more than 30 years, people who are more than 30 years are more awake about
project (Fig. 5).
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Fig. 5 Graphic evaluation of
the third question from the
questionnaire “How old are
you?”

Fig. 6 Fisher’s exact test

From first sight:

A) There is a little difference in opinions according to gender – The project is more
known for men than women (Fig. 4).

Hypothesis 2: “There are existing statistical significant differences in the area of
knowledge about project according to age.”

Verifying was done by using Pearson’s chi-squared test (goodness-of-fit test) and
Fisher’s exact test.

Interesting: Fisher’s exact test has confirmed the statistically significant differ-
ence in the opinions according to gender (Fig. 6), but Pearson’s chi-squared test
has not confirmed the statistical significance in the level of significance alfa = 0,05.
(3,84 – critical value of chi square).

In the level of significance alfa = 0,1, differences were confirmed in both –
Pearson’s chi-squared test and Fisher’s test. (2,71 – critical value of the chi square)
(Fig. 7).
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Fig. 7 Comparison of Fisher’s exact test and Pearson’s chi-squared test

Table 3 Contingency table by gender

Have you ever
heard about
project?

Count
Total %
Col %
Row % Woman Man
No 10630,1174,6543,27 13939,4966,1956,73 24569,60
Yes 3610,2325,3533,64 7120,1733,8166,36 10730,40

14240,34 21059,65 352

Conclusion 2: On grounds of statistical testing, we can say that Hypothesis 2 was
confirmed and it means there are statistically significant differences in the area of
knowledge about project according to gender. The project is more known for men
than women.

During analysis, we used:

– the contingency table (Table 3),
– an analysis of the average value – examination of significance value’s diversion

from average (Figs. 8 and 9).

Here, we see where we can find respondents answering positively to the question
“Have you ever heard about project Chargebrella?” – according to age and gender.

From first sight:

B) There is a bigger difference in opinions according to age up to 30 years and
more than 30 years, people who are more than 30 years are more awake about
project (see Fig. 5).

Hypothesis 3 “There are existing statistical significant differences in the area of
knowledge about project according to age.”

Data processing age was required to be reformed because the group of respon-
dents up to 18 years was too small and we were not able to evaluate it. Because of
that, we have made two categories of age (up to 30 years, over 30 years).
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Fig. 8 Analysis of means for proportions – woman

Fig. 9 Analysis of means for proportions – man

Like in previous hypothesis (Hypothesis 2), the results have confirmed a differ-
ence in the area of knowledge about project. Although, at the level of significance
alfa 0,05, it was confirmed only by Fisher’s exact test. At the level of significance
alfa 0,1, it was confirmed by both tests (Pearson, Fisher) (Fig. 10, Table 4).
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Fig. 10 Comparison of Fisher’s exact test and Pearson’s chi-squared test

Table 4 Contingency table by age

Have you ever
heard about
project?

Count
Total %
Col %
Row % Age 0-30 Age 31-100
No 22062,1589,43214,729 267,3457,7810,57 24669,49
Yes 3610,2325,3533,64 7120,1733,8166,36 10730,40

14240,34 21059,65 352

Conclusion 3: On grounds of statistical testing, we can say that Hypothesis 3
was confirmed and so there are existing statistically significant differences in the
area of knowledge about project according to age. People over 30 years are more
aware about the project. Now, it is interesting to refill the research for media which
distributed information about project and their influence at individual age categories
(Fig. 11).

At first sight, it seems that men are more awake about project than women but
actually knowledge about project is bigger for people over 30 years (Fig. 12).

2. How many days in a year do you spend at places where you don’t have
electricity?

Which device do you use there?
How much are you willing to pay for Chargebrella?
Conclusion 4: On grounds of statistical testing, we can say that people who spend

less than 12 days at places without power supplying are willing to pay about 201–
350 AC for Chargebrella. It is much more than people who spend at these places
longer time (see Fig. 13).
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Fig. 11 Graphical comparison questions of “Have you ever heard about project Chargebrella?”
and “How old are you?” for men
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Fig. 12 Graphical comparison questions of “Have you ever heard about project Chargebrella?”
and “How old are you?” for women
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Fig. 13 Graphical comparison questions of “How many days in year do you spend at places where
you don’t have electricity?” and “How much are you willing to pay for Chargebrella?”

6 Conclusion

In this article, we dealt with a marketing research for a new start-up project called
Chargebrella. The research was done through the questionnaire method, which we
evaluated by the statistical program JMP.

On the ground of the research, we can say that Chargebrella is mostly applicable
for people who spend their time at places where electric power is not available from
7 to 12 days of a month. We found out that these people are willing to pay for the
product about 200 AC, it is a very interesting sum of money to cover whole costs and
also for attractive profit besides similar products, which are available in the market.

We can confirm that the research was very important for the determination of
target group, what we did at the end. Because of that, we suggest to orientate to the
group of people from 18 to 30 years old, what the research showed, too.

In conclusion, we can say that nowadays start-up projects could be successful
only if they will be presented in an interesting way not only for ordinary people but
also for investors.
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Adaptive Assembly Approach for E-Axles

Muaaz Abdul Hadi, Markus Brillinger, and Franz Haas

1 Introduction

In the last century, researches were focussed on low-cost products and achieving
them with mass production with highly efficient Dedicated Manufacturing Systems
(DMS). These systems are used for manufacturing high quantities of a similar
product at low throughput times. Hence, DMS are fixed and have a monotonous
sequence of steps. If an additional process step for one part is required, the efficiency
and quality of this system decrease significantly [1].

Now given the shift in recent years, researches are focussing on Flexible
Manufacturing Systems (FMSs) to keep pace with the ongoing mass customization.
Flexible Manufacturing Systems are versatile and adaptive to variety of products.
But, the complexity of FMS and costs of implementing such a system are quite high.
Also, FMS has a lower productivity compared to DMS, as the production steps are
not conducted simultaneously [2]. The quality is of concern as the variety increases.
Thus, an advantage of FMS would be that it has high degree of flexible automation.
It is also noted that majority of users in the automobile industry are not satisfied
with the FMSs because of a variety of problems including lack of reconfigurability
as a result of their fixed capacities and functionalities [3]. These are the two opposed
types of manufacturing systems.
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One of the challenges of the twenty-first century is the dynamic interaction
between the distinct manufacturing processes and adaptability machines developed
by engineers keeping the process quality of the same standards standards [4]. The
variety in vehicle types of electromobility (e-mobility) is high and the batch size is
low, which in turn makes the manufacturing and assembling costs higher [5], along
with the efforts to increase quality. Thus, the manufacturers are dependent to match
this high flexibility, quality and variety. To match the high flexibility of an FMS
system while considering qualitative efforts, a use case of an e-axle assembly is
being done. E-axle is considered as the market maturity of the electric vehicle sector
is low [6]. Hence, the goal would be to implement a set of adaptive technologies for
an adaptive assembly system with respect to e-mobility. Also, the focus is to achieve
the right balance between the machines and humans to make the assembly process
simpler, faster and less expensive by combining the proven methodologies.

This article outlines the planned research in terms of investigating how the
aforementioned adaptivity and quality can be achieved in an e-axle assembly.
To do so, the existing process design of the assembly is analysed to identify
the technological gaps. Further, to bridge this disparity, requirements of adaptive
assembly system are described. Additionally, the research gap is presented by
combining the benefits of these concepts and presenting the various technologies.
Finally, with the help of verification models, the article draws an outline of expected
results.

2 State of the Art

2.1 Product and Process Analysis

In the current e-axle assembly layout, a single variety of e-axle (type-B) is being
assembled. However, the number of e-axles being assembled must be increased, as
shown in Table 1 (three types). But the number of types can further increase over a
period. Hence, our focus is to make the assembly line adaptive and error free from
the current manual process. The axles can be of pure BEV (battery electric vehicle)
or an Hybrid vehicular type. For a BEV, both the front and rear sides are equipped
with electric motor (e-motor). They are primarily differentiated by the number of
stages and speed. Table 1 describes the differentiation of these axles in detail.

To develop an adaptive assembly system and to get a better understanding of the
e-axle assembly, the assembly sequence of an existing e-axle (type-B) (as illustrated
in Fig. 1) is analysed first (short overview).

The assembly sequence is an ideal case of flow or series assembly. All the parts
are pre-assembled in a separate station and then moved to the assembly stations.
All the tasks are performed manually. There is an end-of-line testing station which
does the leakage test as well as the full-function test. Since the assembly process is
completely manual, the time taken is higher. Thus, the aim is to make the assembly
line adaptive thereby reducing the assembly time for this specific e-axle.
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Table 1 Types of e-axles

e-axle type A B C

Type BEV Hybrid BEV
Front e-motor for each wheel e-motor for each wheel e-motor (differential

used)
Rear e-motor for each wheel Internal Combustion

Engine (ICE)
e-motor (differential
used)

Speed/ Gear 1 Speed 1 Speed 1 Speed
Stage 2 Stage 1 Stage 2 Stage
Gear ratio 14–15 10 10–15
Differential No No Yes

2 motors in each axle (one for each wheel)
Independent torque for each wheel Bevel gear differential

Gearing Helical gearing – offset
design (can be coaxial
design as well)

Planetary
gearing –coaxial design

Helical gearing – offset
design

Cooling system Water cooling in stator Oil cooling Oil cooling
Parking lock Yes No Yes
Quantity required 4000/year for 3 years 3333/year for 9 years Not specified

Fig. 1 Structure of the e-axle assembly (type-B)
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Considering the yearly output is low, which is not more than 10,000 axles/year,
implementing a fully automatic assembly would not be feasible and cost-effective.
As described in a case study done in [7], implementing an automated system for
lower throughput per day can be expensive. Hence, a combination of completely
automated system and manual tasks must be found to make the system cost-effective
and adaptive [7].

For implementing these adaptive technologies, the initial Level of Automation
(LoA) must be defined. The scientific approach is to perform a DYNAMO++
methodology which further classifies into 12 steps including LoA (Level of
Automation) Matrix [8–10]. This methodology helps in increasing the Level of
Automation (LoA) [8]. The initial steps have been completed and the current LoA
for the above e-axle assembly (type-B) has been determined, as shown in Fig. 2. In
the current assembly process, there are 92 tasks which are distributed in the matrix
as shown. The implementation of the adaptive technologies must be followed which
increases the LoA in the directions shown by the arrows. Finally, this improvement
in LoA is measured to determine the increase in cognitive and physical automation.
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2.2 Adaptive Assembly Concepts

After the thorough literature review phase, four main concepts were derived. In this
section, we will briefly elaborate the concepts being used to make a system adaptive.
These concepts are selected, as they are most suitable for ramp-up of high variety,
low batch size assembly by achieving adaptability. The technologies that must be
implemented must be a well-balanced solution of automated and manual tasks. With
this as the focus, the various concepts have been described below in a nutshell.

Migration Manufacturing The number of variants of each e-axle is increasing
considerably with slight variations. Migration manufacturing helps with a method
that can manufacture these different parts on the same assembly line by imple-
menting internal loop lines [11]. The use case of migration manufacturing with
meandering technique has been explained in [11].

Holonic Manufacturing System Holonic Manufacturing System (HMS) is a
concept used for increasing the flexibility, agility and reconfigurability of the
manufacturing process [12]. Each unit of HMS is represented by an autonomously
working unit called holon [13]. A holon is defined in the holonic paradigm as a
unit that advocates the use of autonomous and cooperative manufacturing units
[12]. These holons can interact and communicate with other holons and build a
hierarchy, which in HMS is termed as holarchy [13]. If any assembly station breaks
down, a multi-function (MF) station can be utilized to continue the process. The
docking station (DS holon) decides whether (and when) to divert the part from the
main line in case of a bottleneck and sends a signal to AGV (Autonomous Guided
Vehicle) that transports the picked-up part. Hence, there is coordination between
these holons. However, the assembly stations can still be manually operated [12].

Reconfigurable Manufacturing System Reconfigurable Manufacturing System
(RMS) can be defined as an intermediate between DMS and FMS [14]. However, the
concept of reconfigurability is applicable for a specific part family of products [2]
and customized flexibility [15]. It bridges the gap between the high flexibility and
high cost of totally flexible machines and the low flexibility and low cost of fully
dedicated machines [16, 17]. Reconfigurability at lower levels, such as machines,
cells and shop floors, is achieved by changing the hardware resources [14]. The
throughput of RMS is higher than the throughput of FMS, but is lower than that
of DMS for the same investment cost [18]. There are six core characteristics and
principles that an RMS system can achieve: scalability, convertibility, diagnosabil-
ity, customization, modularity and integrability [18]. Reconfiguration technologies
can be implemented on various aspects of an assembly station such as machine,
inspection, system [18] and small assembly stations. This system can also be called
as a hybrid system where one can obtain volume flexibility with low investment
shown in [7]. The system is economical because the movements are reduced to
minimum [7]. Also, the output can be increased as the time required by the worker
decreases.
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Cognitive Factory – HMI (Human Machine Interface) Being cognitive is about
flexibility and faster adaption to change. The easy interaction between humans
and machine is the key success of a cognitive factory. These are assistance
systems that actively support the worker. This also allows automatic knowledge
transfer and collaboration between experts and unskilled workers [19]. Sensors
and actuators form the main basis of the basic interaction between the assistance
systems and humans [20]. As described in [19], this sensor network can be based
on initial measurement units (IMUs), cameras and processing units. To simplify the
understanding, the two chosen functional cases that can be derived include:

• Input/observation techniques: Hand gesture recognition – the movement of hands
(such as grasping) can be tracked by the sensors or a camera [21] and this can be
integrated with pick-to-light system for high product and component variety [8].

• Output modalities: Head Mounting Devices (HMDs), such as retina display or
augmented reality (AR) [22], are suitable. Visual screen at a static position shows
the next assembly steps [21]. Text-to-speech system can also be considered as the
assembly is noise free [21].

Achieving the right balance between the two dedicated and flexible manufactur-
ing systems by combining the different concepts explained above would be an ideal
way of achieving the right flexibility. Each approach that has been studied would
ideally fit the assembly line of low volume and high variety of batch production.
Hence, an ideal direction is to implement the best aspects of each concept to achieve
this flexibility, adaptability and low costs. Table 2 summarizes the benefits of each
concepts.

These concepts focus on one or more core areas of an assembly plant along
with their KPIs (Key Performance Indicators). For example, if “throughput” is
considered, the concept of HMS, RMS, and Cognitive Factory achieves this KPI.
Likewise, the concept of Migration Manufacturing focusses on the KPI: “Area” and
so on. These KPIs form the basis as a requirement of an adaptive assembly for
high variety. As shown in Table 3, the concepts focus on four main core areas of
the assembly plant which in turn has several KPIs. Marked “x” indicates that the
concept targets a specific core area.

3 Research Direction

With the concepts and their focussing area and KPIs explained, the technologies
to execute these concepts must be described. These technologies are clustered
based on the features in an assembly plant. These are then categorized by their
level of practicality which is explained in the further section. Furthermore, they are
evaluated subsequently to depict the adaptability achieved.
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Table 2 Benefits of each concept

Parameters
Migration
manufacturing

Holonic
manufacturing
system (HMS)

Reconfigurable
manufacturing
system (RMS)

Cognitive
factory – HMI

Ideal for Increasing
variants [11]

Flexible and
dynamic
allocation of
resources [13]

Quick and easy
adjustments to
new products [2]

Increasing
productivity [8]

Initial
investment

10–30% less
than FMS [11]

Higher than
DMS, but lower
than FMS

Lower than
automated
system [7]

High initial
equipment cost

Overall efforts
for
implementing

50–80% lesser
compared to
individual lines
[11]

Higher initial
efforts than
DMS

Depends on the
level of
reconfigurability

Comparatively
lower than RMS
and HMS

Other
advantages

Faster
break-even point
than an
additional line;
5–14% lesser
variable cost
[11]

Increase in
productivity and
throughput [12]

High
responsiveness
to fluctuating
markets [18];
movements of
operator are
reduced to
minimum [7]

Pick-to-light can
be used for
variety of tools
[8]

Table 3 Concepts, core areas, and their KPIs

Concepts

Core area KPIs
Migration
manufacturing

Holonic
manufacturing
system (HMS)

Reconfigurable
manufacturing
system (RMS)

Cognitive
factory –
HMI

Layout Area (m2),
design of
layout

×

Process Throughput,
Overall
Equipment
Efficiency
(OEE),
quality

× × ×

Machine Cost,
throughput,
quality,
performance

× × ×

Logistics Time,
inventory

×
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3.1 Derived Technologies

Achieving the maximum adaptability in the assembly process with a high variety
of e-axles is the goal of these concepts. Also, another goal is maintaining the
right balance between the automated systems and manual work, keeping the small
volumes, high variety, and finally costs in mind. To enable this adaptability, as
shown in Fig. 3, the derived morphological matrix has various technologies based
on their Level of Practical Application (LoPA). These technologies can also be
classified individually on their Technology Readiness Level (TRL) [23]. This matrix
can be served as a building frame for adaptability. The aspects or features tagged
with an asterisk (∗) are the aspects that are being focussed on for the current
assembly type and these aspects have higher practical implications.

Fig. 3 LoPA morphological matrix
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3.2 Evaluation Techniques

The various technologies specified previously are to be implemented and verified
with the help of verification models. To help implementing and testing the reliability
of the adaptive systems, the recent approaches, which are explained further, can
be enforced. These techniques help in implementation and verification of the
mentioned adaptive concepts.

FMEA The Failure Mode and Effect Analysis (FMEA) is done on the current
assembly layout (based on e-axle type-B) to better understand the errors that are
occurring during the process [24]. With 92 tasks in the current assembly, the human-
led errors during the assembly are studied and a thorough analysis of the severity,
occurrence and detection is done. The values of these parameters are provided from
the plant managers, as they have an overview of the manifestation of these errors.
Figure 4 describes some of the general errors that occur along with their RPNs (Risk
Priority Numbers). After the implementation of adaptive technologies, the FMEA is
done to determine the reduced RPN. Therefore, it indicates the reduction in errors
by implementing adaptive technologies.

Simulation Model Currently, the assembly process is completely manual with
high process times and this has been implemented in the assembly model in Plant
Simulation tool. The simulation model helps in determining the bottleneck and
the process steps. A bottleneck is defined as a workstation limiting the production
efficiency of the entire process [25]. The simulation model allows to calculate the
effectiveness of various methods and processes (such as HMI, RMS, etc.) and for a
variety of e-axles. The creation of simulation model is done by using a seven-step
approach as described by Law [26]. The computer simulation models can be freely
improved and further simulations to the improved processes can also be applied
freely [27].

The implementation was done as per the layout and station timings. The
bottlenecks were clearly seen from the statistic graphs derived from the plant
simulation. Furthermore, the changes (adaptive technologies) are also implemented
in the simulation tool to determine the increase in throughput and efficiency of
the system. Also, with the help of simulation tool, the errors during the ramp-up
production are considerably reduced [27]. Further, a simulation model can be used
to visualize in real time and focus on the affecting parameters [27]. This approach
can also be linked to the concept of digital twin [28].

Other Approaches There are various other methodologies that are being done
to determine the priority of each concept. Also, further steps of DYNAMO++
methodology, as described in [8], will be done. The cost–benefit analysis is done
to improve the process performance. For example, a pairwise comparison will be
done for various adaptive technologies, an FMEA depicting the benefits of each
adaptive concept, and finally a cost–benefit analysis.
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Fig. 4 FMEA analysis of current process

4 Expected Results

The adaptive technologies characterized in the research gap would be implemented
to the current manual assembly, thereby making it adaptive. The described verifi-
cation models would focus on examining the adaptability of the assembly process.
It could also lead to the integration of reconfigurable assembly machines for high
variety with human machine interfaces. Another benefit of building an adaptive
assembly is the increase in quality or decrease in the current manual errors. This
has been illustrated by the FMEA. Furthermore, by implementing these techniques,
the costs of complex machines are relinquished. Hence, this would form a basis for
achieving a high variety error-free production.
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Parameter Identification of Technological
Equipment for Ensuring the Reliability
of the Vibration Separation Process

Ivan Pavlenko, Vitalii Ivanov, Oleksandr Gusak, Oleksandr Liaposhchenko,
and Vsevolod Sklabinskyi

1 Introduction

The separation and purification of products are an expensive but a crucial step
in chemical technology and production [1]. In this case, when developing the
corresponding technological equipment, it is necessary to operate a large amount
of information that is not always available for reliable design.

As a result of the competitive global market, there are a few generic forms of sep-
arator equipment which have been developed, manufactured, and implemented into
enterprises. Considering this fact, in 2007, S. Tarleton and R. Wakeman attempted
to give a descriptive overview of the equipment types and the main alternatives
available to the design engineer. Particularly, the advantages and disadvantages of
equipment are highlighted, and an effort has been made to provide quantitative
values.

In 2015, L. Sorsamaki and M. Nappa proposed an idea for developing the
rapid methodology and the related “short-cut” model for estimating parameters of
various separation equipment for solid–liquid, liquid–liquid, gas–liquid, and gas–
solid systems. The proposed approach is successfully used to provide the separation,
filtration, and solid drying of heterogeneous systems [2].
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Due to the above-mentioned, this paper is aimed at solving an urgent problem of
ensuring the reliability of the vibration separation process and designing the related
technological equipment. This problem can be solved using both the parameter
identification and probabilistic approach.

2 Literature Review

The importance of the stated problem is highlighted by a row of up-to-date
researches on the development of high-performance separation equipment. Partic-
ularly, the articles [3, 4] present new methods for ensuring the separation process.
The paper [5] is devoted to the separation of gas–liquid two-phase flow through
an independent component analysis. A new method to estimate surface-separator
optimum operating pressures for the oil and gas industry is proposed in the
research [6].

In the article [7], the effect of vibration energy on the separation of fine particles
in a vibrated medium is considered. The research work [8] is aimed at developing
the multistage separation processes in a vibrated gas-fluidized bed.

Ways to improve the reliability of compressor equipment are presented in the
research papers [9, 10] using the inertial gas-dynamic separation process and a
new method for the improvement of assembly’s reliability. The methodology for
providing numerical simulations of the separation process in SPR-separator is
proposed in the paper [11].

Interdisciplinary research in the field of separation technology is presented in
the article [12]. Particularly, the stationary aeroelasticity problem for dynamic
deflection elements of separation devices has been solved using the parameter
identification procedure. Additionally, problems of kinematics and dynamics of
particles on the oscillating surface are analytically solved in the paper [13].

The physical and mathematical models of crossed movement and gas–liquid flow
interaction with captured liquid film in the inertial-filtering separation channels are
developed in the article [14]. Analytical and numerical approaches for modeling
the distribution and migration of a liquid in the fibrous filter layer in the process
of inertial-filtering separation are proposed in the paper [15]. Additionally, mathe-
matical modeling of gas-cleaning equipment with a highly developed phase contact
surface is presented in the article [16].

The problem of increasing the quality of technological equipment is solved prac-
tically by means of up-to-date technologies, inventions, and ideas [17]. Particularly,
the improvements using automation in companies based on lean production with
maximum productivity and efficiency are identified and implemented. However, the
fundamental approach based on the operating process in separation equipment needs
to be developed. For this purpose, the mathematical model and the related analytical
approach for parameter identification of the separation channel are presented below.
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3 Research Methodology

3.1 The Mathematical Model of the Disperse Phase Motion
in a Separation Channel

To study the process of vibration separation for a moving or suspended layer, the
mechanism of the motion for dropping liquid should be considered. For this purpose,
different equations are used depending on the operating features of the physical
process. Particularly, in a vibration separator with laminar or turbulent modes for a
dispersed phase in a gas flow, the interaction of forces acting on single particles can
be estimated for the case of relatively small concentrations of the dropping liquid.

The motion of a dropping liquid in a plane channel is considered. The flow is
bounded by two walls along with the flow. The first wall is stationary, and the
second one oscillates monoharmonically with the amplitude a of vibration velocity,
frequency ω0, and wavelength 2π /λ. The corresponding design scheme is presented
in Fig. 1.

The velocity field is described by its components by the following equations
obtained previously:

{
u = u0 + 6κ1a

λh

[
sin ω0t − 1

2 sin (ω0 − λu0) t − 1
2 sin (ω0 + λu0) t

]

v = κ2a
2 [cos (ω0 − λu0) t − cos (ω0 + λu0) t] ,

(1)

where κ1, κ2 – dimensionless parameters determined according to the methodology
presented in the article [18].

The unsteady motion of dropping fluid is complicated since the corresponding
differential equations, in general, do not have an analytical solution, but can be

Fig. 1 The design scheme of the operating channel for separation of a gas–liquid mixture
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solved numerically for specific conditions only. Otherwise, it is necessary to apply
approximate numerical methods for solving the stated problem. In this case, the
following simplifications are considered: droplets are spherical, and the motion is
mainly laminar with small Reynolds numbers. In this case, the resistance force is
conditionally proportional to the droplet velocity [19].

For a relatively slow motion of a liquid phase in a gas stream, the Basset–
Boussinesq–Oseen equation is considered for a stationary environment [20–22].
However, the generalized Tchen’s equations [23, 24] are used for the unsteady
motion of the gas–liquid flow with the correction of Corrsin–Lumley [25, 26].

In the two-dimensional formulation, the general system of differential equations
of the steady motion of a droplet fluid has the following form [27]:

{ (
1 + γ

3

) dup

dt
+ βup = βu+ γ du

dt
+ 9

ρpdp

√
μρ
π

∫ t

0
1√

t − θ

(
du
dt

− dup

dt

)
dτ ;

(
1 + γ

3

) dvp

dt
+ βvp = βv + γ dv

dt
+ 9

ρpdp

√
μρ
π

∫ t

0
1√

t − θ

(
dv
dt

− dvp

dt

)
dτ − (1 − γ ) g + Fy

mp
,

(2)

where up, vp is the velocity components of the dropping liquid; dp, Vp = πdp
3/6

is the diameter and volume of a particle; ρ, ρp is the densities of gas-liquid flow
and droplets, respectively; mp = ρVp is the mass of a particle; μ is the dynamic
viscosity of a medium; g is the gravitational acceleration; Fy is the other volume
force; β = 1/τ is the factor of inertia, inversely proportional to the time constant τ ;
γ = 2ρ/(3ρp) is the density factor.

Recent equations contain components of local and convective forces of inertia
[28]. However, since in previous researches, the hydrodynamics of the gas–liquid
flow was considered without the convective forces of inertia, the effect of these
forces should be studied separately by the determination of the volume force Fy and
its further substitution into Eq. (2).

The equations also contain resistance forces for the case of a uniform medium. In
this case, it is necessary to consider that the resistance force in the relative motion of
particles is described by the Stokes law for relatively small diameters dp of droplets
[29]. The influence of inertial forces for small values of relative velocities can be
neglected [30]. Another term is due to the pressure gradient as a result of the particle
acceleration.

Since the inertial properties of the dropping liquid moving in a gas flow are
different from the inertial properties of the particle moving in a vacuum, a reaction
force of the medium occurs as the effect of the attached mass. The corresponding
term determines the part of the resistance force related to the energy consumption
for moving the medium. In this case, the influence of this term is reduced to an
imaginary increase in the mass of a particle by half the mass of displaced medium.

The penultimate term of the second equation for the case of the vertical axis y
contains the gravity and Archimedes forces. Furthermore, it is necessary to consider
the force that slows the fluctuations of the droplet in a gas–liquid flow. The deviation
of the flow mode from the steady one is due to the Basset force [31], which increases
the instantaneous resistance of particles in the flow. This force is determined by
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the integral term. Its impact on the droplet motion should be studied separately.
However, it should be noted that for the case of relatively high acceleration of
a particle, the Basset force becomes essential. Consequently, the instantaneous
resistance is multiplied with respect to the value of the steady motion.

The system of Eq. (2) well describes the case of a small concentration of the
liquid phase, and every drop can be considered as a single in the gas flow. For
small concentrations of the liquid phase, droplets under different speeds increase
the dissipation of kinetic energy. As a result, a delay of particles from the gas flow
is observed.

Finally, under a significant concentration of liquid phase, liquid droplets interact
as a result of their collision and distortion of streamlines near them. Consequently,
additional kinetic energy is required to move particles under conditions of the
compressed motion.

3.2 Trajectories of Droplets in the Gas–Liquid Mixture

A system of nonlinear integral differential Eq. (2), considering the velocity compo-
nents of the gas flow (1), can be solved both numerically and analytically using the
Caputo generalized Hukuhara derivative [32, 33].

However, in this research, the study will be aimed at finding the precise analytical
solution under the following assumptions, which allow simplifying the system of
Eq. (2):

1. Density factor is relatively small (γ 
 1). This allows neglecting the term γ /3,
the force of inertia for the attached mass proportional to γ du/dt, and the term −γ

determining the Archimedes force.
2. Considering the features of the Basset force and convective forces of inertia, they

should be studied separately.

Finally, the system of equations describing the motion of liquid droplets takes
the following form:

{
dup

dt
+ βup = βu;

dvp

dt
+ βvp = βv − g.

(3)

This system has been previously solved for the case of the steady velocity field.
However, in the case of the oscillating wall, expressions (1) are needed to be
considered.

It should be noted that in the case of vertical walls, the term “−g” is needed to
be removed from this equation. Additionally, in the case of changing the relative
position of the stationary and nonstationary walls, the term “−g” is needed to be
replaced by “g.”
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The system (3) shows that the motion of dropping liquid in a plane gas–
liquid flow with an oscillating wall is a response to a polyharmonic impact with
frequencies ω0, (ω0 − λu0), and (ω0 + λu0). The general solution of this system is
obtained as the following superpositions:

⎧
⎪⎨
⎪⎩

up = dxp

dt
= u0 + A2 sin (ω0t − ϕ2) − A3 sin [(ω0 − λu0) t − ϕ3] −

− A4 sin [(ω0 + λu0) t − ϕ4] ;
vp = dyp

dt
= B3 cos [(ω0 − λu0) t − ϕ3] − B4 cos [(ω0 + λu0) t − ϕ4] − gτ,

(4)

where xp, yp – coordinated, which determine the position of the dropping liquid in
time.

Integration of the system (4) with respect to time allows obtaining the following
parametric equations of trajectories for the dropping liquid:

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

xp(t) = u0t − A2
ω0

cos (ω0t − ϕ2) + A3
ω0−λu0

cos [(ω0 − λu0) t − ϕ3] +
+ A4

ω0+λu0
cos [(ω0 + λu0) t − ϕ4] + A2

ω0
cos ϕ2 − A3

ω0−λu0
cos ϕ3 + A4

ω0+λu0
cos ϕ4;

yp(t) = y0 + B3
ω0−λu0

sin [(ω0 − λu0) t − ϕ3] − B4
ω0+λu0

sin [(ω0 + λu0) t − ϕ4] +
+ B3

ω0−λu0
sin ϕ3 − B4

ω0+λu0
sin ϕ4 − gτ t.

(5)

In general, it can be proved that the absolute trajectories of the mass center for
droplets are Lissajous curves [34]. However, separate cases should be investigated
for different values of the dimensionless criteria ω0τ and λu0/ω0.

4 Results

4.1 Time to Capture Dropping Liquid

Time Ts to capture dropping liquid in the separation channel is determined under
the condition of achieving the y-coordinate width h of the channel, i.e., y(Ts) = h:

B3
ω0−λu0

{sin [(ω0 − λu0) Ts − ϕ3] + sin ϕ3} −
− B4

ω0+λu0
{sin [(ω0 + λu0) Ts − ϕ4] + sin ϕ4} − gτTs = h − y0.

(6)

This time can be reduced by locating the oscillating wall in the upper part of the
channel. In this case, the design scheme is changed symmetrically opposite, and the
term “−gτTs” is needed to be replaced to “gτTs.”
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In a separate case, when λu0/ω0 
 1, time to capture the dropping liquid in the
separation channel is determined by the following formula:

Ts = 18μ (h − y0)

ρpgd2
p

. (7)

4.2 Area of the Effective Capture of Dropping Liquid

The length of the separation channel, which passes dropping liquid, can be
determined using dependencies (5) and (7) as follows:

Ls (y0) = xp (TS) = u0 (h − y0)

gτ
= 6u0

gτ

y0

h

(
1 − y0

h

)2
. (8)

The particles most distant from the stationary wall have a significantly lower
initial velocity at the inlet, but a greater transverse velocity component under the
impact of the oscillating wall. In the flow core, the situation is the opposite: particles
have the greatest value of the initial velocity while the impact of the oscillating wall
is relatively insignificant. Finally, particles near the stationary wall have a relatively
low initial velocity, and the impact of the oscillating wall is neglected.

Due to the above-mentioned, Eq. (8) determines the distribution of droplets along
the length of their capture. Thus, the distribution of the value Ls, depending on the
initial position of the droplet at the inlet, is shown in Fig. 2.

Fig. 2 Area of the effective capture of dropping liquid on the stationary wall of the separation
channel
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Fig. 3 Geometric characteristics of the separation channel

Research on the extremum of the dependence (8) indicates that the maximum
value Ls

max of the length Ls is reached for the value y0 = h/3. In this case,

Lmax
s = Ls

(
h

3

)
= 8

9

q0

gτ
. (9)

The estimated value Ls
max determines a step of gutters (Fig. 3).

4.3 Geometric Characteristics of Gutters

Considering Eq. (8) allows obtaining the distribution function of the capture length
as follows:

Ls

(
y0

) = 6.75Lmax
s y0

(
1 − y0

)2
, (10)

where y0 = y0/h – dimensionless initial coordinate.
For the intensification of the vibration separation process for a gas–liquid

mixture, it is necessary to locate most of the droplets in an effective area of the
vibration impact.

Applying a probabilistic approach to determine the effective area of capturing
of the droplets capture from a gas–liquid flow, the mathematical expectation, as
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the average value of the distribution function (10) in a range from 0 to Ls
max, is

determined as follows:

Lav
s = 1

Lmax
S

Lmax
s∫

0

Ls

(
y0

)
dy0 = 0.563Lmax

s = q0

2gτ
. (11)

The estimated value Ls
av determines the location of the center of a gutter (Fig. 3).

The ratio of its value to the maximum (Ls
av/Ls

max = 0.56) indicates the shift
0.5Ls

max of the gutter’s center relative to the half-step.
The mean square deviation σ L allows evaluating the effective width of gutters.

Considering for the engineering purposes the coefficient of variation 0.2, the value
of mean square deviation is equal to σL = 0.2Lav

s = 0.113Lmax
s .

Applying the rule of “3σ” allows evaluating the confidence interval to capture
droplets:

[
Lav

s − 3σL,Lav
s + 3σL

] = [0.4, 1.6] Lav
s = [0.225, 0.900] Lmax

s . In this
case, the width of this interval determines the effective width of a gutter: �LS =
6σL = 1.2Lav

s = 0.675Lmax
s . This value provides the capture of most of the droplets

from the gas–liquid flow.
To determine the effective area of the vibration impact, it is necessary to

determine the values of the initial coordinates y0 providing the values of borders
for the confidence interval as positive real roots of the cubic equations:

[
ymin

0

(
1 − ymin

0

)2 = 0.225
0.675 = 0.033;

ymax
0

(
1 − ymax

0

)2 = 0.900
0.675 = 0.133.

(12)

Applying a numerical method for solving these equations, the following values
are obtained: ymin

0 = 0.036Lmax
s ; ymax

0 = 0.464Lmax
s . As a result, the width of the

effective area of the vibration impact is determined by the following formula:

�y0 = ymax
0 − ymin

0 = 0.428Lmax
s . (13)

Thus, the above-mentioned methodology allows evaluating the geometrical
parameters and effective area for locating gutters on the stationary wall in the
separation channel.

5 Conclusions

Thus, in this paper, the motion of dropping liquid particles of a gas–liquid mixture
in a separation channel with the oscillating wall was considered. As a result of the
mathematical modeling and parameter identification, the analytical expressions for
velocity components of particles were obtained. Trajectories of liquid droplets were
determined analytically. Particularly, the velocity components were determined as a
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superposition of harmonic components with frequencies depending on the flow rate
and vibration characteristics of the oscillating wall were determined for the case of
the nonstationary upper wall considering gravity forces.

Using the probabilistic approach, the geometric characteristics of gutters of the
stationary wall were determined considering the physical features of transferring
particles from the flow to the stationary wall. It was determined that the step of
gutters is equal to the maximum estimated length of the liquid capture, as well as
their centers are shifted relative to the center of this step in the direction of the gas
flow. Finally, the effective width of gutters was evaluated, and the effective zone of
vibration impact was detected.

The next research will be aimed at the study of the dispersed phase motion
in a turbulized flow, as well as at the impact of convective forces of inertia
on the kinematic characteristics of the dropping liquid. Particularly, it should be
substantiated that considering these forces leads to opposite effects depending on the
relative position of the stationary and nonstationary walls in the separation channel.
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Optimizing Component Production
with Multi-axis Turning Technology

Peter Michalik, Michal Hatala, Luboslav Straka, Michal Petrus, Jozef Macej,
Jozef Jusko, and Peter Tirpak

1 Introduction

Machining technologies, as well as technologies related to the completion of work,
have developed significantly in recent years. The demand for surface quality as
well as the precision requirements for engineering products is increasing. The
development of technology that is used today is increasingly associated with the
development and use of new metal materials. These materials have high strength
parameters, chemical and physical properties as well as high wear resistance.
However, machining technology is concerned not only with better processing of
these materials, but also with optimization of the control and production process.
The prediction of machining thin-walled parts was by Kuram et al. [1].

Metalworking is one of the most common and important technological processes
of today, where more and more emphasis is placed on working time and product
creation with the best and highest quality properties [2, 3]. Metalworking is a
method without which aviation, automobile, engineering, and other technically
oriented industries would not be able to deal with today. Metal processing is carried
out by various processes. Such processes include, for example, turning, milling,
drilling, slotting, ... [4, 5]. All of these processes can be done either individually
on separate machines, such as lathes, milling machines, drills, shaping machines,
or we can optimize production and perform multiple processes on one machine
[6, 7]. Machining is one of the most important methods of removing materials in
manufacturing technology. Simply put, it is a set of material workflows that include
other processes, such as drilling, shaping, sawing, grinding, and more. Machining is
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practically part of the production of all metals and other materials, e.g., wood. The
second most used technology in machining is turning, where the outer and inner
cylindrical surfaces are most often machined Fig. 1 [8, 9].

These operations are most often performed on a lathe. These include thread
cutting, groove turning, grinding, grooving, drilling, and more Fig. 2.

Turning workpieces with a length of several meters can make it difficult to
provide balanced cutting. In this case, it makes sense to cut using two towers and
use a CNC machine that supports additional weight compensation functions.

High volume manufacturers, who have to produce different parts from time to
time, have the ability to program machines in-house with great benefits in terms
of both time and flexibility and possibility machining pipe conveyor components
[10–13]. Other advantages are the following options: program on machine, creating
machining cycles for applications such as hole cutting, grooving, drilling, or
contouring, program measurement cycles, zero point setting, part/program time

Fig. 1 Typical rotation
components made by
technology turning

Fig. 2 Multi-axis double
spindle turning machining
CNC center
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Fig. 3 Component
dimension

estimation, workpiece, or tool measurement [14, 15]. To avoid the risk of collisions
on CNC multi-axis lathes and protect valuable equipment, tools, and workpieces
from damage, some manufacturers provide intelligent collision control software
[16]. By modeling the machine path and stopping it when a problem is detected,
it also reduces downtime and costly repairs. Good CNC lathes can often also help
in milling [17, 18]. Investing in a machine with milling capabilities makes sense
because it gives you the freedom to order milling without the need to invest in a
second machine. Advanced features on selected CNC devices allow you to cut up
to four workpieces at the same time on a standard lathe. The flexible route and
axis assignment functions on the CNC enable synchronized motion [19, 20]. Using
another CNC function, two workpieces can also be modeled simultaneously. By
its name, the Swiss type of turning is suitable for making small parts with high
precision in watches, medical and dental technology. Universal CNC machines
should support this type of machining and be capable of producing multiple parts
in one cycle. Vibration is a problem that adversely affects metal cutting, such as
turning. This phenomenon has several serious consequences for threading on a
lathe. The solution is to have a good CNC machine with software support that
automatically controls the lathe speed to minimize the impact of vibration on the
final thread quality [21, 22].

2 Current Component Production Technology

The current component is made of C45 steel, dimensions, and three-dimensional
(3D) view Fig. 3. Manufacturing process according to geometric shape and dimen-
sions prescribes technological operations such as turning, shaping, and milling.
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Fig. 4 Lathes SPT 16NC

From the company’s machinery, according to the manufacturing process for turn-
ing operations, an NC lathe SPT 16 NC (Fig. 4) is used, on which the outer and inner
cylindrical surfaces will be produced. The machine has the following parameters.
Maximum turning diameter 200 mm. Maximum swing diameter 340 mm. Maximum
machined length 120 mm. Maximum bar material diameter 40 mm. Maximum
length of bar material 1500 mm. Spindle speed range 40–4000 rpm. Total machine
input 45,0 kVA. Main motor power 16 kW. Machine weight 4800 kg.

Slotting machine HOV 25 is a single-purpose machine tool Fig. 5. It serves to
produce grooves for pens and wedges on the outer or inner cylindrical and planar
surfaces. According to the manufacturing process on this machine, a 6P9 tongue
groove will be produced on an inner diameter of 6 mm. Technical parameters of
slotting machine HOV 25 are: Slotting height 160 mm. Table diameter 320 mm.
Cross table adjustment 320 mm. Longitudinal adjustment of table 200 mm. Main
motor power 1.5 kW. Dimensions 930 × 1200 mm. Machine weight 1050 kg.

For milling of the needle surfaces, a planar milling machine FD40V PFF Fig. 6.
with the following technical parameters is prescribed in the manufacturing process.
Table clamping surface 560 × 1800 mm. Table clamping grooves four pieces.
Width/spacing 22 × 100 mm. Table movement X: 1250 mm, Y: 430 mm, Z:
475 mm. Spindle cone 50. Spindle diameter 120 mm. Spindle speed – number of
steps 16 – range 35.5–1120 min−1. Spindle distance from table clamping surface
75–550 mm. Spindle axis distance from stand guide 450 mm. Rapid traverse
longitudinal and transverse 3200 mm/min. Rapid traverse vertical 800 mm/min.
Electric motor for 3 kW feeds. Electromotor 25 kW. Power input 38 kVA. Maximum
spindle torque 3200 Nm. Machine surface 2800 × 3900 mm. Weight 7040 kg.
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Fig. 5 Slotting machine
HOV 25

Fig. 6 Classical milling
machine FD40V PFF
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3 Designed-Optimized Component Manufacturing
Technology

When optimizing production, errors were avoided, many machines were eliminated
when machining the part. Only one machine was used, instead of lathe, drill, shaping
and milling machine, turning double spindle center CTX alpha 500 Fig. 7.

The technical data of the multi-axis two-spindle CNC turning center are:
Maximum turning diameter 240 mm. Maximum pendulum diameter 500 mm.
Maximum workpiece length with tailstock (can be machined) 500 mm. Maximum
workpiece length with opposite spindle (can be machined) 470 mm. Maximum
chuck size 225 mm.

Main Spindle:
Spindle motor maximum speed 6000 rpm. Inverter power (100% DC) 13 kW

(AC). Torque (100% DC) 172 Nm. Spindle diameter in front bearing 100 mm.
Maximum rod permeability diameter 66 mm counterspindle:

Spindle motor maximum speed 6000 rpm. Inverter power (100% DC) 12 kW (AC).
Torque (100% DC) 172 Nm. Spindle diameter in front bearing 90 mm.
Tool Head (Standard):
Tool holder according to DIN 69880 12. Number of driven tools/maximum speed

12/5000 n/rpm. Inverter power (100% DC) 5.4 kW (AC). Torque (100% DC)
18 Nm. Feed rate X/Y/Z 30/22.5/30 m/min. Machine weight 5000 kg. Maximum
thermal stability due to water cooling, integrated spindle motor.

Fig. 7 Multi-axis double spindle turning CNC machining center CTX alpha 500
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When choosing the tools used in the optimized manufacturing process on the
CTX alpha 500 turning machine, the company’s tools are taken into account.
Compared to the current production technology, turning tools remain unchanged,
the only change to one slotting tool being HORN SH117.1725.1.10 and the use of
three driven tools, i. roughing cutter DORMER Product Selector S944 Fig. 8. This
mill cuts a 0.1 mm additional pyramid to each side of the needle that is used for
subsequent smoothing by the next tool.

The last tool used in the optimized technological process is the DORMER S717
Ø6 Fig. 9, which is used to create the radius R3 and then smooth the surface of the
part to the desired size pyramid 23/30.

A sorting device is used to speed up machine alignment DMG VIO 210
MICROSET Fig. 10, which shortens side-by-side working hours, eliminating
downtime multi-axis double spindle CNC machining center CTX alpha 500.

On the left side of the component, the technological hole Ø7 is drilled from the
front of the component 24 mm. This technological opening serves for subsequent
grooving of the groove. HORN SH117.1725.1.10 cuts 6P9 width to tolerance (0;
−0.01) to 24 mm and to 20.50 (+0.15; +0.25). The CTX alpha 500 two-spindle
turning center automatically clamps the part to the left chuck Fig. 11 and turns the
right side.

Fig. 8 Roughing milling tool
DORMER S944 16.00 HM
titanium aluminum nitride
(TiAIN)
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Fig. 9 Fig. 9. Finishing
milling DORMER Product
Selector S717 Ø6

Fig. 10 The adjusting device
DMG VIO 210 MICROSET

The first step of turning the right side of the part is to align the face to a total
length of l = 80–0.2. Subsequently, the cone is roughened to Ø32.5/Ø42.4 along
the length l = 47.8–0.1 at an angle of 4◦ 26′51′′. Drill a Ø6.4 hole into the Ø18
hole connection. With the help of the bore, the hole Ø11 is deepened to the depth
l = 16 + −0.2 from the forehead. The next step is milling with a radially driven tool
Ø16. Roughing cutter Ø16 cuts square to dimension pyramid 23.2/ 30.2 to length
45mm with R3 mm run. After roughing with a roughing cutter. Milling cutter with
diameter Ø6 mm is made to dimension pyramid 23/ 30 to a total length of 47.8 mm
pyramid.
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Fig. 11 Clamping
component in the left chuck

Fig. 12 Evaluation of current
and optimized component
production
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4 Evaluation of Current and Optimized Component
Production

If one standard work costs 2.75 euros, we will show the difference at 1000 pieces.
Savings in the production of 1000 pieces, with a time saving of one part of 12 min,
represent 200 h Fig. 12. The financial savings in the production of a component with
a pyramidal surface is 550 euros.

5 Discussion

The article deals with the optimization and assessment of production using turning,
milling, drilling, and slotting technology. Four machine tools, milling, turning,
drilling, and slotting, have been replaced by multi-axis double spindle turning CNC
center machine. New milling tools have been designed with diameters 16 and 6 mm.
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The technological process, set-up and clamping of tools in the production of a
pyramid part have been selected and implemented to achieve accuracy tolerance
of 7.

6 Conclusion

The optimization of the manufacturing process of the cylindrical and pyramid-
shaped part was carried out by means of a two-spindle, multi-axis CNC turning
center CTX alpha 500, thus reducing the number of clamps of the manufactured
part from five to two. A reduction in the number of machine tools from four to
one has been achieved. At the same time, the machining tools were changed and
the DMG VIO 210 MICROSET tools were added. It has been achieved a reduction
in production times, which, with the annual volume of the type of 1000 pieces in
question, represents a reduction of 12,500 min and, at the same time, increasing the
accuracy of production of dimensions of 0.025 mm has been increased. Also, the
quality of machined surfaces was increased 200 × 2,75 = 550 euros.

The financial savings in manufacturing a component with pyramid-optimized
production technology are 550 euros, which is an improvement in the production
process itself. Optimization has saved financial resources, operating on conventional
machines and a lack of professionally qualified operators. The production of
components on the CTX alpha 500 multi-axis two-spindle turning center is more
economical for the company. Although the company will save AC 550 in the
production of 1000 pieces, it will save mainly on employment, as one employee
needs to be serviced, unlike the current technology, which requires four skilled
workers.
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Development of Chosen Social
and Economic Indicators of Using Raw
Materials in the Context of Sustainability
in Slovakia

Katarina Culkova, Andrea Rosova, Michal Cehlar, and Henrieta Pavolova

1 Introduction

The base of raw materials provides, in the frame of a certain region, the value that
is possible to evaluate with optimal usage complexly, and by this way profit for the
owner, state and mining company, as well as a single region is created [1]. Profit
for the state can be made possible by reasonable and rational usage of deposits, as
defined in the legislation of raw materials usage. Profit for the mining organization
can be profit creation during provision of its sustainability. Profit for the region is in
the sense of administration’s creation of wealth for its region’s inhabitants, which is
viewed through the support of new working posts, support of regional tax creation,
or taxes, orientated directly to the region and the availability of raw material sources
that are necessary for the region’s development. The owner of reserved deposits
of raw materials in conditions of Slovakia is single state, but the state does not
have definite obligation to evaluate economically all recorded deposits of reserved
raw materials [2]. It means that problems with using raw materials are actual and
necessary for the business sector, as well as for the private sector [3].
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The goal of the contribution is therefore to search for the development of the most
important social and economic indicators that influence the usage of raw materials,
mostly from the viewpoint of sustainable development of the Slovakian industry.

2 State of the Problem

Presently, raw materials are being mined in all counties of Slovakia. The majority
of these mined raw materials are being consumed in the regions of Slovakia. Raw
materials, which present surplus in Slovakia, are exported to the surrounding coun-
tries. Raw materials in shortage are imported to Slovakia. Attention is necessary
to be given mainly to social and economic indexes, to which employment, gross
domestic product (GDP), average monthly wage, migration and criminality belong.
Such indexes characterize changes, connected with inhabitants of the country [4].

The availability of raw materials is perceived from physical and economic
side [5]. According to the Constitution of the Slovak Republic (SR), the raw
material wealth must be protected and effectively used in connection with the
long-term needs of economic and social development of the society with regard
to environmental aspects of sustainable development, beginning with geological
research and using the verified stocks of raw materials.

A process of using raw materials is subjected presently to legislative norms
that divide the deposits into two categories: reserved and non-exclusive. Non-
exclusive deposits are characterized by an attribute of ownership – owner of the
land. Deposits reserved are part of raw materials wealth of the state and in the sense
of the Constitution of SR, they are in ownership of the state and this ownership
is unchangeable. Effectiveness of using the state ownership is interpreted through
rationality. Since the raw materials are irrecoverable, the state must take care of
using their savings with the goal of providing protection and rational usage of
raw materials wealth as the ownership of Slovakia, together with regarding the
sustainability principles [6].

One of the most important tasks in the future should be to increase the processing
level and products’ finalization on the base of non-metallic raw materials. Stocks
and quality of ore raw materials, as the determining factor of their usage, prove
their decreasing economic importance in the structure of raw materials wealth of
the country. Similarly, domestic energetic sources (except brown coal and lignite)
have, due to the volume of imported commodities, only small importance. The total
rate of value of raw materials mining on GDP is negligible (0.5%), but this statistical
data does not include the value of consequently processed and adjusted commodities
on mineral base that is multiply higher and they present a significant element in the
economy and foreign trade of Slovakia [7].

Earth sources have an impact on the economic growth. Their prices and the
precise channels through which oil price shocks affect economic activity are only
partially known, it is necessary to study the area more. The overall effect of
energy prices on growth is negative. Arshad et al. (2016) found evidence that
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high-energy price decreases the real interest rate, investment and stock prices
[8]. It also decreases the real value of local currency. High-energy price puts
pressure on government expenditures and increases unemployment in the country.
Also, Brown and Yücel (2002) surveyed linking fluctuations in energy prices to
aggregate economic activity [9]. Cunado and Perez de Gracia (2005) studied the
impact of oil price shocks on both economic activity and consumer price indexes,
suggesting that oil prices have a significant effect on both economic activity and
price indexes, although the impact is limited to the short run and becomes more
significant when oil price shocks are defined in local currencies [10]. Many societies
today express their desire to participate in the decision-finding on the development
of their economic environment. In this area, a sustained and sustainable mine
development requires the collaboration with the host communities concerned, which
means that it has to be developed in a process commonly termed social licensing.
Falck (2016) argues to make social licensing an integral element of economic
(business risk) management for mining companies [11]. The last decade and a half
witnessed a dramatic growth in mining activity in many developing countries. The
relationships between mining and political economic change had been studied as
well by Bebbington et al. (2008) [12].

Presently, energy conservation and pollution reduction have become two of
the most significant factors in economic development and social circulate [13].
Economics–Energy–Environment (3E) system is necessary. The number of coun-
tries is struggling to understand, plan and realize the energy–environment–economic
nexus [14]. Especially, coal has been an important commodity and it is one of
the oldest mining enterprises in the country. The energy generated, especially the
electricity and synthetic fuels, impacts on all sectors of the economy and the society.
It is therefore necessary to determine the key players in the coal mining industry who
are the beneficiaries of the process that underpins the socio-economic attributes of
the industry [15].

3 Methodology

Due to the evaluation of the present state of raw materials usage in Slovakia, it
is necessary to limit the position of the mining sector according to classification
in the conditions of Slovakia. According to SK NACE Rev. 2, published by the
Statistic Office of Slovakia, official indication of the mining industry is mentioned
in section B – Mining and quarrying. The sector includes the mining of minerals,
appearing naturally as solid minerals (coal and ores), liquid (petroleum) or gas
(earth gas). In the frame of mentioned section, there are divisions 05–06: mining
and quarrying of fossile fuels (coal, lignite, petroleum and gas), division 07–08,
including: mining and quarrying of metal ores, various minerals and stone (Statistic
Office SR, 2011). In spite of the historic tradition in mining and processing of ore
raw materials, presently Slovakia does not belong to states with developed mining
industry. According to United nations for developmend and business (UNCTAD),
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states, in which rate of mining and processing of raw materials on GDP is higher
then 25%, belong to category of states with developed mining industry.

According to the national strategy for permanently sustainable development of
Slovakia, the position of the natural environment and usage of raw materials in
Slovakia are not sustainable from the long-term view. The present situation of
the raw materials base in Slovakia is almost characterized by total exhaustion of
ore raw materials stocks, big stocks, but different measures of non-metallic and
construction materials usage, as well as a total limitation by state control over
mining. Influences on the country and living environment, caused by mining, are
vast. Such influences present only one of the most serious environmental problems
of Slovakia (Government Resolution, SR, 2016) [16]. Sector B – Mining and
quarrying, due to the reporting from the side of Statistical Office SR, is mentioned
in the analysis as part of aggregated sector Industry in total [17].

From the view of social and economic impacts of mining, it is important to
follow up mainly employment and wages in mining. Also, it is necessary to search
the development and placement of mining companies in Slovakia. This way we
analyzed individual regions of Slovakia. With the help of the social and economic
indexes, we made an analysis of the macro environment and an analysis of the
mining industry. Due to the evaluation of development, we followed up the influence
of the mining industry on the GDP, employment and wage (due to the extended
analysis, we will mention only the results and conclusions of the analysis).

4 Results

The usage of raw materials base directly and indirectly influences not only the
environmental area of sustainable development, mainly by negative impacts by the
way of environmental risk, presenting sources of sustainability instability, but also
its social and economic area. Using raw materials influences the employment of
inhabitants, and in this way it contributes to the increase of household incomes and
also positively influences their purchasing power and living standard. At the same
time, it also contributes to the creation of incomes to state budget and budget of
administrations by payment for mining areas, mined mineral or stocking of gases,
as well as local taxes and fees, or obligatory payment from dependent activity, etc.

The employment in mining organizations recorded a more or less decreasing
trend of development, which connected logically with the development of raw
material (RM) mining and usage of technical and technological equipment during
RM mining in Slovakia. During the whole analyzed period, a higher employment
was recorded for employees, working at surface mining, which is again logically
connected with the prevailing surface way of RM exploitation in Slovakia. The
highest employment was recorded in 2000, when employment achieved level
13,968 employees (6231 at deep mining and 7737 at surface mining) and on
the other hand, the lowest level of employment was achieved in 2016, when the
employment decreased to 5476 employees (from which 1666 employees worked
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in underground mining and 3180 at the surface mining). In the following period,
the total employment decreased to 45.5% of employment in 2000, with an average
number of employees amounting to 8273 employees per year. In underground
mining, we recorded in the analyzed period an average employment of 3169
employees per year with its decrease in 2017 against 2000 by 62.3% (which
means 3884 persons) from original employment. At the surface mining, decrease
of employment was rather smooth, when recording a decrease by 48.2% (which
means 3731 persons) from original employment in 2000, while averagely at surface
mining 5105 employees per year were employed (Fig. 1).

Considering development of employment in Slovakia that was characterized by
a variable tendency in 2000–2017 (Fig. 2), and a higher described development
of employment in the mining sector, the rate of the mining sector also recorded
an analogical trend of development, which means a fluctuating tendency (Fig. 3).
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Fig. 1 Development of employment in the mining organization of Slovakia. (Source: Processing
according to [18])
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Fig. 2 Development of employment in Slovakia. (Source: Processing according to [19])
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Fig. 3 Development of mining rate on employment of Slovakia. (Source: Processing according to
[18, 19])

The average employment recorded in the analyzed period in Slovakia amounted to
2,178,705 employees per year, with the highest measure of employment in 2016
(2,390,000 employed) and with the lowest measure in 2000 (2,024,848 employed),
which in comparison with development of employment in the exploitation of raw
material base means that the average rate of mining on Slovakian employment
achieved a level 0.39% in the analyzed period.

The highest rate of mining was recorded in 2000, when 0.69% rate of mining
was achieved, which connected logically with the lowest level of employment in
mining and on the other hand with the lowest employment in Slovakia. On the other
hand, the lowest rate in 2016 – level 0.22% resulted logically from the highest level
of employment in Slovakia and the lowest employment in the exploitation of raw
material base. In general level, the rate of mining on total employment of Slovakia
was characterized by a fluctuating tendency with decrease by 0.42% in 2017 against
2000 (Fig. 3).

The exploitation of raw material base contributes similarly to the creation of
value added, which can be characterized as the difference between the production of
commodities in basic prices and intermediate consumption of production factors in
purchase prices. Production consists of products, produced in a common accounting
period and intermediate consumption consists of the value of products and services,
consumed in the production process as inputs, excluding investment property, whose
consumption is reflected in the consumption of fixed capital. Also, the gross value
added recorded in the analyzed period fluctuating character of development with
an average value – 56,616 mil. Eur. per year, while the highest value was recorded
in 2017, when this macroeconomic index achieved 73,602 mil. Eur; on the other
hand the lowest value was recorded in 2000, when the value added recorded
37,698 mil. Eur (Table 1).

Similarly as development of employment, also in the frame of gross value
added creation in the mining sector we recorded the fluctuating tendency in the
analyzed period (Fig. 4), while mining recorded the average value added at level
29,581 mil. Eur. per year, which means 0.53% average rate. Generally, we can
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Table 1 Development of
gross value added in Slovakia

year SR [mil. Eur] Mining [mil. Eur]

2000 37 698.76 186.65
2001 39 486.60 187.48
2002 41 118.53 246.22
2003 42 973.05 275.94
2004 44 973.02 236.28
2005 47 492.91 249.22
2006 52 266.60 204,73
2007 58 021.92 328.49
2008 61 691.94 368.03
2009 58 314.00 372.83
2010 61 368.25 320.89
2011 62 898.59 344.24
2012 64 433.97 336.65
2013 65 167.74 337.71
2014 66 708.76 318.14
2015 69 295.49 352.96
2016 71 585.46 326.86
2017 73 602.75 331.21

Source: Processing according to [19]
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Fig. 4 Development of rate of mining on gross value added in Slovakia. (Source: Processing
according to [19])

state that the highest value added in mining was recorded in 2009 with level
37,283 mil. Eur, on the other hand the lowest value was recorded in 2000, when
the mining recorded value added at level 18,665 mil. Eur. Comparing 2000 and
2017, we found gross value added, produced by mining, decreased in 2017 against
2000 by 14,456 mil. Eur. The highest rate of mining on value added was recorded
in 2003 with level 0.64%.
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On the other hand, the lowest rate of mining on value added decreased in 2017
against 2000 by 0.05% (Fig. 4).

The development of mining and connected single exploitation of raw material
base is also determined by domestic and foreign investments that support increas-
ing economic effectiveness. Mainly, foreign direct investment (FDI) in Slovakia
influences positively sustainable development, since it increases employment by
creation of new working posts, GDP creation; it contributes to the implementation
of innovative technologies or increase of qualification of domestic human capital.
The FDI can be generally characterized as investment of money or other monetary
values or rights with the aim to base, obtain or extend permanent economic relations
of domestic investor to business abroad, resp. foreign investor investing business
in Slovakia. This is mainly due to the mentioned FDI and rate of mining on
FDI being considered as direct indicators of dynamic development of Slovakia in
interaction with investment attractiveness of Slovakia for foreign investors. The FDI
development in Slovakia is characterized more or less by an increasing trend with a
slight decrease against 2013 by 2.62%. According to the available data, we can state
that the average FDI level in the analyzed periods was approximately 27,140,447 tis.
Eur. per year, while exploitation of raw material base recorded an average FDI level
232,371 tis. Eur. per year (Table 2), with average rate on total FDI in the analyzed
period at level 0.88%.

The exploitation of raw material base participates similarly as mentioned indexes
of social and economic development, also in the GDP development. The GDP
development was ranked among the basic indicators of the economic effectiveness
of Slovakia. Also this index, similarly as mentioned earlier, recorded a fluctuating
trend. According to the available data, we can state that in the analyzed period 2000–

Table 2 FDI development in
Slovakia and mining

Year SR [thousand Eur] Mining [thousand Eur]

2000 4 097 365.44 43 508.43
2001 5 376 306.25 65 094.73
2002 7 270 627.89 63 859.35
2003 12 490 727.63 71 948.77
2004 15 141 732.45 86 089.53
2005 19 700 181.02 102 308.47
2006 23 338 906.57 312 402.28
2007 29 075 292.32 300 263.44
2008 35 846 869.24 350 298.28
2009 36 469 023.00 396 317.98
2010 37 665 095.00 426 960.00
2011 40 173 448.00 476 802.00
2012 42 304 005.00 497 996.00
2013 42 071 874.94 211 726.00
2014 40 969 239.26 209 928.00
2015 42 256 452.00 102 437.00

Source: processing according [20]
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2017 the GDP recorded averagely 583,135 mil. Eur. per year, while the highest value
was recorded in 2015 at level 7,889,644 mil. Eur and on the other hand the lowest
value was recorded in 2000 at level 3,160,129 mil. Eur. Exploitation of the raw
material base in Slovakia participated at the GDP creation in the analyzed period
averagely by 583,135 mil. Eur. per year, while the highest level of raw material base
usage on GDP in Slovakia was recorded in 2008 (3713 mil. Eur) and the lowest
value was recorded in 2002 (1543 mil. Eur) (Table 3). During evaluation of the
rate of the raw material base on GDP creation, we can state that this was directly
determined by the development of single GDP in interaction with development of
the mining sector that in the analyzed period recorded average rate on single GDP
creation in Slovakia 0.54% per year.

Also, the rate of the raw material base usage on GDP creation, similarly as the
above-mentioned analyzed indexes, recorded a fluctuating trend, determined by the
GDP development in Slovakia, as well as by demand and offer development of
single raw material base. The highest rate of mining, which means usage of the
raw material base in Slovakia, was recorded in 2000, when the rate of mining on
GDP creation in Slovakia achieved 0.79% and the lowest rate was recorded in 2014,
when the rate achieved only 0.42% (Fig. 5).

According to the above-mentioned development of employment in mining
organization and development of average wage in Slovakia, we can state that the
income of state from payment from employees and employer by social security
contributions presented averagely 278 mil. Eur. per year, when the highest incomes
were recorded in 2007, presenting approximately 256 mil. Eur, which connected
logically with the development of average wage and number of employees, since
in 2007 the average annual wage in Slovakia was 71,891 Eur and the number of

Table 3 GDP development
in Slovakia and mining

year SR [mil. Eur] Mining [mil. Eur]

2001 34 310.622 158.0
2002 37 279.842 154.3
2003 41 404.346 207.0
2004 46 101.527 160.7
2005 50 415.092 177.7
2006 56 272.653 204.2
2007 63 053.882 263.6
2008 68 491.623 371.3
2009 64 023.061 329.6
2010 67 577.288 358.1
2011 70 627.205 337.9
2012 72 703.513 330.3
2013 74 169.873 334.6
2014 76 087.789 319.8
2015 78 896.443 354.8

Source: Processing according to [19]



294 K. Culkova et al.

0.60%

0.40%

0.20%

0.00%

0.80%

1.00%

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

Fig. 5 Rate of mining on GDP in Slovakia. (Source: processing according [18])

Fig. 6 State incomes from
payment to social security of
employees. (Source:
Processing according to [18])
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employees was 7312. In 2017 the average annual wages achieved 1095 Eur and the
number of employees in mining organizations was 6353 (Fig. 6).

Income of the state budget, budget of administrations and environmental fund
also presented payment for mining area, mined minerals and stocking gases. In the
analyzed period, the highest incomes were created in 2007, achieving approximately
5.56 mil. Eur, from which only 2.3% presented payment for the mining area
(approximately 12,655 tis. Eur), 20.0% payment for stocking gases (approximately
112 mil. Eur) and yet 77.8% (approximately 432 mil. Eur) presented payment
for mined minerals (Fig. 7). During the analyzed period, the highest rate of state
budget income and administration incomes presented payment for mined minerals,
when its level was quantified according to the conditions amended by Government
Decree No. 50/2002 Z. z. about payment for mining area, mined minerals and
stocking of gases or liquids, as amended lately. The payment for the mining area
that presented the lowest incomes of state and administrations is paid at the level
80% to administration, on whose cadastral area the mining space is situated, and
20% to the state budget.

Due to the above-mentioned reasons, we can state that the usage of raw materials
is characterized by positive impacts on the social and economic area of sustainable
development in Slovakia, which is different from the negative impacts on the
environmental area of sustainability.
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Fig. 7 Development of payment from RM exploitation in SR. (Source: Processing according to
[18])

5 Discussion

The effectiveness of raw material used is changing in accord with internal and
external factors. The raw material policy must respect the principles of social
and ecologically orientated market economy during mining and processing of raw
materials and to also regard effective usage of the natural resources. The mining
activity is characterized by technological severity and high rate of human work,
and in this way with regard to the cost structure it presents an important source of
employment.

In spite of Slovakia being a small country, it has its own rich sources of raw
materials. Mining is participating at GDP in Slovakia. The majority of mined raw
materials are consumed in the domestic market, as, for example, building stone,
dolomite, gravel and sand. Mostly, petroleum, earth gas, iron ores and black coal are
imported to Slovakia [21]. Among the positive impacts of mining belong increasing
average monthly wage in the sector. People automatically with increasing wages
have a need to buy more and more products and services for provision of their
needs, which can be met by using raw materials.

Decrease of employment in mining can be considered as negative social and
economic impact of mining activity in Slovakia. New companies purchase tech-
nologies, by which they increase the volume of mining, sales of products, and
at the same time the number of employees is decreasing. Further reason for the
employment decreasing in mining can be due to the disinterest of people to take
up such a physically demanding job. Mining activity influences mostly living
environment and inhabitants of the country. Mining of raw materials influences
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living environment mainly due to the change of relief and soil covering. Inhabitants,
living in surroundings of mining works, are influenced by too high dust and noise,
which can cause rising of various illnesses.

In spite of the negative influence of mining, it is necessary to support the
sector from the side of state, since the demand for raw materials is increasing by
every year. The estimation of a life cycle of several stocks in Slovakia is over
200 years. Problems of raw materials usage in Slovakia are fully reflected in accord
with the available legislation of treatment with raw materials. Such a treatment is
documented through processes that are included in the raw materials policy. In spite
of the policy being given at the level of state, it includes only general declarations
that are not possible to use and realize effectively without institutional tools. In spite
of higher mentioned, the policy gives the frame that is obligatory and inspiring.

6 Conclusion

The worldwide importance of raw materials is obvious from the interpretation
of their influence on the world economy, state economy and regions’ economy.
Costs of the raw materials availability are also reflected through the availability
of energetic raw materials. Raw material safety is mainly about availability, and
raw material base is more important in the present time than in the past. Also,
the European Union (EU) put raw material safety among basic priorities. This
cannot be limited or disadvantaged by aspect of no effective or improper decisions
of member states, especially states that do not have a direct impact on their raw
material base and that deform the raw material base by tendentious opinions to
the raw material base and its usage. The problems of raw material base using in
Slovakia are fully reflected in the available legislation. The legislation to threat with
raw materials is recorded through processes of raw material policy. The raw material
policy of the state consists only of general declarations that through institutional
tools cannot be effectively used and realized. In spite of higher mentioned, it
gives the frame that is obligatory and inspiring. The transformation of competences
downwards to the autonomy brought new quality of management, when not state,
but autonomy participates in the public affairs. Competences takeover brought also
the responsibility of decision about using raw materials base. The results can serve
as the basis for the management of mining organizations towards sustainability,
which will demand research of other indicators in all regions and industries,
contributing to national economy.
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A
Accounting, 19–21, 23, 26, 28–30, 176, 200,

290
Active RFID, 22
Adaptive assembly

cognitive factory–HMI, 254
HMS, 253
migration manufacturing, 253
RMS, 253

Aerial photogrammetry
in aircraft, 43–44
digital as-built surveying, 50
drones, 44
point cloud, 48–50
and UAVs, 44–50

Aerial photography, 46, 50
Agisoft Photoscan Professional, 48
AGV, see Automatic guided vehicles (AGV)
Alient software, 23
Aluminum casting production

batch-production, 198
employee efficiency, 200
mechanical operations, 198
partial operations, 198, 199
partial time consumption, 200
production cycle, 198
technical and organizational losses, 200

Analytic Hierarchy Process (AHP), 178, 179
Artificial intelligence, 56, 60, 113

applications, 57
principles, 57

As-built surveying, 50
AscTec Navigator, 46
Augmented reality (AR), 83, 254

AutoCAD Architecture module, 128
Autodesk Factory Design (AFD), 127–128,

131
Autodesk ReCap, 49
Automatic guided vehicles (AGV), 129, 253
Automatic identification and data capture

(AIDC), 71, 112
Automatic vehicle identification (AVI), 89
Automation, 136
Automotive and mass industry

clasp multimeter M97A, 166
cutting fluid concentrations, 166, 168, 169
dry friction, 167–169
experiments, 165
mutual mounting, shafts, 167
practical approach, 165
semi synthetic cutting fluid concentrate,

169–173
test apparatus, 166

B
Barcodes, 20, 21, 69, 71, 87
Barnes, Charnes, Cooper (BCC) model, 35
Basset–Boussinesq–Oseen equation, 264
Batch number, 20
Battery electric vehicle (BEV), 250, 251
Big Data, 57, 87, 113, 136, 139, 206
BIM, see Building information modelling

(BIM)
Biological sample
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NFC, 61
sampling vessels, 63
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Biological sample (cont.)
storage, 63
transport, 63

Blood, 62–64
Building information modelling (BIM)

AHP, 178–180
‘a repository,’ 186
building management, 177
construction industry, 177, 186
data collection, 188
definitions, 177, 186
digital and managerial competencies, 181,

182
ICT, 186
intelligent 3D model-based process, 177,

185
management process, 187
Mann–Whitney U test, 189, 191
minding, construction industry, 185
normality, 189
physical and functional characteristics, 177
pre-investment phase, 186
productivity, 187
project managers, 178, 180
questionnaire, 178
scoring method, 179
Shapiro-Wilk test, 189
Slovak construction enterprises, 188
technical competencies, 180
time-reducing, 187, 188, 190, 191
tools, 177, 187
virtual knowledge database, 186

Building management, 177
Building’s life cycle, 187
Business intelligence (BI), 222
Business models

definition, 114, 115
elements, 113
industry 4.0, 112
key values, 120

Business Process Framework (eTOM),
113–115, 119

C
Cameras, 2, 43–45, 50, 233, 254
CCR model, 35
Chargebrella

advantage, 236
definition, 233
marketing research (see Marketing

research, Chargebrella)
patent technology, 237
principle, 233

recharging devices, 233
renewable sources, 237
solutions, 237
structure, 237

Citizens, 114
Classes, SHIoT devices

chi2 values, 10, 11
coefficient of variation, 10–12
data distribution and transformation, 10
definition, 9
features, 9
values of Cu index, 12–15

Cloud Platform
data analysis, 135, 140–141
industrial automation, 136
PLC, 135
quality control system (see Quality control

system)
CNC multi-axis lathes, 275
Coal, 287
Coercivity

annealing temperature, 229, 230
coefficients and dependence, 231
factors, 229
milling time, 230
multivariate regression model, 228
parameter, 231
types, 228
werzimat, 228

Cognitive production, 252
Communication systems, 112, 116
Comparison of smart cities

DEA, 34–38
parameters, 34
WebDEAr, 38–41

“Complex computer on wheels,” 53
Component production technology

evaluation, 281
NC lathe SPT 16 NC, 275
planar milling machine FD40V PFF, 276
slotting machine HOV 25, 275

Computer simulation, 94–96
Constant returns to scale (CRS), 35–37
Constitution of the Slovak Republic (SR), 286
Construction industry

BIM (see Building information modelling
(BIM))

characterization, 175
construction project manager, 176
decision-making, 176
definition, 175
individual processes, 175
learning process, 176
managerial competencies, 176, 177, 180
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objectives, 176
one-time organized process

construction, 175
renovation, 175

project management, 175, 176
Contactless technologies, 135
Contact technologies, 135
Contemporary trends, 56
Continuous time consumption, 201
Control

Falcon 8 system, 45
flight, 44
lifts, 57
MAC, 3
periodic, 106
reader, 71
room, 152, 154, 156
station, 129
temperature and humidity, 128
traffic and trains, 86

Convergent photography, 44
Coordinate measuring systems (CMS), 135
Cryptographic methods, 8
CTX alpha 500, 278, 279, 282
Cu index, 9–12, 15
Cutting fluid concentrations, 166
Cyber-physical systems, 83
Czech Statistical Office (CZSO), 41

D
Damaging factors, 149–150
Data analytics, 219
Database management system (DBMS), 211,

213
DataDEAr database model, 213, 216
Data digitalization

MEMS, 138–139
RFID, 138
vision system, 137, 138

Data envelopment analysis (DEA)
BCC model, 35
best-practice frontier, 207
CCR model, 35
constant yield model, 208
CRS, 35–37
DMUs, 34–36, 38
efficiency calculation, 36, 37
FDH, 35–37
IDEA, 35
peer towns, 38
performance analysis, 206–208
production units estimation, 208
smart road transport, 36

VRS, 35–37
WebDEAr, 38–39

Data managing, 219, 220
Data model creation, MS excel

Microsoft PowerPivot tool, 222–224
model preparation, 220–221
problems, 220
SCADA, 220, 221

Data transformation, 10, 136, 137
DBMS, 211, 213
1D (QR) codes, 23

principle, 21
2D (QR) codes, 23

principle, 21
DEA, see Data envelopment analysis (DEA)
DEA and FDH algorithms, 212
Decibel scale, 150
Decision-making, 176
Decision-making units (DMUs), 34–36, 38
Dedicated Manufacturing Systems (DMS),

249, 253, 255
Demand-driven inventory replenishment

models, 103–104
Designed-optimized component manufacturing

technology
CTX alpha 500, 278, 279
DMG VIO 210 MICROSET, 279
DORMER S717, 279
DORMER S944, 279

Device-to-Device (D2D) communication, 112
Digital and managerial competencies, 181, 182
Digital as-built mapping

aerial photogrammetry (see Aerial
photogrammetry)

UAVs, 44–50
Digital industry, 53–54
Digital Services Reference Architecture

(DSRA), 119
Digital 3D virtual model, 136
Digital twin 3D model, 139–140
Digitization, 53, 61, 83
Distributed Denial of Service (DDoS), 117
Drones, 44, 45, 47, 50
Dropping liquid

Basset–Boussinesq–Oseen equation, 264
differential equations, 263
effective capture, 267–268
flow mode, 264
gas–liquid flow, 264
gas–liquid mixture, 265–266
inertial properties, 264
laminar/turbulent modes, 263
liquid phase concentrations, 265
operating characteristics, 263
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Dropping liquid (cont.)
probabilistic approach, 268
separation channel (see Separation channel)
simplifications, 264
Stokes law for relatively, 264
time Ts to capture, 266–267
velocity components, 264
velocity field, 263

Drumsticks production process, 128–129
Dry friction, 167–169
DYNAMO++ methodology, 257

E
EAN-8, 21
EAN-13, 21
EAN-128, 21
Earth sources, 286
E-axle assembly

adaptive assembly, 252–254
BEV, 250
end-of-line testing, 250
KPIs, 254
market maturity, 250
structure, 250, 251
types, 250, 251

Economic and social indicators
coal mining industry, 287
domestic energetic sources, 286
earth sources, 286
economic environment, 287
3E system, 286
energy conservation, 287
GDP, 286
high-energy price, 287
mining, 288
pollution reduction, 287
raw materials, 286
resource policy, 295

Economics–energy–environment (3E) system,
287

e-Health, 61
e-health portal, 20
Electronic devices, 2, 62, 235
Electronic health book (EHB), 20
Electronic identification card (eID), 20
Electronic mobility (e-Mobility), 250
Ensuring smooth flow, 127
3E system, see Economics–energy–

environment (3E) system
eTOM, 113–115, 119
European Article Number (EAN) 13-digit

code, 20
European Union (EU), 19–20

Evacuation
characteristics, 59
characterization, 58
EPS, 58
Industry 4.0 strategy, 58
lift communication system, 58, 59
safe operation, 58

F
Failure Mode and Effect Analysis (FMEA),

257, 258
Falcon 8, 45, 47, 50
Financial competencies, 176
Fire lifts, 58–59
Flexible manufacturing systems (FMS), 249,

250, 253
Flight strips, 46
Fluid management, 164
Foreign direct investment (FDI), 292
Free Disposal Hull (FDH), 35–37
Functional prototype development

DEA and FDH methods, 213
relational database model, 214–217
requirements, 213
three-tier architecture, 213
virtual server, 213
WebDEAr.fd.cvut.cz domain, 214

G
Gas–liquid mixture

assumptions, 265
Lissajous curves, 266
nonlinear integral differential equation, 265
polyharmonic impact, 266
trajectories, 266
walls, 265

Gas–liquid two-phase flow, 262
GDP, see Gross domestic product (GDP)
Global Trade Identification Number (GTIN)

Product Number, 20
Graphic model, 97
Gross domestic product (GDP), 286

creation, 293
Czech Republic, 206
development, 293
economic effectiveness, 292
FDI, 292
mining industry, 288
Slovakia, 286, 293, 295

Gross value added, 290, 291
Ground sampling distance (GSD), 45
GS1 code format, 20
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H
Handheld units, 71
Hazardous work, 149–150
Head Mounting Devices (HMDs), 254
Health-care, 19, 20, 23, 28–30, 61
Hearing protectors, 156
Heating process, 225
High variety batch production, 254
Holonic manufacturing system (HMS), 253,

255
Hospital management programs, 19
Hubs, 2, 3, 5, 89, 90
Human machine interface (HMI)

cognitive factory, 254
FMS, 254
functional cases, 254
IMUs, 254

Human-type communication (HTC), 1
LTE communications network, 2

I
ICT, see Information and communication

technologies (ICT)
Imprecise data envelopment analysis (IDEA),

35
Industrial vision system, 142
Industry 4.0, 19, 30, 57, 58, 60, 83

artificial intelligence, 113
Big data, 113
communication networks and technologies,

112, 113
cybernetic-physical systems, 112
D2D communication, 112
definition, 83
digital innovation, 113
ecosystem, 111, 112
eTOM, 113–115
German industry, 112
goals, 84
innovative services, 113, 115
integrated system, 112
manufacturing system, 133
manufacturing technologies, 136
MEMS sensors, 136
modeling ecosystem elements (see

Modeling ecosystem elements)
physical object/system, 136
principle, 83
RFID technology, 136
sensors, 112
SID, 113–115

smart factories, 84
smart railway, 87
3D modeling process tool, 118–120
transition, 111
user devices, 112

Inertial-filtering separation channels, 262
Information and communication service (ICS),

111
Information and communication technologies

(ICT), 33, 177, 185, 186, 191
Information framework (SID), 113–115, 118,

119
Information processing

and data layer, 208
principles, 57

Information system (IS)
DEA and FDH statistical algorithms, 205
decision support, 206–208
definition, 208
software applications (see Software

applications, IS)
Initial measurement units (IMUs), 138, 139,

254
Innovative information and communication

services (IICS), 111
Innovative services, 113
Inspection technologies, 135
Integrated information and communication

system, 118
Integrated system, 112
Intelligent 3D model-based process, 177, 185
Intelligent wagon, see Smart railway
International Project Management Association,

177
Internet and Computer Service Providers

(ICSP), 113
Internet of things (IoT), 112

classes, 1
classification, 2, 15
data collection, 2
definition, 2
environment, 2
extraction of traffic flows, 8
identification, 2
SH (see Smart home (SH))
and smart infrastructure, 84

Inventory replenishment
dynamic models, 103
P-system, 105–106
Simulation model, 107–108
static models, 103

IoT, see Internet of things (IoT)
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K
Key performance indicators (KPIs)

cognitive factory, 254
core areas, 255
derived technologies, 254, 256
evaluation techniques

DYNAMO++ methodology, 257
FMEA, 257
Simulation model, 257

L
Leadership competencies, 176
Lean enterprise, 125–126
Lean logistics, 126–127
Learning process, 176
Level of automation (LoA), 87, 252
Level of practical application (LoPA), 256
Lifts

accident/ malfunction, 60
analytical center, 60
complex computer on wheels, 53
concept, 53
operating parameters, 57
operating/technical condition, 54
sensor placement, 54
trends, 56
types, 57

Line-of-sight (LOS), 44
Linking systems, 83
Logistics, 69, 70
Low Power Wide Area Network, 113
LTE communications network, 2

M
Machine to Machine (M2M) communications,

87
Machine-type communication (MTC), 1

characteristics, 2
features, 2
QoS, 2

Machining
advantages, 275
CNC, 275
definition, 274
operations, 274
technologies, 273
turning, 274

Management competencies, 176
Management process, 187
Managerial competencies, 176
Marketing research, Chargebrella

business strategy, 235

industrial revolution, 234
internationalization, 235
methodology (see Questionnaire method)
service management, 235

Material flow calculation, 131
Material flow efficiency, 127
Mechanical milling

coercivity, 229, 230
equilibrium and non-equilibrium phases,

227
planetary ball mill, 228
time and annealing temperature, 228, 229,

231
Media access control (MAC), 3, 6
Medical facilities, 19–20, 22, 26, 30
Medicaments, see Health-care
Medicines, 19–23, 25, 26, 29
MEMS sensors, 135, 136, 138–139, 141
Metal processing, 273
Metalworking, 164, 273
Microsoft PowerPivot

BI, 222
Excel Data table, 222
graphical results, 223
Pivot Table and Pivot Chart, 222
power consumption, 224
‘Presov,’ 224
‘+’ tool, 224
‘Zruby,’ 224

MIFARE Ultralight®, 65
Migration manufacturing, 253
Mineral resources

transport processes, 94
types, 95
unloading process, 95–97

The Ministry of Health of the Slovak Republic,
61

M2M communications, 87
Modeling ecosystem elements

communication network, 116
DDoS, 117
definition, 116
integrated information and communication

system, 118
parameters, 111, 112, 118
sensors, 116
smart factory environment, 117
UX, 116
value chain elements, 116

Modelling and simulation
model creation, 94
transport processes, 98, 99
unloading process, 94–96
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Monitoring systems
RFID (see Radio-frequency identification

(RFID))
Monitoring transport units, 70, 81
MTC, see Machine-type communication

(MTC)
Multi-axis double spindle, 274, 278, 279, 281
Multitag/RFID box

advantage, 74
data storage, 74
description, 75
disadvantage, 74
identification, 74
operation, 75

Multivariate regression model, 228, 231

N
Nadir photography, 44
Near-field communication (NFC) technology

biological samples, 61, 63
blood, 62–64
categories, 64
data transfer, 62
MIFARE Ultralight®, 65
mobile devices, 61
NFC On-Metal tags, 65
patient information sentence, 65–67
RFID, 62
security principle, 62
wireless technology, 61

Network anomaly, 15
Network topology, 3
NFC, see Near-field communication (NFC)

technology
NFC On-Metal tags, 65
Noise, 150–151

O
Occupational safety and health (OSH)

challenges, 148, 149
hazardous work tasks, 147, 149–150
SR, 147, 148
working environment, 147, 149–150

Octocopter, 45
OSH, see Occupational safety and health

(OSH)

P
Packages, 8, 20, 23, 25–28, 128
Packet-level traffic analysis, 8
Passive high-frequency RFID (UHF), 22

Peer towns, 38
Performance management

Czech municipalities, 206
performance analysis, DEA, 206–208
practical application, 208
public sector, 206

Permalloy
advantage, 227
coercivity, 228–230
mechanical milling, 227
nickel and iron alloys, 227
preparation, 228
statistical analysis, 228

Personal protective work instruments (PPWI),
151, 158

Phillips Hue device, 3, 5
Photogrammetry

aerial, 43
drone photography, 44
technological development, 43
terrestrial/close-range, 43

PivotChart graph, 224
PivotChart tools, 224
Plasma/serum, 63
Port mirroring, 5
PowerPivot Ribbon, 222
Pre-investment phase, 186
Pre-production cycle, 196
Probabilistic approach, 269
Processing media

automotive, 164
chemical indicators, 163
classification, 161
cutting oils, 163
electrolytes, 162
fluid management, 164
lubricating fluid effect, 163
machining fluid, 164
mass industry and automotive (see

Automotive and mass industry)
material temperature, 163
petroleum oils, 163
physical indicators, 163
production process, 164–165
technological and operational view, 161
water-based media, 162

Production process
analytical methods, 196
measurements, 197
production cycle, 196
temporal structure, 196

Production smoothing, 127
Production time consumption

indicators, 197
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Production time consumption (cont.)
labor efficiency, 197, 198
observations and quantifiers, 198
technical and organizational losses, 197

Productivity, 187, 192
Profit, 285
Programmable logic controllers (PLC), 135
Project management, 175, 176, 179, 180
Project Management Institute (PMI), 176
Project Manager Competency Development

(PMCD), 176
Protection at work, 153, 154
P-system, 104–106
Public administration information system (IS),

209

Q
QoS, 2
Q-system, 104–106
Qualitative analysis, 250
Quality control device, 136, 137
Quality control system

cloud platform data analyses, 140–141
data digitalization, 137–139
digital twin 3D model, 139–140

Questionnaire method
data output, 236
electronic questionnaire creation, 235
graphic evaluation, 236
results interpretation, 236
statistical program JMP, 236, 238
target group filtration, 235

Quick response (QR) codes
2D, 21
disadvantages, 21

R
Radio-frequency identification (RFID)

accounting, 19–21, 23, 26, 28–30, 176,
200, 290

advantages, 22, 28, 29
AIDC, 71
application, 23
box, 73, 76–81
cardboard box, 26, 27
components, 23
computing and communications

technologies, 70
customer-supply chain processes, 69
disadvantages, 28, 29
gate, 23, 25
handheld units, 71

in health-care facility, 27, 28
identification technologies, 21, 22
identifier, 69, 70
implementation, 87
installation, 28
interrogator/reader, 71
loading and unloading process, 72
logistics units, 69
in medical facilities, 22
medications, 23–25
metal trolley, 26, 27
methodology, 23
middleware, 71
monitoring transport units, 70
multitag/RFID box (see Multitag/RFID

box)
and 1D/2D codes, 23
packages, 23, 25–28
plastic box, 26
principle, 26
printer, 73
rail freight transport, 86
RF subsystem, 70
scanner, 22
set, 23, 24
shipping containers, 71
smart railway (see Smart railway)
speed test, 26, 28
tag, 73
tagged medications, 25
transport documents, 72
transport units, 69
types, 22
wireless data collection technology, 71

Radio frequency technology, 86
Rail freight transport, 86
Railway industry, 84
Random dynamic models, 103
Raw material (RM) base

availability, 286
business sector, 285
characterization, 294
development, mining rate, 290
Earth sources, 286
employment

mining organizations, 288, 289, 293,
295

Slovakia, 289
export, 286
FDI, 292
GDP, 286, 293, 294
gross value added, 290, 291
import, 286, 295
income, 294
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internal and external factors, 295
mining and processing, 287, 295, 296
non-exclusive deposits, 286
payment, 294, 295
profit, 285
Slovakia, 285–288, 295
social and economic development, 292
social and economic indicators, 286
stocks and quality, 286
sustainable development, 288
value added, 290

Reconfigurable manufacturing system (RMS),
253–255, 257

Refractometer, 169
Relational database model

financial data, 217
relational scheme, 214
statistical data, 217
structure design, 217

Resource policy, 295
RFID, see Radio-frequency identification

(RFID)
RFID-based sensors, 57
RFID box

switchable RFID tag, 73
test

dynamic test results, 80, 81
equipment and material, 77
monitored parameters, 75
static tests results, 78–80
tags, 75
types, 77–78

RFID printer, 73
RFID reader, 90
RFID tags, 21–26, 29, 70, 71, 73–78, 80–82,

87–90, 135, 138, 142, 143
Risk category noise evaluation process

activities, 151–152
comparison, measurement results, 153–154
determination, hearing protection degree,

153
duration, 152
hearing protectors, 156
industrial minerals, 152
level, 152
measuring exposure, 152
preventive measures, 156, 157
protection at work, 154
safety measures, 156, 157
type, 152
works category, 154–156

Risk Priority Numbers (RPNs), 257
Risks in mining sector

European Union, 148

human factor, 148
noise, 150–151
OSH (see Occupational safety and health

(OSH))
R programming language, 38, 212

S
Safety at work, 148, 154, 156
Safety stock, 104, 106
Security environment, 2
Sensors, 86
Separation channel

dependencies, 267
gas–liquid mixture, 269
geometric characteristics, 268
inertial-filtering, 262
mathematical model, 263–265
parameter identification, 262
stationary wall, 267, 269, 270
Ts to capture, 266

Separator equipment
“short-cut” model, 261
types, 261

Serial number, 20
SH, see Smart home (SH)
Shapiro-Wilk test, 10, 189–191
Shelf life, 20, 21
Simulation model, 107–108
Slotting machine HOV 25, 275
Slovakia

economic
and foreign trade, 286
and social indicators (see Economic and

social indicators)
employment development, 289, 290
FDI, 292
GDP creation, 293
mining industry, 287
raw material base (see Raw material base)
RM exploitation, 288
sustainable development, 288, 294

Slovak Republic (SR), 147
Smart building

characterization, 54–55
evacuation/fire lifts, 58–59
integration of lifts, 55–56
risk management, 55
safety, 55
smart lifts, 57
structure, technical facilities, 55
trends, 56–57

Smart city, 87
characteristics, 33
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Smart city (cont.)
concept, 34
definition, 33
ecosystem platform, 113–115
environment network, 114
ICT, 33
parameters, 34

Smart factories, 84
Smart home (SH)

concept, 1
environment, 2, 3
IoT devices (see Smart home IoT (SHIoT)

devices)
Smart home IoT (SHIoT) devices

characterization, 1
classes, 9–12
classification, 2
data collection, 3–5
definition, 2
distribution, 6
extraction of traffic flows, 8
HTC traffic, 1
initial data set, characteristics, 6, 8
laboratory environment, 3, 5
MAC, 3
MTC, 1
network topology, 3
port mirroring, 5
precise filtering, 6
statistical description, collected data,

6–7
Wi-Fi communication, 3

Smart infrastructure, 84
Smart lifts, 56, 57
Smart logistics systems, 87
Smart railway

automating processes, 87
condition monitoring, 89
fibre optic cables, 90
industry 4.0, 87
interconnections, 90
manufacturing processes, 87
M2M communications, 87
on-board train positioning system, 89
production lines, 87
RFID reader, 90
RFID tag, 88, 89
RFID technology and satellites, 89
smart city, 87
stationary reader, 90
transmission, 90
vibration/weather conditions, 90

Sockets, 2

Software applications, IS
functional prototype development, 213–217
functional requirements, 210
planned, 209
requirements hierarchy, 210, 211
specification, 210
standard IS development methods, 209
system (nonfunctional) requirements, 210
versions, 209
WebDEAr (see WebDEAr software

application architecture)
SPR-separator, 262
Stakeholders, 114, 118, 119
Static models, 103
Stationary aeroelasticity problem, 262
Statistical program JMP

hypothesis 1
probability testing, 238
statistical testing, 239, 240

hypothesis 2
Fisher’s exact test, 241
Pearson’s chi-squared test, 241
testing, 242

hypothesis 3
data processing, 242
Fisher’s exact test, 243
graphical comparison, 244, 245
statistical testing, 244

Stock replenishment, 105
Storage strategy, 107
Supervisory control and data acquisition

(SCADA), 135, 219–221
Supply method, 107

T
TAG®Series, 65
Technical competencies, 176
Technology Readiness Level (TRL), 256
Tecnomatix Plant Simulation, 107–108
Terrestrial/close-range photogrammetry, 43, 50
Terrestrial laser scanning, 50
The Application Framework (TAM), 113–115
Time-reducing, 187, 188, 190, 191
Time structure management

aluminum casting production, 198–201
manufacturing plants, 195
methodology, 197–198
production process, 196–197

Traffic flows
characteristics, 1, 2, 15
Cu index, 9
extraction, IoT devices, 8
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Transponder, 71
Transport processes

graphic model, 97
implementation, 94
loading and unloading, 93
mineral resources, 94–96
modelling results, 98

Transport telematics, 86
Trends, 56–57
Turning

CNC machine, 274
components, 274
CTX alpha 500, 278
manufacturing process, 275
multi-axis double spindle, 274, 282
Swiss type, 275

U
UAVs, see Unmanned aerial vehicles (UAVs)
Unified Modeling Language (UML), 119
Unloading of minerals, 95
Unloading process, 95, 96
Unmanned aerial vehicles (UAVs)

aerial mapping, 45
as-built surveying, 50
commercial, 44
data acquisition platform, 44
data collection, 46–48
data processing, 48–50
exterior of building, 44
faculty of civil engineering, 44
Falcon 8, 45, 47
flight altitude, 46
flight conditions, 44
GSD, 45
measurement instrument, 44
spatial resolution, 45

User experience (UX), 116

V
Value-adding activities, 126
Value flow management

lean enterprise, 125–126
lean logistics, 126–127

Variable returns to scale (VRS), 35–38
Vibration separation process

compressor equipment, 262

energy and medium, 262
high-performance separation equipment,

262
interdisciplinary research, 262
physical and mathematical models, 262
research methodology (see Dropping

liquid)
SPR-separator, 262

W
Wagon unloading, 94
Warehouse, 20, 21, 23, 28, 86, 87, 104, 107,

129–131, 200
WebDEAr

application, 38
architecture, 38–39
back-end, 212–213
CZSO, 41
DEA models, 38–39
front-end, 211–212
MUNICIPALITY, 39
relational scheme of database, 39, 40
statistical and financial data, 39–40

WebDEAr software application architecture
back-end

DEA and FDH algorithms, 212
technology, 212

database, 211
DataDEAr database solution, 213
front-end

technology, 212
user inputs, 211

functional prototype (see Functional
prototype development)

information layer, 211
presentation layer, 210
web app, 210

Wi-Fi communication, 3
Wireless data collection technology, 71
Working environment

damaging factors, 149–150
hazardous work, 149–150

Workplace evaluation
AFD, 127–128
drumsticks production process, 128–129
material flow calculation, 131
transport distance and transport time, 132
variants, machine disposition, 129–130
See also Value flow management
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