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Preface

This volume contains the papers presented at AmI 2019, the 15th edition of the
European Conference on Ambient Intelligence, held in Rome, Italy during November
13–15, 2019. AmI 2019 is part of a series of annual conferences, which first took place
in 2003 with the EUSAI event in Veldhoven, the Netherlands.

Ambient intelligence refers to normal working and living environments populated
with embedded devices that can merge unobtrusively and in natural ways using
information and intelligence hidden in the network connecting these devices (e.g. the
Internet of Things). Such devices, each specialized in one or more capabilities, are
intended to work together based on an infrastructure of intelligent systems, to provide a
variety of services improving safety, security, and quality of life in ordinary living,
traveling, and working environments.

This year’s theme was on “Data-driven Ambient Intelligence” that follows the
vision of Calm Technology, where technology is useful but does not demand our full
attention or interfere with our usual behavior and activities.

In response to the call for papers, a total 50 submission were received from
researchers and practitioners from the fields of science, engineering, and design, all
working towards the vision of Ambient Intelligence. Each submission was assigned to
at least three Program Committee members, in some cases aided by subreviewers. Out
of these, the committee decided to accept 20 full papers. The selection was made by the
Program Committee based on originality, quality, and relevance to Ambient Intelli-
gence. The accepted papers are included in this Vol. 11912 of Springer’s LNCS.

This year, AmI also solicitated short papers of work in progress with substantial
interest for the community. In total 11 short papers were accepted for publication, out
of which 1 was retracted as the authors could not present it at the event. The selection
of the short papers was made by the Program Committee.

Apart from the contributed talks, AmI 2019 included invited presentations by Fabio
Paternò, Alex Gluhak, Salvatore Iaconesi, Oriana Persico, and John Pagonis.

Four special interest sessions and hands-on tutorials were held on November 13,
2019:

– Ambient Intelligence for Promoting Sustainable Behaviors
– Edge Machine Learning for Smart IoT Environments
– Ambient Intelligence in the Blockchain Era: How Decentralized Services Can

Revolutionize the Traditional Client Server Paradigm in Automation and Ambient
Intelligence

– Hands-on Tutorial on Embedded Artificial Intelligence

We wish to thank all authors who submitted their research to this conference,
contributing to the high-quality program, the Program Committees for their scholarly
effort, and all referees who assisted the Program Committees in the evaluation process.



We thank Springer for sponsoring the Best Paper Award, taking into account that
the paper was selected by the Program Committee.

We are also grateful to Ugo Cinelli Sara Ciotti, Sabrina Giampaoletti, Venerino
Filosa, Domenico Macari, and all the support staff of the Organizing Committee from
the Sapienza University of Rome for helping us organize AmI 2019.

November 2019 Ioannis Chatzigiannakis
Boris De Ruyter

Irene Mavrommati
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Ambient Lighting Atmospheres
for Influencing Emotional Expressiveness

and Cognitive Performance

Boris De Ruyter(B) and Saskia Van Dantzig

Philips Research, High Tech Campus, 5656 AE Eindhoven, The Netherlands
boris.de.ruyter@philips.com

Abstract. In this paper a study is reported for investigating the effects
of a lighting atmosphere on emotional expressiveness and cognitive pro-
cessing. An experimental lighting atmosphere was created for hospital
consultation rooms to better support the shared decision making process
of patient and clinician. The lighting atmosphere consists of two phases:
(1) indirect, dimmed-warm light (supporting emotional expressiveness)
and (2) direct, cold-bright light (supporting cognitive processing). The
ambient lighting atmosphere was compared with a standard office light-
ing atmosphere involving 54 male participants. Participants took part in
the experiment in pairs. During the first phase, they watched two emo-
tion inducing film fragments and then discussed these fragments with
each other. Under warm-dimmed lighting conditions significantly more
emotions were expressed with less negative valence. During the second
phase, participants performed two cognitive tasks. No statistical signif-
icant effects of lighting condition on both attention and concentration
tasks were found.

The results showed that participants’ emotions and anxiety level was
influenced negatively by the film fragments in both conditions. During
the discussion, participants in the intervention condition had significantly
more eye contact and showed fewer negative expressions than partic-
ipants in the control condition. On the cognitive tasks, there was no
difference between the conditions, indicating that attention and concen-
tration were not influenced by the intervention.

Keywords: Ambient lighting · Emotions · Cognitive performance

1 Introduction

As a vision, Ambient Intelligence (AmI) refers to environments that are sensitive
and responsive to the presence of people [22]. Essential in AmI is its focus on the
effects that applications of technologies, embedded in the environment, have on
people. Examples of such effects include feelings of immersiveness when consum-
ing content [22] and being persuaded for changing attitudes and behaviour [14].
The focus of this paper is on the effects lighting atmospheres have on people.
c© Springer Nature Switzerland AG 2019
I. Chatzigiannakis et al. (Eds.): AmI 2019, LNCS 11912, pp. 1–13, 2019.
https://doi.org/10.1007/978-3-030-34255-5_1
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1.1 Lighting Atmospheres

Natural lighting is complex in composition (e.g. 5% Ultraviolet, 43% visible, 52%
near-infrared), cyclic (e.g. circadian and circannual) and variable (e.g. intensity
and color temperature). The advantage of artificial (i.e. electric) lighting is that
different aspects can be manipulated to achieve specific effects of lighting.

Besides classical visual effects, light elicits non-visual brain responses, which
influence physiological and psychological processes. A diversity of lighting effects
on people have been reported in literature. These range from immediate effects
such as enhanced concentration by children in a classroom [24] and mood regu-
lation [15] to longer term effects such as the regulation of sleep in hospitalized
patients [12].

Studies have found relationships between lighting and stress [31], depres-
sion [27], emotions [9] and circadian rhythm [7]. In turn, these relationships
influence different outcomes such as length-of-stay in hospitals [1] and burnout
in working environments [3]. A conceptual overview of these relationships and
their outcomes is presented in Fig. 1 based on findings from literature [1,3,5,7–
9,11,13,20,27,29–32,34].

Fig. 1. A conceptual overview of lighting effects and outcomes documented in literature
(mediators are marked in blue boxes) (Color figure online)

For the context of the study reported in this article, the focus is on the influ-
ence of lighting on processing of and emotional coping with medical diagnostic
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information by patients recently diagnosed with prostate cancer. This type of
cancer can be treated by a multitude of interventions. Since the most appropri-
ate intervention is selected on individual basis, an active role of the patient is
required in a shared decision process.

1.2 Shared Decision Making

Shared decision making is an emerging approach in healthcare, in which the
clinician provides the patient with the complete clinical evidence related to the
medical condition, the available treatment options, and the benefits and risk
factors of each option. The patient shares personal preferences on the trade-
off between the different benefits and risk factors. Together, the clinician and
patient make an informed decision on a treatment pathway. Shared decision
making is the recommended approach for prostate cancer, and its becoming
increasingly common in medical practice [4]. In many cases of localized prostate
cancer, multiple treatment alternatives are possible. Each of these alternatives
has its own advantages and disadvantages, which may be weighed differently
by different patients. Therefore, the patients personal situation and preferences
should be taken into account to select the optimal solution on a case by case
basis.

The decision making process generally consist of the following steps:

1. Consultation and tests. During the first consultation with the urologist,
the patients complaints, health situation and risks are discussed. A physical
exam and biopsy are performed or scheduled and the patient is asked to come
back in a week for the diagnosis.

2. Diagnosis. After one week, the urologist shares the test results with the
patient, explains the diagnosis and describes the possible treatment options.

3. Reflection. The patient (and partner) retreat to a reflection room, where
they are joined by a nurse, who helps them to cope with their emotions and
who ensures that the patient has understood the diagnosis and the different
treatment options.

4. Thinking period. The patient then has a period of several weeks to think
over his options. Patients often search the internet, talk to family and friends,
and they may consult the nurse and other specialists in the hospital or take
a 2nd opinion. In the meantime, the urologist meets with the radiologist and
oncologist to discuss the treatment options.

5. Decision. During the next consultation, the urologist asks the patient about
treatment preferences and shares the conclusions from the experts meeting.
Together, the patient and the urologist decide which treatment path will be
followed.

While it is desirable to adopt the above described shared decision making pro-
cess, due to the emotional distress caused by receiving such diagnosis patients
are not always in an optimal condition for participating in such process. Build-
ing on established influences of lighting on cognitive processing and emotional
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experiences, an ambient lighting atmosphere is developed which could facilitate
the shared decision making process. This ambient lighting atmosphere could be
deployed in different hospital spaces, such as waiting rooms, consultation rooms
(where patients meet with the urologist) and reflection rooms (where patients
meet with the nurse after receiving the diagnosis). The different lighting atmo-
spheres are depicted in Fig. 2.

(a) indirect, dimmed-warm lighting (b) direct, cold-bright

Fig. 2. Different lighting atmospheres

2 Study

The study investigates the potential positive effects of a lighting atmosphere on
emotional expressiveness (by enhancing relaxation) and cognitive information
processing (by enhancing alertness).

The study protocol was reviewed and approved by an ethics committee and
followed the Declaration of Helsinki (World Medical Association, 1964). Partic-
ipant consent was obtained prior to the start of the study.

2.1 Lighting Atmosphere

The experimental lighting atmosphere implements two sequential lighting set-
tings: dimmed-warm and cold-bright light (see Table 1). Based on the fol-
lowing literature, it is expected that dimmed-warm light will influence emotional
experiences while cold-bright light will influence information processing:

– Low illuminance environments (150 Lux) induce a global processing style (the
tendency to focus on the big picture). In high illuminance environments (1500
Lux) a local processing style (the tendency to attend to details) is induced
[26]

– Under low levels of lighting more positive affect, feelings of relaxation and
intimacy are reported compared to high levels of lighting [2,10]

– Dimmed warm light (2700 K) leads to the impression of a relaxing and inti-
mate atmosphere, while bright cool light (5000 K) is associated with comfort
and spaciousness [19]
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Table 1. Lighting settings implemented in the study

Intervention condition Control condition
Relaxing atmosphere Focusing atmosphere

Description Indirect, warm light Direct, cool light
Color temp. 2700 K 5000 K
Illuminance
(horizontal)

150 Lux 1500 Lux

Direction
Wall mounted,
up-light

Ceiling mounted,
downwards

standard office
lighting

2.2 Participants

Fifty-four Dutch speaking men were recruited by an external agency for par-
ticipation in the study. Participants were between 46 and 64 years old and had
an average age of 55.8 years (SD = 5.9). In return for their participation, par-
ticipants received a gift voucher of 15 Euros and travel expenses. Colorblind
subjects, users of sleep medication, shift-workers or subjects suffering from an
eye disease were excluded from the study.

2.3 Study Design

The experiment consisted of two phases; the first phase focusing on the elicita-
tion and expression of emotion, and the second phase on cognitive processing
(both phases are typically part of the reflection step during the decision mak-
ing process as described above). In the control condition, normal office lighting
was presented throughout the whole experiment. In the intervention condition a
dynamic lighting atmosphere consisting of two phases was used. During the first
phase, a relaxing atmosphere was created through indirect, dimmed-warm light.
During the second phase, a focusing atmosphere was created through direct,
cold-bright light. The intervention and control condition are implemented fol-
lowing a between-subjects design.

The hypothesis to be tested are:

– emotional expressiveness will be different under dimmed-warm lighting con-
ditions compared to under neutral office lighting

– cognitive processing will be different under cold-bright light conditions com-
pared to neutral office lighting (Fig. 3).

During the first phase (i.e. under dimmed-warm light) of the experiment,
feelings and anxiety levels were measured before and after watching emotion
inducing film fragments. In the second phase (i.e. cold-bright light) of the exper-
iment, cognitive tests for measuring attention and concentration were adminis-
tered (see Table 2). The instruments used in the study are discussed together
with the study procedure in the next section.
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(a) indirect, warm-dimmed light (b) direct, cold-bright light

Fig. 3. Intervention settings

Table 2. Data acquisition during the study

Phase Task Goal
3-item Feeling Scale Measure current emotional state

before inducing emotions (T1)
20-item trait anxiety scale Measure current anxiety level
Watch video fragments Induce emotions
Discuss video fragments Measure emotional expression
3-item Feeling Scale Measure current emotional state

1

after inducing emotions (T2)
20-item trait anxiety scale Measure current anxiety level

N-back Measure attention
2

levelnoitartnecnocerusaeM2-D

2.4 Procedure

The experiment took place in a controlled laboratory room and lasted for approx-
imately 50 min. Participants took part in the experiment in pairs. Each pair was
randomly assigned to either the intervention condition or the control condition.
In total, there were 24 participants in the intervention condition and 30 partici-
pants in the control condition.

Upon entering the laboratory room, participants were seated behind two
tables facing each other (see Fig. 4). On each table there was a computer monitor,
input devices (keyboard & mouse) and a camera. A screen was placed between
the two tables, preventing the participants from seeing each other directly. How-
ever, at certain moments during the study, they could view and communicate
with each other via a camera mounted on a monitor.

When the participants were seated, the project leader briefly explained the
procedure of the study, clarified the informed consent form and asked partici-
pants to sign the form. Then, participants put on headphones and started with
the actual experiment.

First, participants responded to some questions with regard to their current
emotional state and level of anxiety. Emotional state was assessed by the Feel-
ing Scale, which contains three items relating to overall valence (very bad ↔
very good), energetic arousal (tired ↔ energetic) and tense arousal (stressed
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↔ relaxed) [33]. Responses are given on a nine-point Likert scale. The anxi-
ety level was assessed by 20 items of the State-Trait Anxiety Inventory (STAI),
assessing the participants state level of anxiety, answered on a four-point Likert
scale [21,25]. Next, participants watched two emotion inducing film fragments
(selected to induce negative emotions) on their computer monitors [23].

After watching two emotion inducing film fragments (for a validation of emo-
tion induction using video fragments see [16]), participants removed their head-
phones and discussed the fragments with the other member of the pair, for
a duration of three minutes. This discussion was intended to elicit emotional
expression. During the discussion, the participants faces were captured by a
camera mounted on the monitor, such that they could see each other on their
computer monitors. In addition, the video feed from both cameras was used
for an automated assessment of the emotional expressiveness based on facial
expressions. For this assessment the FaceReader 3.0 tool from Noldus B.V. was
used. This tool provides a classification of facial expressions in terms of direction
and strength of emotional expressiveness [17,28] and can distinguish six basic
emotions (happy, angry, sad, surprised, scared, disgusted) plus neutral, with an
accuracy of 88%.

Following the discussion, participants completed again the feeling and anxiety
questionnaire after which the second phase of the experiment started, address-
ing cognitive performance. While in the control condition the lighting remained
constant, in the intervention condition there was a sudden switch to cool bright
light, which was expected to enhance attention and concentration. During the
second phase participants completed (individually) two cognitive tasks: (i) the
N-back task, a computerized attention task and (ii) the D-2, a paper and pen
task measuring attention [6]. After completion of the tasks, the test leader briefed
the participants about the objectives of the study, thanked them for their par-
ticipation and handed them a gift voucher.

3 Results

3.1 Manipulation Check

Before going into the statistical analysis of the study results, some manipulation
and quality checks of the obtained data are needed.

Quality of the Facial Expression Recordings. Starting from the raw data
(as provided from the FaceReader analysis per frame of the recorded video)
a quality index (based on the ratio of available frames and number of frames
for which the FaceReader was able to obtain an emotional expressiveness and
valence value) is calculated. Although the quality of a video recording for anal-
ysis with the FaceReader software can be influenced by many factors (e.g. gaze
direction, occlusion of parts of the face by hands, facial features such as beard)
it is documented that lighting conditions can significantly influence the quality
of the analysis. Hence, it is important to verify that the quality of the video
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recordings is comparable for both experimental (and thus lighting) conditions.
A statistical analysis (using a t-test) of the significance difference between the
quality index of both conditions indicates that there is no significant difference
between the quality index for both lighting conditions (t = 0.4, p = 0.692).

Inducing Emotions with Film Fragments. The emotional state was
assessed with the Feeling Scale (measuring overall valence, energetic arousal
and tense arousal) before (T1) and after (T2) viewing the emotion inducing film
fragments (see Table 2).

On the overall valence item, participants responded significantly lower (using
a repeated measures ANOVA test) at T2 than at T1, F (1, 51) = 12.9, p <
0.001. There was no main effect of condition, F (1, 51) = .76, p = 0.40, nor
an interaction between time (before and after video fragments) and condition,
F (1, 51) = 2.9, p = 0.10.

On the energetic arousal item, there was no significant difference between
T1 and T2, F (1, 51) = 2.9, p = 0.09. There was also no effect of condition,
F (1, 51) = 2.7, p = 0.11, or an interaction between time and condition F (1, 51) =
0.42, p = 0.52.

On the tense arousal item, there was a significant effect of time, F (1, 51) =
7.4, p = 0.01. Participants reported feeling more stressed at T2 than at T1.
There was no significant main effect of condition, F (1, 51) = 2.0, p = 0.16, nor
a significant interaction between time and condition, F (1, 51) = .05, p = 0.83.

The results of the Feeling Scale suggests that participants emotions were
indeed influenced by watching the film fragments: participants felt slightly worse
and more tense after watching the fragments than at the start of the experiment.

3.2 Emotional Expression

Emotional expression was assessed (from recordings during the discussion
between participants after watching the film fragments) with the Noldus Fac-
eReader, which classifies facial expressions into six basic emotions or a neutral
expression. Due to camera and software issues, some sessions were not recorded,
resulting in 23 recordings in the intervention condition, and 22 in the control
condition.

The FaceReader software provides per frame in the analysis an index express-
ing the probability or index of a neutral and an emotional facial expression.
A statistical analysis between the neutral index for both groups indicated that
there is no significant difference in the amount of neutral expressiveness for
both groups (t = −1.7, p = 0.098). A statistical analysis between the emotional
expressiveness index for both groups indicates that although more emotions
were expressed in the control condition compared to the intervention condition,
this difference is not statistically significant (t = 1.98, p = 0.055). Finally, the
FaceReader software provides an index for the valence of the emotional expres-
siveness per frame included in the analysis. A statistical analysis indicates that
there is no significant difference between for positive valence index (t = −0.34,
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(a) neutral office light (b) warm-dimmed light

Fig. 4. Capturing of facial expression

p = 0.735) while there is a significant difference for the negative valence index
(t = −2.54, p = 0.015) between the control and intervention group.

During the study it was noted that some participants avoided eye contact
(based on the gaze direction information provided by the FaceReader). Interest-
ingly, the ratio of participants avoiding eye contact differed between conditions.
In the intervention condition, 1 out of 23 participants (4%) avoided eye con-
tact, whereas 7 out of 22 participants (32%) in the control condition avoided eye
contact. This difference in ratio was significant, χ2 = 5.8, p = 0.016.

3.3 Anxiety

Anxiety was assessed with the State Trait Anxiety Questionnaire (STAI), which
consists of 40 items (20 items measuring trait anxiety and 20 items measur-
ing state anxiety). Participants answered the 20 state anxiety items twice,
before (T1) and after (T2) viewing the emotion inducing videos. The STAI was
answered by 25 participants in the Intervention condition and 28 participants in
the Control condition. The data were analysed with a 2 × 2 repeated measures
Analysis of Variance (ANOVA), with time (T1 vs. T2) as within-subjects factor
and condition (intervention vs. control) as between-subjects factor.

There was a significant main effect of time, F (1, 51) = 6.4, p = 0.015. Par-
ticipants reported higher anxiety levels after than before viewing the emotion
inducing video fragments. There was no main effect of condition, F (1, 51) = 0.4,
p = 0.54, nor an interaction between time and condition, F (1, 51) = 0.05,
p = 0.82. The results indicate that participants felt slightly more anxious after
watching the film fragments, irrespective of experimental condition.

3.4 Cognitive Performance

The hypothesis with respect to the second phase was that cognitive processing
should be enhanced when participants are exposed to bright cold light. In other
words, participants should perform better on the cognitive tasks (concentration
and attention) in the intervention condition compared to the control condition.
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Concentration. Concentration was measured with the N-back task. The data
from 11 participants were removed from the analysis because they had an accu-
racy level below 40%. The scores from 18 participants in the intervention con-
dition and 24 participants in the control condition remained and were analysed
statistically with an independent samples t-test. There was no statistical signifi-
cant difference between the experimental conditions with respect to accuracy or
reaction time (all t-scores lower than 1).

Attention. Attention was measured with the D2 test. The data from two par-
ticipants were removed from the analysis (one failed to perform the task cor-
rectly and one did not complete the task). Next, based on Tukeys criterion, two
outlying scores were removed. The scores from 28 participants in the Control
condition and 23 participants in the Intervention condition remained and were
analysed statistically, using an independent samples t-test. There was no signif-
icant difference between the two experimental conditions on the total number
of processed items, the error percentage, or the concentration score (all t-scores
lower than 1.0). From these results, we can conclude that the intervention did
not enhance attention.

4 Discussion

For a shared decision making process to be successful, patients should be actively
involved in the process. However, often patients are not in the most suitable
emotional and cognitive state to effectively participate in the process. Current
practice does not give patients the time and space to express their emotions
upon receiving the bad news. Instead, they have to process information about
their diagnosis, and discuss the possible treatment options with their clinician.
Because patients are typically in shock after receiving the bad news, they have
difficulties assimilating and remembering the provided information. As a result,
they often ask repetitive questions, putting an additional burden to clinicians.

To address these issues, we created and tested a dynamic lighting atmosphere
for consultation rooms that should enhance (a) the expression of emotions, and
(b) the processing of information. This method builds on several well docu-
mented effects of lighting on the expression of emotions and the processing of
information. Our hypotheses were tested in a laboratory study, in which partici-
pants discussed emotion inducing film fragments and performed cognitive tasks,
while being exposed to either the dynamic lighting atmosphere (intervention
condition) or standard office lighting (control condition).

The results of this experiment show that participants emotion and anxiety
levels were influenced by the film fragments in both conditions. After viewing
the film fragments (compared to before viewing the fragments) there was signif-
icantly more anxiety, lower valence and higher tense arousal.

During the discussion, participants in the intervention condition had statisti-
cally significantly more eye contact and fewer negative emotional expres-
sions than participants in the control condition. While not statistically signifi-
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cant (p = 0.055), there were more emotions expressed under warm-dimmed light
compared to the standard office lighting condition.

Although the alerting effects of bright light are well acknowledged in lit-
erature [7,18], the current study found no difference between the conditions,
indicating that attention and concentration were not influenced by the interven-
tion. It could be argued that test participants were already in a higher level of
alertness due to the emotions induced and expressed in the first part of the exper-
iment. A possible ceiling effect could explain the observation that the bright light
condition during the second part of the experiment did not increase alertness.

5 Conclusion

In general, it can be concluded that the warm-dimmed lighting atmosphere sig-
nificantly influenced positively the expression of emotions (even though the film
fragments were selected to induce negative emotions). Additionally, the same
film fragments induced significantly less negative valence in the facial expressions
(and were thus potentially perceived as less negative) under the warm-dimmed
lighting atmosphere. Additionally, the same film fragments induced significantly
less negative valence in the facial expressions (and were thus potentially per-
ceived as less negative) under the warm-dimmed lighting atmosphere. In the
present study, no statistically significant effects were found on cognitive process-
ing (attention and concentration).

There are some limitations that apply to this study. It is likely that the
induced levels of emotion and anxiety in a laboratory context are less intense
than the experienced levels of emotion and anxiety in actual patients during
the shared decision making process. Thus, before bringing the proposed ambient
lighting atmosphere into the actual hospital context, we should investigate if
the ambient lighting atmosphere does have a beneficial effect for the targeted
patients. Studies with actual patients will have to provide evidence that such
envisaged effect is of significance (i.e. having a large enough impact to positively
influence the shared decision making process) for real-life settings such as those
in a hospital.

The aim of the intervention was to create an atmosphere in which people feel
comfortable to share their emotions. In the warm-dimmed lighting atmosphere,
participants had more eye-contact and showed fewer negative expressions than
in the control condition. This raises the question whether participants in this
condition actually perceived less negative emotions, or whether they withheld
their emotions more. To address this question, further research is needed.

There are different ways to implement the ambient lighting atmosphere in
hospital rooms. In its simplest embodiment, the appropriate lighting setting is
selected by the clinician (e.g., through a remote control). In a more intelligent
embodiment, the system could contain sensors to monitor the patient’s emo-
tional response and/or conversation topic. It could respond intelligently to the
information gathered in the room. Obviously, in such a solution, the patient’s
privacy is of utmost importance and should be guarded strictly.
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Abstract. Power efficiency is a hot topic nowadays due to dramati-
cally increasing number of devices (nodes) that are difficult to charge,
so they need to harvest energy from the environment itself. Since the
amount of harvested energy is very limited, it is impossible for the nodes
to even “listen” continuously for the packets from neighbors. For the
proper scheduling of communication, clock synchronization between the
nodes is required. This paper describes the clock synchronization design
for WSN in case the continuous listening is not possible. Practical power
consumption measurements based on Nordic nRF52840 chip are pro-
vided. Parameters selection to minimize the clock synchronization time
and power consumption are investigated and example calculations of
Lightricity solar panel are provided for reference. Using only 140µW
from this panel, designed clock synchronization allows 2 nodes to be
synchronized within 180 s time interval with typical 10 ms error.

Keywords: Clock synchronization · Power efficiency · Mesh
networks · Bluetooth Low Energy

1 Introduction

Modern communication technologies make it possible to substantially reduce
power consumption in comparison with the conventional approaches. This con-
tributed to the emergence of the ultra-low-power networks which nodes can
operate for up to a year on a coin battery.

On the other hand, with the ever-growing use of renewable energies, espe-
cially solar energy, there is a demand for the further development of completely
battery-less networks operating solely from energy harvesting.

Time synchronization between the nodes is an important part of the proper
functioning of any network, both wired and wireless. Indeed, common sense of
time, especially in wireless mesh networks, is rather a basic requirement than a
“nice-to-have” feature.

Apart from this, time synchronization can serve multiple useful purposes in
wireless mesh networks. Usually, when a sensor network is deployed the nodes
relative locations are unknown. With the implemented proper time synchroniza-
tion, the distances between the nodes can be established by send/receive message
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timestamps. Moreover, the timestamps can also be used for node’s mobility and
speed detection.

Time synchronization is also important because of the imperfection of hard-
ware clocks. As time elapses, the clocks drift gradually from each other thus
requiring periodical resynchronization.

However, the most important role the time synchronization plays in the low-
power mesh networks, where the nodes fall asleep to save the energy. Nodes in
these networks are inactive for most of the time and wake up only for a very short
period to exchange messages. Correct time synchronization becomes extremely
important in order to assure the synchronous sending/receiving time slots. On
the other hand, this imposes extra constraints on time synchronization scheme
making usage of the ready time sync solutions practically impossible.

In this paper we propose the time synchronization design for power-efficient
BLE sensor mesh networks. Existing time and clock syncrinization protocols
are tailored for time synchronization accuracy and are not suitable for networks
with the strict power consumption limitations, e.g. based on battery-less nodes.
Proposed lightweight clock syncronization desing minimizes as much as possible
the radio activity, that consumes the majority of energy. Practical measurements
are provided and serve as basics for parameter selection recommendations.

2 Time Synchronization in WMN

Nowadays, Bluetooth is very popular for wireless sensor nodes. It is widely
adapted for the low-range wireless communication in consumer devices and, as
an open standard, it has great support of the industry and becomes ubiquitous.

In 2017, the Bluetooth SIG released the Bluetooth mesh standard. There are
several BLE mesh SDKs developed by different vendors. For example, Nordic
Semiconductors, Silicon Labs, and some others developed their SDKs based on
Bluetooth mesh standard. According to those, nodes with different roles are
introduced. Among those, there are also low power nodes sleeping most of the
time with the radio being turned off. Other nodes, however, have radio switched
on permanently which is unacceptable for the ultra-low power networks. To
reduce power consumption, the nodes should wake up synchronously to exchange
data, thus time synchronization within network is extremely important.

2.1 Overview of Time Synchronization Protocols

Network Time Protocol (NTP) and Precise Time Protocol (PTP) are well-known
standard time synchronization network protocols. However, they are not appli-
cable to wireless networks due to power consumption issues which are critical for
the latter. Among the diversity of the wireless media and technologies (Wi-Fi,
Bluetooth, Bluetooth Low Energy, ZigBee, etc.) and various time synchroniza-
tion requirements, current standard time sync protocols for wireless networks do
not exist. Only de-facto standards exist. Moreover, in the specific cases custom



16 D. Makara et al.

protocols are devised [5]. For example, direct porting to BLE of time sync pro-
tocol has proved efficient for Bluetooth, but it may not be applicable due to the
specific power consumption conditions in BLE networks. Choice of the proper
time sync protocol is to the large extend dictated by the required time sync
accuracy. In general, the looser time accuracy requirements are the more light-
weight protocol (in terms of complexity and power consumption) is applicable
[11–13].

One of the most important challenges in the context of WSN time synchro-
nization is the internal clock drift. It is caused by the fact that crystal oscillators
(the source for most clocks) have slightly different frequencies from device to
device, even if they are configured to be identical. As time elapses, these fre-
quencies drift from each other thus producing time offsets, that is, difference in
time readings between the clocks.

The other important WSN time synchronization problem is non-determinism.
It means that the time needed to deliver message from one node to another in the
network varies depending on the specific conditions. Namely, traffic level, pro-
cessor load, interrupts, physical media accessibility, etc. cause the total message
traveling time to vary within a wide range. This makes the time synchronization
problem more difficult to solve. One of the general solutions to this problem is
generating timestamps at OSI level as close to physical level as possible.

2.2 Time Synchronization Protocols for Wireless Networks

In conventional wired networks, where the nodes are permanently active and
there are no power consumption constraints, the time synchronization problem
is mainly a matter of a time synchronization algorithm. In wireless networks
with the battery-powered nodes this problem gets more complex due to the
issue of power consumption. With WSN over BLE, the problem is getting even
more complex since nodes are not permanently active and most of the time they
sleep to conserve energy and cannot exchange messages. As for wireless networks
in general and WSN, in particular, there are no official time synchronization
standards. Instead, a couple of listed below de-facto standards exist [14]:

– Reference Broadcast Synchronization (RBS)
– Time Sync Protocol for Sensor Networks (TPSN)
– Flooding Time Synchronization Protocol (FTSP)
– Tiny-Sync
– Mini-Sync

Overview of RBS and TPSN clock synchronization methods is provided in [3].

Reference Broadcast Synchronization. This is a rather simple time sync
approach which is based on the receiver-receiver pattern rather than on the
sender-receiver. In such a way it eliminates send and access times as sources
of variability in message delivery duration. Briefly, the protocol works in the
following way: sender periodically broadcasts sync message to other nodes; the
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nodes timestamp message arrival according to their individual clocks; afterwards,
they exchange another sync message with each other. Therefore, each node knows
other nodes’ offsets from its own clock. To the best of our knowledge, no open
source implementations of RBS are available. Both TPSN and FTSP use ideas
from RBS.

Time Sync Protocol for Sensor Networks. TPSN is a sender-receiver syn-
chronization protocol. The network structure has a tree topology. TPSN provides
network-wide time synchronization in a sensor network. The TPSN algorithm
consists of two stages:

– level discovery stage when the hierarchical network structure is discovered;
– synchronization phase when the pair-wise synchronization is carried out.

TPSN is designed for multi-hop networks, while RBS performs best on the single-
hop networks. TPSN uses MAC layer timestamping. During the synchronization
phase, the two-way message exchange between a pair of nodes forms the main
part of the algorithm. Basing on this, the offset time between nodes’ clocks is
calculated. Unlike RBS, TPSN implementation can be found in open sources.
More detailed description of TPSN can be found in [2].

Flooding Time Synchronization Protocol. This is another sender-receiver
protocol. It is similar to TPSN in that it also has the root node selected and
all nodes are synchronized to the root. However, unlike TPSN which has a tree
topology, FTSP has a mesh topology. FTSP is best suited for the large multi-
hop networks. FTSP uses MAC layer timestamping like TPSN. However, this
requires a custom-made stack implementation to enable timestamping at this
level. FTSP has several advantages over TPSN. Although TPSN provides a
protocol for a multi-hop network, it does not handle the topology changes well.
TPSN would have to re-initiate the level discovery phase if the root node or the
topology was changed. This would require more network traffic and would create
additional overhead.

With FTSP, the flooding aids in handling dynamic topology changes. The
protocol specifies that the root node is periodically re-elected. Like TPSN, FTSP
also provides MAC layer time stamping which greatly increases the precision and
reduces jitter.

FTSP is an available feature in TinyOS [4] which is an open source, event-
driven, and modular OS designed to be used with the sensor networks.

Tiny-Sync and Mini-Sync. Both the Tiny-Sync and Mini-Sync algorithms
utilize the traditional synchronization method involving the two-way messaging
between a pair of nodes for the interpretation of the relative drift and relative
offset between the clocks. Though they are not as popular as the previously
described methods, they are mentioned here because these algorithms can be
useful for fast implementation and benchmarking.
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2.3 Time Synchronization in Low-Power Mesh Networks

The choice of the time sync protocol for WMN over BLE is dictated by the
specific application requirements. It is usually a matter of trade-off between
the power consumption and timestamping accuracy. All the protocols described
above are tailored for the time sync accuracy and are not good candidates for
the power constraint networks. Below we describe the simple custom time syn-
chronization design for the battery-less network over BLE.

3 Implementation

3.1 Design Requirement

Nodes in the network are in three possible states regarding to the radio activity:
transmit, receive and sleep.

The Fig. 1 shows the typical communication sequence of two unsynchro-
nized devices. If transmit of one device overlaps with receive of another, packet
exchange occurs.

Fig. 1. Devices state changes during synchronization
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Transmit and receive states consume relatively big amount of energy. Sleep
is the lowest power mode in the system during which all the components are
in a low-power mode. Only the sub-system responsible for the system wake-up
remains active. Our aim is to get minimal power consumption that will allow to
build devices without active power supply using only the ambient energy sources
like the indoor lighting. To achieve this goal, we need to minimize the time of
radio activity and maximize the time that devices spend in sleep. The radio
activity time should be the smallest that still allows to reach reasonable commu-
nication abilities and synchronization precision. The methods that allow good
synchronization precision in the distributed WSN are commonly power hungry
and the trade-off exists between the power efficiency and the synchronization
precision. In our case, the primary goal is to achieve the lowest possible power
consumption.

3.2 Power Efficient Packet Exchange

To implement the time synchronization in a specific mesh network and make it
power-efficient, we need to focus on several objectives:

– Measure existing power consumption on each of the system states, and min-
imize power loss in the system

– Analyze and select optimal time balance of each stage basing on the available
power budget

– Implement synchronization and measure its precision and power consumption

We focused on the BLE mesh system without the actual connection events
(the so-called flood mesh) that allows to populate system states across the net-
work. In this case, we have a couple of radio activities:

1. Transmission of advertisement packet. This packet contains information
about the device: its ID, name, connection ability and specific custom man-
ufacture information. The transmitting time is relatively short: around 2 ms.
Interval between the advertising packets has big influence on the average
current consumption. More details are described in Sect. 4.1.

2. Scan for the advertising neighbors. This process typically takes much longer
than advertisement to make sure that synchronization intersection between
the nodes will happen (see Fig. 1). Scan interval is showed as solid to demon-
strate the idea, but practically it should be split into shorter intervals and
occur between advertiving with offsets. Thus, it is effective the same but does
not require to collect a lot of energy for the uninterrupted scan. More details
are described in Sect. 4.2.

3. Sleep is the state with minimal power consumption. More details are described
in Sect. 4.3.

3.3 Network Clock Synchronization

For implementation of a network clock we used application timer that runs from
the external 32.768 XTAL clock source (20ppm). There are multiple precondi-
tions that will cause synchronization error for this system:
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1. Base tolerance 20ppm will cause 20us error every 30.6 s
2. Load capacitance mismatch of the crystal (due tolerance) and temperature

variations will increase this number
3. Overflow of 24-bit counter will occur every 8.53 min and need to be handled

The actual timer ticks were used to track the uptime on each device (node).
Let’s define network clock as some counter that runs at the same speed as
uptime on each node. Thus, knowing the difference between local uptime and
network clock, nodes know network clock. At the node power-up this difference
is unknown and should be adjusted during the synchronization.

Before sending an advertising packet, node writes network clock into it. The
receiving device compares its own network clock with the one received from the
network. The older value dominates and is used to calculate the new difference.
Eventually each node knows the network clock, which is de-facto the uptime of
the oldest node in the networks.

4 Measurement Results

For measurements and prototyping, the nRF52840 based board [9] was used. The
measured system efficiency was defined by wasted energy to perform synchro-
nization and communication tasks and achieved synchronization clock accuracy.
The current consumption of the prototypes was measured with the specific kit
(X-NUCLEO-LPM1A) that provides power to the device under test and allows
to make dynamic measurements up to 50 mA with 100 kHz bandwidth. It was
used to track average current consumption and energy for each zone of interest
during BLE radio activities like advertisement and scanning. The baseline cur-
rent consumption of the device under test (DUT) was minimized by turning off
all sensors power using the power switch and turning off sensors data acquisition
code in the firmware.

4.1 Advertising

Advertisement process is one of the basic BLE functions, allowing the device
to identify itself, its communications ability, and transfer manufacturer-specific
or custom information to the neighbors. The information in the advertisement
packet is transmitted periodically. There are three dedicated channels for that.
The number of channels that are used, packets length, and advertisement period
define the energy that will be consumed by device during the advertising. Power
consumption during the advertising is shown on the Fig. 2.

The device is configured as not-connectable, which allows to avoid radio
switching to receive mode after advertising on one channel and directly switch
to the next one. The measured energy for advertising on 3 channels is

Eadv,3ch = 36µJ. (1)

That allows most of the BLE beacons to work for years from a single coin-cell
battery. The first spike on the Fig. 2 (at around 140 ms) is caused by the wakeup
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Fig. 2. Advertisement current consumption

from the application timer to dynamic update of the advertisement packet with
the known network clock (system uptime plus difference). By advertisement on
a single channel, it’s possible to reduce the amount of the consumed energy to
16.8µJ but it descreases probability of packet delivery. The duration of trans-
mission process on 3 channels is about 2 ms.

4.2 Scanning

After some advertisement period, where each device floods network clock to the
neighbors, there is a scanning period used for listening to the other nodes and
receiving their data. The scan window and interval identify the period between
the sequential scans and their duration.

Minimum possible Bluetooth scan window is 2.5 ms, power consumption dur-
ing that minimal scan window is shown on the Fig. 3. Measured energy loss
during this scan is

Escan,min = 13.75µJ. (2)

For practical usage, we could select longer scan window. Measurement of con-
tinuous scan gives us power that is needed for scan

Pscan = 22mW. (3)

4.3 Sleep

To minimize board power consumption, the sensors were turned off using the
power switches. Main controller (nRF52840) was put in a sleep mode. Measured
power that is needed to supply device in sleep mode is

Psleep = 6.7µW. (4)
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Fig. 3. Scanning current consumption (minimal scanning interval)

5 Parameters Selection

For calculations of communication parameters that will best fit our power budget
we consider the following input data:

– Supply power P that is typically panel power excluding average sleep power
and probably excluding power needed for the other tasks.

– The scan interval should be equal or bigger than the advertising interval, to
avoid missing of the synchronization event. From power perspective we select
the advertise interval equal to the scan interval in order to save energy.

Thus, we have two free parameters that should be selected: one full cycle
time T and advertise/scan interval t. Its visualization is shown on Fig. 4.

Fig. 4. Parameters visualization.
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Based on these inputs, energy, consumed by device during one full cycle T is

Econs = NEadv + Pscant, (5)

where N is number of advertising packets within interval T :

N =
T

t
− 1. (6)

Supply energy for one full cycle T

Esupply = PT. (7)

To make the system function, we need to assume that the supply provides more
energy than the system consumes:

Esupply > Econs. (8)

Increasing full cycle time T , we could increase excess of Esupply over Econs as
the most power consumption part (scanning) remains the same. Thus, we could
find the minimal full cycle time in case Esupply = Econs:

Tmin =
Pscant

2 − Eadvt

P t− Eadv
. (9)

Constraints, to have enough energy for advertising the next condition must be
satisfied:

Pt > Eadv. (10)

Here, advertising interval t is not set and could be selected depending on the
actual use case and harware restrictions. In case it could be selected, let’s find
the value that gives minimal Tmin (9):

tmin =
Eadv

P
+

Eadv

P

√
1 − P

Pscan
. (11)

First component is obvious — time required for collecting energy for advertising
packet, second component is time for collection energy for scan.

Finally, minimal full cycle duration is

Tmin =
Eadv

(
2
[√

Pscan(Pscan − P ) + Pscan

]
− P

)
P 2

. (12)

We assume here, that Pscan > P . Otherwise, we could scan continuously and
given design is not applicable.
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5.1 Example Calculation

For the example calculation we selected the solar panel EXL10-4V170 from
Lightricity [6]. Lightricity’s photovoltaic energy harvesting technology has been
optimised for use in low light level indoor environments and can deliver over
20µW/cm2 at 200 lx, while still operating down to 10 lx. Combined with power
management and storage in a similar way to [7], a 10 cm2 Lightricity PV panel
can provide sufficient power to all the BLE devices tested as part of this work.

Let’s assume the solar panel provides Ppanel = 160µW (Lightricity panel
was evaluated in [8,10]). Excluding Psleep and making some backup for varia-
tion in lighting level and panel degradation, let’s assume effective power supply
energy is

P = 140µW.

The advertise energy Eadv and scan power Pscan was measured in Sects. 4.1 and
4.2 correspondingly, so we can calculate the minimal advertisement/scanning
interval and full clock sync duration using Eqs. (11) and (12):

tmin = 0.57 s,
Tmin = 179 s.

Number of advertising event (6) in full cycle is

N = 313.

These parameters were tested in our lab. It looks quite pessimistic for the real-
time applications, but let’s highlight, that it is the initial (power-up) clock syn-
chronization that allows nodes to schedule more efficient packet synchronization
on the later stages.

6 Results and Future Steps

The synchronization precision was measured on two devices by using the logic
analyzer Analog Discovery 2. The firmware uses application timer to trigger
GPIO updown to light-up LED. The synchronization process can be easily visu-
alized and measured as it is shown on Fig. 5.

Measured synchronization error is in range 2.5–20 ms. Its actual value
depends on initial delay between the updates of the advertisement packet on the
transmitter side; receive and process moment on the reception side. The crystal
tolerance introduces additional error that increases in time during the work and
cleared on the next synchronization event. Note, that the aim of this work is not
to minimize the synchronization error but to make the synchronization power
effective.

Alanysis of the dependency between the synchronization error and the energy
consumption is an open question for the future investigation. Described method
is not designed to minimize the synchronization error and should be used for the
initial synchronization. Achieved error (up to 20 ms) is significantly lower than
the selected scan window (0.57 s). Thus, after the initial synchronization, nodes
could use shorter scan window and schedule communication beforehand.
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Fig. 5. Synchronization error.

7 Conclusions

Synchronized mesh network can be used in a very wide field of modern IoT
application that will benefit from its ability to work with the limited power
supply. In our work we showed how to implement battery-less mesh network that
is using indoor light as a main power source. Synchronization of all the devices
in the network allows to minimize the power loss in the system, to perform
simultaneous actions in a group of the devices and register some specific events.

Provided recommendations were tested in a lab using Nordic nRF52850-
based devices and efficient solar panel. Using only 140µW from this panel, the
designed clock syncronisation allows 2 nodes to be syncronized within 180 s time
interval with error up to 20 ms.

The further work is expected to be done to minimize the synchronization
error by implementing one of the common synchronization schemes. It is also
necessary to consider the packet loss and the probability of synchronization
with different parameters considering model best parameter selection by the
alternative methods and this can be a subject of the further investigation.
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Abstract. Considering that urban people spend majority of their time indoors,
buildings should support health and productivity. However, quite commonly
unsatisfactory Indoor Environmental Quality (IEQ) causes environmental stress,
which can lead to adverse health outcomes and reduced productivity. First step
to enable automatic environmental control is to recognise environmental con-
ditions that can negatively influence each individual. To this end, we developed
(1) multi-sensor IEQ monitoring system to measure objectively environmental
quality; (2) mobile application to collect subjective evaluation of productivity,
stress and IEQ data; (3) machine learning method to use IEQ data to distinguish
between positive and negative self-reports of test subjects. Experimental results
with real life data, collected in four classrooms of Finnish elementary school
during 18 weeks, show that IEQ sensor data allows to classify with fairly high
accuracy perceptions of teachers regarding their work productivity (91%), stress
(81%) and IEQ (92%). This result was achieved in person-specific training (i.e.,
model of each individual was trained using only his/her data), whereas accuracy
of leave-one-person-out approach was notably lower. These results suggest that
perception is personal and some individuals are more sensitive to environmental
stressors.

Keywords: Indoor environmental quality � Machine learning � Classification �
Productivity � Stress � Self-report

1 Introduction

Recent advancements in sensor and mobile technology have enabled real time and
long-term data collection from our surroundings and human behavior without causing
disruptions on our daily routines. Specifically, environmental sensors and smartphones,
which can capture multimodal data, have the potential to identify environmental risk
factors and provide information to improve indoor environmental quality (IEQ) and
wellbeing. IEQ relates to the interaction between physical, chemical and biological
factors indoors, such as air quality pollutants, temperature, relative humidity, lighting
and sound level, and their influence on quality of life [1, 2]. These factors, however,
can cause stress and can be considered as environmental stressors, in other words,
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factors that appear in our environment and that can trigger an individual’s stress
response [3].

During the past few decades, insufficient IEQ has been shown to cause adverse
health effects and to reduce cognitive performance and productivity [4, 5]. Lamb et al.
[6] conducted an 8-month field study in real office environment and found that per-
ceived thermal discomfort, noise annoyance and lighting discomfort were associated
with reduced work performance and objectively measured cognitive performance. In
most cases, environmental stress reduced self-reported work performance and mea-
sured cognitive performance by 2.4 to 5.8%. However, this 8-month study did not
include objective measurements of the IEQ factors; instead, the environmental stressors
and the work performance were measured with a subjective self-reporting
questionnaire.

In another study [7] that evaluated environmental parameters, IEQ perception and
productivity showed that the optimal productivity was achieved when subjective
evaluation of thermal condition was ranked as “neutral” or “slightly cool”. The
experiment was conducted in a controlled office environment and the measured IEQ
factors included temperature, relative humidity, CO2, lighting and noise level. A recent
review study [8] also consolidated that both thermal and indoor air quality discomfort
influences the work performance. The reviewed experiments lasted from 2 h to 36 days
and they were carried out in controlled environments or climate chambers, where IEQ
factors can be changed one by one and more accurately than in real life. For example,
in many studies researchers changed only temperature and observed how thermal
changes affect either perceived productivity or ability of test subjects to perform certain
tasks (e.g., measured changes in typing speed or number of errors). In other studies
researchers increased/decreased ventilation rate and measured productivity, but they
did not measure IEQ using sensors.

Moreover, providing the environmental comfort is complicated by the fact that
people differ greatly in their sensitivity and stress-proneness. Some individuals are
more sensitive to the nature and severity of (environmental) stressor experiences that
may strain wellbeing and performance [3, 9]. For instance, some individuals are more
prone to sound and temperature changes [10], whereas females are more likely to
express lower satisfaction with IEQ factors than males [11]. Several previous studies
have found that person-specific stress classifiers have achieved better accuracy than
general stress classifiers trained on data of many users [12].

Measuring IEQ in real building and real life conditions should be non-invasive and
continuous. Advancements in wireless technologies and electronics have enabled the
development of low-cost, low power and multifunctional environmental sensors, which
do not require installation or maintenance efforts from end users. These unobtrusive
sensors can provide new means to collect continuous and real-time data about indoor
environments, while machine learning methods allow to recognise, which objective
environmental parameters, obtained from these sensors, ensure personal comfort vs.
cause discomfort. In this initial study into recognition of personal perceptions of
productivity, stress and IEQ on the basis of IEQ sensor data, we used supervised
learning.

In supervised learning, data with known labels are used to train the classifier to
distinguish between classes. Especially Support Vector Machine (SVM) classifier has
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been successfully used in various domains, including stress recognition [12]. SVMs use
nonlinear mapping to represent data in a high dimension that is typically much higher
than the original feature space [13]. Then a linear classifier can be applied to separate
the classes. The hyperplane separating the classes is selected so that there is maximum
distance between the training data classes.

The main contribution of this paper is twofold; first, we introduce a continuous IEQ
monitoring system to collect and process indoor environmental measures using com-
mercial sensors. Second, we present experimental results of using objective IEQ data to
classify personal perceptions of teachers regarding “negative” or “positive” produc-
tivity, stress and IEQ. In experiments with real life data of four teachers, collected during
18 weeks, the proposed system achieved the following average accuracies: productivity
- 91%, stress - 81% and IEQ - 92%. To the best of our knowledge, our study is the first
one, which has collected long-term real life IEQ data with multiple environmental
sensors in school environment and presented a machine learning approach to use these
data to classify personal perceptions of IEQ, work productivity and stress.

2 Methods

2.1 Participants

Our study recruited participants from Finnish elementary schools. We decided to
choose a school as a pilot facility since EFA [14] has found that 64 million students and
4.5 million teachers are affected by insufficient IEQ in Europe. We distributed our
study advertisement in the form of press release. Potential participant schools filled out
a questionnaire to determine eligibility. Our inclusion criteria for the schools were
(a) elementary school where students were spending most of the day in one classroom,
(b) perceived indoor air quality problems, (c) no major renovations in sight, and
(d) close proximity to offices of VTT Technical Research Centre of Finland Ltd.
(responsible for organizing the study). Inclusion criteria for the participating teachers
were (a) Android phone in use, (b) commits to wear wrist-devices for data collection
during the school day, and (c) commits to answer self-reports daily. We targeted only
Android phone users because the application used for collecting self-report data was
developed for Android OS. The study participants wore a wrist device to monitor
continuous activity and heart rate data during working hours. However, the physio-
logical data was not used in the analyses reported in this paper.

We decided on the pilot school based on the inclusion criteria. The researchers went
to present the study to school for recruiting voluntary teachers. The volunteers (N = 4)
attended information session, where they were able to present questions related to the
study and informed consent that was sent beforehand. After the information session,
one volunteer changed school and another volunteer was recruited and informed sep-
arately. The average age of the voluntary teachers was 43.5 years (standard deviation
15.6) and all of them were females. The signatures were collected to the consents and
relevant Android applications were installed during the information session. The study
protocol was reviewed and accepted by the Ethics Review Board of VTT Technical
Research Centre of Finland Ltd.
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2.2 Continuous Environmental Monitoring

The data was collected during an 18-week pilot via IEQ monitoring systems installed in
four pilot classrooms and an Android self-reporting application used by the teachers.
The high-level data collection set-up is presented in Fig. 1. All pilot classrooms were
equipped with a set of commercial MFC-LW12CO2 sensor devices measuring tem-
perature (T), relative humidity (H), air pressure (P), carbon dioxide (CO2), indoor air
quality index (IAQ index) and ambient luminosity (LUX) [15]. IAQ index represents
breath-VOC (b-VOC) concentration for the most important compounds in exhaled
breath of humans and is output of a proprietary algorithm in the VOC gas sensor by the
sensor vendor. It should be noted that we did not verify the accuracy specifications of
the measurement devices provided by manufacturers. All the sensor devices were
installed at about 1.1 meters above the floor level next to teacher’s post in the class-
room according to national legislative recommendations [16]. The sampling rate was
once per 15 min.

The IAQ sensor devices at the pilot site utilized LoRaWAN for communication.
A commercial LoRaWAN gateway deployed at the site aggregated the sensor device
data and communicated to a LoRaWAN server running in the cloud. The LoRaWAN
server in turn relayed the sensor data intracloud via MQTT to Azure IoT Hub. All
collected sensor data were stored in Azure Table storage. Furthermore, teachers were
given a possibility to view measurement data via visualizations. Table 1 sums up the
sensor device and app capabilities that were installed per classroom and utilized in the
pilot respectively.

Fig. 1. Data collection set-up in all four pilot classrooms.
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2.3 Self-reporting Application

Subjective evaluations of productivity, stress, IEQ and any related symptoms were
collected from participating teachers via a self-reporting application on the teachers’
Android phones. Figure 2 shows screenshots of the application.

Table 1. Details on the collected data

Data
source

Parameters Measurement
range

Sampling Data connection

MCF
sensor
device

Temperature (T) −10…60 °C Every
15 min

LoRaWAN + MQTT/IP
Relative
humidity (H)

0…100%

Air pressure (P) 300…1100 hPa
CO2 300…5000 ppm
Ambient
lighting (LUX)

0.01…80000 lx

IAQ index 0…500 (b-VOC
sensor 500…
50000 ppb)

Android
self-
reporting
app

Self-reported
productivity,
stress and IEQ

1…5 Twice on
weekdays

REST/HTTPS/IP

Fig. 2. Screenshots of the self-reporting application
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The user logged in once at the beginning of the measurement period. From then on,
the app reminded her to answer the questionnaire at given times of day on weekdays,
and provided a button for spontaneous reporting of symptoms or environmental quality.
The questionnaire reminders were implemented as Android notifications. There were
two time-triggered questionnaires on each school day (morning and afternoon ques-
tionnaires). Timing of the questionnaires was selected based on the schedules of the
teachers. Morning questionnaire popped out at 7:30 and was active until 11:30.
Afternoon questionnaire popped out at (noon) 12:00 and was active until 17.00 on
Mondays, Tuesdays and Thursdays. On Wednesdays and Fridays afternoon ques-
tionnaire popped out at 10:30 and was active until 16.30. This schedule allowed the
teachers to choose a convenient moment to answer, but reduced the probability to
collect outdated answers.

The morning questionnaire asked about how rested the teachers felt and perceived
environmental quality. Perceived IEQ was asked with one general question and five
additional items about air freshness, odor intensity, temperature, humidity, and noise
level. The afternoon questionnaire asked perceptions of productivity, stress, IEQ and
related symptoms, actions during the day for improving environmental quality, pupil
restfulness, and pupil concentration. The answer scale was 5-point with answer options
(1) Strong negative/very bad, (2) Negative/bad, (3) Neutral/acceptable,
(4) Positive/good, (5) Strong positive/Very good. Analyses in this paper focus on
perceived productivity, stress and general IEQ. In addition, the application allowed the
teachers to report any perceived issue (e.g., IEQ problem, perceived productivity etc.)
any time they wanted, also on 5-point scale.

The users’ answers were stored in MongoDB as one document per report or
questionnaire item (e.g., one question). The answers pertaining to one questionnaire
were determined by their shared timestamp. Storing the individual items rather than the
whole questionnaire as a single document added flexibility to data storage and fetching
the answers to specific questions only, regardless of whether they were answered as a
part of a questionnaire or as a spontaneous user-triggered report.

The client app got the assets from the server and rendered them into user interface
elements. Each user’s answers were tagged with a pseudo-anonymization code that the
application received during first login. The user then answered the questionnaires
within their validity windows, as reminded. If the user missed the window, the ques-
tionnaire was no longer available for that day. At the end of the questionnaire or report,
the user provided their location at the time of answering, e.g., “Room A123”. The room
codes were defined by the user, and pseudo-anonymized using DES encryption before
sending to the server. The application server also provided a REST API for updating
the assets, monitoring the answering activity, and fetching the recorded answers.

2.4 Data Analysis

The goal of data analysis was to distinguish between “bad” and “very bad” personal
perceptions and more positive perceptions. We performed 2-class classification, i.e., for
stress “bad” class included “negative” and “very negative” self-reports, and “OK” class
included “neutral”, “positive” and “very positive” self-reports. Similarly, for produc-
tivity classification “bad” class included “much less productively than usually” and
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“less productively than usually” answers, while “OK” class included all other answers.
For IEQ perception “bad” class included “bad” and “very bad” answers, and “OK”
class included all other answers.

We employed fully supervised classification in this study: we used SVM classifier
and its implementation in Scikit-learn Python library. We trained SVM to map sensor
data into self-reports of each type, in other words to predict whether answer for each
question type (productivity, stress, IEQ) will be “bad” or “OK”. In the experiments, we
compared two different approaches: general and person-specific learning. In general
learning, data of the target person (i.e., data of the current test subject) is not used in
any way in training; in person-specific learning, on the contrary, only data of the target
person is used in training.

In this study, we used leave-one-person-out protocol for assessing accuracy of
general approach. In leave-one-person-out protocol, test dataset contains all data of one
test subject, and training dataset contains data of all other test subjects. This process is
repeated for all subjects. For person-specific learning, we used leave-one-self-report-
out protocol: test dataset contains one self-report and the corresponding sensor data;
training dataset contains all other data of this person. This process is repeated for all
self-reports of this person, and then the same procedure is repeated for all other
persons.

General and person-specific approaches differ only in a way how training and test
datasets are created; all other steps are similar. First, we extracted data features from
training data. For feature extraction and selection of the most relevant features we used
tsfresh Python library. It automatically extracts over 300 features, such as minimum,
maximum, energy, quantiles, various data change metrics, and uses self-reports from
the training data to assess false discovery rate of each feature and to select most
relevant features this way (for more details see [17]). In the experiments, presented in
this paper, we extracted features from time-series data within two-hour-long time
window preceding each self-report (all data samples and self-reports are accompanied
with timestamps in our system). Then we trained SVM using extracted features and
corresponding labels.

For testing, we extract the same features from the test data, classify each test sample
with SVM and compare SVM output with the corresponding self-report. We estimate
test accuracy according to the following measures:

Total accuracy ¼ NcorrectBadþNcorrectOK
N badþN OK

ð1Þ

True bad ¼ NcorrectBad
N bad

ð2Þ

True OK ¼ NcorrectOK
N OK

ð3Þ

where NcorrectBad is the number of correctly classified “bad” answers; NcorrectOK is
the number of correctly classified “OK” answers, N bad N OK are numbers of “bad”
and “OK” answers, respectively.
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3 Results

3.1 Self-report Dataset

Collected self-report dataset contained 569 answers with average of 8 weekly answers
per person (minimum 3, maximum 12 weekly reports per person). “Bad” stress class
was reported on average in 35% of days, “bad” productivity class was reported on
average in 18% of days, “bad” environmental quality was reported on average in 31%
of days. Test subjects notably differed in their perceptions of productivity, stress and
IEQ. The most satisfied subject reported “bad” productivity on 4% of days, “bad” stress
on 17% of days and “bad” environmental quality on 5% of days. The most dissatisfied
subject reported “bad” productivity on 48% of days, “bad” stress in 70% of days and
“bad” environmental quality in 70% of cases.

“Bad” self-reports of different types co-occurred (i.e., both bad problems) fairly
frequently. On average, “bad” stress was reported on the same day in 88% of cases
when “bad” productivity was reported. Negative stress and low productivity correlated
with poor IEQ: on average, “bad” IEQ and “bad” stress were reported on the same day
in 54% of days when “bad” productivity was reported. “Bad” IEQ was reported on the
same day in 89% of days when “bad” stress was reported and 90% of the days when
“bad” productivity was reported.

3.2 Productivity Classification

Table 2 presents classifications accuracies for two classes of productivity, achieved
with different sensor combinations. Here, THP stands for “temperature, relative
humidity, air pressure” sensor combination.

The highest productivity classification accuracy (total accuracy of 91%) was
achieved with THP and IAQ index data. For comparison, result of the general approach
with sensor combination “THP, CO2, IAQ index, LUX”: Total accuracy = 0.66; True
bad = 0.07; True OK = 0.84.

Table 2. Productivity classification accuracies of person-specific models with different sensor
combinations

Sensors Total accuracy True bad True OK

THP, CO2, IAQ index 0.89 0.75 0.92
THP, CO2 0.89 0.75 0.92
THP, IAQ index 0.91 0.71 0.96
THP 0.90 0.74 0.95
THP, CO2, IAQ index, LUX 0.89 0.68 0.94
THP, LUX 0.80 0.41 0.88
THP, CO2, LUX 0.89 0.68 0.94
THP, IAQ index, LUX 0.80 0.41 0.88

34 J. Kallio et al.



3.3 Stress Classification

Table 3 presents classifications accuracies for two classes of stress, achieved with
different sensor combinations.

The accuracy for stress classification was highest (total accuracy of 81%) with
THP, CO2 and LUX data. However, differences in classification accuracies with var-
ious sensor data combinations were rather small. For example, the total classification
accuracy based on THP, CO2 and IAQ index data was the same (80%) than the total
classification accuracy based on THP and CO2 data. For comparison, result of the
general approach with sensor combination “THP, CO2, IAQ index, LUX”: Total
accuracy = 0.37; True bad = 0.18; True OK = 0.47.

3.4 Indoor Environmental Quality Classification

Table 4 presents classifications accuracies for two classes of IEQ, achieved with dif-
ferent sensor combinations.

Table 3. Stress classification accuracies of person-specific models with different sensor
combinations

Sensors Total accuracy True bad True OK

THP, CO2, IAQ index 0.80 0.68 0.85
THP, CO2 0.80 0.59 0.91
THP, IAQ index 0.75 0.56 0.86
THP 0.75 0.56 0.86
THP, CO2, IAQ index, LUX 0.79 0.70 0.84
THP, LUX 0.79 0.62 0.88
THP, CO2, LUX 0.81 0.70 0.87
THP, IAQ index, LUX 0.79 0.62 0.88

Table 4. IEQ classification accuracies of person-specific models with different sensor
combinations

Sensors Total accuracy True bad True OK

THP, CO2, IAQ index 0.90 0.78 0.94
THP, CO2 0.92 0.80 0.95
THP, IAQ index 0.90 0.72 0.95
THP 0.91 0.77 0.95
THP, CO2, IAQ index, LUX 0.90 0.77 0.94
THP, LUX 0.90 0.75 0.95
THP, CO2, LUX 0.90 0.77 0.94
THP, IAQ index, LUX 0.89 0.73 0.93
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The accuracy IEQ classification (total accuracy of 91%) was highest when using
THP and CO2 data. However, differences in IEQ classification accuracies with various
sensor combinations were small. For comparison, results of the general approach with
sensor combination “THP, CO2, IAQ index, LUX”: Total accuracy = 0.18; True
bad = 0.12; True OK = 0.19. These results show that perception of environmental
quality also notably depends on an individual.

4 Discussion

4.1 Principal Findings

In this paper, we presented a multi-sensor IEQ monitoring system to measure objective
indoor environmental data and a mobile application to collect perceived productivity,
stress and IEQ data. Our aim was to study how accurately the IEQ measures could
identify conditions of self-reported productivity, stress and IEQ, and which of the
measured IEQ data were most accurate in identifying those conditions. For classifying
“bad” or “OK” stress, productivity and IEQ, we used SVM classifier, which has been
successfully used for classification in earlier studies [12]. Our data analysis indicated
that relatively high accuracies could be achieved using person-specific SVM models to
classify self-reported productivity, stress and IEQ. For comparison, results of general
SVM models for two-class classification of productivity, stress and IEQ were worst in
all cases.

Depending on the IEQ sensor data combinations, the total person-specific classi-
fication accuracies for perceived productivity varied from 81% to 91%. The best IEQ
sensor data combination for work productivity classification seemed to be temperature,
relative humidity, air pressure and IAQ index data. This finding is consistent with
previous studies showing that both thermal and indoor air quality discomfort have
negative effects on work performance [8]. On the other hand, the differences in pro-
ductivity classification accuracies (total accuracies from 89% to 91%) using tempera-
ture, relative humidity, air pressure, CO2 and IAQ index data were insignificant.
However, ambient luminosity measures did not have significant effect on the classifi-
cation results, even though lighting discomfort has found to be associated with
objectively measured performance in earlier studies [6]. Probably, this is due to the
proper lighting conditions in our study, and thereby the teachers did not experience
lighting discomfort.

The total accuracies of stress classification varied from 75% to 81% for the applied
combinations of measurements. The best stress classification accuracy was achieved
with combination of temperature, relative humidity, air pressure, CO2 and ambient
luminosity sensor data. On the contrary, the lowest total accuracy (75%) was achieved
with temperature, relative humidity, air pressure and IAQ index data combination,
which again was the best data combination for the productivity classification (91%).
The total classification accuracies for perceived IEQ varied from 89% to 92%. For IEQ,
the highest classification accuracy (92%) was achieved using THP and CO2 sensor
data, but almost the same accuracy was achieved without CO2 measures (91%).
Overall, most of the presented sensor combinations result in a satisfactory accuracy in
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identifying the relation to reported stress, productivity, and IEQ. According to the
selected use case, recommendations for the preferred set of sensors can be identified.

In the self-reports, feedback on simultaneous “bad” conditions co-occurred rather
frequently. For instance, “bad” stress was reported on the same day in 88% of cases
when “bad” productivity was reported. Whether highly stressed feeling is caused by
low productivity or vice versa requires further studies, but in any case, high stress and
low productivity correlated with poor IEQ. This result is in line with the findings of
numerous other studies, which have indicated that bad IEQ negatively affects con-
centration and productivity [4, 6, 8].

4.2 Individual Differences

To better understand why person-specific learning achieved higher classification
accuracies than general models, we calculated correlations between different sensor
features and “bad” self-reports. These correlations revealed notable differences between
factors, affected perception of productivity, stress and IEQ by different persons.

First, the features with the highest correlation coefficients (over 0.4) were extracted
from different sensor types. Perceived productivity of Teacher One was highly cor-
related only with pressure features; perceived productivity of Teacher Two was highly
correlated with IAQ index and temperature features; perceived productivity of Teacher
Three was highly correlated with temperature and CO2 features; perceived productivity
of Teacher Four was highly correlated with humidity, temperature and pressure fea-
tures. Perceived stress of Teacher One was highly correlated with temperature and CO2

features; perceived stress of Teacher Two was highly correlated only with temperature
features; perceived stress of Teacher Three was highly correlated with pressure and
temperature features; perceived stress of Teacher Four was highly correlated only with
pressure features. Even perception of IEQ was person-dependent: Teacher One was
mainly affected by humidity; Teacher Two was mainly affected by temperature; Tea-
cher Three was affected by temperature and CO2; for Teacher Four high correlation
between environmental quality and sensor data was observed only with pressure
features.

Second, although most often high correlations were observed between “bad” self-
reports and features reflecting data changes (standard deviation, sum over the absolute
value of consecutive changes, data trends etc.). In some cases high correlations were
observed also between “bad” self-reports and absolute values: for Teacher Two per-
ception of environmental quality highly correlated with maximum, mean and median
features of temperature data, and for teacher four productivity highly correlated with
longest consecutive subsequence of temperature values above temperature mean.

The higher accuracies of person-specific learning reflect the fact that people differ
in their stress-proneness [3] and sensitivity to environmental stressors [10]. This finding
is also congruent with a previous review study [12] showing that algorithms trained
using data of a target person only; usually achieve notably higher accuracies than
algorithms trained using data of other persons.
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4.3 Limitations and Future Work

Due to small number of participants (N = 4), these findings cannot be generalized too
widely. In addition, all participants were females who are more likely to show dissat-
isfaction with IEQ than males [11]. Thus, our results should be further studied and
confirmed in populations that are more diverse and in different working environments.
School environment is challenging, because we cannot for example confirm whether
negative stress is caused by pupils or environmental variables. We did not either con-
sider psychosocial factors, which can influence the subjective evaluation of IEQ [18].

Our future work will focus on collecting a larger amount of multimodal data for
longer time in various working spaces to study long-term environmental stress factors
and the effects of these factors on individuals. In general, we are interested in inter-
action between humans, their behavioral patterns and working environment, and plan
to provide personal suggestions or environmental adjustments based on different
working tasks and individual needs.

We are also interested to study, how to combine our work with the work on energy
efficiency of the buildings. Employees’ annual salaries exceed the building operation
and rental costs by a factor of up to 25 [19], so reduced productivity due to unsatis-
factorily IEQ can lead to financial losses of employers and society even if energy costs
decrease. Currently, overall cost of presenteeism (i.e., employees who are present at
work but work with reduced productivity due to various reasons) is estimated to be £15
billion per year in the UK alone [19]. One approach to this problem could be to
augment behavior change solutions to promote energy efficiency (see e.g., [20]) with
capability to predict personal satisfaction and productivity: for example, behavior
change application may suggest the user to reduce energy consumption only when this
reduction is not likely to cause negative consequences.

5 Conclusions

This work introduced a multi-sensor IEQ monitoring system to measure indoor envi-
ronmental factors continuously, a mobile application to collect subjective evaluation of
productivity, stress and IEQ data and a machine learning approach to distinguish
between positive/negative perceptions of these aspects on the basis of IEQ sensor data.
We carried out an 18-week pilot with four teachers of real elementary school in
Northern Finland and demonstrated the feasibility of the multi-sensor IEQ monitoring
system for long-term data collection and classification of teachers’ self-reports. Results
indicated that objective IEQ measures can classify teachers’ self-reported productivity,
stress and IEQ with reasonable accuracies (over 80%) using SVM classifier. However,
higher accuracies of person-specific than general approaches indicated that sensitivity
to environmental factors is highly individual and should be considered when sup-
porting health and productivity. Moreover, the findings let to extrapolate, that
improving the IEQ could possibly lead to improved wellbeing in form of decreased
stress, and to increased productivity. These potential advantages, combined with
general health benefits for the society, provide a motivation for the future building
design for enhanced indoor environments.
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Abstract. The ‘Smart Home’ is a strongly technology-driven field. While user-
centered requirements have been reported for specific features, a considerable
gap persists for design based on an everyday home context and the social and
emotional nature of the home. To address this, we identify specific leverage
points and functionalities for energy-efficiency and smart control in a domestic
context. A three-step investigation of user requirements, employing cultural
probing, participatory design fiction and focus groups allowed us to progress
from the home context “as-is” towards a blending of requirements with tech-
nological solutions. Our results highlight the home as a complex construct
imbued with organically grown routines and individual needs, values and
emotions. Based on empirical, real-user data we present features and system
expectations that address this multifaceted overall picture. This paper advises the
design process of future smart home solutions in two facets: First, we point out
several design dimensions, namely time, space, relations, individual factors, and
values that allow design for a heterogeneity of users and situations. Second, we
derive specific design goals to highlight directions of smart home system design:
design for control, low effort, integration, evolvability, identity, sociability, and
benefits.

Keywords: Smart home � User requirements � Design implications

1 Introduction

“Smartness” is infectious: it is extending above and beyond specific devices, as well as
contexts – including the home [1, 2]. Smart homes have become technologically
available and feasible [3, 4], the interest in smart homes in research and industry is
growing exponentially [1, 5], yet, their appeal to the general population is limited [2]:
The “socio-economic and technological constellation” [6, p. 236] necessary for their
success has not yet been met. Most visions of smart homes are not based on the context
of a real home, but depicted as sterile, empty spaces at odds with home realities [1],
which are not able to comprehend the emotionally laden “invisible boundaries” that
form the home context. Highly individual, diverging combinations of items pose
another home-specific challenge to the design of smart home systems [7].
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Yet, the home context could specifically benefit from smart home solutions:
inhabitants spend a large amount of time within their homes, and home activities have
great potential to evolve and enhance themselves [6]. Smart home design could
facilitate daily activities, support managing specific needs and domestic energy
demand, meeting the challenges of digitalization, and enabling inhabitants’ socializa-
tion [1, 6]. In this paper, we present a study that explores the home context through
three user-driven steps. Viewing the home as an individual everyday environment we
identify design directions to achieve a closer fit between design and context.

2 Related Work

To explore users’ perspectives of smart homes, we will first look at the home context,
what constitutes a ‘smart home’ and previous research engaging potential inhabitants.

2.1 The Home Context

The home is a complex place: It is inhabited by one or multiple users, who are subject
to change. The technology they use, their relationships and responsibilities evolve over
time – especially in multiple user homes, which are characterized by a shared own-
ership of tasks, individual levels of comfort, task completion and competing needs.
Necessary negotiation over time [1] employs available surfaces for information sharing,
such as fridge doors and wall displays [2]. Homes are built on specific values like
emotional connection, self-expression and identity and therefore feature spaces of
importance (e.g. the kitchen as the hub of home) [1]. Users’ relationships with domestic
technologies have been shown to focus on emotional attribution and attachment, which
creates the feeling, or quality of home [3]. Home technologies have to recognize such
emotional significances to avoid crossing “invisible value lines” and provide assistive
tasks without challenging the identity of the user or their feeling of control [1].

Home behavior has been noted to be unstructured [4]. While that is largely true,
domestic activities do feature routines revolving around particular timeframes, like
morning routines or arriving-home behaviors. Once established, these routines are
highly specific yet evolving procedures [5]. Events which cannot be routinized (e.g.
activities with varying details), unexpected exceptions (e.g. illnesses) and other devia-
tions can be experienced as stressful as well as positive: While a sudden sickness calls
for improvisation and flexibility to accomplish necessary tasks [1], other behaviors only
retain their meaning while not firmly embedded in a routine (e.g. spontaneous messages
[2]). Accounting for routines as well as enabling deviations is most important to smart
home systems [1, 5]. Routines can be difficult to automate [6] and rarely translate into
predefined scenarios [1], but can be realized through customizable rules/scenarios [7].

2.2 Smart Homes

According to Balta-Ozkan et al. [8], a smart home is defined by four key aspects: a
communication network, which connects sensors (and devices); intelligent controls for
system management, and smart features that respond to user-, sensor- or system (data)
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input. Devices in such a smart home can be controlled, accessed and monitored
remotely. Consistent with this definition, many studies focus on features that make a
home ‘smart’ [4, 8, 9] – for example by elucidating control preferences [10, 11], energy
feedback preferences [12], energy monitoring [13], and acceptance/perceptions of
smart homes [14–16]. In the following, we present relevant studies investigating user
expectations and anticipations regarding smart homes and related technology.

A popular aspect is home control, i.e. the central control of appliances and devices.
Previous studies identified different objects most important for users in different
countries [10, 11, 14] – alarm and childcare systems, temperature and humidity control,
smart cleaning, energy management, lights and TV being mentioned most, followed by
blinds, plugs, switches as well as remote (smart phone) access.

Frequently, smart home visions focus on energy feedback and energy management
[15] – placing the purpose and potential of the smart home within the realm of energy
efficiency and employing a deeply instrumental view of smart homes [17]. Con-
sumption (feedback) is a highly value-laden subject, covering issues of trust, privacy,
environmental concern, and financial savings: In a study conducted in the UK, Ger-
many, and Italy, participants expressed a lack of trust in power companies as well as
concern about privacy and security when using a smart home system [15, 16]. Only
10% of German respondents would trust their energy provider with their data [11].
Interest in energy management has been shown to be based on environmental concern
and/or on the wish to reduce costs [12, 16]. UK participants noted an increased agency
through knowledge, while German and Italian participants valued transparent infor-
mation about energy use most [16]. Feedback preferences from Finland show interest
in consumption breakdown to individual appliances and comparisons with one’s own
prior consumption [12]. UK households equipped with energy monitoring systems
show a wide variation in their attempts to save energy, depending on whether and how
the behaviors themselves were situated within their physical and social context, and
whether saving behavior was ingrained before and independent of any use of energy
monitoring systems [13]. Energy consumption feedback can also be coupled with time-
variable tariffs, which are generally promoted as aiding energy conservation and
reducing costs but are often met with reservations, mainly focused on low potential
savings, practicality, and the difficulty of behavior change within appointed slots
[12, 16, 18].

Communication features in smart homes have largely been limited to machine-
human communication (e.g. notifications about [system] events), even in cases where
users were involved in developing new services [5]. As argued earlier, the home is a
place of social interaction and negotiation among humans. Features supporting such
activities, have, however, been rarely discussed in previous studies.

Regarding user’s expectations of smart homes, German participants expected
increased comfort, sustainability and security, lower heating and energy costs, and fun,
though 29% of respondents could not name any reasons for using a smart home [11].
UK participants saw potential benefits in increased quality of life and leisure time,
support of energy conservation, energy savings (reduced costs, environmental benefit),
and assisted living [15]. They were skeptical, whether substantial savings could pre-
sently be achieved. UK and Italian participants also noted support for assisted living
[16].
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Users noted several challenges that currently prevent mainstream adoption of smart
homes. Chinese and European participants noted privacy, data security, cost, reliability,
and reliance as major barriers [11, 14, 15], as well as concerns about smart home
technology being divisive and exclusive [15]. Further challenges included a lack of
perceived benefits and fear of change [11] as well as high perceived complexity and
unfamiliarity with smart home technology [2]. Some of these issues, such as privacy and
reliability, have been perceived as primarily technical issues and not been addressed
from a user’s perspective, setting the main design challenges in user-home interaction in
the realm of security, privacy and trust, usability and user-friendly design [17].

Previous work shows a well-developed focus on investigating specific features yet
lacking others as well as an overall view. While it therefore elucidates features and
topics to base our research on, it also shows that “[…] a clear user-centric vision of
smart homes is currently missing from a field being overwhelmingly ‘pushed’ by
technology developers” [17, p. 464]. This paper therefore aims at providing design
directions that include the everyday character and context of homes [1, 2] by combining
expert and participant input in three phases. By that, we respond to user needs within
the smart home [5] as well as address the challenges for smart home design [17, 19]
outlined above, enriching but also moving beyond the research of relevant features.

3 Methods, Procedure and Materials

Our approach was divided in three main phases, each of which combined field-specific,
scientific expertise and participants’ input (Fig. 1). It started with open self-
observations of everyday interactions and the home context, and then moved via
design scenarios to detailed design concepts. Each phase yielded results in the shape of
features and system expectations, which were then analyzed as to their design
implications.

Fig. 1. The overall process: light colored boxes (left, right) indicate input and elaboration by
experts (researchers, designers), while dark colored boxes (middle) indicate user involvement.
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The procedure for each phase is described in the sections below, addressing the
following aspects:

1. Deepen the understanding of everyday life interactions through an initial screening
questionnaire, cultural probing and follow-up interviews. The aim was to elucidate
user requirements, basic home principles and specific context factors.

2. Develop smart home design fictions using the findings of the cultural probing phase
and expounding on (alternative) features with users in “design fiction workshops”.

3. Design and evaluate smart home components through focus groups which discussed
and evaluated prototypical design solutions created from the workshop results.

3.1 Deepening the Understanding of Everyday Life Interactions

The first phase focused on understanding the practices of people in their everyday
environment including routines in which they (potentially) interact with home tech-
nologies. The goal was to identify which design possibilities and opportunities could
support and enrich these interactions. The main method applied was cultural probing
[20], an in-depth measure typically using a small, carefully chosen sample. We
employed online screening and theoretical sampling to achieve a well-balanced user
group:

The online screening questionnaire elucidated different aspects of participants’
lives, including living situation, experience with home technologies, as well as general
attitudes and interests. We employed an external user panel and received 251 com-
pleted questionnaires, of which 213 expressed a willingness to participate in the cul-
tural probing study. The following set of criteria was used for recruiting ten
participants:

• Achieve gender balance, diversity in age, educational background and tech. affinity
• Include different types of households (e.g. individuals with and without children)
• Include participants with different experience levels with relevant technologies,

including both positive and negative experiences with existing appliances

While most participant characteristics could be reasonably controlled (Table 1),
most screening respondents were technologically and environmentally interested and
active. These skews are therefore also present within the cultural probing sample.

Cultural Probing is a method to gather data about people’s lives, values and
thoughts to inspire and guide a subsequent design process [20]. Probes typically
consist of artifacts (e.g. maps, postcards, camera) that are used by participants to record
feelings and interactions related to a design problem. The main goal is to gather
unsupervised responses over time. Our probe included a notebook, 20 action cards,
materials to draw a map of their home and a single-use camera or photo-upload link.
The diary-styled notebook contained prompts to document appliance use daily as well
as eight photo tasks (e.g. “Please photograph technology that saves you time.”). The
action cards focused on four home-related aspects, based on previous research
(Sect. 2): energy use, home control, information, and communication and participation.
Participants were asked to use two cards per day. Each included an action (e.g. “Please
find appliances on stand-by and mark them on the map with the stickers provided.”)
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combined with an open-ended statement (“This appliance is usually on standby,
because…”). The participants recorded their experiences for ten days, paying attention
to different elements of their home-life. After a first analysis of their probe, each
participant was invited for a follow-up interview, which first discussed their daily
routines. Participants were asked why and when they use certain devices and how they
create comfort and wellbeing. We then discussed each probing item (e.g. photo, card),
with in-depth questions for items flagged as interesting or unclear in the analysis of the
probe.

3.2 Development and Elaboration of Design Fictions

Investigating scenarios of smart home interactions helps understand the consequences
and chances of such approaches. This phase of our research process therefore devel-
oped several fictional scenarios based on phase one, elaborating the fictional stories
with potential users using the method of participatory design fiction [21].

Design fictions are a creative way to elaborate on speculative, but realistic visions
of the future [21, 22]. They easily translate into design – originally conceived as a tool
for designers, they have been used in a participatory manner with users [18]. Design
fictions are less task-oriented and wider in scope than more commonly used user
scenarios [23]. Being less focused on a specific technology, they shift the perspective to
its implications. Placing the fiction in the future or in an alternative world helps to make
this shift. In our study, experts developed four design fictions: written stories describing
a day in the life of four fictional characters living with slightly different smart home
systems. All four systems included the following aspects taken from cultural probing:

• Energy awareness and use, e.g. energy feedback, comparison, advice, master switch
• Home Automation, e.g. data access, automated control of home parameters
• Communication, e.g. messaging system, (virtual) bulletin board, community events
• Organization and Information, e.g. synchronizing calendar data, notifications

Table 1. Cultural probing participants

Gender Age group Interest and Commitment very – more – less – not

Male 5 19-35 3 Technology 6 – 3 – 1 – 0 
Female 5 36-50 4 Environment 4 – 3 – 2 – 1 

51+ 3 Community 4 – 1 – 2 – 3 

Education Politics 3 – 3 – 1 – 3 

Compulsory education 1 Living situation

Apprenticeship 3 Single 2
Vocational school 1 Domestic partnership, children 3
Secondary school 3 Domestic partnership, no children 3
College/University 2 Single parent 2
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The design fictions were used in a series of four workshops with a total of 34
participants (Table 2). The workshops drew on two “Innovation Games” [24] to
facilitate reflection and discussion. In the first game, participants formed groups of two
to four members. Each group selected one of the four fictions and performed a SWOT-
type analysis, identifying strengths, weaknesses, opportunities and concerns (renamed
from “threats”), subsequently discussing identified aspects with the other groups. After
collecting all aspects, each person distributed five points among the collected aspects to
indicate their relevance. The groups then reformed and selected four aspects to elab-
orate on the consequences these aspects could have on people’s lives and smart home
design. The second innovation game “Product Boxes” aims at generating key char-
acteristics a future product should have. The groups were asked to imagine an ideal
smart home system which would implement, extend or avoid aspects discussed earlier
and design its packaging using materials like cardboard boxes, as if it was readily
available in a store. Through this, participants did not only collect features but also
imagined how the qualities of the product would be advertised. The groups then used
sandwich panels and other crafting material to create physical mockups of their system
(Fig. 2).

Table 2. Design fiction participants

Gender Age group Interest and Commitment very – more – less – not

Male 16
19-35 6 Technology 22 – 5 – 5 – 2 
36-50 9 Environment 24 – 8 – 2 – 0 

Female 18
51-64 6 Community 12 – 14 – 8 – 0 
65+ 3 Politics 6 – 11 – 11 – 6 

Education Living situation

Compulsory education 3 Single 12
Apprenticeship 6 Domestic partnership, children 6
Vocational school 6 Domestic partnership, no children 10
Secondary school 9 Flat share 5
College/University 10 Other 1

Fig. 2. Example product boxes and system mock-ups from design fiction workshops.
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3.3 Design and Evaluation of Smart Home Components

The third phase translated the high-level design fictions into tangible design solutions,
evaluated and improved them involving potential users. In a first step, the results of the
design fiction workshops – system characteristics, features, main concerns and miti-
gating factors – were analyzed and their key aspects identified. A professional user
interface designer created interface mock-ups for each of the emerging aspects to serve
as a discussion basis in focus groups. The individual designs (Fig. 3) did not form a
complete system, but were combined into three booklets according to their main theme:

• Communication & Information included a digital neighborhood blackboard, a
discussion forum, a personal messaging service, a petition support platform, a
public display, a local newsletter, and a real-time public transport departure
monitor.

• Control & Automation comprised of (automatically) controlling various appliances,
e.g. lights, machine learning from user behavior, remote access and notifications.

• Energy Feedback & Organization included energy consumption feedback and
notifications, a flexible tariff, a digital shopping list and a household calendar.

We hosted four focus groups with a total of 26 participants (Table 3). The focus
groups consisted of a walk-through of all three booklets. Participants first browsed a
booklet, annotating it individually. We then opened the discussion, using a set of
guiding questions per screen, and letting the discussion develop before moving on to
the next booklet. The questions were based on the results of previous phases and
covered aspects of type of use (e.g. “In which situations do you want manual con-
trol?“), information needs (e.g. “What type of energy data do want to see here?”),
willingness to share or use (“Would you be willing to share this with others?”),
expected benefits (e.g. “Do you think this would save you time or make your daily life
more comfortable?”) and potential concerns (“What do you think happens if the system
breaks down?”).

Fig. 3. Two example design mock-ups: the upper shows an aspect of home control - settings for
lights, vacuum-cleaner and heating, and the lower information about the current tariff.
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3.4 Analysis and Categorization

In the following, we give an overview of the data-streams resulting from the research
phases, how they were categorized and synthesized.

Cultural probing yielded photos, diary entries, and interview statements, which
were clustered to identify their main topic (e.g. routines). Being concerned with the
status quo in homes, they were analyzed apart from the workshops and focus groups.

The design fiction workshops provided aspects identified and rated in the SWOT
analysis, product boxes and system mockups, and discussion statements. SWOT topics
were sorted, and scores consolidated across workshops. Product box and system
mockup descriptions were separated into type of product (e.g. software, in-home
monitor), control devices (e.g. dedicated remote), controlled appliances (e.g. heating,
light), features (e.g. assistive functions), attributes (e.g. small, safe), anticipated con-
sequences (e.g. growing lonely) and miscellaneous items (e.g. function-wise limitation
of system internet access). Discussions in the design fiction workshops and focus
groups were partitioned into individual statements. Each statement was coded
according to the features, system abilities, mental models and expected consequences it
contained. After compilation, each code (e.g. interest in remote control) was classified
according to its main topic (e.g. home control) and category (e.g. expression of
interest), see Fig. 4.

4 Findings: Desired Features and System Expectations

The main topics resulting from code analysis can be partitioned into two categories:
Features (4.1) refers to seven specific areas of operation, or modules of the envisioned
smart home system. System expectations (4.2) refers to more general system properties
including expected consequences of system use and system abilities.

Table 3. Focus groups participants

Gender Age group Interest and Commitment very – more – less – not

Male 15
19-35 10 Technology 21 – 2 – 3 – 0 
36-50 12 Environment 22 – 3 – 1 – 0 

Female 11
51+ 3 Community 12 – 12 – 2 – 0 
65+ 1 Politics 6 – 7 – 7 – 6 

Education Living situation

Apprenticeship 6 Single 8
Vocational school 3 Domestic partnership, children 4
Secondary school 10 Domestic partnership, no children 10
College/University 7 Other 4
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4.1 Features

Social Features and Communication was the most diverse feature including 27 dif-
ferent subtopics discussed on 5 categorical levels. It was among the top five rated
SWOT topics and one of the most discussed topics in the focus groups (over 40
discussion instances). Participants were deeply interested in combatting anonymity (yet
preserving privacy, 30 discussion instances), facilitating the initiation of contact and
providing an easy means of communication within apartment buildings. It was most
important to them that the features would not be designed to replace face-to-face
contact (16 discussion instances) but enabling it. They expected that such features
would increase community building and neighborly cooperation, assist in organizing
activities or use of communal rooms, though some participants also voiced concern a
potential misuse of such a “network” (e.g. surveillance, bullying, and presence-
tracking).

Energy consumption monitoring was also a diverse subject, discussed on four
categorical levels and 21 subtopics, including cost transparency and cost reduction,
which were two of the top five rated topics in the SWOT analysis (7 points each).
Additionally, energy feedback was most strongly spoken for (16 discussion instances
voiced interest). In general, this interest was largely based on financial considerations
(possible savings or rewards), personal attitudes such as energy saving as value,
transparency as a need, sustainability as personal goal or economy/austerity as a moral
good. Participants considered access to individual information as necessary to support
or attain those goals. To them, the purpose of energy monitoring technology was
increasing the intelligibility and transparency of energy use and costs, and empowering
users to make informed decisions. Participants were interested in energy as well as
water consumption. They noted the importance of visualizing costs as well as con-
sumption units, a certain amount of accessible detail (breakdown to appliance-level or
activities), and forecasting capabilities. Less popular options were normative com-
parisons, predict energy consumption with new devices and the ability to compare
energy suppliers. Participants’ greatest concern was consumption monitoring being a
time intense task and therefore only usable for limited time periods, preferring ambient
information for continuous long-term.

Fig. 4. An example of how statements (translated) were coded, categorized and clustered.
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Home Control included 15 different subtopics on two categorical levels (feature
description and expression of interest). Remote control was the most discussed single
feature by far (28 discussion instances) and among the top five rated topics in the
SWOT analysis (7 points). Participants expressed a need of increased flexibility and
convenience, which they would realize by adapting home control to individual routines
and circumstances. Participants made a distinction of technology “embedded” in the
home (e.g. lighting, heating) and appliances (e.g. washing machine, personal devices),
connotated by a different emotional attachment, which nonetheless should both ideally
be remotely controllable via app, SMS or web interface. Participants’ concerns
included reduced accessibility for people without smartphones, data-tariffs, techno-
logical knowhow or capacity. Other barriers were perceived security issues, the unclear
general setup (e.g. contract and legal conditions), and its use in multiple user homes.
They mentioned the necessity of automation, appliance programming, and fine-grained
control-models (e.g. rooms, appliances) to use smart home control in a real-life setting.

Information Features were already strongly incorporated in households taking part
in the cultural probing. Participants employed different surfaces to share mobility
information, information about the surrounding area, timetables and individual infor-
mation. In a virtual environment, they would additionally store household information
(e.g. device manuals, shopping support e.g. light bulb types). Participants noted that
sharing regional information encourages community building and feelings of
belonging.

Safety and Security contains features for the living space (seven subtopics) and for
assisted living (four subtopics). The former included alerts of trouble within the home
(e.g. fire, water damage) and other features that would make participants feel safer, like
burglar deterrents (light automation and remote access), physical access control and
door/window-sensors. The latter discussed features like assistive home control and
household monitoring by family members. Their feelings of security were heightened
by features concerned with support in emergency situations as well as by the general
overview of one’s household, appliance use and energy consumption.

Tariff information and transparency were expressed as important features, espe-
cially with a time-variable tariff. Participants equated a variable tariff with a time-of-use
tariff (i.e. fixed time slots of different pricing), which was seen as both potentially
positive and negative – as an opportunity for transferring “favorable price-realities” to
consumers as well as for increasing overall costs and controlling individual energy
consumption by energy providers. A need for comfort, which many participants were
not willing to compromise within their own home, was a major barrier. Participants
noted that the potential to shift activities would be small, and the time and effort in
managing consumption would largely exceed the savings, which were perceived
negligible. They did note that shifting potential could be increased if an energy
monitoring system allowed remote access to appliances and automating domestic
actions. Another mitigating possibility were temporary energy storage capacities (e.g.
batteries) in the home.

Participation Features. Within the cultural probes and succeeding interviews,
participants described that they frequently notice problems in their immediate envi-
ronment and have ideas for improvement. While some participants stated they have
satisfactory possibilities to become active, others felt dialog was currently not properly
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facilitated to hear their complaints or realize changes. Smart home features that enable
participating, contributing to initiatives as well as simple reporting for problems
encountered in the building or surrounding area were met with interest by these
participants.

4.2 System Expectations

Customizability was a main expectation: tailoring features (4 SWOT points, 9 dis-
cussion instances) and modularly creating systems mitigated many perceived privacy
issues and increased the perceived usefulness of a smart home. Participants’ choices
were strongly related to their individual level of comfort with technology and need of
control within the home. Within all phases, participants expressed divergent goals –

e.g. a wish to gain increased awareness and transparency as well as support for different
values (e.g. sustainability, economy, privacy). They therefore perceived a system as
valuable only if it specifically catered to their needs and accommodated these personal
goals.

Automation and intelligent learning algorithms were a prerequisite to realize true
flexibility in participants’ minds – especially if a system includes time variable tariffs.
On the other hand, others noted that automation and learning behavior could disem-
power users, creating a communication gap between them and their homes and thereby
reducing home comfort as well as increasing surveillance and individual
“transparency”.

Accessibility. Imagining their ideal systems, participants expressed a need for low
complexity, which would make it accessible for varying user groups. Systems should
cater to people with less technical knowledge and experience as well as people with
disabilities by including specific, user group-oriented designs and support. Participants
also discussed secondary users, such as persons visiting equipped households (e.g.
grandparents babysitting their grandchildren) that need to be able to interact with the
system.

Compatibility with existing devices and home appliances was another factor for the
acceptance and attractiveness of a smart home – the necessity to refit an entire
household in introducing such a system was a great barrier, and possibilities for
extension to other areas like car sharing and other applications already in use highly
desirable.

Data Use, Privacy and Unauthorized Access. Participants had little trust in data
protection measures provided by energy providers or connected facilitators. They were
therefore skeptical to connect their (imagined) home to the Internet or other networks.
While some saw this as unavoidable and resigned themselves to the cost, “paying” for
services with their data and privacy, others called for settings allowing detailed control
of data-transfer, appropriate data encryption and the localized storage of (critical) data.
Concerns related to privacy loss included surveillance by energy providers and other
third parties, but also monitoring by other household members. That their daily actions
within their own homes might become traceable was unimaginable to some participants
and irreconcilable with their needs. This traceability and possible data misuse received
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eight SWOT points each, while the “transparent customer” received 10 SWOT points.
The concern of unauthorized access acted as further barrier to remote control features.

Reliability was met with skepticism. Participants did not perceive current tech-
nologies as stable and usable enough to entrust them with their homes, and insisted on
local and manual control as fail-safe if the system is unresponsive or connection is lost.
They questioned the (hidden and uncommunicated) costs of support, and noted that
liabilities might not always be clear (e.g. what would happen in the case of data
misuse).

Time expenditure and long-term use were both framed negatively: Participants
assumed that system use would generally lead to a higher effort to manage their lives,
especially with time-variable tariffs, rating excessive planning of daily lives as one of
their top five concerns (2 SWOT-points and 5 discussion instances). This high system
cost (personal energy, money, time) was contrasted with comparably small benefits
over time, also noting several negative consequences of long term use. Of these,
dependency on the system and on technology, “dumbing down through technology
use” and loss of independence were the most important subjects (12, 8 and 3 SWOT
points, 2, 8 and 10 discussion instances respectively). Yet, they also noted that high
system costs were based on bad design, namely the overall poor usability of home
technology and technology-centrism of systems, and that clear, sustained benefits could
make time-intense processes more attractive (e.g. financial incentives).

5 Design Implications

Based on these results we developed recommendations to inform the design of future
smart home solutions, structured into design dimensions and design goals:

5.1 Design Dimensions

Design dimensions address background factors designers should consider to comple-
ment the more system-centric “user context” [19]: Dimensions apparent in this study, in
line with [1, 2], are time, space, relations, individual factors and values.

Time means designing in the context of activities, routines and household evolution
as well as dealing with exceptions and change. To design along the dimension of time
means asking whether a design allows for temporal expression of the home context,
and how time is (re-)produced in a system (e.g. schedules). Space addresses designing
for spaces with specific functions and meanings. To design along the dimension of
space, designers should ask how a system interacts and integrates with spatial
dimensions of the home, where it is located and whether it creates new locations or
spatial links. To design along the dimension of relations, design must acknowledge
multiple users, shared ownerships within the home, and negotiation of competing needs
and varying levels of comfort. A system designed for relations must additionally
account for social practices and relationships constraining as well as enabling actions
(e.g. primary responsibility for domestic labor) [13]. Individual factors focus on
additional individual characteristics and abilities (e.g. computer literacy). Systems can
be viewed by the in- or exclusion of factors, and thereby, of people, in their design.

User Requirements for the Design of Smart Homes: Dimensions and Goals 53



Designing along this dimensions therefore also addresses users’ concerns about smart
technologies excluding specific groups (this study, [15]). Values address feelings,
motivations, views and goals and frame the actions and activities in the home context
e.g. being economic or environmentally concerned (this study, [12, 16]). Designing
along this dimension therefore includes consideration which values, motivations and
actions a system chooses to promote and how they relate to pre-existing value
structures.

While these design dimensions can be viewed separately, they are in fact inter-
sectional: for example, negotiation was important for all non-single households,
combining the use of specific spaces for information storage (space) and the practice of
sharing (relations). Similarly, the importance of routines (time) can be seen in users
fearing apathy or “losing” household routines (values). Thus, design along one
dimension should acknowledge its effects on another and take its prerequisites into
account.

5.2 Design Goals

In contrast to design dimensions, design goals provide aspects design should aim for.
Based on the collected material we derived seven design goals:

Designing for control means control of lives rather than control of systems,
encompassing felt agency, system reliability as well as control of data use and privacy.
Privacy and data security were often framed as issues of choice and control. Partici-
pants saw smart home systems as vehicles for increased agency through knowledge and
transparent information, yet also anticipated loss-of-control feelings (e.g. “over-
automation”) and actual loss of control (e.g. system malfunction). This mirrors privacy
concerns across China and Europe [11, 14, 15]: Storage and eventual use of personal
information (selling, use in advertisement) were as much issues as monitoring with
third parties potentially knowing daily routines and home occupancy.

Designing for low effort focusses on low time expenditure and practicability. This
can be achieved through various means, including system control and user-system
communication. Of these, automation can be one, though barriers in the form of
technological immaturity, low intelligibility and impractical user control persist. Low
effort has been especially discussed in connection to time-variable tariffs: Similar to
previous studies our participants were hesitant about their use and practicability
[12, 16]).

Design for integration with everyday life practices takes a slightly different angle
on design for control and design for low effort: People spend a substantial amount of
their time at home, engaging in different activities and practices. Everyday activities are
the focal point of what it means to be ‘at home’. Integration with everyday life practices
thus focuses on integrating smart functionalities with everyday practices and routines,
without interrupting process flows or forcing users to shift their focus from the tasks at
hand towards details of system control. Smart functionalities should offer additional
possibilities that support users in achieving their goals, but not require them to modify
their behavior. They should furthermore aim to minimize gaps and discrepancies in
media usage (e.g. the need to switch between devices), physical location (e.g. having to
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go to another room to access the control point) or atmospheric dispositions (e.g. need to
interact with a very demure control interface in an entertainment context).

Designing for evolvability includes learning as well as maintained compatibility.
While designing for initial compatibility is an important system component and
architectural consideration, maintained compatibility is integral for system evolution.
From a system’s point of view, evolvability can be noted as one component of a
system’s agility [19]. Only evolvable systems are able to reflect changing household
needs and changed circumstances such as e.g. children entering school.

Designing for identity is especially relevant for the home context: Home fulfills
important functions in enabling and expressing identity besides more mundane function
of providing shelter and living space. People use their home to express and ‘materi-
alize’ their identity. Smart home concepts should support these practices and different
ways of self-definition (including non-technical ones), especially in the view of
enabling appropriation and sustainable smart home development.

Designing for sociability including communication, cooperation, and participation,
should be one of the main design goals in system creation to support sociability and
participation as values: Active decision making, partaking of communal development
and communication proved important personal motivators for our participants in the
specific context of an urban environment. It remains to be investigated if this topic is of
importance in different settings and how well technology might integrate with “value
lines” in the social context. We also note that interest in communication, activity and
participation have strong social desirability, possibly biasing contributions to this topic.

Design for Benefits. In the smart home context, benefits include added comfort,
increased convenience, security and flexibility. Benefits need to compensate for costs –
in this study as well as in [15] these related to installation, repairs and maintenance,
vulnerability to rising prices and non-monetary costs (data and privacy as currencies).
Yet, design for benefits should generally aim higher than mere acceptance of a system
or counterbalancing perceived and actual costs. It should address users’ perceived lack
of benefit [11, 15, this study] and specific beneficial features punctually, but needs to
include real, tangible, and significant benefits to user’s lives by design. Features beyond
the traditional realm of smart homes, in particular social, informative and participative
features potentially increased the value of systems for participants in this study.

6 Conclusions

This study describes one of currently few attempts to integrate contextual user
requirements analysis with application-oriented design thinking. Such an integrated
approach is necessary to leverage the advancement of the ‘Smart Home’, which has so
far been driven more strongly by technology and business push than by genuine user
demand. Viewing the home as an individual everyday environment has enabled us to
identify design directions that achieve a closer fit between design and context. Based on
extensive empirical data we identified important features and system expectations
relevant to users. From this, we derived design dimensions and goals that can help
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developers to understand the context of use and provide decision support for the
prioritization of design directions.

The study further contributes with a methodological concept that encompasses
three successive steps: cultural probing, participatory design fiction and focus groups.
To our experience, this specific qualitative research process fulfilled the goal to pro-
gress from an understanding of the home context “as-is” towards a blending of
requirements with technological solutions. Future research should investigate opti-
mizing the effort and execution timeframe of such combined qualitative approaches,
while still maintaining the richness of contextual design insights. This would make this
approach even more applicable, especially for smaller projects in commercial devel-
opment settings.

Our findings provide a comprehensible framework for the design landscape for
smart home systems and serve as a basis for integrating previous findings into an
overall framework. Subsequent research should explicitly build on the design dimen-
sions and specific design goals we derived. The focus for such further investigations
should be to assess their actual value in a design process, in order to develop them
further with regard to completeness and relevance for implementation work.
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Abstract. Internet of Things (IoT) devices are starting to play a pre-
dominant role in our everyday life. Application systems like Amazon
Echo and Google Home allow IoT devices to answer human requests,
or trigger some alarms and perform suitable actions. In this scenario,
any data information, related device and human interaction are stored
in databases and can be used for future analysis and improve the sys-
tem functionality. Also, IoT information related to the network level
(wireless or wired) may be stored in databases and can be processed
to improve the technology operation and to detect network anomalies.
Acquired data can be also used for profiling operation, in order to group
devices according to their characteristics. LoRaWAN (Long Range Wide
Area Network) is one of the emerging IoT technologies in today’s world,
it is a protocol based on LoRa modulation. In this work, we propose a
methodology to process LoRaWAN packets and perform profiling of the
IoT devices. Specifically, we use the k-means algorithm to group devices
according to their radio and network behaviour. We tested our approach
on a real LoRaWAN network where the entire captured traffic is stored
in a proprietary database. Our analysis, performed on 286, 753 packets
with 765 devices involved, leads to remarkable clustering performance
according to validation indices such as the Silhouette and the Davies-
Bouldin indices. Further, with the help of field-experts, we were able to
analyze clusters’ contents, revealing results both in line with the current
network behaviour and alerts on malfunctioning devices, remarking the
reliability of the proposed approach.
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1 Introduction

The Internet of Things (IoT) is a new technology paradigm envisioned as a
global network of machines and devices capable of interacting with each other.
According to the IoT Analytics forecast of 2018 [12], the market for IoT has
seen an unexpected acceleration in the first months of the 2018. Currently, the
number of connected devices exceeds 17 billions, and the number of IoT devices
is 7 billions. The focus of the IoT is to interconnect together things or smart
devices in order to create smart environments. Each device is an appliance with
embedded electronics and software which can work as a sensor or actuator. Sen-
sors are able to collect the state of some metric like temperature or air quality
of the environment. Actuators are responsible for changing the state of the envi-
ronment, e.g. open the window in presence of bad air quality. For this purpose,
IoT devices exchange data and, in most cases, data are stored and processed
by a central server. Moreover, the collected data can be used to perform device
analysis and, in most of cases, the results of the analysis are focused on system
optimization. LoRaWAN is an emerging technology in the IoT world proposed
by LoRa Alliance and based on LoRa modulation. LoRaWAN uses the ISM band
and is capable to connect thousands of IoT devices or End-Devices (EDs) in a
geographic area of square kilometers. LoRa modulation presents an high energy
efficiency and EDs can remain active for several years before replacing the bat-
tery package. Packets sent by EDs are collect by GateWays (GWs) that are
deployed in the covered geographic area. Packets are forwarded from the GWs
to the Network Server (NS). NS is responsible to process the packets, forward
related information to the IoT applications and store the collected data (see
Fig. 1 for the reference network architecture).

Fig. 1. LoRa network architecture

In this work, we propose and apply Machine Learning (ML) techniques to
perform profiling of the IoT devices. We develop a framework that, starting
from a database storing packets collected through the LoRaWAN technology,
produces device profiling. This means that, by leveraging these ML tools, we are
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able to derive profiles of the behaviour of IoT EDs connected to the LoRAWAN
network. This tool has different applications:

– it allows to monitor the system behaviour and capture anomalies;
– it allows the network operator to use in an efficient way the system and to

optimize the network planning;
– it allows to identify different spaces where service provision can be enhanced,

that is, new radio resources, more suitable parameter settings, different con-
figurations of the IoT devices and services.

For this work, we use the collected data of a real LoRaWAN network deployed
in Italy. Starting from the LoRaWAN packet structure, we extract the relevant
packet fields that characterize the behaviour of the device at physical and net-
work layer. We use these fields to extract a set of features that represent the input
of the ML algorithm. We apply an unsupervised learning approach to model the
underlying structure or distribution in the data in order to learn more about
the data. Specifically, the idea is to use the k-means algorithm to perform a
grouping (cluster) analysis that identifies commonalities in the data. Alongside
the application of the k-means algorithm, we perform the study of the best k
value required as input of the k-means algorithm, namely the optimal number of
clusters for the dataset at hand. Finally we study the peculiarity of the devices
belonging to each of the resulting clusters. The main contribution of this work
is two-fold. First, we identify how to apply a ML approach based on k-means to
an IoT network and, second, we experiment this approach on a real LoRaWAN
system. While in the recent literature there are papers dealing with the adoption
of ML for IoT (see e.g. [4,14,23]), the literature lacks in the application of this
methodology to LoRaWAN Networks. The remainder of the paper is organized
as follows. Section 2 presents the main related works. Section 3 briefly recalls the
LoRaWAN architecture and service. The ML approach is presented in Sect. 4
while the resulting profiling mechanism and the relevant analysis are discussed
in Sect. 5. Finally, Sect. 6 concludes the paper.

2 Related Works

The interest in applying ML approaches to IoT systems is growing fast. Sev-
eral papers proposed to use ML for anomaly detection or security issues [1,31].
The paper by Bhatt et al. [4] focuses on the development of a hybrid network
anomaly detection system that, by making use of ML techniques, is able to
effectively detect malicious traffic data. Tailored to the dimensionality reduc-
tion in learning models induced for IoT networks, in [25] the authors showed
that it is possible to induce highly accurate unsupervised learning models with
reduced feature set sizes, which enables to decrease the required computa-
tional resources. Also new datasets are required for the development and test-
ing of novel ML techniques. Indeed, in [24] the authors build a novel dataset
from the wireless network packet traffic flow captured through Wireshark that
holds different attack profiles. The profiling issues are also very interesting in the
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IoT field since they pose new challenges and pave the way to new applications.
From network data it is possible to extract users’ behaviours as shown in the
paper by Tao et al. [29] where they extract users’ activities feature from inter-
arrival time and packets’ traffic size, and investigate their relationships. Net-
work behaviour, as instead, can be recognized by applying finite state automata
to IP flows records as shown in [9]. For example, Marchette [17] in 1999 pro-
posed two interesting clustering methods applied to network data. These tech-
niques allow the clustering of machines into “activity groups”, which consist of
machines which tend to have similar activity profiles. Here the first aim of the
author is to apply these methods in security domains; in fact, they allow the
user to determine whether current activity matches these profiles, and hence to
determine whether there is “abnormal” activity on the network. Zhang et al. in
[32], presented a k-means-based approach for clustering data packets in wireless
multi-hop networks. They addressed the problems existing in such networks,
namely imbalance of node power consumption and unfairness of node transmis-
sion, and addressed the trade-off between the energy consumption and other
factors affecting the wireless multiple hop networks thanks to k-means clus-
tering. A similar work based on IoT and Low-power Wide Area Networks has
been done by Barrachina-Muñoz et al. in [3], where they proposed a simple
reinforcement learning algorithm based on ε-greedy to enable reliable and low
consumption Low Power WAN multi-hop topologies. Kim et al. [11] analyzed
the transmission mechanism inside a LPWAN. The authors proposed a method
which employs a k-means clustering algorithm to classify devices according to
the traffic characteristic. Each cluster is assigned to a different priority in order
to optimize channel access times: this, in turn, allows to avoid collisions and
improve transmission efficiency. In the same year, Zhang et al. [33] studied an
adaptive clustering algorithm for dynamic heterogeneous wireless sensor net-
works in order to adapt the dynamic change of topology in such networks. Their
model dynamically elects cluster heads according to each node’s energy and
according to the average network energy, yielding longer network lifetime. Del
Campo et al. [7] presented an LPWAN communication architecture for a real-
time monitoring systems in power distribution grids, in the framework of the
MAIGE project. MAIGE main goal is the experimental evaluation of innova-
tive technologies for their massive deployment. The project describes a variety
of use cases that demand different communication requisites. Mostafa, in [22],
has given a more general and theoretical view on monitoring IoT network. To
tackle the problem of monitoring the network and leave it unconstrained during
its normal operation, he proposed several integrated graph-based optimization
models and efficient algorithms for monitor placement and scheduling problems.
For what concerns security issues, Kumar et al. in [13] analyze devices traffic in
order to detect malware activities. They present EDIMA, a distributed modu-
lar solution which can be used towards the detection of IoT malware activity
in large-scale networks by means of supervised ML algorithms. While cluster-
ing algorithms have been widely used to preserve security in the IoT devices, to
classify devices, to adapt the dynamic change of network topology or, in general,
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to analyze demands on the traffic characteristics, a detailed study on profiling
IoT LoRaWAN devices and their traffic features in order to improve the network
performance is still not available in the current literature.

3 LoRa Technologies and LoRaWAN Protocol

This section provides an overview of the LoRaWAN technology, at physical and
network level. First, we will provide a presentation of the modulation scheme,
afterwards, we will present the packet structure of the LoRaWAN, and how the
received packets are stored in a real system. This real system is a deployment
database of an IoT operator present in Italy.

3.1 LoRa Modulation Scheme

LoRa is a new long-range communication technology proposed by Semtech [27]
few years ago. LoRa is a proprietary technology and is based on LoRa modula-
tion. LoRa implements a chirp spread spectrum modulation that uses the entire
wideband linear frequency to modulate chirp pulses. A chirp is a sinusoidal sig-
nal whose frequency increases or decreases over time, that encodes a certain
number of information bits. Conversely to the most common FSK modulation,
LoRa modulation maintains the same low-power characteristics, but improves
the noise and interference immunity and, consequently, increases the commu-
nication range. The result is that a single GW can cover a region of different
square kilometers.

While LoRa defines the physical layer and is a proprietary technology,
LoRaWAN specification defines the network layer, this specification is publicly
available and it is promoted by the open-source LoRa Alliance [28]. As shown
in Fig. 1, the LoRaWAN protocol stack is based on three main components:

1. ED: is the low-power consumption sensor that communicates with gateways
using LoRa modulation;

2. GW: is the intermediate element that forwards packets coming from EDs to
a NS over an IP backhaul interface, such as Ethernet or 3G. There can be
multiple GWs in a LoRa deployment.

3. NS: is the server responsible for deduplicating and decoding the packets sent
by the devices. Afterwards, the related packet information is sent to the appli-
cation. The NS can be also generating packets that should be sent back to
the EDs, when ED configuration is required or in case of device-to-device
communication (these are sling-shot through the network server).

The LoRaWAN network has a star-of-stars topology and, differently from
traditional cellular networks, the EDs are not associated with a specific gate-
way. LoRaWAN does not enable device-to-device communications, packets can
only be transmitted from an ED to the NS, or viceversa. NS provides network
information to the network controller and to the analytic module, when they are
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present. The network controller uses the data to perform a network optimiza-
tion by tuning the EDs. The analytic module is an high-level application that
presents statistical information about the network to the network operator.

In LoRa, EDs support multi-rate by exploiting six different Spreading Factors
(SF), from 7 to 12. The selection of the SF has an impact on duration and delivery
probability of the generated packet. Communication on different SFs in the same
channel are in principle orthogonal [5]. In LoRa, basic chirps are simply a ramp
from fmin to fmax (up-chirp) or from fmax to fmin (down-chirp). Chirps are
cyclically-shifted to produce different symbols, and this cyclical shift carries the
information. A symbol, with a length of N chips, can be cyclically shifted from
0 to N − 1 positions. The reference position is given by the un-shifted symbols
at the beginning of the LoRa packet, present in the packet preamble. The SF
defines two fundamental values: (i) the number of chips contained in each symbol
is N = 2SF ; (ii) the number of raw bits that can be encoded by that symbol is
SF; The LoRa Data Rate (DR) depends on the Bandwidth (BW) in Hz, the SF
and the Coding Rate (CR) as:

DR = SF · BW

2SF
· CR (1)

where the symbols/s are given by BW/2SF and the channel coding rate CR
is 4/(4 + RDD) with the number of redundancy bits (RDD) from 1 to 4 used
for the cyclic redundancy check (CRC). The adopted bandwidth can be con-
figured as well: 125 kHz, 250 kHz and 500 kHz (typically 125 kHz for the 868
ISM band). The combination of an high SF and a small bandwidth produces a
more robust transmitted signal that can cover very large distances (more than
10 km). LoRaWAN specification also provides an Adaptive Data Rate (ADR),
an algorithm to estimate the best SF and transmission power values for each ED
according to the Signal to Noise Ratio (SNR) perceived by GW: typically, the
ADR is implemented in the network controller. Regarding the message type, the
LoRaWAN protocol establishes that a Confirmed-data message must be acknowl-
edged by the receiver, whereas an Unconfirmed-data message does not require
an acknowledgment. During this study, we faced with the majority of messages
of Unconfirmed-data type. In LoRaWAN, the system capacity is larger because
the receiver can detect multiple simultaneous transmissions by exploiting the
orthogonality when different SFs are used. Moreover, if the multiple simultane-
ous transmissions are generated with the same SF, a low difference in the signal
strength (few dB values) can generate a channel capture effect that ensures the
correct reception of the stronger signal. These features enable a LoRaWAN net-
work to have a very high capacity and make the network scalable. A network
can be deployed with a minimal amount of infrastructure and, as larger capacity
is needed, more GWs can be added. Other LPWAN alternatives do not have
the scalability of LoRaWAN due to technology trade-offs. In LoRaWAN, MAC
commands can be used from the NS to configure ED parameters such as SF or
power transmission.
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3.2 LoRaWAN Network and Packet Structure

The LoRaWAN terminology distinguishes between uplink and downlink mes-
sages. EDs send uplink messages to the NS. Downlink messages are sent by NS
to only one ED and are relayed by a single GW: they usually contain MAC com-
mands, useful to customize the parameters used for the communication between
the ED and the network. LoRaWAN messages used for the radio physical layer
have the same format both for uplink and downlink. As shown in Fig. 2, at phys-
ical layer (the top of the figure) the LoRa packet is composed by the pream-
ble, the physical header (PHDR), the physical header cyclic redundancy check
(PHDR CRC), the physical payload (PHYPayload) and the CRC of the packet.
The PHDR is mandatory both for uplink and downlink messages, while the CRC
is mandatory only in the uplink. The PHYPayload carries the MACpayload, the
MACheader and the cryptographic message integrity (MIC). The MACHeader
contains information about the LoRaWAN version used (v1 or v2) and the Mes-
sage Type (MType). The Mtype field enables to distinguish registration pack-
ets (Join-Request/Accept) from Unconfirmed-data and Confirmed-data packets.
MIC is a code computed over the MHDR. The MACpayload contains Frame
Header (FHDR), Port Field (FPort) and the Frame Payload (FRMPayload). As
for the MHDR, the FHDR field has information about the ED short address
(DevAddress) as well as other control information carried in the Frame Control
field (FCtrl) such as the status of the ADR for the communication. The Frame
Port (FPort) field has a 0 value in case of FRMPayload containing only MAC
commands while it is used by the application to discriminate the content of
the payload, so the value of the packet is application-specific. FRMPayload is
the payload containing MAC commands or application data, which is encrypted
using AES with a key length of 128 bits. Note that, together with the phys-
ical layer messages, the NS also receives additional information regarding the

Fig. 2. LoRaWAN packet structure [bit]
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physical parameters of the communication, such as SNR and Received Signal
Strength Indicator (RSSI). Each ED has a packet counter (FCnt field) to keep
track of the amount of data packets sent to the NS. The DevEUI is a global
ED ID in IEEE EUI64 address space that uniquely identifies the ED, while the
DevAddr consists of 32 bits address and identifies the ED within the current net-
work (the DevAddr is allocated by the NS of the ED once it joined the network
successfully). This packet format represents the starting point for the database
structure that contains all the received packets.

Fig. 3. Four different types of EDs used in the analysed network. (a) water meter;
(b) gas meter; (c) energy meter; (d) GPS tracker.

For this work, we used a database of a real LoRaWAN network deployment
by an Italian operator. The goal of this IoT national network is provide several
application services, mainly related to the metering operations. The main appli-
cation services provided by the network are: (1) water metering; (2) gas metering;
(3) energy consumption metering; (4) GPS tracking; (5) smart road light; Fig. 3
presents 4 different devices used in the LoRaWAN network, and detailed in the
figure caption. The total number of installed devices is 765, while the number of
GWs is 49, they are disseminated on the whole Italian territory, though the 80%
of them are deployed between Milan and Naples. The GWs are connected to the
NS operator, located in Rome at the operator data center premises, where the
database is also stored.

The database contains several indexes, each one representing a particular
flow of information gathered from the network. For example, there are flows
representing uplink and downlink packets, information exchanged between GW
and the NS, or between EDs and NS, or packets which have been de-duplicated
because they have been received several times. The latter case happens when
different GWs insist in the same geographic area and packets reach the NS
from these different GWs. All the studies have been developed over the “pre-
deduplication” index; in such a way we are sure that all traffic analyzed is coming
from the ED to the NS, passing through different GWs. The most relevant
database fields, and the relative description, are reported in Table 1. A subset
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of these fields will be extracted and pre-processed and they will represent the
features for the profiling analysis performed in this work: this concept will be
stressed in Sect. 5.

Table 1. The most important fields present in a pre-deduplicated device packet.

PARAMETER DESCRIPTION

CHANNEL Channel used to send the packet

CODR Coding rate packet

CREATED AT Timestamp indicating the time when the entry has been created
inside the database

DATR SF and bandwidth of the packet

DEV ADDR Unique identifier of the device inside the network

DEV EUI Unique identifier of the physical device (None if the device is
unknown)

FREQUENCY Frequency of the sent packet in MHz

GATEWAY GW MAC ADDRESS which received the packet

LSNR Received signal to noise ratio of the packet

FCNT Frame counter: counter increasing for each packet sent from ED;
used evaluate error rate

RSSI Received packet signal strength

SIZE Packet size (bytes)

CRC STATUS result: if 1 = passed if −1 = failed

TMST Internal clock timestamp from gateway: used for synchronizing the
downlink with the end transmission of the uplink to communicate
response to end-device

UID Unique identifier of the entry inside the database

4 k-means Algorithm and Best k Selection

As introduced in Sect. 1, the core profiling framework relies on k-means [15,16],
possibly the most famous data clustering algorithm. k-means is a partitional
clustering algorithm [10,18] and, as such, given a dataset S = {x1, . . . ,xn}
of n observations, it partitions the data into k non-overlapping clusters, i.e.
S = {S1, . . . ,Sk} such that Si ∩Sj = ∅ if i �= j and ∪k

i=1Si = S. k-means finds a
(sub-)optimal partition of the data in such a way that the intra-cluster variance
(also known as Within-Clusters Sum of Squares – WCSS) is minimized:

WCSS =
∑k

i=1

∑
x∈Si

‖x − c(i)‖2 (2)

where c(i) is the centroid for cluster i, defined as the center of mass of the cluster
itself. The k-means workflow can be summarized as follows:
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1. select a set of k initial centroids (e.g., uniformly at random amongst the
available data or by heuristics such as k-means++ [2])

2. assignment step: assign each data point to the closest centroid
3. update step: re-evaluate centroids for all clusters
4. loop 2–3 until convergence (e.g., centroids stop changing or a maximum num-

ber of iterations is reached).

Despite its simplicity, the number of clusters k to be returned is a parameter
that must be personalized by the end-user and finding a suitable value is strictly
problem- and data-dependent and hardly known a-priori. Typically, one tries
several k candidates and selects the best value by studying the objective function
in Eq. (2) and/or by means of internal validation indices [20]. Common strategies
include:

The Elbow Plot [30] consists in plotting the WCSS as function of k and
choose the first k value corresponding to the point where the curve become
flat. The rationale behind this criterion is that is pointless to add more clusters
if they do not give a better modelling of the data (the curve flattens since the
WCSS does not change significantly)
The Davies-Bouldin Index [6] measures the intra-cluster separation
against the inter-cluster variance. Let Si be the statistical dispersion of clus-
ter i, namely the average pattern-to-centroid distance, and let Mi,j be the
distance between centroids belonging to clusters i and j. For a clustering solu-
tion to be good Si should be small (compact cluster), whereas Mi,j should
be large (different clusters are well far apart), hence for each pair of clusters
one can define the following penalty score

Ri,j =
Si + Sj

Mi,j
(3)

and the Davies-Bouldin score for cluster i is defined as

DBIi = max
j �=i

Ri,j (4)

Finally, the Davies-Bouldin score for the overall clustering solution is taken
by averaging each cluster’s score:

DBI =
1
k

∑k

i=1
DBIi (5)

The Davies-Bouldin index is not bounded within a specific range; however,
the closer to 0, the better.
The Silhouette Score [26] quantifies how-well each pattern has been
assigned to its own cluster. For each point xi it is possible to define a(xi)
as the average distance between xi and all patterns in its own cluster. Sim-
ilarly, it is possible to define b(xi) as the nearest-cluster average distance of
which xi is not a member. The silhouette score s(xi) is defined as

s(xi) =
b(xi) − a(xi)

max{b(xi), a(xi)} (6)
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Finally, the silhouette score for the overall clustering solution is taken by
averaging each point’s score:

s =
1
n

∑n

i=1
s(xi) (7)

Conversely to the Davies-Bouldin index, the silhouette score is by definition
bounded in range [−1,+1]: the closer to +1, the better.

5 ED Profiling Through Data Clustering

5.1 Dataset Description

The main idea of this work is the study of the radio and network behaviour of the
ED, and the goal is to cluster (group) EDs according to the their behaviour. The
dataset used in our analysis regards 3 months of activity over the LoRaWAN net-
work (September-November 2018). The initial dump from the database counts
more than 1 million packets and the following data filtering/cleaning operations
have been performed:

1. all packets having null device identifier have been discarded: these packets
correspond to device(s) which are either not managed by the operator or
device(s) with unknown manufacturer;

2. all packets captured by a unique specific GW have been discarded: preliminary
analyses showed that such gateway was managing a huge number of noisy
packets with no valuable information.

This data filtering step dropped the number of available packets to 286, 753
with 765 devices involved. In order to properly feed the k-means algorithm, the
following pre-processing steps have been performed:

1. packets have been grouped by device;
2. each device has been mapped into an 11-length real-valued vector containing

the following statistics amongst its packets (Table 1): the error rate (elabo-
rated via the FCNT field), the average values of: SNR; RSSI; packet size;
and inter-arrival time (i.e., number of hours between two packets), the mode
values of: channel frequency; and SF, the number of packets sent during the
night (12am–06am), during the morning (06am–12pm), during the afternoon
(12pm–6pm) and during the evening (6pm–12am).

Amongst the available fields inside a LoRa device packet, we chose the aforemen-
tioned ones because they depict the radio aspect of the EDs: indeed, as intro-
duced at the beginning of this Section and in Sect. 1, we recall that the target
of our analysis is to profile EDs according to their radio and network behaviour.
Thanks to this pre-processing stage, the considered devices have been cast into
a 765 × 11 real-valued matrix, suitable for being processed by the k-means algo-
rithm from Sect. 4.
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5.2 Evaluation Results

In Sect. 4 it has been discussed that determining a-priori a suitable value for k
(i.e., the number of clusters) is hard in many real-world applications. To this
end, we considered several candidates k = {2, 3, . . . , 20} and Fig. 4 shows the
Davies-Bouldin Index, the Silhouette Index and the WCSS as function of k. By
jointly considering the three indices, a suitable value of k� = 7 has been chosen;
indeed, the Silhouette is rather high (>0.9), the Davies-Bouldin index reaches
its minimum value (<0.2) and k = 7 lies pretty much towards the end of the
WCSS elbow, which can be easily seen for k ∈ [3, 7].

For the chosen k�, we further analyzed the clustering solution as returned
by k-means. Indeed, the possibility of analyzing a-posteriori the contents of the
returned clusters is one of the overwhelming advantages of cluster analysis, allow-
ing a further knowledge discovery phase, possibly leaded by field-experts [8].
Specifically, for each cluster, we considered the behaviour of its ‘most central’
element (i.e., the element closest to the centroid) and Figs. 5, 6 and 7 show their
most characteristic features.

Fig. 4. WCSS, Silhouette and Davies-Bouldin indices as function of k.

Figure 5 shows the Probability Density Function (PDF) of the SNR for the
‘most central’ elements of the 7 different clusters. In the same way, Fig. 6 shows
the PDF of the RSSI. Figure 7 shows the bar plot for the error rate values
(Fig. 7(a)) and the number of packets sent (Fig. 7(b)). In all figures, device
IDs have been anonymized and replaced by the ID of their respective cluster
(reported in the figures legend) and marked with a unique color which consis-
tently spans across Figs. 5, 6 and 7. For the sake of readability, legends are not
included in Fig. 7.

By looking at Fig. 5, there exist three clear-cut profiles approximately
bounded by SNR < −10, SNR ∈ [−10, 10] and SNR > 10. Cluster 1 emerges



70 J. M. Valtorta et al.

Fig. 5. PDF of the SNR for the ‘most central’ elements for the 7 clusters.

Fig. 6. PDF of the RSSI for the ‘most central’ elements for the 7 clusters.

to be in the first family, whereas the middle spectrum sees clusters 7, 6 and 3 as
the most prominent ones and, finally, cluster 4 and 2 are identified by the highest
SNRs. Interestingly, cluster 5 spans both the highest and the lowest SNRs. Clear-
cut profiles also emerge in terms of RSSI (Fig. 6) bounded by RSSI ≈ −100 and
RSSI ≈ −70: the leftmost part of the spectrum sees cluster 1 and 3 as the most
prominent ones, whereas the rightmost part is dominated by cluster 2. All other
clusters lie in the middle part of the spectrum. Figure 7 also shows completely
different behaviours amongst the 7 clusters.

A interesting analysis consists in jointly considering these behaviours, which
has been used as guideline to further characterize the radio properties of the
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Fig. 7. Error rate (a) and number of packet sent (b) for the ‘most central’ elements
for the 7 clusters

devices belonging to each group. Notably, field-experts at the network operator
recognized some devices having precisely the characteristics presented in these
histograms (e.g., the device with a large number of packets sent is, actually,
a device which sends about three packets per day, so these clustering results
are indeed in line with the network behaviour). At the same time, the cluster
analysis was capable to find anomalies inside the network: for example, cluster
1 represents a set of devices which have high error rate (Fig. 7(a)) and small
number of packets sent (Fig. 7(b)). This, along with low SNR values (Fig. 5),
identifies a misbehaving of such devices.

6 Conclusion and Future Work

In this work, we have presented a study about the profiling of IoT devices.
The study was performed on a real database that collects LoRaWAN packets
received by a network deployed by an Italian operator. We tested our machine
learning approach on 286, 753 packets with 765 devices involved. In this work,
we used the k-means algorithm in order to find suitable groups of devices sharing
similar behaviour. Each device has been cast towards a suitable vector space by
considering radio and network statistics amongst its packets. The soundness of
the proposed clustering solution has been addressed by jointly considering three
internal validation indices (WCSS, Silhouette and Davies-Bouldin), which also
helped in tackling the problem of finding the best k value for the dataset at hand.
Alongside the satisfactory results in terms of internal validation indices (DBI <
0.2 and s > 0.9), we further analyzed the resulting clusters by considering the
distribution (in terms of either histograms or PDFs) of the most interesting
features of the ‘most central’ elements of the clusters. With the help of field-
experts, we were able to address the clustering solution in terms of knowledge
discovery and the proposed approach has been demonstrated to be suitable also
for anomaly detection purposes. Future research endeavours can consider the
intrinsic structured nature of the data available within the LoRaWAN network
for a more in-depth analysis. Indeed, in this work we considered basic statistics
drawn from some features of the available packets, whereas one can perform
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similar analyses on entire packets or sequence of packets by means of clustering
algorithms such as k-medoids [19,21] which do not necessarily require the input
data to be in a vector form.
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Abstract. Raising awareness among young people, and especially stu-
dents, on the relevance of behavior change for achieving energy savings
is increasingly being considered as a key enabler towards long-term and
cost-effective energy efficiency policies. However, the way to successfully
apply educational interventions focused on such targets inside schools
is still an open question. In this paper, we present our approach for
enabling IoT-based energy savings and sustainability awareness lectures
and promoting data-driven energy-saving behaviors focused on a high
school audience. We present our experiences toward the successful appli-
cation of sets of educational tools and software over a real-world Internet
of Things (IoT) deployment. We discuss the use of gamification and com-
petition as a very effective end-user engagement mechanism for school
audiences. We also present the design of an IoT-based hands-on lab activ-
ity, integrated within a high school computer science curriculum utilizing
IoT devices and data produced inside the school building, along with the
Node-RED platform. We describe the tools used, the organization of the
educational activities and related goals. We report on the experience
carried out in both directions in a high school in Italy and conclude
by discussing the results in terms of achieved energy savings within an
observation period.

Keywords: Internet of Things · Energy awareness · STEM
education · Sustainability · Evaluation · Gamification

This work has been supported by the “Green Awareness In Action” (GAIA) research
project, funded by the European Commission and the EASME under H2020 and con-
tract number 696029. This document reflects only the authors’ views and the EC and
EASME are not responsible for any use that may be made of the information it
contains.

c© Springer Nature Switzerland AG 2019
I. Chatzigiannakis et al. (Eds.): AmI 2019, LNCS 11912, pp. 75–91, 2019.
https://doi.org/10.1007/978-3-030-34255-5_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-34255-5_6&domain=pdf
https://doi.org/10.1007/978-3-030-34255-5_6


76 F. Paganelli et al.

1 Introduction

The Internet of Things (IoT) and smart cities have been two very active research
fields during recent years, with a considerable amount of resources invested into
building related infrastructures, creating large-scale smart city and IoT instal-
lations around the world. The capability of easily integrating cheap ubiquitous
sensors into information systems has accelerated the growth of Ambient Intel-
ligence (AmI) and the capacity of responding to specific situations according
to context-awareness principia [20]. However, the question remains: how can we
utilize such smart city and IoT deployments, in order to produce reliable, eco-
nomically sustainable and socially fair solutions to create public value? This is
especially true in the case of the educational domain, where it is more complex
to integrate such solutions, given the restrictions in time and resources in school
environments available for carrying out novel activities.

At the same time, there is an increasing interest in getting schools involved
in raising awareness about climate change and energy efficiency. In this context,
the importance of the educational community is evident, both in terms of size
and future significance. Today’s students are the citizens of tomorrow, and they
should have the scientific and technological skills to respond to challenges like the
climate change. The relevance of sustainable energy and energy saving behavior
is gaining increasing interest in schools and in educational programs. Indeed, in
the last decade schools have been the target of studies, education initiatives as
well as energy efficiency actions in several countries. There has also been inter-
est recently regarding the design of educational activities for energy awareness
centered around IoT-enabled experimentation approaches. It is a means through
which Europe can meet its goals, by equipping citizens, enterprise and industry
in Europe with the skills and competences needed to provide sustainable and
competitive solutions to the arising challenges [5].

In terms of research questions, which we were interested to answer through
our work, the first one would be “how to engage and motivate end-user groups of
students to participate in energy-saving educational activities”. The second one
would be “whether IoT-based and data-driven educational interventions towards
sustainability awareness actually work inside the classroom”. In other words, we
wanted to look into the issue of motivating a school community using either more
“soft” methods like gamification, or more technical hands-on ones, like IoT-based
educational lab activities to educate students on the subject of sustainability.

Having in mind these questions, we discuss here our findings from apply-
ing gamification and competition mechanics in an Italian high school, with the
purpose of getting the students more engaged into energy-saving activities in
the context of a research project, entitled Green Awareness in Action (GAIA).
With respect to related work, several gamification approaches exist for increasing
awareness in energy sustainability topics [7]. In this context, the original contri-
bution of our work consists in proposing a gamification and IoT-based approach
designed to be integrated into the education cycle (e.g., introducing the concept
of Activity Class) with a data-driven educational methodology leveraging either
a fixed sensor infrastructure or sensors offered by cheap sensory boards rather
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than designed as a standalone activity. On the other side, several experiments
have been done with IoT-based activities targeting STEM education (e.g. [12])
without being linked to challenges like e.g., sustainability.

In this paper, we present the tools developed to support such approach,
including an educational toolkit, comprising IoT devices and measurements data
directly produced from school buildings. This toolkit allowed us defining edu-
cational activities within the school’s computer science curriculum, leveraging
IoT devices for environmental data acquisition and the integration with sensor
measurements. It is worth noticing that our approach consists in leveraging an
AmI approach to raise students’ awareness on sustainability topics and moti-
vate their behavior change instead of deploying building automation tools. We
describe the organization of the activity and related curricula and educational
goals to raise students’ awareness in behaviour-based sustainability. Finally, we
report on the experience carried out in both directions in a high school in Italy
and conclude by discussing the results in terms of achieved energy savings in the
observation period. The activities described here were conducted in this school
during 2 school years, 2017-18 and 2018-19. As mentioned above, they include
the application of both “soft” (gamification and competition) and “hands-on”
(lab kit) mechanisms in order to engage high school students.

The paper is structured as follows. Section 2 discusses related work. In Sect. 3,
we briefly describe the goals of the GAIA project and the real-world IoT infras-
tructure deployed in several school buildings and the list of tools developed
within GAIA for supporting educational activities targeting behaviour-based
energy savings. Section 4 discusses aspects related to gamification and compe-
tition, mostly related to activities in the schools during school year 2017-18,
while Sect. 5 discusses aspects related to hands-on lab activities conducted dur-
ing school year 2018-19. Our results indicate that both approaches can lead to
interesting results; in our case, the increased engagement of the students led to
both actual energy savings, as discussed in Sect. 6, and positive learning out-
comes. Section 7 concludes the paper with insights into future work.

2 Related Work

The European Union is placing a strong focus on energy efficiency with initia-
tives like Build Up [8], a portal for energy efficiency in buildings. Overall, the
percentage of school buildings among non-residential ones in Europe is around
17% [4]. Regarding the current state of the art in inclusion of sustainability and
other related aspects in the educational domain, there is a lot of activity tak-
ing place with respect to inclusion of makerspace elements in school curricula,
aided by the availability of IoT hardware as well. The work in [18] summarizes
recent activity within the Maker Movement approach, presenting relevant recent
findings and open issues in related research. Eriksson et al. [10] discuss a study
stemming from a large-scale national testbed in Sweden in schools related to the
maker movement, along with the inclusion of maker elements into the school cur-
riculum of Sweden. Furthermore, there is a growing number of research projects
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and activities that focus specifically on energy efficiency within the educational
domain such as ZEMedS [1] and School of the Future [21]. Other recent projects
like Entropy [2] target diverse end-user communities and do not focus specif-
ically on the educational community. Moreover, several recent works focus on
university curricula for teaching Internet of Things (IoT) leveraging a learning-
by-doing and hands-on approach [6,9,13,23], while the design of IoT-enabled
educational scenarios in high and junior schools is less investigated. Porter et al.
[19] argue that the lack of students’ engineering experiences in primary and
secondary education is in part due to the fact that very few teachers have an
engineering/technology background and that the collaboration with universities
and professionals would help coping with this issue. Along this direction, Gianni
et al. [11] report on the usage of a toolkit [15] for rapid IoT application pro-
totyping with a group of high school students. Analogously, [14] proposed the
application in schools of a plug-and-play toolkit together with some suggestions
for successful implementation of activities in high schools. An educational frame-
work leveraging ubiquitous, mobile and Internet of Things technology for science
learning in high schools has been proposed within the UMI-Sci-Ed project, while
also investigating students’ stance on IoT-enabled education activities [12].

There are examples of IoT-driven educational activities performed with the
additional objective of increasing students’ awareness of societal challenges.
Tziortzioti et al. [22] designed and experimented data-driven educational sce-
narios for secondary schools to raise students’ awareness of water pollution.
However, these activities are typically conceived with an approach that cannot
be easily applied and integrated into high school curricula. Mylonas et al. [17]
proposed an educational lab kit and a set of educational scenarios primarily tar-
geting primary schools for increasing energy awareness within the GAIA Project.
With respect to gamification utilizing IoT in the context of sustainability, and
specifically for energy and water, a recent survey on the subject is provided in
[7]. However, although there are several examples of using gamification in this
context, there has been little focus so far on the benefits of such an approach
inside classrooms, an aspect we discuss in this work.

3 Overview of the Deployment Environment

The work presented here was conducted in the context of GAIA [16], a
research project focusing on energy efficiency in educational buildings, employing
behavioural change strategies, i.e., not using invasive techniques or retrofitting
the buildings with actuators. This project produced a real-world multi-site IoT
infrastructure comprising several school buildings in Greece, Italy and Sweden.
The schools cover a range of local climatic conditions and educational levels (i.e.,
from primary to high school), as well as cultural settings.

Within this infrastructure, hereafter referred to as GAIA IoT Platform, a
large number of IoT monitoring endpoints have been installed inside classrooms
using heterogeneous hardware and software technologies, including different com-
mercial hardware/sensor vendors, as well as open-source solutions. At each site,
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the following types of measurements are periodically acquired: the power con-
sumption of the whole building and selected rooms/areas, the environmental
parameters of selected classrooms and/or laboratories (typically 5-minutes aver-
age values), and weather conditions and air pollution levels. These measure-
ments, aggregated at different time granularity (e.g., 5-minute, hour, day, etc.),
can be accessed through a set of REST APIs. A set of software and hardware
artifacts have been produced within the project with the aim of experimenting
different ways for raising students awareness on sustainability and energy con-
sumption topics, also leveraging data and services provided by the GAIA IoT
platform. In this work we focus on two tools and the activities designed around
them:

– a web application (from now on called the Challenge) that serves as a playful
introduction to sustainability and energy-related concepts for students. It
uses gamification mechanisms to increase end-user engagement;

– an IoT-based educational lab kit that uses open-source technologies. It
includes assembled devices and commercial IoT sensors and actuators to allow
students to complete classes/tutorials regarding energy and sustainability.

In this work, we chose to focus on a 2-year experience carried out in a specific
high school located in Italy, where both types of activities have been performed.

4 Gamification and Competition

In this section, we report on our experience in supporting the use of the GAIA
Challenge in three classes of the target school. Overall, the Challenge is an
online application aimed at students, designed to raise energy awareness and
act as a playful introduction to sustainability aspects by leveraging gamifica-
tion mechanics. The core of the application is a set of online Quests, grouped
into five subject areas related to energy consumption reduction. The Quests are
offered to students as steps of a “journey”, on top of a game “board”. This jour-
ney can also be enhanced with Class Activities, which are designed by teachers.
For instance, Class Activities can consist in deeper investigation of some topics,
energy-saving actions in the real-life, observation of monitoring data provided
by the IoT platform, etc. The educational activities supported by the Challenge
aim at motivating participants to engage in energy saving topics, by seeing their
impact on the school facilities energy consumption over the course of the chal-
lenge and, finally, competing against other classes and schools.

Before introducing the Challenge to the classes, we performed a set of
preparatory activities, such as disseminating advertising material in school areas
and classrooms, training teachers through workshops, engaging the school prin-
cipal and the technical staff. We also prepared brief eye-catching material, as an
example of class activity created specifically for that school. Then, three classes
of the high school started to participate to the activities. They conducted the
Challenge Quests individually, while Class Activities were performed in groups.
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Fig. 1. The “world” of the GAIA Challenge on the left, and the part where students
see the schools’ score, trophies won and power consumption data on the right.

The students played the Challenge after a short introduction about the top-
ics. Class Activities carried out by the classes consisted in analyzing monitoring
data regarding the energy consumption and environmental comfort in the school
facility, spotting possible rooms for improvement, devising and realizing ways of
raising awareness in their school and family communities (e.g., news in the local
newspaper, posts on the school web site, production of videos and presentations).

The students were divided into 5 groups and, to increase engagement, stu-
dents underwent an evaluation. The teacher decided to assign a mark for the
activity, accounted in the students’ final grade for the subject (physics in this
case). The way this was computed was based on peer evaluation, and it was also
proposed by the teachers of the school: first, a grade is assigned to the group
as the average of the grades given by the other groups; then a grade is assigned
for each member of a group by the other members of the same group. Student’s
grade is the weighted average of these two evaluations (25% personal grade and
75% group grade). Such an evaluation mechanism boosted the individual con-
tribution to the group activity and fair cooperation among group members.

All students of the three classes took part to the Challenge’s competition and
they started to climb on the Challenge’s ranking of participating classes from
all schools participating (over 20 schools in total). They also produced some
snapshots like animated GIFs, videos and presentations. Overall, the level of
engagement due to competition achieved in the school was very high. This was
a successful outcome, which, however, can be associated to some unexpected
and risky effects, as we experienced in the final days of the competition. Indeed,
the classes began to continuously monitor the ranking and at a certain point
in time they began arguing on fairness in the Challenge score and behavior
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of competitors. This issue was raised when they noticed that after months of
activities, another team surpassed them in the overall score. Essentially, what
the students then tried to do amounted to “reverse engineering” the way that
the scores were calculated in the Challenge. They basically started to monitor
what the other teams were doing, and whether actions from their side had any
tangible effect on their school’s overall score. At some point, they minimized the
set of possible cases and scenarios for the way scores are calculated. This turn
of events could be summarized as an ideal for the Challenge: our end-users were
more than just engaged, they were thrilled to participate and out-compete other
schools, which they hadn’t even heard of before.

Another aspect was that they assumed the way the other school surpassed
them in the score was a “trick”, suggesting to us that the score counting method
was “unethical”. They noticed that 3 new users were added to a competing
school, thus contributing extra points to the overall class score. They were very
sensitive to this issue and stated that they were also ready to cancel all the
project-related activities, since they perceived the process as anti-pedagogical,
or even unethical. From their point of view, they were not complaining because
they were no longer the best team, but against what they perceived as not fair
play. The students also proposed a solution to the score “issue”, as perceived
by them. Essentially, the problem was that there was an assumption from the
students’ side that new students could be added to a certain school after an
initial period and that all students from the other schools had registered early
on. As a way to counter such complaints in the future, we setup some measures
to reduce the probability of cheating behaviours, namely: (i) registrations are
allowed only for a limited period, teachers may request an extension providing a
motivation, (ii) the teacher’s guide to the Challenge has been enhanced asking
the teacher to control the identity of users registered to their class.

In terms of other overall comments about the contribution of gamification to
the engagement, in several of the other schools participating in the project we
saw increased engagement. Moreover, during 2 school years (2017-18, 2018-19)
we announced 2 “competitions”, where all schools in the project were called to
participate and for certain categories they should use the Challenge to score
more points or create content to share with their peers. As a general observa-
tion, during the time period that the competitions ran, there were very easily
identifiable spikes in the end-user activity in the Challenge, as seen in Fig. 2.

Fig. 2. A chart depiction of the end-user visits to the Challenge, with the time periods
of 2 competitions marked and showcasing the effect on engagement.
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5 IoT-Enabled Educational Activity

We focus now on the experience carried out in the design and experimentation of
an “hands-on” IoT educational activity with the twofold objective of (i) increas-
ing students’ awareness on the relevance of behavior change for achieving energy
savings through a data-driven approach, thanks to real-world data gathered by
the GAIA IoT platform, while also (ii) integrating such IoT-enabled experiment
into a upper secondary school curriculum. The second aspect, i.e. designing the
activity so that it could fit within the educational program of at least of one the
subjects offered to students, was a key element to encourage teachers in devot-
ing effort to contribute to the design and experimentation as well as in actively
engaging students in proficiently taking part to the activity. The activity has
been mainly designed to fit in the computer science curricula, although it can
be further developed with actions carried out in the framework of additional
subjects, such as sciences and physics. More specifically, the activity has been
designed as a set of computer science lectures for a class of students of the 4th
year of a Scientific Lyceum in Italy. The learning objectives for that year are
defined at high level by the Ministry of Education1 and then customized by each
teacher. They generally consists in: learning a programming language, basics of
coding, data modeling and tool for data access, manipulation and persistence,
web programming. Moreover, the use of the acquired knowledge to support a
study on topics in science and physics subjects is also welcomed.

In this context, the activity was designed to develop the theme of sustain-
ability and energy awareness by first providing students with monitoring data
gathered from the environment they live in (e.g., the school hall and the com-
puter science laboratory) by using the sensor infrastructure deployed within the
GAIA Project in a selected set of rooms and areas in the school (see Sect. 3) and
a sensor board (called LabKit) that was given to students to gather environ-
mental parameters in some of the remaining areas. Thanks to these tools, first,
the students have access to a real-world dataset, which they can learn to manip-
ulate and query through appropriate tools in order to derive meaningful data
about the school environment they live in (energy consumption, environmental
comfort, etc.). Based on such findings, students, with the help of the teachers,
can decide on actions for further investigation (e.g., changing their behaviour to
save energy, studying the factors that influence the comfort in school environ-
ments, etc.). Second, they can enhance the experience with programming tools
to develop programs for data manipulation, sharing and visualization.

The material we prepared for computer science teachers consists in: the
LabKit sensor board, documentation and examples for using a programming
environment for developing programs for pushing sensor data from the LabKit
to the GAIA IoT platform mand simple web applications for data visualization.
Hereafter, we describe the LabKit and the programming environment selected
and extended for its usage within the GAIA Project and, then, report on the
experience with a computer science class of 22 students.

1 https://www.miur.gov.it/liceo-scientifico-opzione-scienze-applicate (in Italian).

https://www.miur.gov.it/liceo-scientifico-opzione-scienze-applicate
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5.1 Lab Kit and Programming Tools

The LabKit has been assembled utilizing the following components to minimize
costs and ease replicability (shown in Fig. 3):

1. Raspberry Pi model 3B or 3B+: Raspberry Pi v3;
2. GrovePi, which is an add-on board that couples to the Raspberry to ease the

connection of external sensors;
3. GrovePi Sensors, i.e., light, temperature, humidity, sound sensors, together

with buzzer, LEDs and a Button; and
4. An LCD screen, allowing an immediate feedback on gathered measurements.

Fig. 3. Sample photos of the Raspberry Pi-based IoT hardware used in classrooms.

We chose Node-RED [3] as the environment to be used by students, since
it leverages a flow-based programming environment for easily interconnecting
hardware devices, online services and developing IoT applications. Indeed, Node-
RED is a visual tool that allows users with minimal programming skills rapidly
assembling and deploying an IoT application, and can be used in schools for
performing simple experiments with sensors and IoT data processing in classes.
Integrating Node-RED with the APIs of the GAIA IoT platform, and, optionally,
local sensor kits, thus allows enriching the educational activities with the use
of real sensor data, while leveraging a tool supported by a wide open source
community and a rich documentation.

Node-RED comes with a set of ready-to-use customizable nodes allowing to
design and deploy simple applications by simply dragging and dropping nodes
from the palette and connecting them according to the desired flow. On the
other side, Node-RED can also be easily extended by developing and adding
new nodes to the repository. This extensibility provides a flexible support to the
design of educational activities at a customizable difficulty level, which can be
adapted to the class level and syllabus. For instance, teachers may assign tasks
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to students for programming a custom data processing function or graphical
widget and add them to Node-RED. In order to foster a data-driven approach,
not merely limited to local usage of measurements gathered through the LabKit ,
we developed an additional Node (called GaiaNode) to access sensors and API
of the GAIA IoT Platform as data sources in Node-RED. The software and
documentation is available as open source on GitHub. The GaiaNode plug-in for
Node-RED is a set of nodes that allows interacting with the GAIA IoT platform
to retrieve measurements gathered by the fixed sensor infrastructure deployed
in the schools involved in the GAIA Project, as well as pushing values of the
LabKit sensors (e.g., Raspberry Pi sensors) into the platform.

5.2 Data-Driven Education for Energy Awareness

Hereafter, we describe one of the IoT-enabled educational activities that tar-
geted high schools and integration with existing computer science curricula. The
pedagogical goals aiming at increasing students awareness on energy topics are:
awareness, observation, experimentation and action. The main steps of this IoT-
enabled education activity are summarized in Table 1. The activity has been
designed by researchers with a computer networks background, with the help
of the computer science professor of the high school. A total of 22 high school
students participated in the activity, carried out weekly in a 2-hour computer
science class slot from February to end of April 2019.

Students chose to monitor the temperature of their computer science lab,
since they experienced a too high and uncomfortable heat. The availability of
the LabKit allowed them to monitor the conditions in the lab and correlate with
outdoor conditions retrieved through the GAIA IoT Platform. They measured
very high temperature values (in the range of 25 − 30◦C) also in cold days and
during night, when heating was supposed to be off. They also analyzed these
data while varying the room conditions (windows on/off, curtains open/closed).

Since radiators in the laboratory were not equipped with thermostatic valves,
they couldn’t turn their observations into direct energy saving actions (e.g.,
regulating radiators). As an outcome of the discussion on Day 9 they elicited a
set of questions and energy-saving proposals and decided to submit them to the
school principal. This resulted in a 20-minutes discussion with the principal on
pragmatic actions for guaranteeing comfort while achieving energy savings. The
discussion was initially focused on the experimental findings in the computer
science laboratory and, at the end, was extended to other critical areas of the
school. The discussion ended up with a set of actions to be performed by the
school principal and ideas for follow-up activities to be performed by students.

5.3 Evaluation

We gave a questionnaire to students to assess their satisfaction and engagement.
The questionnaire is shown in Table 2 and was derived taking into account similar
surveys in related work (e.g., [11,12]). Answers were given on a Likert scale (1–
5). It was submitted to students after the end of the activity. Figure 4 shows the
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results. Responses were mostly positive about the satisfaction and engagement in
the activity (i.e., Q1,Q2,Q7,Q9 and Q10). However, responses related to easiness
of the activity (Q6, Q8) suggest the need for improvements (e.g., distributing
activities across a longer span, additional documentation/tutorials).

Table 1. Template of IoT-enabled educational activity in high schools

Day Activity description Educational goal

1 Introductory seminar about energy
consumption awareness and carbon
footprint calculation

Introduction

2 Introduction to the IoT. Definition
and examples of deployment and
applications from the Web and the
GAIA Project

Understanding the concept of IoT and
related impact in the everyday life

3 Introduction to Node-RED and
Flow-based programming. Notion of
node, flow and deployment in
Node-RED

Position Flow-Based Programming
using Node-RED for programming
simple applications for data
manipulation

4 Design of basic Node-RED flow
examples. Use of the GaiaNode plugin
for accessing IoT measurements.
Retrieving energy consumption data
of the school

Extending Node-RED with new
nodes. Observation of measurements
of energy consumption and
environmental parameters in the
school

5 Configuration of Raspberry and
temperature sensor to monitor the
temperature in a selected area (e.g.,
the computer science laboratory

Learning setting up and configuring
sensor and computing hardware
devices. Analyzing and processing
measurement data through a
spreadsheet

6 Develop a Node-RED flow application
for creating a virtual sensor resource
and pushing LabKit measurements
into the GAIA Project platform

Learning programming a virtual
sensor application pushing sensor
measurements into the GAIA Project
IoT platform

7 Develop a web-based Dashboard
application to visualize temperature
values

Developing programs for data access
and visualization leveraging web
protocols

8 Analysis of monitoring data in
different conditions of the lab (lights
on/off, windows open/closed, etc.

Experimentation: taking some actions
and analyzing the impact on the
environment

9 Discussion on findings and plan of
short-term/long-term actions for
further investigation, development,
energy saving etc.

Analyzing data, finding issues and
countermeasures, assigning priorities

10 Action (objective and duration of
actions to be decided by students)

It depends on the action decided by
the class
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Table 2. Students’ Questionnaire

ID Question

Q1 I am satisfied with the activity

Q2 I am pleased with the activity

Q3 The activity was easy

Q4 The process of the activity was clear and understandable

Q5 I was able to follow the tasks of the activity

Q6 I have the knowledge and ability to follow the tasks of the activity

Q7 Attending the activity was enjoyable

Q8 Attending the activity was exciting

Q9 I was feeling good in the activity

Q10 I found the activity useful

Q11 The activity improved my capabilities in science and technologies

Q12 I liked to observe and use the data and measurements

Q13 I liked the lab activity with Node-RED and the Raspberry Pi

Q14 I learned something new by observing and using the data and
measurements

Q15 I learned something new in the lab activity with Node-RED and the
Raspberry Pi

Finally, since this activity was part of the computer science education pro-
gram, at the end of the activity the students took a written exam for assessment
that comprised 5 free-text questions (two questions on IoT and flow-based pro-
gramming concepts, two on Node-RED usage for programming applications, and
one on solutions for sustainability and energy awareness in the school). Students’
scores were: 2 excellent, 3 good, 6 satisfactory, 7 sufficient, 4 insufficient. On
average, the class performed better than previous class exams. According to the
teacher, this was probably due to the fact that previous exams aimed to verify
knowledge acquired through traditional learning methodology on a larger body
of content, while our IoT activity was more engaging and part of the content
was produced by the students themselves. In addition, the activity was done in
groups and collaboration was an incentive for students to perform better and
meet deadlines, as to not damage their classmates. As a final note, the teacher
also said that the activity was successful in consolidating relations among stu-
dents and between class and the teacher. The students demonstrated increased
engagement compared to lectures in previous months, thanks also to the aware-
ness that their work would have impact on their school environment. Moreover,
the teacher suggested that the timeplan was too strict and the activity would
benefit from additional time (e.g., 3 h a week instead of two) devoted to the
activity. In that specific case, this would mean performing part of the activity
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Fig. 4. Results on the questionnaire related to the learning outcome and the experience

within other subjects (physics or science), thus requiring the cooperation of a
group of teachers and the enhancement of interdisciplinary aspects.

6 Behaviour-Based Energy Savings

Since the common objective of the educational activities presented above is
energy awareness, here we report on an activity performed by students tar-
geting energy savings in a school environment through behaviour change. The
following is an example of possible decisions that students can take as an effect
of awareness improvement through learning, observation and experimentation
steps.

Leveraging measurements for their school made available by the GAIA IoT
platform, the class decided to focus on the lighting of the main hall as the
use-case for energy savings. With respect to luminosity, there is a minimum
recommended value of 150 lx for areas like indoor halls. Luminosity sensors are
installed, but given that they produce measurements that are highly related
to their orientation, which is not optimal, the students had to calibrate the
values they saw through the system. Making a rough estimation, students set a
threshold of 400 lx for the values produced by the sensors that they thought it
corresponded to “good enough” lighting. Figure 5 displays the measurements for
power consumed by lights in the hall and luminosity, with the addition of the
400 lx threshold (horizontal line marked in red). Also highlighted in the figure
is the interval during which luminosity in the school hall is above the threshold.

It is evident that between 10:00AM and 5:00PM lights should be turned off.
This was a recurring situation in this school for months, due to its location
(Italy) and orientation; i.e., it is not something that is observed for a single day
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or over a short time period. The next step was to act according to the plan for
turning off the unnecessary lights, while also making sure not to leave any part
of the hall in the dark. Lighting should be turned off for sufficient time, in order
to be able to observe the change in the data. It was convenient to calculate
the average values of the lighting system during a “normal” baseline period
and after the intervention. The school analyzed the new data regarding power
during the period in which the light was turned off. With the lighting configured
as usual, power consumption is approx. 4.9 kW. When the school acted to keep
active only what is necessary, the power consumption decreased to 1.9 kW, thus
saving 3 kW in the process. This practically means that 21 kWh could be saved
during a single day, considering the 7 h of the interval during which this issue
was identified. With such data in hand, students performed simple actions for
raising awareness in the school staff for switching off the lights in the hall when
not necessary and involved their schoolmates in similar actions in classrooms
and laboratories.

Fig. 5. An illustration of the period (highlighted) in which there is a waste of electricity.
(Color figure online)

The potential energy savings analyzed in the previous steps pushed students
to act. They created a set of signs (Fig. 6) to help school staff remember which
switches can be turned off when natural light is enough. They also designed
a poster placed in all rooms equipped with a projector: “Please shutdown the
computer and the projector when not in use”. Also, one of the classes involved
produced a short video to encourage friends and families to join the “battle
for environmental care”. This video gives simple advices for saving energy and
decreasing pollution. Based on achievements due to the short- and medium-
term activities, the school wanted to support students in taking further measures
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within a longer time span, to obtain the best results in terms of energy efficiency.
Students periodically observed and analyzed the impact that these changes have
in the long term and monitored progress toward achieving their objectives.

Fig. 6. Examples of simple interventions that the students made in the building.

7 Conclusions and Future Work

The educational community is one of the most interesting target groups for
sustainability and energy-related activities. The successful introduction of such
activities into the curricula of schools in Europe is still an open issue. We pre-
sented our experiences from utilizing mechanisms such as competitions, gami-
fication and IoT-based, hands-on lab activities to increase the engagement of
students at a high school in Italy. Our results, produced during 2 school years,
provide some interesting insights regarding the creative ways the aforementioned
mechanisms can be used to trigger the interest of high school students. The
inclusion of competition and gamification aspects with students as end-users
can greatly increase their engagement, especially when having groups/schools
competing with each other. This helped us to distill some lessons:

– Direct and informal support to teachers: teachers were the gateway to our
end-users; having gained the trust and attention of teachers is the first step
to establishing a connection with the students as well.

– Provide short and captivating material: schools tend to have little time avail-
able to dedicate to extra-curricular activities, information should be as engag-
ing and codified as much as possible.

– Co-design of tailored activities: teachers have to be involved in tailoring the
proposed activities by taking into account their background and syllabus.

– Competitiveness is key for engagement but has to be handled with care: in
our case, a rapid increase in engagement came close to backfire.

With respect to our future work, we plan to continue this line of research by
applying our tools to school communities in other European countries.



90 F. Paganelli et al.

References

1. ZEMedS project (Zero Energy MEDiterranean Schools). http://www.zemeds.eu
2. Entropy project. http://entropy-project.eu
3. Node-RED web site. https://nodered.org/
4. Europe’s buildings under the microscope: A country-by-country review of the

energy performance of buildings. Technical report, Buildings Performance Insti-
tute Europe (BPIE) (2011). ISBN: 9789491143014

5. Science europe roadmap (2013). https://www.scienceeurope.org
6. Abbasy, M.B., Quesada, E.V.: Predictable influence of IoT (Internet of Things) in

the higher education. Int. J. Inf. Educ. Technol. 7(12), 914–920 (2017)
7. Albertarelli, S., et al.: A survey on the design of gamified systems for energy and

water sustainability. Games 9(3), 38 (2018). https://doi.org/10.3390/g9030038
8. European Web Portal for energy efficiency in buildings. http://www.buildup.eu
9. Dobrilovic, D., Zeljko, S.: Design of open-source platform for introducing internet of

things in university curricula. In: IEEE 11th International Symposium on Applied
Computational Intelligence and Informatics (SACI), pp. 273–276, May 2016

10. Eriksson, E., Heath, C., Ljungstrand, P., Parnes, P.: Makerspace in school - con-
siderations from a large-scale national testbed. Int. J. Child-Comput. Interact. 16,
9–15 (2018)

11. Gianni, F., Mora, S., Divitini, M.: Rapid prototyping internet of things applications
for augmented objects: the tiles toolkit approach. In: Kameas, A., Stathis, K. (eds.)
AmI 2018. LNCS, vol. 11249, pp. 204–220. Springer, Cham (2018). https://doi.org/
10.1007/978-3-030-03062-9 16

12. Glaroudis, D., Iossifides, A., Spyropoulou, N., Zaharakis, I.D.: Investigating sec-
ondary students’ stance on iot driven educational activities. In: Kameas, A.,
Stathis, K. (eds.) AmI 2018. LNCS, vol. 11249, pp. 188–203. Springer, Cham
(2018). https://doi.org/10.1007/978-3-030-03062-9 15

13. He, J., Lo, D.C.T., Xie, Y., Lartigue, J.: Integrating internet of things (IoT) into
stem undergraduate education: case study of a modern technology infused course-
ware for embedded system course. In: 2016 IEEE Frontiers in Education Conference
(FIE), pp. 1–9, October 2016. https://doi.org/10.1109/FIE.2016.7757458

14. Katterfeldt, E.S., Cukurova, M., Spikol, D., Cuartielles, D.: Physical computing
with plug-and-play toolkits: key recommendations for collaborative learning imple-
mentations. Int. J. Child-Comput. Interact. 17, 72–82 (2018)

15. Mora, S., Gianni, F., Divitini, M.: Tiles: a card-based ideation toolkit for the
internet of things. In: Proceedings of the 2017 Conference on Designing Interactive
Systems, pp. 587–598. ACM (2017)

16. Mylonas, G., Amaxilatis, D., Chatzigiannakis, I., Anagnostopoulos, A., Paganelli,
F.: Enabling sustainability and energy awareness in schools based on IoT and
real-world data. IEEE Pervasive Comput. 17(4), 53–63 (2018). https://doi.org/10.
1109/MPRV.2018.2873855

17. Mylonas, G., Amaxilatis, D., Pocero, L., Markelis, I., Hofstaetter, J., Koulouris,
P.: An educational IoT lab kit and tools for energy awareness in european schools.
Int. J. Child-Comput. Interact. 20, 43–53 (2019)

18. Papavlasopoulou, S., Giannakos, M.N., Jaccheri, L.: Empirical studies on the maker
movement, a promising approach to learning: a literature review. Entertainment
Comput. 18, 57–78 (2017). https://doi.org/10.1016/j.entcom.2016.09.002

19. Porter, J.R., Morgan, J.A., Johnson, M.: Building automation and IoT as a plat-
form for introducing STEM education in K-12. In: ASEE Annual Conference and
Exposition (2017)

http://www.zemeds.eu
http://entropy-project.eu
https://nodered.org/
https://www.scienceeurope.org
https://doi.org/10.3390/g9030038
http://www.buildup.eu
https://doi.org/10.1007/978-3-030-03062-9_16
https://doi.org/10.1007/978-3-030-03062-9_16
https://doi.org/10.1007/978-3-030-03062-9_15
https://doi.org/10.1109/FIE.2016.7757458
https://doi.org/10.1109/MPRV.2018.2873855
https://doi.org/10.1109/MPRV.2018.2873855
https://doi.org/10.1016/j.entcom.2016.09.002


Using Gamification and IoT-Based Educational Tools In High Schools 91

20. Ricciardi, S., Amazonas, J.R., Palmieri, F., Bermudez-Edo, M.: Ambient intelli-
gence in the internet of things. Mob. Inf. Syst. 2017, 1–3 (2017)

21. Towards Zero Emission with High Performance Indoor Environment. http://
school-of-the-future.eu
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Abstract. Considering that Internet-of-Things (IoT) devices are often
deployed in highly dynamic environments, mainly due to their contin-
uous exposure to end-users’ living environments, it is imperative that
the devices can continually learn new concepts from data stream with-
out catastrophic forgetting. Although simply replaying all the previous
training samples can alleviate this catastrophic forgetting problem, it
not only may pose privacy risks, but also may require huge computing
and memory resources, which makes this solution infeasible for resource-
constrained IoT devices. In this paper, we propose IL4IoT, a lightweight
framework for incremental learning for IoT devices. The framework con-
sists of two cooperative parts: a continually updated knowledge-base and
a task-solving model. Through this framework, we can achieve incre-
mental learning while alleviating the catastrophic forgetting issue, with-
out sacrificing privacy-protection and computing-resource efficiency. Our
experiments on MNIST dataset and SDA dataset demonstrate the effec-
tiveness and efficiency of our approach.

Keywords: Incremental learning · Catastrophic forgetting · Internet
of Things · Continuous learning · Autoencoder · Knowledge base

1 Introduction

With the development of information network, the popularity of Internet-of-
Things (IoT) is an irreversible trend. There are very large numbers of devices
being employed to support the vision of IoT. ABI Research estimates that there
will be more than 30 billion devices connected to the Internet-of-Things by 2020.
Just as Wu et al. [1] stated, only connected is not enough, IoT devices should
have cognitive capability to learn, think and understand both physical and social
worlds. In recent years, the cognitivity demands for IoT are becoming more
and more urgent, and empowering the IoT with learning ability is the future
direction.

Considering that the IoT devices are often deployed in highly dynamic and
uncontrolled environments, it’s impossible that the devices can access the train-
ing data of all classes at same time. That is, the IoT devices should be able to
incrementally learn about classes, when training data for them becomes available
c© Springer Nature Switzerland AG 2019
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continuously. Although machine learning is an instrumental tool for the intelli-
gence empowerment, which has been widely used in numerous vertical market
segments, the current machine learning approach is probably not sufficient for
learning tasks incrementally. As Liu et al. [2] stated, standard machine learn-
ing is isolated learning, which does not retain the knowledge learned from the
previous tasks. And this is also called catastrophic forgetting, referring to the
phenomenon when learning a sequence of tasks, the learning of each new task
may cause the forgetting of the knowledge learned from the previous tasks. Anti-
thetically, humans have the ability to incrementally learn over time by acquiring
new knowledge while retaining previously learned knowledge. Such an incremen-
tal learning procedure has represented a challenging problem for building a truly
intelligent IoT system.

In this paper, we attempt to design a lightweight incremental learning frame-
work for resource-constrained IoT devices [3,4]. Specifically, we focus on the case
where a sequence of tasks arrives continually as shown in Fig. 1. In each train-
ing session, there is only one task arriving, with totally different classes within
the task from the previous tasks. Then the aim is to incrementally learn new
tasks and obtain a competitive model for all the tasks, when the corresponding
training samples become available. For example, there is an IoT device deployed
in user’s house, which can achieve activity recognition by adopting an already-
trained model. It is assumed that the trained model can recognize activities, such
as sitting and standing. When the user performs some new activities, such as
lying and jumping, the IoT device is expected to incrementally learn to classify
these newly-encountered activities without forgetting the old classes of activi-
ties. That is, we wish to refine the model not only to precisely recognize new
classes, but also not to forget old classes. Although we can refine the recognition
model by retraining the model offline based on combining the samples of new
classes with the former training samples, this solution has several disadvantages:
(1) the refinement will be seriously lagging because the retraining based on the
total training samples may require substantial time (not near real-time); (2) the
refinement may pose privacy risks due to that it requires the former training sam-
ples; (3) the retraining costs lots of computational and storage resources, which
makes it not a scalable solution and unacceptable for the resource-constrained
IoT devices.

Fig. 1. An example of incremental learning for IoT devices

Several studies have proposed incremental learning methods to lessen the
effect of catastrophic forgetting, e.g., incremental classifier and representation
learning (iCaRL) [5], generative replay (GR) [6], learning without forgetting
(LwF) [7], elastic weight consolidation (EWC) [8], gradient episodic memory
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Fig. 2. IL4IoT framework. Two main components: knowledge base and solver. Three
key steps: exemplar selection, knowledge refinement and solver construction.

(GEM) [9], etc. However, there are some disadvantages in the existing methods.
For example, iCaRL chooses the exemplar sets and transfers to the consecutive
task, which still causes the privacy risks. GR transfers the GAN network to assist
the learning in consecutive tasks. However, because of the current limitations of
GAN networks, purely GAN based approaches are not competitive yet as will
be discussed in the following section.

In view of the disadvantages of the existing approaches and the characteristics
of IoT devices [10], we propose a lightweight incremental learning framework as
shown in Fig. 2. In order to retain the previously learned knowledge and assist
the knowledge accumulation, in each training session, there are two coopera-
tive parts: a knowledge-base and a task-solving model (called as solver). In our
framework, knowledge-base consists of encoded exemplars and their decoder.
With the task sequence, the knowledge-base will be refined continually. Then
based on the continually refined knowledge-base in each stage, we can construct
the solver for each stage. In order to reduce the computational complexity, we
leverage autoencoder to map the original data into latent representation, based
on which we conduct exemplar selection (step 1). In order to further reduce the
computational complexity and protect the data privacy, we conduct knowledge
refinement based on knowledge extraction, exemplars reduction and exemplars
combination (step 2). Finally, based on the refined knowledge, we perform the
solver construction (step 3).

The paper is organized as follows. In Sect. 2, we introduce related methods for
incremental learning. In Sect. 3, we propose our incremental learning framework -
IL4IoT and thoroughly describe the main mechanisms. In Sect. 4, we describe the
experimental settings and evaluate our method using two benchmark datasets.
In Sects. 5, we conclude this paper and discuss future work.
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2 Related Works

Catastrophic forgetting [11] poses particular challenges for continual learning
due to the fact that the knowledge learned from previous tasks will be lost
when learning the new task. To deal with catastrophic forgetting (CF ), many
approaches have been proposed, which can be divided into two categories: requir-
ing old data or not requiring old data.

The methods in the first category require part or all of the old data. McClosky
and Cohen [11] explored the use of rehearsal in order to prevent forgetting.
During rehearsal, training samples are randomly picked from old training sessions
and then they are mixed with the ones in the new training session. Robins
[12] proposed pseudo rehearsal, in which forgetting is prevented by generating
random samples and then passing them through the network to obtain their
labels. These examples along with their labels are then used during rehearsal.
In order to retain the knowledge of previous classes, Rebuffi et al. [5] conduct
prioritized exemplar selection, store exemplars for data representation updating
and achieve the classification by a nearest-mean-of-exemplars rule. Lopez-Paz
and Ranzato [9] propose Gradient Episodic Memory where they solve forgetting
problem by storing data from previous training sessions and performing gradient
update such that the error on previously learned tasks do not increase. The key
difference between our method and these prior techniques is that we do not keep
any real data of the old classes. In real world applications, due to the privacy
and legal concerns and tight resource constraints of the IoT devices, real data
may not be allowed to be stored for a long period of time. Since our method
conducts knowledge extraction based on exemplars, the knowledge we retain is
only the encoded exemplars and decoder network, which are not related to the
data privacy. Therefore, our method not only can protect the data privacy, but
also it can save the computational and memory storage costs of the devices.

The methods in the second category do not require any old data. Li and
Hoiem [7] introduce a method named Learning without Forgetting (LwF )
wherein by optimizing both the pseudo-training data of the old task and real
data of the new task, LwF attempts to prevent catastrophic forgetting and is
promising where the properties of the pseudo training set are similar to the ideal
training set. Kirkpatrick et al. [8] propose Elastic Weight Consolidation (EWC)
to remember old tasks by constraining the important weight parameters to stay
close to their old values. EWC builds a Fisher matrix using training data to
determine which weights it should change. One limitation of this approach is
that there will be conflicting constraints for the weight parameters which are
shared between old tasks and new task. GANs have recently become popular for
storing distribution of the data [13,14]. Shin et al. [6] propose a novel framework
- Deep Generative Replay with a cooperative dual model architecture consisting
of a deep generative model and a task solving model to mitigate catastrophic
forgetting. Kemker et al. [15] propose FearNet, a brain-inspired model for incre-
mental learning which does not require storing old data. It consists of a dual
memory system, where one is for short-term memories and other for long-term
memory. Instead of learning the representation, they use pretrained ResNet [16]
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embeddings to obtain features to be fed into their model. Our method also
belongs to this category in that we do not require the old data. The key differ-
ence is that we encode the data firstly and store the encoded, low-dimensional
data and decoder network for the consecutive tasks. Although we need to store
the encoded exemplars, our experiments show that the encoded exemplars signif-
icantly improve the incremental learning performances compared to these prior
techniques without using any form of old data at all.

3 IL4IoT Framework

In this section, we firstly define our problem and give its mathematical descrip-
tion. Then we describe the IL4IoT framework and its main components. Lastly,
we explain the three key steps thoroughly and provide the algorithm details
respectively.

3.1 Problem Statement

We focus on incremental learning for IoT devices. Just as Liu et al. [2] stated,
we are given a sequence of supervised learning tasks T = (T1, T2, · · · ). Let us
denote ni be the total number of samples in each task Ti. And Ti corresponds to
a labeled dataset Di = {(xi,j , yi,j) , j = 1, 2, · · · ni}, where xij is the jth sample
of task Ti and yi,j is its label. Our problem is class-incremental learning, in which
each task has totally different classes. Assuming that Yi and Yk are the label sets
for Ti and Tk respectively, for any y′ belonging to Yi and any y′′ belonging to Yk,
there exists y′ �= y′′. Then with the sequentially arriving tasks T = (T1, T2, · · · ),
we need a mechanism to continually update the model to keep competitive in all
of the arrived tasks. Considering that the limited computing power, storage, and
memory of IoT devices, we want the framework to be as lightweight as possible.

3.2 Main Components

In order to retain the previously learned knowledge and assist the knowledge
accumulation, in each stage, there are two cooperative parts: a knowledge base
and a task-solving model (called as solver). In our IL4IoT framework, knowledge
base consists of the encoded exemplars and their decoder for each task. So, with
the task sequence, the knowledge base will be refined continually. Then based on
the continually refined knowledge base in each stage, we can obtain the solver
for each stage. As the framework shown in Fig. 2, it contains three key steps:

Step 1: Exemplars Selection. In order to reduce the computational
complexity, we leverage autoencoder to learn hidden representation of the data,
based on which we conduct exemplars selection with herding algorithm. See
Sect. 3.3.
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Step 2: Knowledge Refinement. In order to further reduce the computa-
tional complexity and protect the data privacy, we further apply autoencoder to
learn representation of all the exemplars, and obtain the extracted knowledge
including the encoded exemplars and their decoder, which will be retained and
transferred to the following task. Based on the extracted knowledge of the for-
mer tasks, we reconstruct the encoded exemplars into exemplars with original
dimensions. In order to further keep the storage requirements stable, we conduct
exemplars reduction for the former tasks. And by combining the exemplars for
former tasks with the exemplars for the newly arrived task, we obtain the exem-
plars for all the classes, based on which we achieve the knowledge refinement
and obtain the newly refined knowledge. See Sect. 3.4.
Step 3: Solver Construction. Based on the refined knowledge, we accomplish
the solver construction. See Sect. 3.5.

3.3 Step 1: Exemplars Selection

Assuming that the original training data is Di = {(Xi, Yi) , i = 1, 2, · · · },
Xi = {xi,j}j=ni

j=1 , Yi = {yi,j}j=ni

j=1 . In order to reduce the computational com-
plexity, we apply the traditional autoencoder model [17] to map the original
data Xi ∈ [0, 1]d to a hidden representation Zi ∈ [0, 1]d

′
through the function

Zi = Fi (WiXi + bi), parameterized by θi = {Wi, bi}. Then the hidden repre-
sentation Zi can be mapped back to a reconstructed vector ̂Xi ∈ [0, 1]d, where
̂Xi = Gi

(

W
′
i Zi + b

′
i

)

with parameter βi = {W
′
i , b

′
i}. The parameters of Fi and

Gi can be optimized to minimize the average reconstruction error:

θ∗
i , β∗

i = arg min
θi,βi

1
n

ni
∑

j=1

L(Xi, ̂Xi) (1)

where L is a loss function such as the mean squared error L(Xi, ̂Xi) =
∥

∥

∥Xi − ̂Xi

∥

∥

∥

2
.

In order to alleviate catastrophic forgetting, we should retain the knowledge
of the previous tasks. Since exemplars can approximately represent the whole
training samples, we can regard the exemplars of each class as the knowledge of
tasks and transfer them to the subsequent tasks. Furthermore, by considering
the constrained resources of IoT devices, we assume Q is the total number of
exemplars that can be stored. Then for each class, there are q = Q/c exemplars
where c is the number of classes already observed. Similar with the herding
algorithm [18], we create a representative set of samples on behalf of the whole
training samples. For any class k, samples can be selected to add to the exemplar
set, which cause the average feature vector over all exemplars to best approxi-
mate the average feature vector over all training samples. Assuming that μ

(k)
i is

the average feature vector over all the training samples of class k, which can be
computed as follows:

μ
(k)
i =

1
q

ni
∑

j=1

zi,j1yi,j=k (2)
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where 1yi,j=k is an indicator function which is used to choose the encoded sam-
ples of class k. The exemplars of class k in task Ti can be sequentially choose as
follows:

r
(k)
i,h = arg min

t∈[1,2,··· ,ni]

‖μ
(k)
i − 1

h
[zi,t1yi,t=k +

h−1
∑

j=1

zi,j1yi,j=k]‖ (3)

Combining the exemplars of all the classes in the task, we can obtain the
exemplars set Ri for each task i. The detailed algorithm is listed in Algorithm1.

Algorithm 1. IL4IoT SelectExemplars
Require: Training dataset of task i Di = {(Xi, Yi) , i = 1, 2, · · · }, Xi =

{xij}j=ni
j=1 , Yi = {yij}j=ni

j=1 , the number of exemplars for each class already arrived: q.
Ensure: Exemplars Ri of task i.
1: Obtain Fi and Gi for Xi by equation (1);
2: Zi ← Fi (Xi);
3: L ← distinct (Yi);
4: for k = 1, 2, · · · , len(L) do
5: for j = 1, 2, · · · , ni do
6: if yij == L[k] then
7: A ← A ∪ zij ;
8: m ← m + 1;
9: end if

10: end for
11: μ ← 1

m

∑

z∈A

z;

12: for h = 1, 2, · · · , q do

13: r
(k)
i,h ← arg minz∈A ‖μ − 1

h
[z +

h−1∑

t=1

zi,t]‖;

14: r
(k)
i ← ⋃q

h=1 Gi(r
(k)
i,h );

15: end for
16: Ri ← ⋃

k=1 r
(k)
i .

17: end for

3.4 Step 2: Knowledge Refinement

Since exemplars can approximately represent the whole training samples, if we
want to retain the knowledge of former tasks, we can transfer the exemplars to
the subsequent tasks. However, direct transfer of exemplars without any further
operations will pose data privacy problem. Considering this problem, before
the transfer, we extract knowledge from these exemplars not only to retain the
knowledge, but also to protect the data privacy.

We use a shallow autoencoder Fi to map the exemplars Ri to hidden repre-
sentation, and further map back to reconstructed exemplars by another function
Gi. And the parameters of Fi and Gi can be optimized by using the Eq. (1).
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Then the encoded exemplars Fi(Ri) and the function Gi can form the extracted
knowledge Ki for the already arrived i tasks, where Ki = {Fi(Ri),Gi}.

In order to alleviate catastrophic forgetting, we should retain the learned
knowledge in all the former i tasks when we learn newly arrived task Ti+1.
Then based on the transferred knowledge Ki, we can obtain the reconstructed
exemplars ̂Ri in original dimension by using the following equation:

̂Ri = Gi(Fi(Ri)) (4)

As we know, the number of exemplars can be stored is fixed to Q, then
before the exemplars combination with the exemplars of the newly arrived task
Ti+1, which can be obtained by the exemplars selection step, we need to reduce
the existing exemplars of all the former tasks. Since the exemplars set Ri is
a prioritized list, where q is the target number of exemplars per class in the
current training stage, we should only choose the first q exemplars and obtain
the reduced exemplars set ˜Ri = ̂Ri[1, 2, · · · , q]. Then by mixing the reduced
exemplars ˜Ri for all the former tasks with the exemplars Ri+1 of current task,
we can further obtain the exemplars for all the i + 1 tasks as follows:

Ri+1 = (
i

⋃

j=1

˜Rj)
⋃

Ri+1 (5)

Based on the refined exemplars Ri+1, we can refine the knowledge by using
Eq. (1) and obtain the refined knowledge Ki+1 = {Fi+1(Ri+1),Gi+1}. The
detailed algorithm is listed in Algorithm2.

3.5 Step 3: Solver Construction

Considering the constrained resources of IoT devices, we use a nearest-mean-of-
exemplars classification strategy to accomplish the classification, which is also
used in iCaRL [5]. Then in order to predict the label for a new sample x, we can
compute the mean value α

(k)
i of the refined exemplars for each class k by using

function Gi.

α
(k)
i =

1
q

ni
∑

j=1

Gi(zi,j)1yi,j=k (6)

By comparing the similarity between the new input x with the mean value
of each class, we can assign the class label with highest similarity:

y∗ = arg min
k∈[1,2,··· ,c]

‖x − α
(k)
i ‖. (7)

The solving model can be achieved by the algorithm listed in Algorithm3.
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Algorithm 2. IL4IoT RefineKnowledge
Require: Exemplars of task i: Ri, total number of exemplars: Q, number of classes

before task i + 1: c, target number of exemplars per class in stage i + 1: q.
Ensure: Knowledge base in session i + 1: Ki+1.
1: Obtain Fi and Gi for Ri by equation (1);
2: Ki ← {Fi (Ri) , Gi};

3: R̂i ← Gi (Fi (Ri));

4: R̃i ← ⋃c
j=1 R̂i[

Q
c

(j − 1) + 1 : Q
c

(j − 1) + q];

5: Ri+1 ← SelectExemplars (Di+1);

6: Ri+1 ← Ri+1 ∪ R̃i;
7: Obtain Fi+1 and Gi+1 for Ri+1 by equation (1);
8: Ki+1 ← {Fi+1 (Ri+1) , Gi+1}.

Algorithm 3. IL4IoT ConstructSolver
Require: New input data: x, Knowledge base in session i: Ki = {Fi (Rj) , Gi}, the

number of exemplars for each class already arrived: q, the number of classes: c
Ensure: Class label k∗.
1: for k = 1, 2, · · · , c do
2: α

(k)
i = 1

q

∑q
j=1 Gi(Fi (Rj))

3: end for
4: k∗ ← arg mink∈[1,2,··· ,c] ‖x − α

(k)
i ‖

4 Experiments

In this section, we conduct experiments on two benchmark datasets to compare
the performance of our IL4IoT method with three other methods under the incre-
mental learning settings. Firstly, we introduce the MNIST and SDA datasets and
their incremental learning settings. Then we illustrate the comparative analysis
of our IL4IoT method and the three other methods.

4.1 Datasets

MNIST dataset [19]: this dataset consists of 60,000 images of handwritten
digits from 0 to 9. To simulate incremental learning, we divide the MNIST
dataset into several subsets of classes. Each subset is a task. In our experiments,
we divide the MNIST dataset into five tasks (2 classes per task). Each task
consists of two digits (classes) respectively, such as {0, 1}, {2, 3}, {4, 5}, {6, 7}
and {8, 9}. Then the aim of our system is to learn these five subsets as five tasks
in a incremental fashion.
SDA dataset [20]: this dataset consists of 285,000 samples, which is obtained by
the mean values and variations of 3-axis accelerometer, a 3-axis gyroscope, and
a 3-axis magnetometer. Each sample corresponds to a daily and sport activity.
There are nineteen activities including sitting, standing, lying on back, lying on
right side and so on. In our experiments, we divide the SDA dataset into ten
tasks (2 classes for the first 9 tasks and 1 class for the last one task), five tasks
(4 classes for the first 4 tasks and 3 classes for the last one task).
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4.2 Training Details

We compare the performance of our IL4IoT method with three other methods.
Our method is denoted in the figure as IL4IoT. The iCaRL method is denoted in
the figure as iCaRL. We specify the upper bound (denoted as UB) by assuming
a situation when the model can be trained on all of the training data. A baseline
of naively trained model, i.e., where catastrophic forgetting exists yet without
any effort to alleviate it, is denoted as None. All the experiments are conducted
on a Mac Pro with 3.1 GHz Dual-Core Intel I5 processor and 8 GB memory.

On MNIST dataset, we adopt a 2-layer convolutional network (CNN) with
5 * 5 convolutions and 32, 64 filters for each layer. And we set the basic unit size of
fully connected layer to 1024 in UB experiments, None experiments, and iCaRL
experiments. The exemplars size is set to 120 in iCaRL and IL4IoT experiments.
The basic unit size of hidden layer in our IL4IoT’s autoencoder is 64. On SDA
dataset, we adopt a 3-layer network (basic unit size is 30) in UB experiments,
None experiments, and iCaRL experiments. The exemplars size is set to 240
in iCaRL and IL4IoT experiments. The basic unit size of hidden layer in our
IL4IoT’s autoencoder is 10.

4.3 Comparative Analysis

Figure 3 shows the classification accuracies of each method for each task as the
tasks are incrementally learned on MNIST dataset and SDA dataset. As shown
in Fig. 3(a), on MNIST dataset, if we do not alleviate catastrophic forgetting,
the accuracy for the incremental tasks will decline sharply with the incremental
tasks. When it comes to the last training session, the accuracy will decline to
19.37%. In contrast, if we can train on all the training data, in every training
session, we can obtain the upper bound accuracies, which are all higher than
95%. When we use iCaRL to alleviate catastrophic forgetting, the accuracies for
the incremental tasks have a small amount of reduction from the upper bound
accuracies, which are 97.07%, 87.80%, 83.00%, 74.27%, and 69.04% respectively.
Compared with iCaRL, our IL4IoT can obtain the accuracies of 99.72%, 91.77%,
84.84%, 82.94%, and 76.58%, which show about 4.93% improvements on average.
And the results demonstrate that although our method does not leverage the
knowledge distillation technique to refine the representation of the samples and
only uses the encoded exemplars, it can achieve higher accuracy than the iCaRL
method.

As to the classification accuracies on SDA dataset, similar results can be
observed when the number of incremental tasks are five (4 classes for the first
4 tasks and 3 class for the last one task). As shown in Fig. 3(b), if we do not
alleviate catastrophic forgetting, the accuracies will decline sharply from 99.87%
to 14.01%, which demonstrates that when catastrophic forgetting is not consid-
ered, the model will be ineffective and non-applicable for the incremental tasks.
In contrast, in upper bound experiments, the accuracies of the incremental tasks
are four times higher than that of None experiments at most. In iCaRL, the accu-
racies increases about 21% than None experiments and the average accuracy is
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(a) MNIST Dataset (5 incremental tasks)

(b) SDA Dataset (5 incremental tasks)

(c) SDA Dataset (10 incremental tasks)

Fig. 3. Comparisons of accuracies between None, iCaRL, IL4IoT, and Upper Bound
on MNIST dataset with 5 incremental tasks, SDA dataset with 5 and 10 incremental
tasks



IL4IoT: Incremental Learning for Internet-of-Things Devices 103

about 63.39%. In our IL4IoT, the accuracies can achieve about 3% improvements
over the accuracy of iCaRL, which demonstrates our IL4IoT is more effective
than the iCaRL method.

As shown in Fig. 3(c), in upper bound experiments, the accuracies of the
incremental tasks are from 99.99% to 57.54% and if the number of incremental
tasks is four, the accuracies can be higher than 88.2%. However, if we do not
alleviate catastrophic forgetting, the accuracies will decline sharply when the
number of tasks comes to four and the accuracy will decline to 23.3%, which all
demonstrate the huge effect of catastrophic forgetting. In iCaRL experiments,
the accuracies have about 35.5% improvements from the None experiment on
average. When the number of tasks is four, the accuracy is 67.4%. In our IL4IoT
experiments, the accuracies have about 39.1% and 3.6% improvement from the
None method and the iCaRL method on average. When the number of tasks is
four, the accuracy is 74.3%, which is 8.4% improvement over the iCaRL method.

We also conduct experiments on running time of each method on the MNIST
dataset and the SDA dataset. As shown in Table 1, in None experiment, the
running times stay stable with the incremental tasks, which will cost 46 s on
average. In contrast, in upper bound experiment, since we need to train on all
the training data, the running times will increase greatly with the incremental
tasks, which is 153 s on average. In iCaRL, since we only leverage the exemplars
of former tasks, the running times keep stable and the average value drops to
58 s. In our IL4IoT, since we leverage the encoded exemplars and do not leverage
neural network classification method, the running times of our method are lower
than iCaRL and UB, which is 41 s.

As to the running times on the SDA dataset, similar results can be observed
when the total number of incremental tasks are five (4 classes for the first 4
tasks and 3 class for the last one task). As shown in Table 2, in upper bound
experiments, the running times increase sharply when it comes to the fifth task.
The running times will increase to 803.5 s, which is not acceptable in highly
dynamic IoT environments. The running times of our method are 2.2 times and
2.4 times less than that of None method and iCaRL method, which demonstrate
the efficiency of our method. Similar results can be observed when the number
of incremental tasks are ten (2 classes for the first 9 tasks and 1 class for the last
one task) shown in Table 3. The running times of our method are 1.6 times, 2.2
times, and 10.1 times shorter than that of None method, iCaRL method, and
upper bound method.

The experimental results demonstrate that our method can achieve with
higher accuracy and higher efficiency. Since autoencoder can learn effective latent
representation of the original data, even with the encoded exemplars, the accu-
racy of our IL4IoT method is higher than the iCaRL method’s. Besides, in our
IL4IoT method, we also conduct representation learning to increase accuracy.
However, the difference is that we leverage autoencoder to refine the representa-
tion continually, which is a more efficient strategy than the knowledge distillation
used in iCaRL method. The reasons for the higher efficiency are two aspects.
One is that the exemplars selection and the solver construction in encoded form



104 Y. Bao and W. Chen

Table 1. Comparisons of running time between None, iCaRL, IL4IoT, and Upper
Bound on MNIST dataset with 5 incremental tasks

Task i None iCaRL IL4IoT Upper Bound

i = 1 44.14 49.29 45.71 50.20

i = 2 43.66 60.87 42.67 91.13

i = 3 43.84 55.53 38.40 183.93

i = 4 49.83 60.97 38.83 193.18

i = 5 50.99 63.13 40.61 248.87

Table 2. Comparisons of running time between None, iCaRL, IL4IoT, and Upper
Bound on SDA dataset with 5 incremental tasks

Task i None iCaRL IL4IoT Upper Bound

i = 1 78.80 45.66 28.40 79.10

i = 2 79.24 95.24 34.16 157.76

i = 3 77.71 99.56 34.64 235.26

i = 4 78.85 96.72 38.84 585.81

i = 5 61.33 77.64 34.18 803.51

Table 3. Comparisons of running time between None, iCaRL, IL4IoT, and Upper
Bound on SDA dataset with 10 incremental tasks

Task i None iCaRL IL4IoT Upper Bound

i = 1 41.75 12.72 26.32 40.61

i = 2 38.98 46.23 20.99 78.45

i = 3 39.64 48.57 18.02 118.87

i = 4 40.13 46.92 16.96 162.10

i = 5 39.22 46.35 17.57 194.35

i = 6 40.61 47.29 19.17 233.49

i = 7 41.26 48.81 20.99 272.50

i = 8 41.51 50.72 23.62 310.68

i = 9 42.62 52.30 26.12 348.54

i = 10 20.06 32.79 21.43 366.67

will obviously reduce the computational time. The other is that the solver con-
struction strategy is more efficient than the classic neural network classification.

As to the data privacy issue, we analyze the main steps of all of the above
methods - None, UB, iCaRL and IL4IoT. In None, we don’t consider the catas-
trophic forgetting problem and train model only on the training data of the newly
arrived classes. This method won’t pose any data privacy problem. In UB, due
to that all of the training data of already arrived classes can be accessed, huge
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data privacy problem will be caused. In iCaRL, although only exemplars will
be stored, the storage of the original form of exemplars will pose data privacy
problem. In our IL4IoT method, we conduct knowledge extraction based on
exemplars and only retain the encoded exemplars and decoder network, which
are not related to the data privacy. In conclusion, IL4IoT compared to iCaRL
and UB, can improve the accuracy and computing-resource efficiency, without
sacrificing privacy-protection. All these characteristics make our IL4IoT more
suitable for resource-constrained IoT devices for incremental learning.

5 Discussion and Future Work

The challenge addressed in this paper is how to continually learn new con-
cepts from data stream without catastrophic forgetting, especially for resource-
constrained IoT devices. The methods aiming to alleviating with catastrophic
forgetting can be divided into two categories: requiring old data or not requiring
old data. As we know, the methods require part of all of the old data significantly
improve the incremental learning performances compared to the techniques with-
out using any form of old data at all. However, directly storing part or all of
the old data not only costs huge computational resources and memory storage,
but also it will pose data privacy problem. Therefore, deeply extracting knowl-
edge from the old data to support the incremental learning is considered to be
a reasonable and promising method.

Although the experiments on MNIST dataset and SDA dataset demonstrate
the effectiveness and efficiency of our IL4IoT approach, we need to further test
our method on other large datasets such as CIFAR [21], ImageNet ILSVRC 2012
dataset [22]. There are other open issues to discuss. In our experiments, we only
use the basic autoencoder, not considering other sophisticated autoencoders,
such as variational autoencoder [23], sparse autoencoder [24], and denoising
autoencoder [25]. Will these more sophisticated autoencoders make the accu-
racy increase more effectively? Also, IL4IoT is still lower than the upper bound
on accuracy, which is obtained by training on all training samples of all classes.
We plan to analyze the reasons for this in more detail. The problems discussed
above are the future directions we will focus on.

6 Conclusion

In this paper, we propose the IL4IoT, a lightweight incremental-learning frame-
work for IoT devices, which consists of two cooperative parts: a continually
updated knowledge base and a task-solving model. Through this framework, we
can achieve incremental learning while alleviating the catastrophic forgetting
issue, protecting privacy, and reducing computational requirements. Our exper-
imental analysis demonstrates promising results compared to the best available
solutions with an overall accuracy improvement of 3.83% and a computational
cost reduction of 47% using two benchmark datasets. In conclusion, our IL4IoT
method not only can achieve higher accuracy than iCaRL with shorter cost
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times, but also can effectively protect the data privacy, which all demonstrate
that our IL4IoT is more suitable for resource-constrained IoT devices for incre-
mental learning.
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Abstract. The establishment of shopping malls and the growth of online
shopping increasingly diminishes the turnover of “small”, independent retailers
in urban environments. However, retailers could reverse this trend through
complementing the offline experiences they already offer with online offerings
and establishing business “alliances” to achieve economies of scale and enable
the provision of innovative digital services. The EU-funded project SMART-
BUY aims at realizing the concept of a “distributed shopping mall” ecosystem
which allows retailers to band together in a large commercial coalition which
generates added-value for its retailers-members and customers: centralized
products and services inventory management; geo-located marketing of
products/services; location-based search for products offered by nearby retailers;
personalized recommendations for purchasing products based on innovative
recommendation systems. In effect, SMARTBUY proposes a blended shopping
paradigm, wherein the benefits of online shopping are combined with the appeal
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of traditional store shopping. The article provides an overview of the main
outcomes and achievements of SMARTBUY. It also reports on conclusions
drawn in the context of the project’s official pilot execution in four European
cities.

Keywords: E-commerce � Retailer � Shopping � Inventory management �
Product � Service � Smart cities � Smart retailing � Geo-located marketing �
Location-based search � Recommendation

1 Introduction

The decline of isolated retailers and the rise of shopping malls have been major trends
in retailing for decades, worldwide. Retail agglomeration in shopping malls has been
found useful to both consumers as well as firms. Shopping mall agglomeration offers
the benefits of higher footfalls, shared -physical and digital- infrastructure, cooperative
marketing plans and high impulse purchases [17].

The fast-paced development of ICTs has also dramatically changed the way people
shop in the past 15 years. Besides shopping at physical stores, with the aid of ICT,
consumers are able to shop via the Internet. This new type of shopping mode (e-
shopping or online shopping) frees consumers from having to physically visit stores
and puts extra competitive pressure to local small retailers since customers often opt to
shop online due to the attained cost and -travel- time savings [8, 16].

Nevertheless, the above discussed trends could presumably be reversed if retailers
were to integrate ICT services into the offline experiences they already offer and
establish business “alliances” to achieve economies of scale and enable the provision of
innovative services.

Along this line, the H2020 SMARTBUY project1 (Jan 2016–Jan 2019) aims at
realizing the concept of a “distributed shopping mall” ecosystem which allows retailers
to band together in a large commercial coalition which generates added-value for its
retailers-members and customers: centralized products and services inventory man-
agement; geo-located marketing of products/services; location-based search for prod-
ucts offered by nearby retailers; personalized recommendations for purchasing products
based on innovative recommendation systems. From the customer perspective, such an
approach would combine the best of the two worlds: one the one hand, the benefits of
online shopping (comparison of product prices across several stores, have guarantee on
the availability of searched products, etc.); on the other hand, the multifarious appeal of
traditional store shopping (social interaction, entertainment, movement, trip chaining),
live in-store information, offline retailer loyalty, low product performance risk, zero
delay for product delivery, etc. [6].

This article provides an overview of the main outcomes, contributions and findings
of SMARTBUY. It also reports on experiences gained in the context of the project’s
official pilot execution in four European cities with diverse scale and retail market
characteristics.

1 http://smartbuy.tech/.
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The remainder of the article is structured as follows: Sect. 2 reviews research
related with the work presented herein. Section 3 discusses the scope of the project as
well as its main scientific, technical and business objectives. Section 4 provides an
overview of the system architecture of SMARTBUY and describes the functionality
and interoperation among its key modules. Section 5 analyses results yield during the
official pilot tests of the project. Finally, Sect. 6 concludes the paper.

2 Related Work

The six most-common indicators of smart cities are smart economy, smart people,
smart governance, smart mobility, smart environment, and smart living [7]. Smart
economy refers to technologies supporting new forms of collaboration and value
creation that lead to innovation, entrepreneurship and competitiveness [10]. In this
context, Pantano and Timmermans in their seminal work on smart retailing, emphasize
that “the emerging idea of smart retailing would reflect a particular idea of retailing,
where firms and consumers use technology to reinvent and reinforce their role in the
new service economy, by improving the quality of their shopping experiences” [13].

The smart retailing culture is characterized by the extensive use of mobile tech-
nologies, high connectivity, ubiquitous computing and contactless technologies, which
enable consumers to experience shopping differently [14]. Thus, it is not surprising that
there is an increasing awareness in marketing about the need to develop new mobile
retailing strategies. Initial efforts involved the usage of SMS for advertising purposes.
Later, it expanded to mobile apps, which allow consumers to easily find, compare and
order products, access news on products and services, create shopping lists, locate
products and stores, etc. [14]. More recently, it encompassed smart stores with iBeacon
infrastructures used to track the exact customer location and push product-related
notifications, as well as NFC-equipped smartphones executing augmented reality apps
to add virtual elements (textual information, images, videos, 3D animation clips, etc.)
to products of interest when visiting the actual store [15].

Among other aspects, knowledge management has been recognized as a critical
success factor for (mobile) smart retailing, since data collection and consumer analysis
can be facilitated by the adoption of new technologies [11]. Mobile/ubiquitous com-
puting provide the required technological infrastructure to collect valuable knowledge
from/for consumers (e.g., by codifying habits, processing clients’ transaction infor-
mation and identifying changes in consumers’ behavior for supporting retailers, etc.),
and feed knowledge into the service (i.e., by providing enriched information about
certain products, or drawing the attention of consumers to -otherwise missed- products
of interest) [1, 2]. Along this line, mobile recommender systems (RS) enable the
adaptation of product information to make it more relevant to consumers’ information
needs [4, 5, 19]. Mobile RSs may serve both in-store and online purchase situations as
they “elicit the interests or preferences of individual users for products either explicitly
or implicitly, and make recommendations accordingly” [9].

For instance, Yang et al. proposed a location-aware RS that correlates customers’
shopping needs with location-dependent vendor offers and promotions [25]. Yuan and
Tsao introduced a framework which enables the creation of tailor-made campaigns
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targeting users according to their location, needs and devices’ profile (i.e. contextu-
alized mobile advertising) [26]. More recently, Chen and Ji proposed an approach for
smart advertising in smart cities, with the use of crowdsourced trails provided by
mobile and wearable IoT devices [3]. The authors argue that, as user behavior is
tracked via a device, analysis of these trails generates important clues for market
planning.

SMARTBUY builds upon these developments in mobile retailing proposing the
involvement of retailers and clients in a sort of “smart-partnership”. This approach
provides the basis for value creation via the implementation of smart marketing and
commerce services which will be analyzed in the sequel.

3 Project Scope and Objectives

SMEs lack visibility in the digital world. A large percentage of small businesses in
Europe do not have a website; only a few have their product catalogues on-line, while
most rely on social media marketing to disseminate promotional offers. They are rarely
visible on large commercial platforms. In addition, the use of commercial platforms is
very costly for SMEs. On the other hand, many customers would be interested in
supporting their local retail SMEs and buying from them instead of from popular e-
commerce platforms. However, this is not straightforward in the absence of on-line
platforms specifically dedicated to SMEs.

For small retailers who wish exposure of their products online, it would make sense
to cooperate together at local level and create a local online catalogue of products
where they could advertise to local consumers. Individual SMEs may lack necessary IT
skills and visibility online, but if such a platform was created it would benefit all the
small retailers involved. Nowadays, retail SMEs should obtain help to create such
platforms at the local level. In particular, help linked to IT skills and marketing would
be necessary.

SMARTBUY contributes in closing this gap providing the technological infras-
tructure for small and medium sized retailers to become the place where they can easily
make their products and promotions visible on-line for local audiences at the right time
and at the right moment; just in their smartphone and providing them also with
competitive advantages of e-commerce: comparison of prices, choice of providers,
reviews and specification awareness, guarantee of availability, etc. SMARTBUY
provides SMEs retailers with an integrated suite of services allowing them to apply the
tactics typically practiced by big retailers, thus offering an integrated digital and
physical buying experience to customers.

SMARTBUY is thought as a service that achieves its bigger potential when applied
in a delimited geographical area with dense deployment of commercial stores such as a
city center. The service provides a location-based e-commerce (l-commerce) integrated
infrastructure for all the small retailers in a geographical area to use. The l-commerce
infrastructure allows conducting centralized searches of products provided by the
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stores. Customers can have access to real-time information of the products, prices,
availability, etc., with the convenience of being able to physical purchase in a local,
near-to-home store, thus saving costs and delivery delays due to shipment.

SMARTBUY turns the physical stores of smart cities to a smart geographically
distributed mall by providing the logical consistency needed for conducting centralized
searches in heterogeneous and geographically distributed physical stores.

Figure 1 shows how potential customers with their smartphones are able, using the
SMARTBUY system, to receive real time information with respect to the availability of
the products that they wish to purchase from nearby stores. This awareness can be
achieved through an explicit search on the SMARTBUY’s retailer’s stores databases
but also through available location-based services (see Sect. 4.1).

SMARTBUY service is based on mature communication and information infras-
tructure components provided by the partners of the consortium. Nevertheless, a large-
scale demonstration of the service is needed in order to validate the hypothesis on the
impact that the service may have on the increase of sales and competitiveness of the
small retailers.

Fig. 1. Real-time centralized search for products offered by SME retailers’ stores.
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SMARTBUY project pursues the following main scientific, technical and business
objectives:

• Provision of services and functionalities targeted to two different user types, SME
retailers and potential customers.

Services provision to potential customers allowing to:

• Conduct geo-located, centralized and ubiquitous searches on the inventory of ser-
vices and products of member-stores of SMARTBUY.

• Check the availability, characteristics, price and reviews by third-parties of the
products and services of their interest.

• Reserve the selected products and/or services online if the store had previously
enabled this option.

• Review and share the acquired product and/or service online.
• Receive personalized recommendations and offers about products and services sold

on nearby stores based on several contextual factors.

Services provision to retail SMEs stores allowing to:

• Integrate their services and products databases to an integrated geo-localized sales
platform, attracting local audiences and increasing sales.

• Keep track of their inventory online.
• Enable online visibility for their products’ catalogue and sales at low cost.
• Offer personalized and geo-located information and promotions to potential

customers.
• Provide customized information about their products and services
• Provide real-time information about the availability of their products and services.
• Provision of a customized multichannel system for the interaction of potential

customers with the platform (web portal and mobile app which takes advantage of
geolocation capabilities).

• Large scale pilot experimentation and validation of the SMARTBUY platform
(especially wrt sales and profit increase as well as the ability to reach new potential
customers) in several urban environments with diverse geographical, cultural and
market characteristics.

4 Overview of the SMARTBUY Architecture and Services

Figure 2 illustrates the high-level architecture of the SMARTBUY ecosystem. The
system is built upon a cloud infrastructure (addressing security, privacy, scalability and
interoperability requirements) on top of which several modules have been deployed. In
the sequel, we describe the different modules integrated in the SMARTBUY system,
emphasizing on their innovative aspects in relation to the state of the art.
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4.1 Geo-located Marketing

Due to the ubiquity of mobile devices, the collection of large-scale, longitudinal data
about human mobility is now commonplace. Medium-to-high resolution mobility data
of individuals and signals of entire social systems can be captured from systems
designed to enable communication and connectivity, such as cellular networks or WiFi
APs (access points) [18]. Mobility traces are highly unique and identify individuals
with substantial accuracy. Sensitive features can be extracted from mobility data,
including home and work locations, visited places, or personality traits [18].

In the context of SMARTBUY, we hypothesize that human mobility data inferred
from WiFi APs could boost the efficacy of marketing campaigns pursued by individual
retailer-members or by the entire system as a whole [21]. The exploitation of the
SMARTBUY geo-marketing tools requires that the APs of the retailer-members are
configured so as to connect to the CityPassenger’s CityScope gateway platform2. The
motivation behind using CityScope is that small retailers cannot handle the cost of
hiring a full-time network administrator. With CityScope, management tasks are
simplified and integrated into a unique tool that provides multiple functionalities: data
analytics, management of connected devices, security, control, information exchange
between remote APs, etc.

The key idea behind SMARTBUY’s geo-marketing is to use the WiFi APs installed
on retailers’ premises as customer proximity detectors. The APs are able to capture the
presence of users whose devices can be either registered or unregistered in the wireless
network. The former connect to the AP (either automatically or manually through the

Retailers DBMSs

Centralized Inventory Management System

Search & Information 
Retrieval

Geo-located 
Marketing

Product & Service 
Management

Retailers Web Portal

Retailers
Customers (mobile 

app users)

Recommendation 
Engine

User Profiling 
Information

Customers mobile application3rd-party Services

Social 
Media

Map 
Services

Login 
Services

Cloud 
services

SMARTBUY platform

Smart Cities Communications & Geolocation Infrastructures Communications 
Infrastructure Layer

Data Management 
Layer

Service Layer

Application Layer

Fig. 2. System architecture of SMARTBUY.

2 http://90.83.46.3/.
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SMARTBUY-branded WiFi captive portal (it is noted that the captive portal can be
exploited to promote the SMARTBUY brand to non-registered consumers and
encourage them to discover the services offered). The latter are detected through the
probe request frames which are periodically transmitted from the WiFi radios of their
smartphones (the unique MAC address of the radio transceiver is indicated on the
header of those frames and may be used to identify users). The retailers APs are
configured so as to report captured WiFi signals to CityScope. Among others,
CityScope enables the information exchange among SMARTBUY-branded APs, even
if they belong to different LANs and different retailers, effectively forming a wireless
geo-marketing APs cluster at a city level. It is noted that the methods used for the
collection, anonymization, and storage of data are GDPR-compliant.

This city-scale customer mobility inference infrastructure offers numerous advan-
tages to the retailers. The first one is to be informed when a registered consumer is
around, not only in the vicinity of their own store but also when connected to another
SMARTUBY hotspot in the broader area. The user may then be sent notifications for
personalized offers and discounts directly to her smartphone or be invited to install the
mobile application and engage with the SMARTBUY community. The second one is to
yield statistics about the connection of anonymous devices (i.e. non-SMARTBUY-
registered) based on the logs systematically recorded by APs. These statistics are
important to gain insights about the evolution of physical store traffic. At a higher level,
these data can be used to track the behavior of anonymous consumers (trajectories, time
spent at each location, etc.) in an area with several deployed WiFi APs. User mobility
data captured by the geo-located marketing module are also exploited by the platform’s
recommendation engine in order to deliver relevant (i.e. user location history-informed)
product recommendations to the customers.

4.2 Product and Services Data Management

The main interface among the retailers and the SMARTBUY system is the retailers’web
portal. The latter is a web interface which offers the following key functionalities [22]:

• User management: registration and authentication of users (store managers)
• Creation/editing of store (retail) details, like title, location, description, contacts,

opening hours, etc.
• Creation/editing of catalogues.
• Creation/editing of products: name, category/subcategory, attributes (e.g. color,

weight, size), short/long description, price, stock, photographs.
• Product promotions management: product, description, discount, start/end activa-

tion date.
• Statistics, like most viewed products, origin (location) of visitors, peak hours in the

area of the store.

The retailers portal adopts responsive design principles; hence, it may be accessed
from PC, tablet or smartphone.
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4.3 Search and Information Retrieval

This core module enables end-users (customers) to perform searches for products and
services offered in nearby retailer stores (l-commerce) over a unified, centralized
inventory of products administered by the geographically distributed retailer-members
of the SMARTBUY community. The module combines the search results with per-
sonalized product promotions and recommendations.

The module is accessed via the SMARTBUY native mobile application (see
Fig. 3), which offers the following key functionalities [20]:

• Location-based search for products and services, returning the list of products and
stores which fulfill the search criteria.

• Application of several filtering options (maximum distance of retailers’ location
from the user’s current location, product categories, price range) on location-based
searches.

• Browsing of product details (title and description, attributes like price, size and
color, availability) and store details (location, contact information, etc.).

• Adding products to a ‘wishlist’ or ‘sharing’ them with others.
• Reserving a product, to ensure its availability, for a limited period of time.

Fig. 3. Representative screens of the SMARTBUY app.
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• Viewing promotional offers managed by the retailers as well as personalized lists of
recommended products which are relevant to the customers’ consumer profile and
mobility pattern (see Sect. 4.4).

4.4 Recommendation Engine

The purpose of the SMARTBUY Recommendation Engine (RE) is to derive mean-
ingful product recommendations addressed to mobile SMARTBUY users, so as to
draw the attention of users to products they would potentially be interested in, but they
would not discover themselves alone. The core RE algorithm of SMARTBUY employs
a collaborative filtering (CF)3 approach [5]. The main research contribution of our work
lies in that, among other contextual factors (like current location, time, season, con-
sumer behavior), the SMARTBUY’s RE also takes into account the location history of
the target user for delivering more meaningful recommendations. In particular, location
history is exploited in two ways: (a) to attain good matchings among pairs of users
(intuitively, users who move around the same neighborhoods or visit shops of the same
category will have interests or restrictions in common); (b) to recommended products
sold on retailer stores relatively far from the user’s current location, provided that the
stores are located in areas frequently visited by the user. Moreover, interfacing with
social media (Facebook) has been implemented in order to access basic user demo-
graphic information and be able to derive relatively accurate recommendations even
when user ratings data are relatively sparse [20].

The SMARTBUY mobile applications record in-app events (that is, events gen-
erated when users interact with the application, like keywords typed for product
searches, product views, etc.). Effectively, the events are ‘translated’ to product ratings
(e.g., when a user adds a product to her wishlist, this event is treated as a positive
rating). The in-app events are timestamped (to capture the time context) and geo-
stamped (to capture the mobility patterns of users, essentially, the GPS locations where
they use the SMARTBUY app). Those data are uploaded, upon network availability, to
the SMARTBUY’s backend system (a web service endpoint has been implemented for
that purpose) and stored in a database. SMARTBUY also makes use of WiFi APs
deployed in the premises of retailers to accurately track user trajectories and record the
number of users’ ‘physical’ visits to stores (as explained in Sect. 4.1).

CF-based product recommendations adopt a user model wherein detailed infor-
mation is collected about users and their preferences. The data is analyzed in order to
determine like-minded users, namely users with similar preferences. The main objec-
tive is to create user groups (formally known as clusters) so that the group members
share similar preferences. Then, when encountering a user u interested in an item i,
where u belongs to a cluster of users with similar preferences, the algorithm may
recommend u products liked (i.e. highly rated) by other cluster members. The workflow
diagram of the SMARTBUY’s CF-based RE is illustrated in Fig. 4.

3 CF is a method of making automatic predictions (filtering) about the interests of a user by collecting
preferences or ‘taste’ information from many users (collaborating). The underlying assumption of the
CF approach is that, if a person A has the same opinion as a person B on a subject, A is more likely
to share B’s opinion on a different subject than that of a randomly chosen person.
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It is noted that the user-generated content (in-app activity data) are processed offline
in order to form the clusters of users with similar preferences. This is a computationally
intensive task, which is typically performed once per day. The output of this compu-
tation is the recommendation list of products per user so that the list is instantly
delivered to any new (target) mobile user as soon as s/he logs into the system.

5 Pilot Study

The official pilots of SMARTBUY have been executed in 2018, in four European cities
with diverse scale and retail market characteristics: London (UK), Patras (Greece),
Luleå (Sweden) and Santander (Spain) [23].

An overall number of 471 retailer stores joined SMARTBUY (235 in London, 110
in Patras, 40 in Luleå and 86 in Santander), created an account and uploaded products
and promotions in the platform. A total of 2500 individuals (1507 in London, 595 in
Patras, 98 in Luleå and 321 in Santander) installed the SMARTBUY app4 and acted as
customers under real operational conditions. Among them, 91 retailer shop owners and
340 end-users (customers) have accepted to evaluate their overall experience with the
platform through responding to an online questionnaire.

Table 1 presents the ten questions (Q) included in the questionnaire handed to 340
participants (customers) of the pilot phase. The table also illustrates a statistical
compilation of the responses received (average and median values). It is noted that for
questions 1–11 the participants have been requested to reply using the Likert scale (1:
Strongly Disagree, 5: Strongly Agree).

Regarding the habits of customers who evaluated the SMARTBUY application, it
appears the majority buys products online rather often (Q1). Moreover, customers are

Backend system

In-app 
activity data

Retailer 
shops

Product 
ratings

Recommendation 
system

Personalized 
product  
recommendations

User 
clusters

SMARTBUY 
users Target user

Fig. 4. The SMARTBUY’s RE workflow diagram.

4 https://play.google.com/store/apps/details?id=com.smartbuyshopping.app .
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somewhat divided as regards their preference on the means of delivery for products
they have bought online between those that prefer to have them shipped to home and
others that prefer to pick them up from the store to save waiting time (and cost) due to
shipping (Q2). The preference to collect the purchased products from the store is
mostly demonstrated in Patras and Santander, where the customers also tend to prefer
buy products from local stores, even if they also practice online shopping (Q3). This
finding is also verified by responses to Q4 and Q5 where customers in Patras and
Santander expressed their appreciation for being able to collect a product bought online
by the physical store, which also results in shipping cost savings. This aspect of
SMARTBUY was also appreciated by customers in Luleå, yet, not in London where
the longer travel times to reach the physical stores are deterring.

Responses to Q6 and Q7 reveal that the usability of the SMARTBUY application
has been found acceptable in all cities. Q8 and Q9 also convey some interesting results.
Many users in London, Patras and Santander argued that they discovered new stores,
products, sales and services when using the SMARTBUY application, which they
would have otherwise missed, revealing its usefulness in online promotion. That was
not the case, though, in the smaller-scale city of Luleå, where customers have been
rather familiar with most stores.

The last two questions (Q10 and Q11) express the appreciation of customers as
regards the performance of the recommendation engine; that is, the accuracy and
relevance of recommended products both in terms of the actual type of products and the
location of the stores where the products are sold.

Table 1. SMARTBUY evaluation from end-users (customers).

Q# Questions (customers) Avg Median

Q1 I buy products online quite often 3.7 4
Q2 I prefer to collect the products I buy online from the physical store

instead of having them shipped to me
3.0 3

Q3 When I shop online, I prefer to buy products from stores that are
located in my area

3.4 4

Q4 Booking a product online and receiving it from the physical store
is useful

3.4 4

Q5 Booking a product online and receiving it from the physical store
helps me save shipping costs

3.4 4

Q6 The SMARTBUY application was fairly easy to use 3.6 4
Q7 The navigation within the SMARTBUY application was easy and

comprehensible
3.6 4

Q8 By using the SMARTBUY application I discovered stores which I
would not have discovered otherwise

3.7 4

Q9 By using the SMARTBUY application I discovered products,
sales and services which I would not have discovered otherwise

3.9 4

Q10 Product recommendations have been relevant to my consumer
profile and likings

4.1 4

Q11 Recommended products have been typically offered in stores
conveniently located to city areas which I frequently visit

4.2 4
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It is noted that the SMARTBUY ecosystem also included a mobile (evaluation)
application for assessing the quality of the retailer services [1]. Customers (i.e. pilot
users) have had the chance to rate the behavior of retailer store owners as well as the
overall provided service. This service has been integrated in the SMARTBUY
ecosystem offering an Experimentation-as-a-Service (EaaS) framework [24] developed
upon the OrganiCity Experimentation Platform [12]. The evaluation application, on the
one hand, is deemed useful to customers to identify retailers with best offers and
services, and on the other hand, incentivizes retailers to improve their services.

6 Conclusions

This article presents an overview of the research project SMARTBUY, emphasizing on
the motivation behind the research pursued as well as its main outcomes and innovative
aspects. SMARTBUY converts physical stores of smart cities in an open, geographi-
cally distributed mall by providing the logical consistency needed for conducting
centralized searches over independent and geographically distributed physical stores.

SMARTBUY is, firstly, innovative on a conceptual level as it is the first known
large-scale experimental system which implements a blended shopping paradigm: it
combines the benefits of online shopping with the appeal of traditional store shopping.
Moreover, it suggests a roadmap that achieves economies of scale for the, otherwise
isolated, small retailers in urban environments, while also offering a suite of innovative
services to customers. The core of the system is a module which enables customers to
perform location-based searches for products and services offered by member-retailer
stores, over a unified, centralized inventory of products.

The project delivers several crucial benefits for retailers:

• achieve economies of scale through enabling access to cloud-based inventory
management and digital marketing services;

• generate added value through becoming member of a broad market coalition and
taking advantage of geo-marketing opportunities;

• enable broad visibility of offered products via a usable mobile app;
• allow the effective targeting of potential customers through geo-marketing and

intelligent context-aware recommendation systems, taking advantage of collected
user profile information and user-generated data.

The project also delivers important benefits for potential customers:

• allow one-stop search over a large number of competitive shops in a similar fashion
as practiced in brick-and-mortar shopping malls or online shops;

• enable feature and price comparisons, thus, achieving gains in shopping
expenditures;

• ensure awareness of -otherwise missed- promotional offers and would-like products,
considering a multitude of contextual factors (some of which are not relevant to
online customers), such as location & location history, time, season, etc.;
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• combine the benefits of online shopping with those of traditional ‘physical’ shop-
ping (social interaction, shopping entertainment, offline retailer loyalty, low product
performance risk, prevention of shipment cost and delay, etc.).
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Abstract. Different body sensors and modalities can be used in human
action recognition, either separately or simultaneously. Multi-modal data
can be used in recognizing human action. In this work we are using iner-
tial measurement units (IMUs) positioned at left and right hands with
first person vision for human action recognition. A novel statistical fea-
ture extraction method was proposed based on curvature of the graph of a
function and tracking left and right hand positions in space. Local visual
descriptors have been used as features for egocentric vision. An inter-
mediate fusion between IMUs and visual sensors has been performed.
Despite of using only two IMUs sensors with egocentric vision, our clas-
sification result achieved is 99.61% for recognizing nine different actions.
Feature extraction step could play a vital step in human action recogni-
tion with limited number of sensors, hence, our method might indeed be
promising.

Keywords: Human action recognition · IMUs · Visual descriptors ·
Feature extraction · Classification · Sensor fusing

1 Introduction

Human behavior analysis tasks are classified according to the degree of semantic
as follow: motion, action, activity and behavior [28]. From one hand, motion has
the lowest degree of semantic while behavior has the highest one. On the other
hand, motion requires the shortest period of time to be done, however to develop
a behavior, more longer time of motion capturing is needed. Motion information
over time produces action, and different inter-actions construct an activity, and
more complex activities shape a behavior.

Recognizing human activity can be based on different sensor modalities, the
most common ones are; visual and inertial sensing. Those modalities could be
used simultaneously or independently. Inertial measurement sensors (IMUs) is
a device with capabilities to measure and report body’s specific force, angular
rate and orientation of the body. In the sensor’s local coordinate system there
c© Springer Nature Switzerland AG 2019
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are three main measurements: Accelerometers: which is the instantaneous accel-
eration for each axis, Gyroscopes: represent the rotational velocity of the inertial
and Magnetometer : exemplify the instantaneous measured magnetic field with
corresponding X, Y and Z axes. One of the drawbacks of using IMUs is the
high measurement of uncertainty at slow motion and lower relative uncertainty
at high velocities. On the other hand, inertial sensors are able to measure very
high velocities and accelerations.

Depending on their methodological nature, two main approaches can be
applied on egocentric activity recognition: object and motion based approaches
[8,28]. Object-based approach deals with various information about objects and
their interaction with hands. A relationship between object, hand, location and
pose will be instantiated to recognize an activity. However, motion-based app-
roach depends on camera location on subjects’ body, for example head, shoulder
or chest mounted camera. One of the motion-based approaches is optical flow,
which refers to the displacement of intensity patterns [20], it represent the motion
of visual features such as points, objects, shapes etc. via continuous view of the
environment to produce a relative motion representation between environment
and observer [2]. Optical flow is computed from visual sensing, and can be defined
as the apparent motion of objects in consecutive frame pairs. Optical flow can
be categorized as forward optical flow when displacement vector for each pixel of
the first frame has been computed, or backward optical flow when it’s estimated
from the second frame. A field of vectors will be generated in u and v directions.
Research paradigms in optical flow field are divided into two main methods; first,
considering optical flow estimation as a classical problem [10] and is considered
as a variational optimization problem to find pixel correspondences between any
two consecutive frames [21], or can be formulated as machine learning problem,
for example, convolutional neural networks (CNN) [4,18,37,46]. Action frames
can be modeled as 3D volumes in time, various local visual descriptors can be
extracted like: Histogram of Oriented Gradients (HOG), Histogram of Optical
Flow (HOF) and Motion Boundary Histograms (MBH) [15,26,42,43].

The recognition of human actions can be improved by combining different
sensor modalities [1,3,11]. In this paper, we are combining IMUs data from
only two sensors placed at left and right hands with egocentric vision for rec-
ognizing similar, complex and opposite actions. Many previous research has
focused on recognizing actions that are distinct and independent like: lie, sit,
walk, cycle, . . . etc. [48] or similar action but with different visual items as; pour
bag, pour oil, stir big bowl, stir egg, . . . etc. [25]. The main objective of this paper
is to recognize complex actions that have similar but opposite nature for exam-
ple (open, close). This research has four main contributions: First, developing an
action extractor tool for both visual and IMUs data based on [49] annotations.
Second, introduce a novel statistical feature extraction method for IMUs data
based on curvature of function graph and tracking the positions of left and
right hands in space. Third, testing complex and similar actions for the
same object for example (close-drawer, open-drawer). The last contribution is
providing an experimental proof of the limitation of IMUs data to distinguish
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actions and suggesting that local visual descriptors can be complementary to
IMUs for action recognition.

2 Related Work

Many researchers use only IMUs sensors for action recognition [6,7,9,17,23,27,
38,48]. For example Convolutional Long Term Memory (LSTM) was used to
solve sequential human activity recognition problem through proposing a multi-
level neural network structure model based on the combination of Inception
Neural Network and gated recurrent units (GRU) [48]. The best F-measure score
achieved was 94.6% on Opportunity dataset. Bevilacqua et al. [9] used Convo-
lutional Neural Networks (CNNs) to classify human activities. They have used
Otago exercise program dataset, which contains 16 activities based on five sen-
sors placed on subjects: two sensors placed on the distal third of each shank(left
and right), two sensors centered on both left and right feet and one sensor placed
on the lumbar region.

In their work Jalloul et al. [23] constructed a structural connectivity network
to explore the relations between the sensing modules while performing activities
based on the correlation between some wearable sensing modules positioned at
different parts of the body that constitute a monitoring system for four different
activities (walking, standing, lying and sitting). LSTM also was used by [6] to
classify 7 main activities with different motion primitives recorded using Apple
watch. A hybrid deep framework based on LSTM and extreme learning machine
(ELM) was proposed by Sun et al. [38] to overcome the problem of sequential
activity recognition. The proposed framework composed of convolutional lay-
ers, LSTM recurrent layers, and ELM classifier, which can automatically learn
feature representations and model the temporal dependencies between features.
Their framework have been evaluated on Opportunity dataset with 17 different
gestures and achieved 91.8% F1 score all classes including null class and 90.6%
without using null class.

Another work conducted by Rueda et al. use CNN using multi-channel time-
series for activity recognition and evaluated their model on Opportunity, Pamap2
and Order Picking datasets. A data-driven architecture based on an iterative
learning framework was proposed by Davila et al. [17] to classify human locomo-
tion activities, such as walk, stand, lie and sit extracted from the Opportunity
dataset using multi-class SVM classifier. Their framework produced an average
accuracy of 74.08% while using only 6.94% of the samples in the input domain
for training compared to average accuracy of 81.07% obtained by the supervised
method when using 80% of samples for training and the 20% remaining samples
for testing.

On the other hand only Visual data was used in action recognition. For
instance, RGB-D data have been used in deep learning to recognize human
actions [13,22]. Sudhakaran et al. [35] presented a hierarchical feature lightweight
aggregation scheme that can be plugged into any deep architecture with CNN
backbone. At each layer the feature from a CNN block is gated and its resid-
ual is transferred to the adjacent branch. They have evaluated their proposed
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technique on Something-v1, EPIC-KITCHENS and HMDB51 datasets. The
results obtained show improvement by about 24% on Temporal Segment Network
(TSN). To extract more precise object-related features to guide 3D CNN train-
ing, Wang et al. [45] introduced Baidu-UTS object detection model that consists
of two parts: the first one is a 3D CNN branch that takes sampled video clips as
input and produces a clip feature. The second part extracts the object-related
features from the context frames. EPIC-KITCHENS dataset was used in their
research to predict verbs, nouns, and actions from the vocabulary for each video
segment. Sudhakaran et al. [36] proposed a Long Short-Term Attention (LSTA),
a recurrent unit that addresses shortcomings of LSTM when the discriminative
information in the input sequence can be spatially localized, moreover, they have
deployed LSTA into a two stream architecture with cross-modal fusion and eval-
uated their method on four datasets: GTEA 61, GTEA 71, EGTEA Gaze+ and
EPIC-KITCHENS. Their network was trained for multi-task classification with
verb, noun and activity supervision. Activity classifier activations were used to
control the bias of verb and noun classifiers. Other information extracted from
visual data also can be used for action recognition applications. For instance,
optical flow [2,24,39,47], deep learned spatial descriptors [33] and dense tra-
jectories based on motion boundary histograms [44] which is considered to be
invariance to appearance of the representation [31].

Many research work suggests combining different sensor modalities to
improve human action recognition [1,3,11]. However, for real life scenarios,
realistic and compromised number of modalities should be used. Lu and Veli-
pasalar [25] used LSTM to classify actions using four IMUs sensors corresponding
36 components with egocentric video from CMU Multimodal Activity (CMU-
MMAC) Database [41]. Visual and audio sensors was used by [5] for activity
recognition. [1] has presented framework for recognizing proprioceptive activ-
ities using IMUs egocentric data. They used cross-domain knowledge transfer
with a CNN-LSTM to exploit discriminative characteristics of multimodal fea-
ture groups provided by stacked spectrograms from the inertial data.

The advantages of combining local visual descriptors and IMUs data is the
complementary characteristics of visual descriptors and inertial sensors. For
instance, IMUs data have large measurement uncertainty at slow motion and
lower relative uncertainty at high velocities. Inertial sensors can measure very
high velocities and accelerations. On the other hand, visual descriptors can track
features very accurately invariant to appearance of the representation at low
velocities. For high velocity, tracking is less accurate since the resolution must
be reduced to obtain a larger tracking window with the same pixel size [29].

This work is similar to Stein and McKenna work [34], they have proposed
using histograms of relative tracklets (RETLETS) and 3-axis Accelerometer data
at 50 Hz of devices attached to objects: knife, mixing spoon, small spoon, peeler,
glass, oil bottle, and pepper dispenser, and no IMUs sensors was placed on
subjects bodies for action recognition. However, our method is differ in many
aspects: First, in our research IMUs sensor positions are placed on subjects’ bod-
ies, not on objects. Second, number of sensors we are using are only two sensors
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placed on subjects left and right hands. Third, we are tracking hands positions in
space. Forth, we are using novel statistical feature extraction for IMUs data and
modified visual descriptors method [42,43]. Lastly, we are considering similar
and opposite scenarios while they are using: add pepper, add oil, mix dressing,
peel cucumber, cut ingredient, place ingredient into bowl, mix ingredients, serve
salad onto plate, dress salad and NULL classes.

3 Proposed Method

Our method is illustrated in Fig. 1. For each action, corresponding IMUs and
visual data is processed to produce features, then an intermediate fusion for the
produced features is applied by concatenating features together and then fetched
to a classifier for recognition. Details for each step is provided in subsequent
sections.

Fig. 1. General overview of our method. For each action, IMUs data are split based on
left and right hand sensors, and then extract features. HOF, HOG and MBH for visual
data are extracted, then features from IMUs and visual data descriptors are fused to
be fetched into classifier.

3.1 Action Extraction

We have developed a Matlab tool1 to extract the corresponding actions for both
IMUs and visual data form CMU Multi-Modal Activity database (CMU-MMAC)
[41] based on [49] annotations. The action extraction tool is illustrated in Fig. 2.
The user have to provide IDs for IMUs, video, and subject to extract all actions
based on the annotation file provided for each subject. Data extracted for both
modalities will be synchronized using start and end times provided. To facilitate
processing extracted files; each extracted file or image name contains a prefix for
subject ID, serial number and action name.
1 https://github.com/alhersh/ActionExtractor.

https://github.com/alhersh/ActionExtractor
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Fig. 2. Action extractor tool. User has to specifying IDs for IMUs sensor, subject and
video, to extract the corresponding images and IMUs data for all actions provided
based on annotation file.

3.2 Feature Extraction

We have extracted features from both IMUs and visual sensors. From one hand,
statistical features for IMUs actions were extracted as shown in Fig. 3, based on
a sliding window of size 25 points which is equal to 0.2 s and with 40% overlap
to produce a feature vector of length 504 as follow:

1. Define left and right sensors.
2. For each left and right hand sensors, the positions of left and right hands

is tracked using [40] and the first derivative of the position for each hand is
calculated.

3. The difference between the different combinations of left and right hands in
3 dimensional space is calculated.

4. The curvature of (X, Y, Z) acceleration and gyro data is computed using the
following formula:

k =
|y′′|

(1 + y′2)
3
2

(1)

5. Normalize previous values using the formula:

f(x) =
x − μ

σ
, (2)

where μ is the mean and σ is the variance.
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6. Mean, variance, entropy, kurtosis, moment (order 3 and 4), and number of
local maxima (peaks).

We have adopted [42,43] method for extracting local visual descriptors HOF,
HOG and MBH for each action in the video, with two main modifications; the
first one is increasing block size from 8 to 50 pixels, according to [14,15], the
recommended values for the HOG parameters are:

– Detection window size is 64 × 128
– Block size is 16 × 16

since we are using video resolution of (300 × 400), the detection window has
been increased by ratio of 468.75%× 312.5% and this will increase block size to
be 50 × 50 pixels. The second one, descriptors for each action was aligned with
IMUs features to produce a feature vector of length 144 for each action.

Sensors fusion can be performed in three main levels: low level, in which raw
data from different sources are combined to produce new more informative data
than the inputs. The second level is intermediate level by combining various
features from different sensors together to build a feature map. The last level
is: high level or can be called decision level, combines decisions from several
experts using various methods like; voting, fuzzy-logic and statistical methods
[16,19]. In this work we are using intermediate level of sensor fusion since we are
fusing features generated from IMUs and visual data to produce feature vector
of length 648 for each action.

Fig. 3. IMUs feature extraction procedure.
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4 Experiments

4.1 Dataset

As has been mentioned earlier in Sect. 2, researchers have used many evalua-
tion datasets for action recognition. In this experiment we have used the CMU
Multi-Modal Activity database (CMU-MMAC) [41] since it’s the only dataset
that combines egocentric vision and IMUs sensors positioned on subjects left and
right hands. CMU-MMAC dataset contains measurements of human activities
recorded using various modalities: videos including static and wearable cam-
eras, multi-channel audio, IMUs, Radio Frequency Identification (RFID) reader,
eWatch, physiological data and motion capturing. More than forty subjects were
involved in cooking and food preparation of five different recipes: brownies, pizza,
sandwich, salad and scrambled eggs. Based on semantic annotations of CMU-
MMAC dataset proposed by [49] three recipes has been annotated: brownie, eggs
and sandwich. We have used data extracted from the following modalities in our
experiment: First, head mounted high spatial resolution (800 × 600) camera at
low temporal resolution (30 Hz). The resolution of egocentric videos has been
reduced by factor of 0.5 to get a resolution of (400 × 300). Second, two wired
IMUs (3DMGX) on right and left hands each of which has a triaxial Accelerom-
eter, Gyro and Magnetometer sensors with sampling rate at 125 Hz, the location
of the used sensors in this experiment is plotted in Fig. 4, sample signal is shown
in Fig. 5. In this research, we have considered 9 actions with 3 opposite pairs
including: (close-bread-bag, open-bread-bag), (close-drawer, open-drawer) and
(close-fridge, open-fridge), and fill-oil-oil-bottle-pan, shake-butter-spray-can and
stir-bowl-fork.

Fig. 4. Location of IMUs sensors (3DMGX) on subjects’ right and left hands.

The variability, both between subjects (intersubject variability) and within
subjects (intrasubject variability), of the execution time for the same action is
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illustrated in Fig. 6. Occurrences on X-axis represents the repetition of action
for all subjects performing the same action. While the Y-axis represents the
execution time of action in seconds. For instance, action clean can be done in
less than 1 s and it can be performed in more than 7 s. Those scenarios increased
the complexity of the problem.

4.2 Classification

Support Vector Machine (SVM) is a supervised machine learning algorithm
which can be used for both classification or regression problems. It’s a dis-
criminative classifier formally defined by a separating hyperplane. For example,
given labeled training data (supervised learning), the algorithm outputs an opti-
mal hyperplane which categorizes new examples. In two dimentional space this
hyperplane is a line dividing a plane in two parts where in each class lay in either
side. Nevertheless, it’s mostly used in classification problems [12].

SVM algorithms use a set of mathematical functions that are defined as ker-
nels. The function of kernel is to take data as input and transform it into the
required form. Different SVM algorithms use different types of kernel functions,
for example, linear, nonlinear, polynomial, radial basis function (RBF), and sig-
moid. In this work we have used Cubic SVM classifier in this research. Based on
Matlab 2018b Classification Learner App, the following settings were used for
classification process:

– Kernal function: cubic polynomial kernal given the following formula:

k(x1, x2) = (xT
1 x2 + 1)3 (3)

– Kernal scale: automatic
– Box constraint level: 1
– Multiclass method: one-vs-one
– Standardize data: true

Data fetched into the classifiers was split into 80% for training and 20% for
testing. We have used 5-fold cross validation for training.

5 Results and Discussion

In this section we are reporting results in Table 1. The first part is reporting
classification results for IMUs alone. In the next section we are reporting results
for action recognition using visual descriptors only. The third part showing action
recognition results using fusing IMUs features and visual descriptors. The last
part is a general discussion about the achieved results.

Our recognition result achieved 49.89% for action recognition using only
IMUs data from left and right hands. This result is better than [25] by around
5% having in consideration that we are recognizing 9 actions from only 2 sensors
while [25] method was used to recognize only 6 action with 4 IMUs sensors, and
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(a) Left hand IMU signal

(b) Right hand IMU signal

Fig. 5. Sample signal of two opposite actions for two IMUs sensors: close cupboard
and open cupboard for left (a) and right (b) hands for the same subject.
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Fig. 6. The variation of execution time for the same performed action. Occurrences on
X-axis represents the repetition of action for all subjects performing the same action.
While the Y-axis represents the execution time for action in seconds.

they are using LSTM for feature extractions and we are using statistical feature
extraction method. On the other hand, [34] achieved 62% f-measure recognition
score by using only Accelerometer data captured from IMUs sensors attached to
non-human objects.

Visual action recognition using VGG16 [32] achieved 58.78% and 64.93%
using CapsNet [30]. HOG and HOF were used by [43] for action recognition and
HOF has better classification results than HOG. Our visual descriptor results
are better than [43] and [34] using HOG and MBH descriptors, but [43] has
better results than ours using HOF. The best classification result for recognizing
all actions using visual descriptors was 86.88% using our HOG descriptor.

As the literature suggests, combing more than one sensor modality can
increase the recognition accuracy. This have been proofed via many previous
research. We are working on enhancing the recognition accuracy and our app-
roach was able to achieve this by big margin compared to other methods. IMUs
features are fused with the best visual descriptor (HOG) features to produce a
feature vector of 648 length for each action. Classifier used in this experiment
have been trained to recognize 9 actions, with 3 opposite cases. The results
achieved is 99.61% accuracy. The confusion matrix is shown in Fig. 7.

Identifying block size is a major step in local visual descriptors (HOG and
HOF) calculation. As [14,15] suggests that for a detection window of size 64×128
the recommended block size is 16× 16. [43] has used a detection window of size
320×240 and block size of 8×8. While [34] has used detection window 640×480
with block size 32× 32. In our settings, we have used a detection window of size
300 × 400 with block size 50 × 50 and thus our settings are best aligned with
block size suggestion by [14,15] in regard with the detection window size and
this explains the differences in action recognition accuracy.
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Fig. 7. Confusion matrix for action recognition results using IMUs and HOG fusion.

Table 1. Comparison of recognition results using IMUs data, visual data, and fusion
between IMUs and visual data between our method and three other methods.

Method/dataset Modalities Features Classification accuracy

[25]

CMU-MMAC

IMUs LSTM 45.06

Visual VGG16 58.78

Visual CapsNet 64.93

IMUs+Visual VGG16+LSTM 65.60

IMUs+Visual CapsNet+LSTM 84.40

[43]

UCF50

Visual HOG 76.50

Vision HOF 79.50

[34]

50 Salads

Visual HOG 49.00*

Visual HOF 47.00*

Visual MBH 53.00*

IMUs** Statistics 62.00*

IMUs**+Visual (HOG+HOF+MBH)+Statistics 71.00*

Our

CMU-MMAC

IMUs Statistics 49.89

Visual HOF 63.29

Visual HOG 86.88

Visual MBH 71.71

IMUs+Visual Statistics+HOG 99.61

*f-measure score.

**IMUs sensors are attached to objects not humans. And, only Accelerometer data has been used.
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6 Conclusion

In this work, we have developed an action extraction tool for CMU-MMAC
dataset based on [49] annotations. Moreover, we have tried to simulate a more
realistic scenario that can be used in real life applications using only two IMUs
sensors from left and right hands with egocentric vision using opposite actions to
make the experiment more realistic. Our results show that intermediate fusion
between IMUs and egocentric data improves results by big margin.

One opened question is how to tackle the big temporal variation among the
same action occurrences. Also, more investigation is needed when considering
opposite actions that have been abandoned by many research works. Future
work will focus on using better visual descriptors representations for egocentric
data. Moreover, exploring different ways of feature extraction for both IMUs and
visual data is needed. Minimizing number of sensors placed on human body for
monitoring purpose is needed when considering future smart homes and cities.

References

1. Abebe, G., Cavallaro, A.: Inertial-vision: cross-domain knowledge transfer for wear-
able sensors. In: Proceedings of the IEEE International Conference on Computer
Vision, pp. 1392–1400 (2017)

2. Akpinar, S., Alpaslan, F.N.: Video action recognition using an optical flow based
representation. In: IPCV, the Steering Committee of the World Congress in Com-
puter Science, Computer Engineering and Applied Computing (WorldComp), p. 1
(2014)

3. Alhersh, T., Stuckenschmidt, H.: On the combination of IMU and optical flow for
action recognition. In: 2019 IEEE International Conference on Pervasive Comput-
ing and Communications Workshops (PerCom Workshops). IEEE (2019)

4. Alhersh, T., Stuckenschmidt, H.: Unsupervised fine-tuning of optical flow for bet-
ter motion boundary estimation. In: Proceedings of the 14th International Joint
Conference on Computer Vision, Imaging and Computer Graphics Theory and
Applications, Prague, Czech Republic, 25–27 February 2019. VISAPP, vol. 5. pp.
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Abstract. Even though Arduino has made creating products with electronics
more accessible, a significant number of users still have difficulties with it. An
online tool CircuitsMaster.com (CM), aiming make the design of electronics
with Arduino faster and easier is presented in this paper. Three diverse needs of
designers that wish to include electronics with Arduino in their projects are
explained. CM uses a combination of end-user development paradigms to
answer to these needs. Based on results from a user evaluation, those who used
CM were significantly faster in creating typical electronics assignments when
compared to subjects who did not use CM. Therefore, such tools seem to have a
salient role to play for designers that wish to develop IoT products.

Keywords: IoT � End-user development � Arduino � CircuitsMaster �
Electronics

1 Introduction

Creative people come up with ideas, and incrementally improve on those ideas to an
innovative concept that needs to be prototypes. In this ideation process, at a point in
time designers need to realize a representation of their concept. This takes the form of a
prototype, and is an essential part of the design process of realizing ideas. If the concept
involves electronics, the prototype will also need to include electronics. Nevertheless,
coming up with a great idea involving electronics, does not necessarily mean the person
that came up with that idea has the know-how of electronics. Even if one has the know-
how the issue of time and effort spent in realizing the concept comes up. Currently the
importance of electronics in the design area is gaining significance, due to the rise of
the Internet of Things (IoT) (Barricelli and Valtolina 2015), applications.

In order to make IoT prototypes designers often use Arduino (Fogli et al. 2015).
Arduino is an open-source electronics platform that is created to behave as the’brain’ of
any electronic system.

In Arduino, different circuits with different purposes can be connected, for example
a motor, a Bluetooth module etc. This is partly made easier due to companies like
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Adafruit and Sparkfun that sell pre-made circuits, containing all the electronic com-
ponents for a specific function. When it comes to programming Arduino, one can do
that, with a variant of a C-based programming language. However, programming an
Arduino still requires some specialized programming skills (Barricelli and Valtolina
2015). To make Arduino programming easier, several applications are already created;
examples include: Ardublock, miniBloq, S4a, Modkit and Visuino. All these platforms
have already made prototyping electronics for designers more accessible, there still a
diversity of users’ needs that are left unmet, because these platforms can still be
experienced as confusing (Barricelli and Valtolina 2015).

This paper contributes to existing literature regarding programming with Arduino,
by presenting:

(1) the diversity of design student needs when it comes to programming electronics
based an interview study with nine industrial design students

(2) CircuitsMaster.com (CM) - a novel online tool for developing electronics, and
(3) an experiment that shows that industrial design students CM can develop faster

electronic circuits with CM when compared to their current practices.

2 Related Work

Prior research has shown that dealing with electronics is a serious bottleneck for
designers (Fogli et al. 2015), (Barricelli and Valtolina 2015). A series of interviews
done with Industrial Design students were done prior to this study to find these bot-
tlenecks. The main bottlenecks were not knowing how to connect the different com-
ponents, not knowing how to program for Arduino and not understanding the examples
that can be found on the Internet. This appeared to cause frustrations for the students.

Prior research to end user programming for applications for Internet of Things has a
history since the early 2000’s: Composition of IoT applications can be done interac-
tively, with end-users explicitly involved in the IoT application configuration with the
mediation of End User Development (EUD) tools, or automated by intelligent agents
(Davidyuk et al. 2015), (Markopoulos et al. 2017). In the latter case (intelligent
automation) user involvement is limited, as the system autonomously creates the
application’s functionality, although there can be limitations regarding the degree to
which user expectations are met.

Programming by Example is one strategy used in End User Development (Dey
et al. 2004; Chen and Li 2017). The user in in this approach performs specific examples
of system behavior and interaction, and the system infers the application logic. Intel-
ligent systems further support generalization and reuse of the same application logic, by
inferring patterns in other similar occasions (Chin et al. 2006). Nevertheless, inferring
the correct control logic can be a challenge in programming by example strategies, thus
pointing at a need for tools targeted to end users, with which that can further detail
application parameters and specify rules. To this end, Rule-based programming is often
suggested, with (Huang and Cakmak 2015; Ghiani et al. 2017) proposing a Trigger-
action programming style, based on event-condition-action rules.
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In other approaches, people compose IoT applications interactively, assisted by
Tools that facilitate End User Development. Some such tools use metaphors that can
map programming constructs to physical/tangible concepts that users know and can
apply more easily. Various such metaphors have been recommended in the relevant
literature such as join the dots, pipeline, jigsaw puzzle, (Gross and Marquardt 2007)
(Danado and Paternò 2015; Davidyuk et al. 2015). (Fogli et al. 2016). (Kameas and
Mavrommati 2005) proposed an editing tool promoting a high-level conceptual model -
a simple visual representation of a “join-the-dots” metaphor - (Mavrommati et al.
2004), while further rule-based editing enables detailed programming of the parameters
of the application.

Smart environments created by putting together off-the-shelf smart devices is dis-
cussed in (Kubitza and Schmidt 2015). Users can create new applications by using
existing devices, concentrating more on the implementation of the application logic.
Application’s behavior can be changed with tools that add new context aware rules.
Such as a web-based tool has been designed for managing the different application
components, and expresses the application logic, such as conditions and events, with
JavaScript. This tool seems therefore more fit to be used by programmers rather to
other, less computer savy end-users.

The conventional way for a user to instruct Arduino, is a programming language.
Yet programming languages are primarily targeting software engineers and not
designers. The field of End-User Development wishes to diversify programming to
other user groups than professionals. EUD is defined as “A set of methods, techniques,
and tools that allow users of software systems, who are acting as non-professional
software developers, at some point to create, modify or extend a software artefact”
(Barricelli and Valtolina 2015). According to this definition, CM can be defined as an
end-user development tool in the area of electronics where designers are the end-users.
The use of end-user development where designers are the end-users is not a novel idea.
Several applications have already tried to achieve this goal in other areas of expertise
and succeeded. For example, WordPress has allowed people other than web-developers
to develop websites. This is widely used by designers (About WordPress 2010). Other
online platforms like Appsbuilder (apps-builder.com) have also achieved this goal for
the development of mobile apps.

Several well-researched programming paradigms of end-user development already
exist, as mentioned earlier in this section. Programming by demonstration; visual
programming; programming by instruction; and programming by example are the four
categories mentioned by (Barricelli and Valtolina 2015).

In programming by demonstration, the user demonstrates how the software should
behave. The problem with this paradigm is that many conditions can easily be forgotten
(Schmidt 2015), especially for complex applications. This causes programs not to
behave as desired. Visual programming is used in most of the currently available end-
user development Arduino applications. The user is still programming, but with blocks
instead of text. This minimizes the errors, but still works from an engineer’s point of
view and not from a designer’s point of view, since the visual blocks are a mere
different representation of the programming commands. In programing by instruction,
the user inputs rules, instead of programming commands, which describe the desired
behavior. An example of this paradigm, is the “IF-THIS-THEN-THAT” (Barricelli and
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Valtolina 2015) (ifttt website). It is known as easy to learn (Lucci and Paterno 2015),
making this paradigm suitable for CM. In programming by example, the user chooses
an example, which closely resembles the desired behavior, and adjusts this example to
achieve the exact desired behavior (Lucci and Paterno 2015). Programming by example
is a also a known way to create complex applications with little required knowledge,
making this also applicable for CM. Wherever programming by example is used, it is
important to structure the possible options into intuitive logical categories for users
(Lucci and Paterno 2015). So, although several well-known paradigms are used in
different domains, when it comes to programming IoT products, Arduino is still the
state-of-the-art. This research has set off to investigate whether current designers have
unmet needs with Arduino and how can we apply well known EUD methods to
diversify design of electronic circuits.

3 Assessment

3.1 Preliminary Study: Interview

Before developing CM, nine industrial students were interviewed: five females and four
males, ages between 18 and 25, from two different universities (eight from one
department, one from another). Interview questions included, among others: current
practices and tools they use to develop electronics; how often they create electronics;
how long and what information it takes to create them; their frustrations with current
tools.

3.2 Evaluation Experiment

Sixteen industrial design students were recruited - 14 from one University and two
from another. Their ages ranged from 18 to 26. Their self-reported level of expertise in
electronics varied from novice to skilled. One participant was a master student and the
others were bachelors, divided over all three bachelor years.

The two research questions were:

(a) Are designers’ success rate in designing electronics higher with CM than without
it?

(b) Can designers create electronic circuits faster with CM than without it?

Although we recruited two different groups of participants all of them follow the
same educational program - i.e. industrial design. Furthermore, we chose different
groups for practical purposes (i.e. to speed up recruitment) as well as avoid potential
biases of the first group we interviewed.

3.3 Application and Workflow Used

The version of CM that they used for the experiment is further described in this section.
CM is unique in that based on IF-THEN rules it automatically generates:

– the Arduino circuit in a graphical representation (Fig. 2),
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– the list of components that the user needs (Fig. 3), and
– the necessary Arduino code,
– Furthermore, based on the list of components, CM recommends direct links to e-

shops that one could purchase those components.

The CM workflow is as follows: the user starts by adding ‘objects’: these are
electronic input and output devices i.e. sensors and actuators. For every chosen ‘object’
an example circuit is added to the schematic. This way the user ends up with a full
schematic for all the required parts. The circuit is build around an Arduino. The user
can add what the ‘objects’ should do and when these objects should do this i.e. actions
and conditions for each action. By setting the actions and conditions for each object,
the user gives instructions to CM in an IF-THIS-THAN-THAT way combined with
answering the questions CM asks to understand in more detail what the user wants the
electronics to do (programming-by-instruction). CM interprets this input and translates
it to a combination of code examples to generate a full Arduino code for the user
(programming-by-example).

To illustrate the workflow, the following example is used: If the user wants to
change an LED color based on the environment temperature, the user first adds an
LED. Then the user adds two actions to this LED: turn red and turn blue. Then the user
adds a condition to both actions. To the ‘turn red’ action the user adds the condition ‘if
the temperature is higher than 20°’ and to the ‘turn blue’ action the user adds the
condition ‘if the temperature is lower than 20°’ (Fig. 1). Then the user clicks ‘Generate
Circuit’ and (s)he receives a circuit with an LED, a temperature sensor and an Arduino
code to change the LED color depending on the temperature.

CM is currently available at CircuitsMaster.com. The current version includes 21
components and the premium version includes 50 components. The demo-version used
in this experiment is available at http://circuitsmaster.com/Demo/.

Fig. 1. Circuit design CircuitsMaster

CircuitsMaster: An Online End-User Development Environment 143

http://circuitsmaster.com/Demo/


3.4 Evaluation Process

Initially, participants’ skill in electronics were assessed, by asking subjects to grade
their skill level and describe about what they had achieved with electronics so far.
Based on their answers a participant was classified in the following three categories:
novice, intermediate and advanced. Special attention was taken so that in the experi-
ment there was no participation of any experts since they are not CM’s target group.

Depending on their skills category, a participant was given an assignment in their
level (i.e. easy, intermediate and complex). The easy assignment was to make a

Fig. 2. Circuit generation CircuitsMaster

Fig. 3. Screenshot from CircuitsMaster: easy assignment, output
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thermostat. The intermediate to create an environment system that measured temper-
ature, CO gas and methane gas and indicates if the values are safe. The complex
assignment was to create a wake up alarm clock that moves away from the user once it
goes off. The difficulty was based on the number of components required and the
number of connections between the different components. Participants were asked to
complete the assignment up to the point that one could start building it. This in effect
means having the circuit scheme, the code and knowing which components to use.
A between-subjects research design was opted for - i.e. one group of participants used
CM and the other was asked to use whatever method they were used to. Ten partici-
pants used CM (3 had novice skills, 4 intermediate, 3 advanced). Six did not use CM
and relied to whatever tools they were used to (3 intermediate, 3 advanced). Each
participant had 20 min to complete the assignment. If the assignment was not com-
pleted, participants were asked to estimate the time it would take to finish it. The
participant’s relative success (in percentage) was also noted when finished. If the
participant perfectly completed the assignment, it was assigned a 100%. Otherwise the
amount of correct outputs, actions of outputs and inputs were counted and divided by
the total amount of outputs, actions and inputs of the correct results. Incorrect actions,
inputs or outputs were subtracted from the correct ones. This calculated value then
represented the assignment’s success percentage for a certain participant. The same
method was used for both groups, participants who used CM and those who did not
(Fig. 4).

Fig. 4. User using CircuitsMaster
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4 Results

4.1 Interviews: Three Diverse Unmet Needs

All test participants agreed on the importance of designers being able to design elec-
tronics. They need to know what is available regarding electronics and how to use them,
because they currently need them in almost every project. Some are really good in using
electronics and some are not, there is a considerable variation it this respect. Similarly,
there is a variation in appreciating working with electronics or not; some designers like
designing the electronics and some do not. However, the participants agreed that
knowledge of electronics should not limit their creativity in design. All participating
subjects use Arduino in their student projects and build the rest of the electronics around
this platform. The main problems they experience is programming the Arduino, but also
making the circuit scheme. An interesting finding is that making the circuit scheme is
generally perceived as harder than programming. Another problem that is less men-
tioned is soldering. It is particular frustrating when the electronics break while soldering.
Furthermore, getting all electronics compact together can also be a problem for
designers. The estimated time it takes to make the electronics also varies from 15% to
30% of the total project time. After presenting the common findings across all partici-
pants, three diverse needs were identified, that are currently unmet for industrial design
students. These needs are described by referring to them as “personas”.

Persona 1: Uncertain and Afraid
This persona does not feel confident in making electronics and is afraid to break
components. Understanding electronics and different components is a problem and also
making a circuit scheme and programming the code. Because of this the use of elec-
tronics is generally avoided. The use of electronics in prototypes is experienced as
frustrating. CM supports this persona by offering a short explanation for all the circuits
and offering the guarantee that every circuit in CM is tested and will work.

Persona 2: Lack of Info
This persona has more knowledge of electronics, but not enough to create the electronics
wanted in prototypes. Everything is created from examples that are adjusted afterwards.
The motivation to learn in electronics is there, but there is no time for this, the electronics
need to be used now. If necessary, the concept is slightly changed and compromised on the
spot so that this persona will be able to implement it. This persona is supported by CM,
because all the information this persona needs is in one place: the CM-environment.

Persona 3: Get Results Faster
This persona can already make everything she wants. Also examples are used as the
basis of all electronics designs and these examples are adjusted to her personal needs.
Values of components are not calculated but she does a calculated guess and afterwards
measurements to check if the behavior is as desired (the same holds for sensors and
actuators). If necessary, the concept is slightly changed to implement it. Although she
can get everything working she gets frustrated if it takes too long for actually creating
the product. This persona is supported by CM by all the component-values that are
already calculated and by pre-made code that CM provides.
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4.2 Experiment: CM Speeds up Development

Due to the fact that the Levene’s test for equality of variances was statistically sig-
nificant for both the success rate and the completion time our data’s normal distribution
cannot be assumed and therefore a Mann-Whitney test was conducted instead of a t-
test. The Mann-Whitney test indicated that the success rate of an assignment is higher
with CM (M = 93.10%, SD = 10.77%, Mean Rank = 10.10) than without it
(M = 55.83%, SD = 40.58%, Mean Rank = 5.83), but it is not statistically significant
U = 14, p = .06. The Mann-Whitney test indicated that the time needed for an
assignment with CircuitsMaster (M = 6.9 min, SD = 2.37, Mean Rank = 5.5) is lower
than the time needed for an assignment without CircuitsMaster (M = 189.17 min,
SD = 150.94, Mean Rank = 13.5) and this case the difference is statistically significant
U = 0, p < .0001-that is including the extra time that participants had estimated beyond
the 20 min that we had set for the assignment. The same result is showing if we do not
take into account the extra time since all of the 6 participants that did not use CM
needed more than 20 min to complete the assignment that they were given.

It was also checkedwhether the three novice users, whowere in the CMgroup, had an
effect in the results. The answer to that check is negative. When filtering out those
participants the results are the same. Again success rate (Fig. 5) was higher for the CM
group (M = 95%, SD = 11.18%, Mean Rank = 8.71) when compared to the other group
(M = 55.83%, SD = 40.58%, Mean Rank = 5) but not statistically significant U = 14,
p = .06. Again completion time was faster with CM (M = 6.57 min, SD = 1.61, Mean
Rank = 4) when compared to the other group (M = 189.17 min, SD = 150.94, Mean
Rank = 10.5) and was statistically significant U = 0, p = .001.

Apart from this quantitative data, qualitative data were collected with a debriefing
interview. The majority of our participants reported to have enjoyed using the appli-
cation and stated that it could help them with electronics design.

Some participants also indicated that CM could stimulate their creativity, because it
allows them to browse through the possibilities. Participants also stated that the
graphical circuit diagrams, made with the Fritzing application (Kraűnig 2009) were
preferred over the classic circuit diagrams. Furthermore, when looking at the actual
components that our participants used, we observed that participants using CM were
more likely to choose components that can be experienced as complex (Fig. 6).

For example, all participants that used CM included a LED strip or neopixel ring
(Fig. 7), while all participants who did not use CircuitsMaster included single LEDs.
An improvement point that was mentioned was about the graphics of CM – the need

Fig. 5. Success rate with and without CircuitsMaster
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was pointed for the User Interface design to become more professional. Examples
include text fields being selected once they appear, shortcuts and being able to drag-
and-drop content.

The participants had divergent opinions about CM’s workflow. Some participants
preferred to start with the conditions and work to the output and some participants

Fig. 6. Time in minutes required for assignment with and without CircuitsMaster

Fig. 7. Resemblance of projects made during the final user test
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preferred it the other way around. Also some participants indicated that they would
prefer a drag- and-drop interface. Even though participants had divergent opinions on
this topic, they all got used to the application quickly.

5 Discussion - Future Work

The goal of research presented here was to build a tool to help an application to help
creative individuals in configuring the electronics in their prototypes. The user tests
have shown that CircuitsMaster achieves this in multiple ways, both in succeeding
percentage as well as in the amount of time necessary to do these projects. Cir-
cuitsMaster is a webtool that has the potential to be added to the toolkit of many
designers to help them to make prototypes better and faster. CM as a tool is therefore
seen as being a valuable addition to the available tools for electronics design for non-
experts. The development of CircuitsMaster will continue since many people can have
benefit from this application and a kickstarter campaign has been launched.

There have been limitations of the performed studies: More subjects would be
needed so as to draw more valid significant conclusions. One additional limitation is
that the first study has been performed with an early prototype of CircuitsMaster. This
was done, because the qualitative results of the study were used to improve the pro-
totype and no other prototype was available at the time of the study. It is assumed that
the results would be different (improved) with the updated later version, but this
assumption has not yet been proven by tests. Repeating the studies with the final
version of CircuitsMaster would be a benefit.

The demographics of the participants have been limited. Only results from
Industrial Design students from the Technical University of Eindhoven are taken into
account in the analysis. This is the case, because the initial target group was Industrial
Designers and CircuitsMaster was founded in an Industrial Design Department of the
Eindhoven University of Technology. Since the target group Extends further to these
profiles, it would be beneficial to redo the full research with the full target group in
various locations. Including the full target group means also including participants
completely novice in creating electronics, including hobbyist.

From the user studies, several conclusions regarding CircuitsMaster can be drawn:
The first one is that users are likely to have a higher success rate when using Cir-
cuitsMaster compared to not using CircuitsMaster. Also users can realize their elec-
tronics projects faster with CircuitsMaster. Finally, CircuitsMaster is easy to use.
CircuitsMaster has also shown that it is possible to generate electrical systems from an
input method that is not directly related to the programming language (Fig. 8).

The main author continues working with CircuitsMaster to bring it to a point where
it can be used and can live up to the expectations of the target group and to the potential
of the application. With the help of the crowdfunding campaign, CircuitsMaster aims to
be further realized. Once the application is finished, the next phase will be to improve it
and explore the use in the several target groups. In the course of this research it was in
its preliminary phase and tested only with Industrial Designers, yet, in later stages the
target group can be extended. Testing with different target groups will be able happen
after the finalization of the first version to be launched.
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6 Conclusions

While recognizing the limited number of participants in this study, two important
contributions need to be stressed, that pave the way for future research studies. The first
contribution considers the diversity of unmet needs that industrial designers have with
regards to designing products with electronics. Based on an interview study (N = 9) we
identify three diverse profiles of designers that future electronics tools need to support
designers in:

(1) boosting the confidence, especially of novice ones, by clarifying what components
are needed and how to connect them;

(2) improving their knowledge by integrating examples they can consult relating to
the specific project they are currently working one;

(3) making the creation of the circuit faster.

The second contribution considers CircuitsMaster.com (CM), an online tool that is
designed to support the three aforementioned needs. In an in-between subjects’
experiment with industrial design students (N = 16) we showed that CM speeds up
considerably the completion time of typical assignments, with different levels of dif-
ficulties, that involve electronics.

Furthermore, although not statistically significant, participants who used CM had a
higher success rate (M = 93.10%, SD = 10.77%) within a 20 min’ window when
compared to students that did not use CM (M = 55.83%, SD = 40.58%). These results
make us confident that with further improvement CM can become a salient weapon in
the arsenal of industrial designers that wish to develop IoT products. Future work
includes developing further CircuitsMaster.com. Apart from adding more components,
CM will support sharing projects among users, and active guidance in writing code and
in actually building the circuit.

Fig. 8. Instructing CircuitsMaster
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Abstract. Machine Learning (ML) has been applied to enable many life-
assisting applications, such as abnormality detection in daily routines and
automatic emergency request for the solitary elderly. However, in most cases
ML algorithms depend on the layout of the target Internet of Things (IoT) sensor
network. Hence, to deploy an application across Heterogeneous Sensor Net-
works (HSNs), i.e. sensor networks with different sensors type or layouts, it is
required to repeat the process of data collection and ML algorithm training. In
this paper, we introduce a novel framework leveraging deep learning for graphs
to enable using the same activity recognition system across HSNs deployed in
different smart homes. Using our framework, we were able to transfer activity
classifiers trained with activity labels on a source HSN to a target HSN, reaching
about 75% of the baseline accuracy on the target HSN without using target
activity labels. Moreover, our model can quickly adapt to unseen sensor layouts,
which makes it highly suitable for the gradual deployment of real-world ML-
based applications. In addition, we show that our framework is resilient to
suboptimal graph representations of HSNs.

Keywords: Graph autoencoders � Heterogeneous sensor networks � Smart
homes

1 Introduction

The development of networking technologies and the advance in embedded computing
enable the widespread deployment of IoT sensor networks. In this context, pervasive
sensing and actuation with ubiquitous Internet of Things (IoT) tends to be a natural
direction. The development of ML algorithms with pervasive sensing enables appli-
cations that can significantly enhance our daily lives. Some outstanding examples
include abnormality detection in the routines of solitary elderly persons [1], assisted
living for people with dementia [2, 3], early detection of Parkinson disease [4].

To perform these tasks, ML algorithms can take advantage of a large amount of
data available for training. However, in most cases these algorithms are strongly tied to
the physical layout of the sensors [5]. This makes their general applicability on real-
world applications doubtful. First, due to the dependence on the structure of the sensor
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network, the deployment of applications to other sensor networks is impaired as it
requires the collection of new data and the training of a new ML model. Consequently,
each deployment requires a repetition of the same effort. Second, when the model is
trained online with the collected data, the application requires a significant amount of
time before achieving decent performances. To reduce the deployment overhead and
enable large-scale applications, there is an urgent need for a solution allowing the use
of the same ML model across HSNs.

The existing frameworks rely on complex methods often tied with the adapted ML
model. With the objective of proposing a simpler approach to adapt ML models, in
particular classifiers, across HSNs, we introduce a novel framework in this paper. In the
proposed architecture as depicted in Fig. 1, a first component, Graph Autoencoder
(GAE), handles the task of domain adaptation across HSNs while a second component,
the structure-dependent classifier, ensures the classification task. This design allows
the application of fundamentally different classifiers on the top of the same cross-
network adapter model.

We apply the proposed framework to the use case of activity recognition in smart
homes. Smart homes typically have different layouts and sensors. In practical use cases
such as abnormality detection in the routines of solitary elderly people, the well-being
of the inhabitant would depend on the deployment of a well-trained model for accurate
activity recognition. Focused on this critical use case, we train our encoder with data
gathered in CASAS datasets [6] that were collected in smart homes with heterogeneous
sensor layouts. The contributions of this paper are as follows:

• We propose a simple graph representation for HSN deployed in smart homes to
enable the application of deep learning methods to the HSNs.

• We introduce a novel graph autoencoder architecture, which uses graph convolu-
tional networks [7] together with differentiable pooling [8] to project data coming
from HSNs into a latent space with fixed dimensions.

Fig. 1. Cross-network adaptation framework based on a graph autoencoder
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• We leverage associative domain adaptation [9] on our graph autoencoders to
minimize the discrepancy of latent representations issued from different sensor
networks and thus make the latent space sharable between sensor networks.

The rest of this paper is organized as follows. In Sect. 2, we introduce related
methods which have been used for cross-domain adaptation or learning transfer across
sensor networks. Section 3 then provides necessary prerequisites and describes the
proposed framework. In Sect. 4, we introduce the experimental setup, subsequent
parameters settings for our model and collected results. We discuss in Sect. 5 the
results and parameters influence. Finally, we conclude and open future directions in
Sect. 6.

2 Related Work

Several architectures have been proposed to perform heterogeneous domain adaptation
(HDA), which aims at applying to a target domain the knowledge acquired from a
source domain. Methods can be divided in two categories: feature remapping methods,
focusing on finding a mapping between the features in source and target domains, and
latent space transformation methods, constructing projections of data from source and
target domains in a shared latent space.

The key principle of feature remapping is to find an optimal mapping between
features of heterogeneous domains where the features in target domain can be associated
to a single feature or to a combination of features in the source domain. Given the sensor
readings of source and target domains and the labels for source domain, Hu and Yang
[10] assumed that feature representations in source and target domains are similar. Based
on this assumption, they constructed a translator that automatically finds a mapping
between source and target features. More recently, Feuz and Cook [11] investigated
heuristic methods to find an optimal many-to-one mapping through the use of greedy
search and genetic algorithms. For these heuristic methods, reported results show greater
accuracy and average recall than a manual feature mapping method; nevertheless, the
gigantic search space makes the algorithms computationally expensive.

Among those approaches not limited to sensor networks, Zhou et al. [12] formal-
ized an optimization algorithm to learn feature remapping with pivots. While other
features are domain-dependents, pivots are described as features that can be commonly
shared across domains; therefore, pivots can be used as the guides to transfer domain-
specific features. Zhou et al. [13] introduced an algorithm to learn a sparse feature
transformation for heterogeneous domain adaptation which allows them to transfer
knowledge among support vector machines. Sukhija et al. [14] extended this work
using random forests to estimate label distributions that are used as pivots across
domains. They compared the models with a baseline of classification task on CASAS
datasets [6] and showed a significant decrease of the mean error. However, sparse
feature transformation is a supervised method, hence it requires labels from target
domain which is often not suitable for real applications.

While feature remapping approaches heterogeneous domain adaptation with a
direct mapping between domains, latent space transformation focuses more on
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constructing a projection space shared across domains. The common principle is to
learn to (1) project domain-specific data to a specific latent space, (2) use the labels
from the source domain to perform a task on the latent space, (3) project data from
target domains in the latent space, and finally (4) perform the desired task, e.g. clas-
sification, on latent projections. The main challenge resides in the construction of the
latent space projection. Shi et al. [15] introduced heterogeneous spatial mapping, an
unsupervised method, to align source and target domains using spectral properties,
sample selection and Bayesian modelling of output spaces. Another example is Wang
et al. [16], which provides an algorithm to construct the projection that preserves the
local sample neighborhood in source manifolds while letting similar samples from
different manifolds be the neighborhoods in the projection space.

Recent advances in deep learning bring new robust frameworks to approach latent
space transformation. Zhuang et al. [17] used deep autoencoders to create latent
embeddings of domain-specific features. The Kullback-Leibler divergence between
embedding distributions is minimized, which allows embedding spaces to converge to
a shared space. Wang et al. [18] also leveraged autoencoders to construct a shared
feature space, using Maximum Mean Discrepancy and a manifold alignment term to
preserve the local geometric structure of data while reducing differences in latent
features distributions. Recently, Haeusser et al. [9] introduced associative domain
adaptation, a method taking advantage of labels in the source domain to create clus-
tered representations of data from source and target domains. This method requires to
have labels from the source domain but has the benefit of preserving local structure and
thus can create latent spaces with consistent clusters.

In our work, we propose a latent space transformation framework based on a new
method that performs representation learning on the sensor events modelled as graphs.
Representation learning for graphs has been investigated in several works. In particular,
Kipf et al. [19] introduced a two kinds of Graph Autoencoders (GAEs) using an inner
product between latent variables to reconstruct the adjacency matrix of graphs. Wang
et al. [20] leveraged linear graph convolutional networks and GAE to propose a new
autoencoder called Marginalized Graph Autoencoder (MGAE). This model corrupts
input nodes representation by randomly turning some components to zero. For models
using graph convolutional networks to acquire a representation of node features and
adjacency, the major issue resides in the variable size of the latent representation, which
depends on the number of nodes in the graph. Here, we present a novel GAE archi-
tecture that leverages associative domain adaptation and differentiable pooling to
acquire a structure independent, domain invariant representation of graphs.

3 Structure-Independent Graph Autoencoder for HSNs

The structure-independent model introduced here enables usage of ML across HSNs. It
relies on graph convolutional networks, differentiable pooling and associative domain
adaptation loss to learn to project graph representations into a shared latent space. We
first introduce the notation and prerequisite concepts in Sect. 3.1, before presenting our
framework in Sect. 3.2.
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3.1 Prerequisites

Notations. Let G ¼ V; E;Wf g be a graph with a set of N nodes vi 2 V, a set of edges
e ¼ vi; vj

� � 2 E, and edge weights W eð Þ 2 R; 8e 2 E. Given a node ordering for G,
we use the notation G ¼ X;Af g, where A 2 R

N�N represents the adjacency matrix and
each node vi is represented by a vector of F attributes and collected in a matrix of node
embeddings, X 2 R

N�F . In the following, the notation ~A is used to refer the normalized

adjacency matrix eA ¼ D
�1=2

AD
�1=2

, where A ¼ Aþ IN ; IN is the N � N identity
matrix and D is the degree matrix, Dij ¼

P
j
Aij if i ¼ j; 0 otherwise.

Graph Convolutional Networks. Graph Convolutional Networks (GCNs) [7] learn a
convolution kernel that uses features of neighboring nodes to perform a potentially non-
linear mapping of node embeddings from their initial representation to a different
space. A GCN can be compounded of several layers stacked together. Let dl be the
number of features at layer l. In a L-layer(s) GCN, a single layer transforms nodes
representation from R

N�dl to R
N�dlþ 1 by applying:

X lþ 1ð Þ ¼ r eAX lð ÞW lð Þ
� �

ð1Þ

where W lð Þ 2 R
dl�dlþ 1 is a matrix of trainable parameters, r �ð Þ is an activation function,

X lð Þ 2 R
N�dl represents the matrix of node embeddings at layer l.

A common application is to use the last layer nodes representation as an input for a
differentiable classifier, e.g. a Multi-Layer Perceptron (MLP). The entire model can be
efficiently end-to-end trained to classify graph-structured data. In the following, we use
the notation GCN A;Xð Þ ¼ ~AXW to denote the application of graph convolution on a
graph G ¼ A;Xf g with a linear activation function.

Differentiable Pooling. As presented in Eq. 1, a layer of a GCN transforms the nodes
representation without modifying the graph structure. Ying et al. [8] introduced a
differentiable pooling method to modify the graph structure and to learn hierarchical
representations of graphs. Pooling layers, also called DIFFPOOL layers, are interleaved
between some layers of a graph neural network to coarse the graph representation.
A DIFFPOOL layer transforms the original graph structure by clustering nodes. At the l-
th layer, we denote the input matrix of embeddings as X lð Þ 2 R

nl�dl and the input
adjacency matrix as A lð Þ 2 R

nl�nl . The DIFFPOOL layer constructs a new adjacency
matrix, A lþ 1ð Þ 2 R

nlþ 1�nlþ 1 , and a new matrix of embeddings X lþ 1ð Þ 2 R
nlþ 1�dlþ 1 , such

as A lþ 1ð Þ;X lþ 1ð Þ� � ¼ DiffPool A lð Þ;X lð Þ� �
:

To perform the transformation between graph structures, a DIFFPOOL layer learns to
construct an assignment matrix which defines how the nodes in the input graph are
assigned to the nodes in the output graph. Given S lð Þ 2 R

nl�nlþ 1 an assignment matrix
for the l-th layer, the transformation applied to the graph structure is:
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Xðlþ 1Þ ¼ SðlÞ
T

ZðlÞ

Aðlþ 1Þ ¼ SðlÞ
T

AðlÞSðlÞ

Two GCNs can be used to construct a new matrix of node embeddings Z lð Þ and the
assignment matrix S lð Þ:

Z lð Þ ¼ r GCNl;Z A lð Þ;X lð Þ
� �� �

S lð Þ ¼ softmax GCNl;P A lð Þ;X lð Þ
� �� �

where r �ð Þ is an activation function and softmax �ð Þ is the row-wise function defined as

softmaxi xð Þ ¼ exp xið ÞP
j
expðxi;jÞ.

We emphasize that both the matrix of node embeddings and the adjacency matrix
are constructed using GCNs with fixed output dimensions. Hence, DIFFPOOL layers
learn to project into a latent space with fixed dimensions the graph representations with
potentially different adjacencies or number of nodes.

Associative Domain Adaptation. Introduced by Haeusser et al. [9], associative
domain adaptation aims at acquiring consistent projection domains from statistically
different source domains. Given Zs

i and Zt
j as the embeddings respectively from source

and target domains, associative domain adaptation [9] computes a similarity measure

matrix using the dot product Mi;j ¼ Zs
i ; Z

t
j

D E
. Considering the set of source and target

representations as a bipartite graph, this similarity measure matrix is used to estimate
the transition probability from node embedding ZS

i to node embedding ZT
j :

Pst
ij ¼ P Zt

j jZs
i

� �
¼ exp Mij

� �
P

j0 exp Mij0
� �

From the transition probability, the authors derive two losses which will be mini-
mized during the training step. The first one, walker loss, forces round trips within the
same class to have the same probability by expressing Lwalker ¼ H T ;Pstsð Þ, where H is
the cross-entropy function, Psts

ij ¼ PstPtsð Þij is the probability of a first order round trip

and Tij ¼ 1= Zs
i

�� ��if i and j have the same class, 0 otherwise. The second loss is a visit
loss that forces a uniform probability of visiting target examples, Lvisit ¼ H V ;Pvisit

� �
,

where Vj ¼ Ztj j and Pvisit
j ¼ P

i
Pst
ij .

The overall loss Lassoc is the weighted sum of walker and visit losses:

Lassoc ¼ bwalkerLwalker þ bvisitLvisit ð2Þ
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where bvisit and bwalker are weight factors. A better domain adaptation is achieved if the
second weight bvisit is decreased when label distribution strongly varies between source
and target domains.

3.2 Framework Presentation

The number of sensors, their types and their layouts vary among sensor networks.
Intuitively, we want to exploit DIFFPOOL layers ability to build latent spaces of fixed
dimensions together with the capacity of associative domain adaptation to acquire
domain invariant representations. The key idea is to construct structure-independent
representations of HSNs states usable as inputs for structure-dependent ML algorithms.
First, we construct a simple graph representation that captures some structural and
semantic knowledge about sensor types and layout in a smart home. Next, we present
our structure-independent autoencoder. Finally, we introduce the overall objective
function enabling domain-invariant representation learning.

Simple Graph Representation for Sensor Networks in Smart Homes. We focus
here on simple sensors attached to appliances in smart homes and producing 1-
dimensional measures. The minimal semantic information necessary to work with these
sensors is their locations in the smart home, e.g. kitchen or bathroom, and the
quantity/state they measure, e.g. room temperature or door state. Adjacency between
locations is also required. Given semantic information and an ordering for sensors, we
define the following rule to build adjacency matrices for smart homes:

Aij ¼
1 if sensors i and j are in the same location

1
2 if i and j are in adjacent locations

0 otherwise

8<
:

As this design of adjacency matrices is arbitrary, we discuss its pertinence and
influence in Sect. 5.3. We also need to build a simple node representation of sensor
states at a particular time. We first define an ordered set of generic sensor types
representing the quantities or states measured by sensors. As we are informed of sensor
state changes through events, we need to gather sensor events to construct features that
are representatives of the overall sensor network states at a particular time. We use
fixed-window sampling to gather sensor events in non-overlapping windows with
duration Twindow. For a window t; tþ Twindow½ Þ, we construct the sensor network rep-
resentation Xt by counting the number of times each sensor fired, i.e. if the i-th sensor
fires n times in the window and is of the j-th type, then Xtð Þi;j¼ n. This guarantees that
the features of sensors from different networks are consistently constructed: each line of
the matrix Xt is a one-hot vector representing the sensor’s type and number of firings
within the window.

Encoding the Graph Representation. Like other autoencoders, our model consists of
an encoder part, that learns to project the data in the latent space, and a decoder part,
that reconstructs input data from the latent representation. The encoder is compounded
of at least one differentiable pooling layer which uses node features to perform the
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projection in a fixed-size latent space. The latent representation is used as input for the
model learning to perform the application task, e.g. classifying states.

For a set of graph representations with the same feature representation but possibly
different number of nodes, we construct the latent representations by applying our
encoder model, Z ¼ Encoder A;Xð Þ. For all positive non-zero number of nodes in the
graph representation, the matrix of encoded embeddings satisfies Z 2 R

NH�DH , where
NH and DH are hyperparameters of the ENCODER model. Hence, we construct different
graph representations for different sensor networks, and encode them in a latent space
of custom dimensions. We implement a simple encoder model defined as follows:

Henc ¼ ReLU GCNH A;Xð Þð Þ
Aenc; Z ¼ DiffPool A;Hencð Þ

where the first layer uses the Rectifier Linear Unit, ReLU xð Þ ¼ max 0; xð Þ, as activation
function. The DiffPool layer uses GCN, as presented in Eq. 1 with the hyperbolic
tangent as activation function (denoted r �ð Þ in Eq. 1).

Training the Graph Autoencoder. From the matrix of encoded embeddings Z, the
decoder constructs an approximate node representation X̂. As the encoder outputs a
graph with NH nodes fAenc; Zg, we use the assignment matrix S from the DiffPool

layer of the encoder to create a representation H ¼ SZ with the same number of nodes
as in the input graph. Then, the decoder reconstructs from H an approximate node
representation X̂ ¼ Decoder Hð Þ. We use the following two-layered decoder model:

Hdec ¼ ReLU GCNdec;1 A;Hð Þ� �
bX ¼ ReLU GCNdec;2 A;Hdecð Þ� �

The overall loss used for training is compounded of several losses with comple-
mentary objectives. To train the model as an autoencoder, we define a reconstruction
loss Lrec that measures the distance between the input matrix of node embeddings X
and the reconstructed representation X̂. In our experiments we used the Euclidian
distance between X and X̂, generally known as L2 loss, although many different losses
can be used.

A second loss is associated with the assignment matrix of the pooling layer. Ying
et al. [8] introduced this loss to ensure that the pooling layer finds a nearly optimal
clustering with well-defined nodes assignments. It is expressed as:

Lpool ¼ A� SST
�� ��

F þ
1
n

Xn
i¼1

H Sið Þ

where H is the entropy function and Si the i-th row of the assignment matrix S.
The last loss is the associative domain adaptation loss from Eq. 2, Lassoc, ensuring

the consistency of the shared latent space across domains. The overall loss for the graph
autoencoder training step is Lae ¼ Lrec þ apoolLpool þ aassocLassoc, with the intuitive
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recommendation of choosing apool; aassoc 2 0; 1½ �. The set of model parameters is
iteratively optimized to decrease this global loss.

4 Experimental Setup

We use the previously introduced encoder model to project HSNs states in a shared
latent space. The ML model to transfer across HSNs is then designed and trained on the
latent projections made by the encoder model. The overall model, composed of both
the encoder and the model to transfer, is trained and used across HSNs. We focus here
on using our encoder model to transfer activity recognition models across HSNs
deployed in smart homes. Section 4.1 introduces the datasets used in our experimental
setup and the preprocessing applied to data. In Sect. 4.2, we present the models and
hyperparameters used in our experiments.

4.1 Datasets and Preprocessing

Datasets. We use hh101 to hh105, a set of Human Horizon (HH) datasets collected by
CASAS [6] on several smart homes with single occupants. The heterogeneity of lay-
outs among smart homes, depicted in Fig. 2, makes these datasets good data sources to
evaluate domain adaptation methods. Each dataset provides raw sensor data with
annotated activities. The sensors deployed in the smart homes are either binary sensors
attached to appliances or real-valued sensors such as temperature or brightness sensors.
Omitting the battery sensors, we count a total of 6 different sensor types. In the dataset,
accurate activity annotations result in many labels, which leads to unbalanced class
representations. We gather similar classes together to form 13 labels used for activity
recognition. In Table 1, we provide a description of the datasets with the number of
sensors, events, activities as well as the sensor types and activity labels used for
evaluation.

Fig. 2. Example of heterogeneous sensor layouts in the smart homes used to collect hh101 (left)
and hh103 (right). Different shapes represent different sensor types.
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Preprocessing. Using smart home layouts as depicted in Fig. 2, we apply the method
presented in Sect. 3.2. to create simple graph representations of smart homes. We use a
window length of Twindow ¼ 180 s to create graph representations. The activity label
associated with a window is set to the activity performed during the longest part of the
time window. The six different sensor types used to build representations of sensor
states are presented in Table 1.

4.2 Experimental Setup

We use simple and well-known ML algorithms to perform activity recognition: deci-
sion trees (DT), k-nearest neighbors (KNN) and multilayer perceptrons (MLP). Our DT
classifiers use Gini impurity to determine the quality of splits. We always choose the
best split to recursively divide a set of training samples in two subsets, with a maximum
number of leaves set to 500. Our KNN models classify a point by returning the value of
the k ¼ 3 nearest neighbors. We construct two-layered MLP with 64 hidden units and
hyperbolic tangent activation in the first layer, and 13 output units with softmax
activation in the second layer. We refer to these baseline models as DT, KNN and
MLP. We use a set of preprocessed data with the corresponding activity labels to train
three activity classifiers without encoder. Data are divided between a training set (90%)
and a testing set (10%). The MLP model is trained to minimize the cross-entropy loss
on sample labels, using a batch size of 64 and Adam optimizer [21] with a learning rate
of 5� 10�4. We add an L2 regularizer loss with a weight of 1� 10�4 to avoid
overfitting.

We used Python 3 and the PyTorch framework to create the GAE model with the
architecture described in Sect. 3. The first GCN layer transforms nodes representations
from the F ¼ 6 shared features, i.e. the number of sensor types, to 32 latent features.
Next, the DIFFPOOL layer performs a projection in a latent space of fixed dimensions
NH � FH , with NH ¼ 64 and FH ¼ 16. We empirically selected appropriate loss
weights, resulting in a pooling loss weight apool ¼ 1� 10�4 and an association loss
weight aassoc ¼ 0:1, with bwalker ¼ 1 and bvisit ¼ 0:3. The model is trained with a batch
size of 64 using Adam optimizer and a learning rate of 5� 10�4. We trained the model
on 100 epochs, using early stopping with a patience of 10, i.e. the training stops if the
validation loss does not decrease for 10 consecutive epochs. We used two different

Table 1. Description of Human Horizon datasets from CASAS [6]

Dataset hh101 hh102 hh103 hh104 hh105

Nb. of sensors 40 64 37 70 53
Nb. of events 321,645 407,583 164,908 478,003 222,591
Sensor types Door switch, Light switch, Light, Wide area

motion, Temperature, Motion
Activity clusters Unclassified, Personal hygiene, Cooking,

Eating, Working, Entering/Leaving home,
House keeping, Taking medicine, Washing
dishes, Toilet, Relaxing, Exercising, Other
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datasets to train the autoencoder. Training samples are then encoded with our model
and used to train new classifiers with the same hyperparameters as the baselines. We
refer to the combination of the GAE with DT (resp. KNN and MLP) models as
GAE+DT (resp. GAE+KNN, GAE+MLP). We take advantage of MLP differentiability
by end-to-end fine-tuning the GAE+MLP model with a learning rate of 5� 10�5.

In the following, we use two metrics to evaluate our models. The first one is the
well-known F1-score, calculated for a classification task as the harmonic average of
precision and recall. We report the average and 95% confidence interval of the F1-score
collected on 10 experiments. Due to strong variations between baseline scores, an
absolute metric like F1-score is heterogeneous across models. We introduce a second
metric, called relative score, to compare on a common scale model transferability
across datasets. Given a model composed of a classifier trained with a graph autoen-
coder, the relative score for a target dataset is the ratio between the average F1-score
obtained by the model and the average F1-score achieved by the classifier baseline.
This score quantifies how the model performs relatively to its baseline.

5 Results and Discussion

Our framework aims at applying the same ML model to classify activities using sensor
events from several HSNs deployed in smart homes. The activity classifier model can
be trained using available labels and data from one or several datasets. We focus on
evaluating the performances of our model in a simple case where the activity classifier
model is trained on a single source dataset, representing data from a source smart home
layout. The model is used to classify activities on a target dataset, representing a target
smart home layout. Results for transfer of activity classifiers models for different
source ! target datasets pairs are reported and discussed in Sect. 5.1. Due to the use of
associative domain adaptation loss, the encoder model requires data from the target
dataset in addition to data and labels from the source dataset. In Sect. 5.2, we quantify
the relative score for activity recognition depending on the quantity of available data
for target dataset to evaluate how fast activity classifier will adapt to unseen HSNs. In
Sect. 5.3, we discuss the pertinence of our arbitrary adjacency matrix design and
evaluate the resilience of our framework to suboptimal adjacency matrix design by
comparing transfer results for different kinds of adjacency matrix.

5.1 Results for Transfer of ML Models Across HSNs

We evaluate the ability of the encoder to transfer the knowledge acquired on a source
HSN to a target HSN. GAE+DT, GAE+KNN and GAE+MLP models are trained using
data and labels from a source dataset but only data from a target dataset. This
experiment represents the practical case where labeled data are available only for the
source sensor network, but some unlabeled data have been collected on the target
sensor network. The results collected for some source ! target pairs are reported in
Table 2.
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Results show that:

• GAE+DT reaches a mean F1-score of 54.9% on the presented source-target pairs.
The model performs differently among datasets pairs, with relative score reaching
up to 83.7% of the DT baseline score for the pair hh101 ! hh102 and down to
69.4% of the DT baseline score for the hh105 ! hh104. In average, the GAE+DT
model trained on a source dataset achieves 77.0% of the DT baseline score on the
target dataset.

• The GAE+KNN model achieves an average relative score of 77.1% of the KNN
baseline score, with an average F1-score of 53.4%. Like the GAE+DT model, the
higher relative score, 84.8%, is reached for the pair hh101 ! hh102. The GAE
+KNN model obtains its lower relative scores for hh102 ! hh101 and hh105 !
hh104, with respectively 74.1% and 70.3% of the KNN baseline score.

• The GAE+MLP model reaches an average relative score of 88.7% of the MLP
baseline score, outperforming GAE+DT and GAE+KNN. Once again, the highest
relative score is achieved for the pair hh101 ! hh102, with a F1-score of 57.8%
representing 104.7% of the MLP baseline score. Like GAE+DT and GAE+KNN,
the model achieves its lower relative scores for hh104 ! hh103 and hh105 !
hh104 with respectively 81.3% and 81.2% of the baseline score.

All three models perform differently across source-target pairs. However, we
observe that the scores are consistent among models: all of the models achieved their
highest relative score on hh101 ! hh102 and their second highest relative score on
hh103 ! hh105. GAE+DT and GAE+KNN reached their two lowest relative score on
hh105 ! hh104 and hh102 ! hh101, while GAE+MLP achieved its lowest relative
scores on hh105 ! hh104 and hh104 ! hh103. These results give the impression that
the difficulty of the transfer task varies among source-target datasets pairs, causing
different relative scores. There is no explanation on the observed results difference and
further investigations would be required to identify the causes underlying this difference.

In our experiments, the GAE+MLP model always outperformed the GAE+DT and
GAE+KNN models in terms of relative score. This fact is due to two reasons. First, the
MLP baseline is a differentiable model with more hyperparameters than the DT or
KNN baselines. Hence, despite our efforts to select appropriate hyperparameters, the
MLP baseline is more likely than DT or KNN to achieve suboptimal results. Conse-
quently, the selected hyperparameters can be more appropriate for GAE+MLP than for

Table 2. F1-score and relative score of GAE models evaluated on different datasets pairs.

Model hh101
! hh102

hh102
! hh101

hh103
! hh105

hh104
! hh103

hh105
! hh104

GAE
+DT

F1-score 56.6 (0.9) 57.8 (1.7) 62.6 (1.0) 52.3 (1.9) 45.3 (0.6)
Relative score 83.7 75.7 80.7 75.8 69.4

GAE
+KNN

F1-score 55.6 (0.3) 54.5 (0.6) 62.2 (0.6) 50.5 (0.8) 44.1 (0.3)
Relative score 84.8 74.1 81.6 74.6 70.3

GAE
+MLP

F1-score 57.8 (0.7) 57.1 (2.5) 65.1 (0.7) 48.1 (0.9) 45.8 (0.5)
Relative score 104.7 85.1 92.7 81.3 81.2
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the MLP baseline, resulting in a greater relative score for the GAE+MLP model. The
second reason behind GAE+MLP high scores is fine-tuning. While the encoder and the
classifier are only trained separately for GAE+DT and GAE+KNN, GAE+MLP ben-
efits from an end-to-end fine-tuning of the entire model. Hence, the GAE is optimized
to help the MLP achieving better activity recognition results. This fine-tuning step
helps GAE+MLP to achieve higher relative scores than GAE+DT or GAE+KNN.

5.2 Evaluation of Deployment Speed

Some data from the target dataset is required to apply associative domain adaptation in
our framework. We evaluate how the amount of data collected on the target environ-
ment influences the average relative score of our models. Relative scores for different
amount of data from target datasets are reported on Fig. 3. As we use a fixed-size
window of three minutes, each data point represents three minutes, e.g. 20 data points
represent one hour.

We observe that the average relative score will be slightly increased if there is more
data from the target HSN. This is the main purpose of using associative domain
adaptation. More surprisingly, the model still performs quite decently with a low
amount of data from target environment. For instance, the GAE+DT model achieves
73.2% average relative score with only 20 data points from the target dataset, which
represents only 3.8% less than the relative score obtained in Sect. 5.1 with every
available data points. Hence, the amount of data available from the target HSN has a
positive impact on the relative score. Nonetheless, the relative score is decent even with
a few data available for the target HSN.

5.3 Influence of the Adjacency Matrix Design

In Sect. 3.2, we arbitrarily design adjacency matrices to express intuitive adjacency
between sensors given the layout of an HSN in a smart home. However, this arbitrary
design might be suboptimal. Adjacency matrix is a fundamental parameter in graph
convolutional layers and strongly influences the way DIFFPOOL layers cluster nodes.
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Fig. 3. Evaluation of the adaptation speed: average relative score for different amount of data
points from target dataset
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Though it goes beyond our scope to investigate which design of adjacency matrix
would best represent sensor layouts in smart homes, we still want to evaluate the
influence of the adjacency matrix design.

The previously evaluated model uses the adjacency matrix design from Sect. 3.2,
which we call Default in the following. The transfer learning results obtained with three
additional, different adjacency matrices are compared against the results obtained with
our previously evaluated model. The first kind of adjacency matrix (Identity) is a zero
matrix, which results in the identity matrix after symmetric normalization. The second
kind of adjacency matrix (FC-U) represents an unweighted fully connected graph. The
third kind of adjacency matrix (FC-W) is based on the adjacency matrix design
introduced in Sect. 3.2 but turned into a fully connected graph by setting the weight
between sensor in different non-adjacent locations to 0.1 instead of 0.

For these different adjacency matrix designs, we trained and evaluated GAE+DT
models on pairs of source-target datasets. We choose to report results for the GAE+DT
model as it achieves decent performances within a limited time and requires only a few
hyperparameters tuning. Relative scores obtained for the four different adjacencies
designs are presented in Table 3.

We see that the proposed adjacency matrix design outperforms other kinds of
adjacency matrices on every source-target dataset pair, except for hh101 ! hh102.
Average relative scores are 77.0% for the Default design, 75.0% for the Identity design,
74.6% for the FC-U design and 75.9% for the FC-W design. Hence, if the choice of
adjacency in the graph structure helps achieving better transfer results, its influence
seems limited. In our case, the worst choice was to represent the sensor network as an
unweighted fully connected graph. However, this poor choice of a graph structure only
resulted in a loss of 2.4% of the average relative score. We conclude that the influence
of the adjacency matrix is limited, and thus our framework is relatively resilient to
suboptimal designs of the graph structures representing the HSNs.

6 Conclusion and Future Work

When designing an application based on ML and targeting sensor net-works, the
heterogeneity of sensor layouts and types is a common issue. Indeed, the data col-
lection and model training effort must be repeated for each new sensor network.
A practical example is activity recognition in smart homes: a new ML model must be
created and trained for each new smart home. In this paper, we propose a new method

Table 3. Relative scores for different kinds of adjacency matrices

Kind of adjacency hh101
! hh102

hh102
! hh101

hh103
! hh105

hh104
! hh103

hh105
! hh104

Default 83.7 75.7 80.7 75.8 69.4
Identity 86.5 74.1 76.7 68.0 69.4
FC-U 84.6 72.1 78.9 68.3 69.0
FC-W 83.6 74.3 78.7 75.5 67.4
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leveraging graph representation learning with autoencoders to build latent representa-
tions independent from the type or layout of sensors across HSNs.

We introduce a simple graph representation of the state of HSNs in smart home to
enable the use of graph autoencoders. Our model relies on differentiable pooling and
GCNs to project the representations of events in HSNs to latent spaces of fixed
dimension. We then train our model as an autoencoder with an associative domain
adaptation term encouraging to share the latent spaces between HSNs. Activity
recognition models are trained to classify activities from the shared latent space, which
makes the models independent of the structure of target HSNs. We focus here on
transferring activity recognition models across HSNs deployed in smart homes. We use
CASAS datasets to train baseline activity classifiers models based on decision trees, k-
nearest neighbors and multilayer perceptron. After building the graph representation for
events in HSNs, we train our graph autoencoder model to create the shared latent
representations of events in HSNs. Activity classifiers models are trained on top of the
shared latent spaces and compared with their respective baselines.

The obtained results imply that our framework allows to train an activity recognition
model based on DT (resp. KNN, MLP) on data from a source smart home with known
activity labels and to apply the model to data from a target smart home without activity
labels, with an F1-score representing in average 77.0% (resp. 75,0%, 88,7%) of the
baseline score on the target smart home. Moreover, the models require only a few data
from target HSN to achieve decent performances. In addition, we assume that the pro-
posed adjacency matrix design is suboptimal and we evaluate the influence of the graph
structure on the performances of our model. It appears that the structure of the graphs
representing the state of HSNs have a quite limited influence on the results. Hence, our
model still performs decently with suboptimal graph representations of HSNs.

Enabling the usage of graph neural networks for HSNs opens the range of applicable
solutions. The key idea is to instill prior structural knowledge into a ML algorithm, with
the intuition that models can exploit this structural knowledge to acquire structure-
independent representations of sensor events. However, as we presented in Sect. 3.2, the
design of an adjacency matrix, and hence the choice of a structural representation, is a
complex but fundamental step. Recent work on graph neural networks by Schlichtkrull
et al. [22] focused on instilling semantic knowledge into multi-graphs and proposed
frameworks to perform semantic-relation-wise graph convolution. Hence, each layer can
acquire a convolution kernel for type of semantic relationship. In these models, adja-
cency matrices are relation-wise, meaning that we can express different kinds of
semantic relationships between sensors. Hence, in the context of cognitive IoT, we can
exploit the ubiquity of semantic annotations to create complex structural representations
of sensor networks. For instance, sensor adjacency in smart environment could represent
that sensors are physically adjacent, but also that they share the same sensor type or are
deployed in the same type of room. To summarize, semantic GCNs could take
advantage of rich semantic annotations to enhance ML applications.
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Abstract. This paper details the development of an acoustically adaptive
modular system capable of enhancing Speech Clarity (C50 Clarity Index) in
specific locations within a space in near real-time. The mechanical component of
the system consists of quadrilateral, truncated pyramidal modules that extend or
retract perpendicularly to their base. This enables said modules (1) to change in
the steepness of the sides of their frustum, which changes the way incoming
sound waves are deflected/reflected/diffused by the surfaces of the pyramid; and
(2) to reveal or to hide the absorbent material under each module, which enables
a portion of incoming sound waves to be absorbed/dissipated in a controlled
manner. The present setup considers a fragmentary implementation of six
modules. The behavior of these modules is determined by two steps in the
computational component of the system. First, the initial position of the modules
is set via a model previously generated by an evolutionary solver, which
identifies the optimal extension/retraction extent of each of the six modules to
select for individual configurations that collectively ascertain the highest clarity
in said specific locations. Second, a simulated receiver at the location in question
measures the actual clarity attained and updates the model’s database with
respect to the configuration’s corresponding clarity-value. Since the nature of
acoustics is not exact, if the attained measurement is lower than the model’s
prediction for said location under the best module-configuration, but higher than
the second-best configuration for the same location, the modules remain at the
initial configuration. However, if the attained values are lower, this step
reconfigures the modules to instantiate the second—or third-, fourth-, etc.—best
configuration and updates the model’s database with respect to the new optimal
module-configuration value. These steps repeat each time the user moves to
another specific location. The objective of the system is to contribute to the
intelligent and intuitive Speech Clarity regulation of an inhabited space. This
contributes to its Interior Environmental Quality, which promotes well-being
and quality of life.
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1 Introduction and Motivation

This paper details the development of an acoustically adaptive modular system capable
of enhancing Speech Clarity (C50 Clarity Index) in specific locations within a space in
near real-time. It is designed and implemented as a sub-system within an open-ended
and on-going development of an intelligent built-environment framework informed by
both technical and architectural considerations. With respect to the technical, the
present work is situated within the Ambient Intelligence (AmI) [1, 2]/Ambient Assisted
Living [3]—or Active and Assisted Living [4, 5]—(AAL) discourse. With respect to the
architectural, it is informed by the Interactive Architecture [6] and Architectural
Robotics [7] discourses. The consideration of both aspects is central to the development
of mutually complementary interoperability between physical and computational
components within the built-environment.

The acoustically adaptive modular system is designed to improve the acoustic
ambience via said enhancement of Speech Clarity and a concomitant noise-reduction in
predetermined locations via mutually informing Physical/Mechanical and Computa-
tional components. Since sound is a potential environmental stressor associated with a
variety of negative physiological, psychological, and cognitive responses [8], acoustic
ambience is an important indicator of Interior Environmental Quality (IEQ) [9], which
is strongly correlated with well-being and sustained quality of life [10]. The impact
extends to a variety of programmatic functions as well as to specific spaces and
audiences, not all partial to the context or character of AmI/AAL. For example, with
respect to classrooms and children: Speech Clarity is strongly correlated with reading
development among elementary school—i.e., second-grade—pupils [11]; and with
respect to offices and adults: it is strongly correlated with intelligibility even in tele-
conference systems at the workplace [12], etc.

Although the scope of the detailed implementation consists of maximal C50 value-
selection at octave band mid-frequency of 500 Hz, the same method and system may
be used to select for C80—Music Performance Clarity Index—or other acoustic features
such as Reverberation Time, Definition (D50), Early Decay Time, etc., at a variety of
frequencies (e.g., 1000 Hz–8000 Hz). Accordingly, the present work is an instance-
implementation of a method-type capable of enhancing acoustic ambience with respect
to multiple acoustical parameters (in individual maximization or collective optimiza-
tion). As with other sub-system developments belonging to the same open-ended
intelligent built-environment framework, the present system is intended to operate
intuitively, intelligently, and automatically in a closed-loop via inattentive or passive
user-interaction yet without his/her intervention.

The system is presented in five sections. Section 2 describes the Concept and
Approach, which explains the reasoning behind the physical as well as computational
mechanisms and their interrelation. Section 3 details the Methodology and Imple-
mentation, which describes the actual implementation of a proof-of-concept fragment
consisting of six modules. Section 4 presents the Results, which demonstrate the
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successful operation of the system as corroborated by a performance overview. Finally,
Sect. 5 provides a Conclusion and discusses present limitations and future work.

2 Concept and Approach

The present setup considers a virtual space of 4 m in length, 1.5 in width, and 1 in
height—N.B.: the width and height correspond to the dimensions of the six-module
fragment, and represent minimal dimensions for trials in the present setup. In this
volume, the simulated sound-source is placed 3 m from the acoustical six-module
fragment along the center-axis of the volume’s length. The simulated receiver, and
therefore the particular location where maximal C50 value is being selected for, is place
at 1 m from the module fragment along the same axis. The virtual and physical acoustic
modules measure 0.5 � 0.5 m (see Fig. 1; see Table 1 for Absorption Coefficients).
The physical modules instantiate extension/retraction configurations corresponding to
C50 calculations from this virtual space.

4.00 m 

1.50 m 

RECEIVER

GEO. SOURCE

ACOUSTIC MODULES (6x)

1.00 m 

See Fig. 2

2.00 m 

1.00 m 

1.00 m 

ASSIGNED MATERIALS: 
Floor: Plaster
Walls: Large ¼” Plate Glass
Ceiling: 3/8” Plywood
Acoustic Module frustum: ¼” Glass
Acoustic Foam: Schroeder Diffusor
(See Table 1 for Absorption Coefficients)

Simulation of scattered soundwaves

PROOF-OF-CONCEPT SETUP FOR MODEL-GENERATION

Fig. 1. Sample arrangement of six acoustically adaptive modules. Present configuration attains
*5.72 dB at a designated point in octave band mid-frequency of 500 Hz. Sound waves are
represented in lines up to ten surface-bounces; the line colors are correlated with the sound-
energy (i.e., darker to lighter equals more to less energy, respectively).
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The adaptive modular system is conceived as a Cyber-Physical System (CPS) [13,
14]. Its physical/mechanical component (see Sect. 3.1) consists of quadrilateral, trun-
cated pyramidal modules that extend or retract perpendicularly to their base (see Figs. 2
and 4). This enables said modules (1) to change in the steepness of the sides of their
frustum, which changes the way incoming sound waves are deflected/reflected/diffused
by the surfaces of the pyramid; and (2) to reveal or to hide the absorbent material under
each module, which enables a portion of incoming sound waves to be absorbed/
dissipated in a controlled manner. The extension/retraction of each module—ranging
from 70 mm to 270 mm in height—is controlled by the computational component of
the system (see Sect. 3.2), which consists of two steps.

In the first, the initial extension/retraction of each module is determined by a
generated model based on an evolutionary solver—viz., Galapagos [15] —selecting for
maximal C50 values ascertained via an acoustical simulation software—viz., Pachy-
derm [16]—both running on Grasshopper [17]. In the second step, a simulated receiver
at the location in question measures the clarity attained and updates the model’s
database with respect to the configuration’s corresponding clarity-value. Since the
nature of acoustics is not always exact, if the attained measurement is lower than the
model’s prediction for said location under the best module-configuration, but higher
than the second-best configuration for the same location, the modules remain at the
initial configuration. However, if the attained values are lower, this step reconfigures
the modules to instantiate the second—or third-, fourth-, etc.—best configuration and
updates the model’s database with respect to the new optimal module-configuration
value (see Fig. 3). These steps repeat each time the user moves to another location.

The computational model is an open-ended and closed-loop mechanism that is
generated before any actual operation of the physical/mechanical component. It is
open-ended in that, via its evolutionary solver (see Sect. 3.2), it continues to compute
selected module extension/retraction configurations without a specific value as its
selected target. It therefore continues to build its database of C50 values with respect to
module extension/retraction configurations indefinitely. A caveat: the solver may be
configured to end either after a particular period of time or when the difference between
maximal values found becomes smaller than some relevant threshold—e.g., when the

Table 1. Absorption coefficients (% energy absorbed)—from Pachyderm [16] material library

Hz Plaster – rough
on lath (Floor)

Large ¼” Plate Glass
(Pyramid Surfaces,
Walls)

3/8” Plywood
Wall
(Ceiling)

Schroeder
Diffusor (Acous.
Absorber)

62.5 2 25 32 18
125 2 18 28 22
250 3 6 22 24
500 4 4 17 32
1000 5 3 9 23
2000 4 2 10 19
4000 3 2 11 19
8000 2 2 13 19
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differences between values are found after ten decimal points, etc. Moreover, in cases
where the Fitness Landscape or Volume (i.e., every fitness value resulting from the
inter-combination of different variables or genes—see Rutten’s discussion [18]) does
have an actual optimum (either maximal or minimal value), the solver would end after
having found it. However, this is not the case in the present system, as due to its
complexity, there may be several equally satisfactory values whose difference is
negligible (again, e.g., values with differences after ten decimal points).

The model is also closed-loop in that it updates its database from received feed-
back. That is, while the solver computes values from module extension/retraction

E 

F 

F E D

D 

C B  A  
(mm EXTENSION)

C 

B 

A 

ASCERTAIN C50 CLARITY HERE

MODS. EXTEND / RETRACT

See Fig. 4 

Fig. 2. Arrangement of six acoustically adaptive modules. Present configuration attains
*5.72 dB at a designated point in octave band mid-frequency of 500 Hz.
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configurations and ranks them from highest (most optimal) to lowers (least optimal)
indefinitely, the feedback mechanism updates the model’s ranked database to reflect
actual states of affairs—i.e., the actual supersedes the predicted/generated). In this
manner, the model is constantly and continuously ascertaining the latest values and
ranking them for use, which enables the physical/mechanical component to operate as
soon as the model’s database has at least one predicted/generated value. This is why a
model extension/retraction configuration is said to be the most optimal with respect to
maximizing C50 only up until the most recent iteration. Of course, an arguable mini-
mum number of iterations (and therefore stored C50 values) is required in order to yield
non-trivial module extension/retraction configuration suggestions—that is, to say that a
particular module extension/retraction configuration is the optimal because there is only
one generated/measured C50 value is to say nothing at all. While this setup risks
yielding trivial results when the model’s database is small, it also enables the system to
potentially improve over time (see Sect. 5 for a caveat) with increasingly higher C50

values found in a more comprehensive database (for example, see Fig. 6 for a His-
togram corresponding to presently computed C50 values).

A

D E FD E F

A B C B C

Fig. 3. Top-row: frontal isometric view. Bottom-row: posterior elevation view, viewing towards
sound-source—N.B.: acoustic foam transparent). Left-column: iteration #20, with a C50 value of
3.8514 dB—acoustic module configurations (values in mm): A. 132; B. 159; C. 85; D. 112;
E.187; F. 189 extension. Right-column: iteration #784, with a C50 value of 5.715291 dB—
acoustic module configurations: A. 256; B. 230; C. 139; D. 213; E.224; F. 206 extension. Note
that even small module configuration variations yield vastly different clarity values.
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SERVOMOTOR (CONTINUOUS)

ROTARY ENCODER

MCU + XBEE Series 2 Pro + LiPo

STORAGE BASE
EXTENSION / RETRACTION 

(PERPENDICULAR TO BASE)

SCISSOR-JACK 

(w/ POWER-SCREW)

ACOUSTIC FOAM 

(w/ Schroeder Diffusor

Coefficient—see Table 1)

NON-ABSORBENT MEMBRANE

(w/ Plate Glass Absorption Coeffi-

cient—see Table 1)

SUPPORT LINK

SUPPORT FRAME

Fig. 4. Top: module breakdown. Bottom: implemented six-module fragment breakdown.
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3 Methodology and Implementation

The behavior of the physical acoustic modules with respect to their extension/retraction
extents is determined by data gathered from the virtual space. Although the ascertained
module configurations are expressed in the physical world, the real space is not cor-
related with the virtual one. That is to say, in the scope of the present implementation,
the principal purpose is to demonstrate that a model configuration found via a virtual

Fig. 5. Physical TRL-4/5 implementation of the six-module fragment used in laboratory tests.
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space may be instantiated in the real-world; and that feedback corresponding to the
real-world may be used to update the model’s database. The particulars of both
physical and computational components are detailed in the following sub-sections.

3.1 Physical/Mechanical Component: Acoustically Adaptive Modules

In terms of the physical build, each instance of the acoustically adaptive module is built
with medium-density fiberboards, a steel tie-rod or power-screw, an acrylic scissor-jack
as well as a variety of other metallic accessories such as ball-bearings, bolts, nuts, etc.
These modules were designed as proof-of-concept instances appropriate to a Tech-
nology Readiness Level (TRL) [19] of 4–5 (see Fig. 5).

In terms of Information and Communication Technologies (ICTs), each module is
equipped with a continuous servomotor (with 15 kg of torque) correlated with a rotary
encoder to keep track of the rotation of the power-screw. The motor and encoder are
connected to a Microcontroller Unit (MCU) attached at the base of the module. An
XBee Series 2 Pro antenna as well as a LiPo battery are attached to the MCU—N.B.:
While the modules depend on the main power supply to function, batteries are inte-
grated as a contingency measure in case of power-outage. Each module serves as a
node in a self-healing and meshed Wireless Sensor and Actuator Network (WSAN)
whose System Architecture is inherited from previous developments by some of the
authors [20]. Each node sends and receives data to and from any one of several
coordinating devices built with Raspberry Pi Zero Ws (RPiZWs). The computational
model stores calculated C50 data in a shared database that the RPiZWs access via
ZigBee in order to read module extension/retraction extents corresponding to each C50

value, which are then relayed—also in ZigBee—to each adaptive acoustic module for
configuration instantiation. The present setup considers three coordinating RPiZWs as
representative of a larger multitude in an intelligent built-environment’s WSAN. This
redundancy ensures system resilience, as operation would not be interrupted if one or

Fig. 6. Histogram of C50 values across 3,625 iterations generated in the present implementation.
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two coordinating nodes were to fail. Moreover, even if the selected communication
protocol (i.e., ZigBee, for reduced energy-consumption) between the nodes were to fail,
the sending and receiving of data and instructions would default to User Datagram
Protocol (UDP) over WiFi. Redundancy of computational resources as well as com-
munication protocols is essential to instantiate unobtrusive, intuitive, and independent
data-driven intelligence. Finally, the LiPo battery is included as a secondary source of
power, as the present implementation presupposes uninterrupted power availability
from the main power supply.

3.2 Computational Component: Evolutionary Solver

As mentioned in Sect. 2, the computational component has two steps, where the first
instructs physical modules to instantiate a particular extension/retraction configuration;
and the second receives feedback and updates the model’s database. Both steps are
described in greater detail below. But it is worth emphasizing first that prior to either
step, the spatial and material attributes and conditions of the virtual space must be
assigned and/or determined. That is, the virtual space’s (see Fig. 1) walls, ceiling, floor,
etc., must be assigned material absorption attributes (see Table 1). Likewise, the sound-
source and -receiver must also be explicitly specified and identified. From this, the
acoustic simulation software—viz., Pachyderm [16] —may be used to compute a
corresponding Energy-Time Curve (ETC) from which a variety of acoustical parame-
ters may be ascertained. In the present case, C50 is the parameter of interest, which is an
objective measure of Speech Clarity (vis-à-vis C80, a measure of Music Performance
Clarity) measured in decibels (dB). C50, as a Clarity Index, reflects the fact that late
sound-reflections degrade the intelligibility of speech due to the merging speech
sounds. Similarly, very early sound-reflections, while not detrimental per se, will
invariably contribute to intelligibility. The time-limit before sound-reflections become
detrimental is agreed to be approximately 50 ms. C50 is calculated accordingly:

C50 ¼ 10log10
R50
0 p2 tð Þdt

R1
50 p

2 tð Þdt ; ð1Þ

where p(t) is the impulse-response sound-pressure at time t measured from direct-sound
arrival [12]. The present implementation ascertains the highest C50 value possible in
one octave band frequency: 500 Hz—although the same methods work for other bands.

In the first step of the computational component, the evolutionary solver—i.e.,
Galapagos [15] —instantiates an initial set of random module extension/retraction
configuration in the virtual space and their corresponding C50 values are derived via the
calculated ETC in Pachyderm [16]. The extension/retraction extents corresponding to
the highest C50 gathered in this random set are relayed to the MCU of each corre-
sponding module—respectively—and instantiated in the real world. While the physical
instantiation takes place, the evolutionary solver continues to gather more C50 values
from different configurations and ranks them from highest (most optimal) to lowest
(least optimal). Only when a recent value is higher than the previously instantiated are
new module extension/retraction extents relayed for physical instantiation. This means
that given a specific location within a space, the module configurations will continue to
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update in near-real time, always instantiating the most optimal value found thus far for
that location. Since it is not the case that each iteration in the virtual space yields a
progressively higher value, the module configuration will not be changing at each
iteration. Instead, the most optimal module configuration thus far for that location will
be instantiated automatically and in near real-time whenever the user steps in that
location without the need of calculation—i.e., calculation takes place continuously in
the background, at every iteration, but there is always a most optimal stored value
corresponding to said location for fast physical instantiation.

As previously stated, the first set of module configurations is random. However,
from that point onwards the extension/retraction extent of each module proceeds with
evolutionary principles from information gathered from said random configurations.
That is, each configuration contains an extension/retraction extent value for each
module A, B, C, D, E, and F (see Fig. 2). This set or array of values per each
configuration is called a genome. The fitness—in the present case: the C50 value—is
determined for each genome, and the Fitness Volume is populated with these values.
The fittest genomes are bred with one another to create a subsequent iteration or
generation. As Rutten [18] points out, this breeding among the fittest genomes is
necessary as it is unlikely that the initial randomized set instantiates the most optimal
solution. Prior to the breeding process, those genomes deemed to be unfit—via a
configuration option—are discarded and only the set of best performing pass their
genes to the next generation. The offspring of the first randomized generation will have
genomes whose fitness is distributed somewhere between that of their parents. A caveat
cum limitation: in simpler systems—say, those with only two variables—it may be
reasonable to assume that the offspring of fit parents will enjoy a relatively similar
degree of fitness. However, this is not necessarily the case in the present six-variable
system, where any one variable may have a negative impact over the positive selection
of the whole. This Fitness Volume may be deemed chaotic due to its unpredictability.
However, despite the individual chaos, rhyme and reason may still be derived when
considering the sum average of all attained C50 values. That is, the genomes from each
iteration/generation may yield fitness values not conforming to a discernible pattern,
but the system may be said to be evolving positively if the sum average of said fitness
values is said to be on the overall increase. In other words, the system is still evolving
positively if, on average, subsequent generations are fitter than previous ones, which is
the case in the present implementation (see Fig. 7)—see Sect. 5 for an expansion on
this caveat with respect to limitations. Despite such potential limitations, evolutionary
solvers are still considerably useful in problems that select for maximization or min-
imization of values. They are, for example, markedly more effective than trying all
possible variable combinations in this six-variable system, which would require
64,000,000,000,000 calculations (i.e., the extension/retraction range of 200 mm of
each module to the power of 6 modules).

In the second step of the computational component, after having physically
instantiated a highest C50 value, an independent simulated receiver (also implemented
with Pachyderm [16], yields a “measured” C50 value to compare with the model-
computed value. Since the nature of acoustics is not always exact, simulated receivers
may yield different C50 values under the same conditions. (N.B.: Even the same
simulated receiver may yield a different C50 value if measured multiple times (see, for
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example, iterations # 1 and 2 in Table 2, where with the same module
extension/retraction configurations yielded 4.67 dB vs. 4.36 dB, respectively). But said
values will also not be substantially different from each other. That is to say, the nature
of acoustics is compatible with margins and tolerances.) If the independent receiver’s
C50 value is higher than that of the model’s for that particular module configuration, the
model’s database is updated to reflect this independently measured value and the
physical module configuration remains unchanged. If, however, the independent
receiver’s value is lower than the model’s (i.e., lower than expected), then the system
updates the model’s database and proceeds to look for another module configuration
that is expected to be higher than the independently measured value. That is to say,
suppose that a given module configuration that corresponds to the highest ranked C50

value is expected to ascertain 5.00 dB at a given location but instead is independently
measured to yield only 4.5 dB. At this point, the 5.00 dB in the model’s database is
replaced by 4.5 dB, and the system finds the second highest ranked C50 value and
compares it to the 4.5 dB. If the second highest ranked C50 value is higher—say,
4.75 dB—then the system first proceeds to instantiate the module extension/retraction
configuration that corresponds it and then to classify it as the new highest ranked C50

value. Hence what used to be the highest ranked C50 value is now the second (4.5 dB)
and what used to be the second is now the first (4.75 dB). If, however, the second
highest ranked C50 value is lower than the measured 4.5 dB value—say, 4.25 dB—
then 4.5 dB and its corresponding module configuration remain highest ranked and
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Fig. 7. Top: extension/retraction of each module with respect to each iteration. Middle:
Corresponding C50 values for each genome with respect to each iteration. Bottom: Sum averages
across all iterations.
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4.24 dB remains second highest. By virtue of the ranking mechanism, it is impossible
for the third highest ranked to be higher than 4.25 dB, 4.5 dB, or 4.75 dB in this
example. In other words, the second step of the computational component ensures that
the independently measured C50 values are integrated back into the model’s database
always in a ranked manner, where the highest ranked is always the best module
extension/retraction configuration to yield the highest C50 value for a specific location.
This two-step process repeats at every configuration instantiation that yields a C50

value that is higher than the previous highest ranked value.

4 Result

The computation component of the system executed 3,625 iterations in the present
implementation. During this cycle, a maximum C50 value of *5.72 dB (at iteration #
784, see Table 2) and minimum of *3.66 dB are ascertained, with the sum average of
all iterations being *4.58 dB. The difference between maximum and minimum is
*2.05 dB.

The majority of module extension/retraction configurations yielded C50 values
between *4.40 dB and *4.48 dB (see Fig. 6). This illustrates a salient advantage of
implementing adaptive intelligence in the present system, as random manual operation
would likely yield results in that range, which is lower than *5.72 dB. At 3,625
iterations it may be observed how each variable becomes increasingly attuned to a
particular extension/retraction range (see Fig. 7, Top). However, as indicated by Fig. 7,
Middle, it is difficult to see a pattern or correlation between this attunement and the
resulting C50 values, which seemingly seem random. Nevertheless, as indicated by
Fig. 7, Bottom, over time the sum average of the C50 values tend to increase, indicating
that while individual genomes do not evidence positive evolution at each generation,
the average of the collective does show important progress over time.

The physical modules shown in Fig. 5 instantiated highest ranked module
extension/retraction configurations as expected, only instantiating a new configuration
whenever a higher C50 value is found or when the user moves to another specific
location in the real world as accounted for in the virtual space.

Table 2. Sample module configurations and resulting C50 values and sum averages.

Iter. Mod.
A (mm)

Mod.
B (mm)

Mod.
C (mm)

Mod.
D (mm)

Mod.
E (mm)

Mod.
F (mm)

Output
C50 (dB)

RAverage
(dB)

1 112 259 193 135 255 246 4.670331 4.670331
2 112 259 193 135 255 246 4.362115 4.516223
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

20 132 159 85 112 187 189 3.8514 4.396181
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

784 256 230 139 213 224 206 5.715291 4.455165
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

3625 239 218 129 203 213 195 4.563596 4.581994
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5 Conclusions

In this paper, the development of an acoustically adaptive modular system capable of
enhancing Speech Clarity (C50 Clarity Index) in specific locations within a space in
near real-time is presented. As a CPS, the system consists of a physical/mechanical and
a computational component. The form and geometry of the modules conforming the
mechanical component enable them (1) to change in the steepness of the sides of their
frustum, which changes the way incoming sound waves are deflected/reflected/diffused
by the surfaces of the pyramid; and (2) to reveal or to hide the absorbent material under
each module, which enables a portion of incoming sound waves to be
absorbed/dissipated in a controlled manner. The behavior of these modules is deter-
mined by two steps in the computational component of the system. First, the initial
position of the modules is set via a model previously generated by an evolutionary
solver [15], which identifies the optimal extension/retraction extent of each of the six
modules to select for individual configurations that collectively ascertain the highest
C50 value in said specific locations. Second, a simulated receiver at the location in
question measures the actual clarity attained and updates the model’s database with
respect to the configuration’s corresponding clarity-value. The system is conceived as a
sub-system in an open-ended and on-going development of an intelligent built-
environment framework, and as such it is conceived as one of many solutions designed
to enhance well-being and quality of life in the context of AmI/AAL as well as
Interactive Architecture/Architectural Robotics to instantiate environments that enable
was Oosterhuis has called a Society of Home, Society of Products, Society of Building
Components [21].

Although the system performed as expected, there are several limitations to con-
sider, two of which are the most salient: (1) Sect. 2 mentions that the computational
component of the system improves over time. This is true if and only if the selection
process is not stuck in local optima—that is, a localized optimal value that is only said
to be optimal with respect to a particular region of the landscape or volume.
(2) Sect. 3.2 mentions that the system may be said to be evolving positively if sub-
sequent generations are fitter than previous ones. This is indeed true, but the danger is
that evolutionary solvers do not guarantee it. There may be instances where solutions
are stuck in local optima and no further progress or positive evolution is observed after
a certain iteration. This may be avoided by establishing or configuring mating and
mutating-tolerances before running the evolutionary solver. However, it is not possible
to eradicate the risk entirely. This makes a strong case for the generation of several
models before committing to one. At present, work is being undertaken to implement
the system via parallel computational models capable of not only updating within
themselves but also across, thereby minimizing the risk of getting stuck in local optima
by enabling the system to jump from one model to another and to select optimal C50

values from all available options.
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Abstract. Several networking technologies targeting the IoT applica-
tion space currently compete within the smart city domain, both in out-
door and indoor deployments. However, up till now, there is no clear win-
ner, and results from real-world deployments have only recently started
to surface. In this paper, we present a comparative study of 2 popu-
lar IoT networking technologies, LoRa and IEEE 802.15.4, within the
context of a research-oriented IoT deployment inside school buildings in
Europe, targeting energy efficiency in education. We evaluate the actual
performance of these two technologies in real-world settings, presenting a
comparative study on the effect of parameters like the built environment,
network quality, or data rate. Our results indicate that both technologies
have their advantages, and while in certain cases both are perfectly ade-
quate, in our use case LoRa exhibits a more robust behavior. Moreover,
LoRa’s characteristics make it a very good choice for indoor IoT deploy-
ments such as in educational buildings, and especially in cases where
there are low bandwidth requirements.

Keywords: IoT · LoRa · IEEE 802.15.4 · Educational buildings ·
Real-world deployment · LPWAN · Evaluation

1 Introduction

The smart cities and the Internet of Things (IoT) domains are currently among
the most active research areas, having gradually progressed from being mere buz-
zwords to having actual large-scale installations deployed and applications devel-
oped. In this context, a number of competing wireless networking technologies
have surfaced in recent years, aiming to appeal to the communities that engage
within these two domains. Advancements in wireless communications technology
have enabled a multitude of different approaches to the trade-off between power
consumption, communication range and bandwidth, in order to answer to all
the various types of application use-case requirements. In this context, recent
technologies like LoRaWAN [11] and NB-IoT [7] have surfaced, aiming to claim
a place in the area originally covered by technologies like ZigBee [12].
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In the context of the Green Awareness In Action (GAIA) project [2], an IoT
platform that combines sensing, web-based tools and gamification elements was
developed to address the educational community. Its aim is to increase aware-
ness about energy consumption and sustainability, based on real-world sensor
data produced by the school buildings where students and teachers live and
work, while also lead towards behavior change in terms of energy efficiency. This
real-world IoT deployment provides real-time monitoring of 25 school buildings
spread in 3 European countries (Greece, Italy and Sweden).

Due to the multi-year span of the project, a number of conditions, like limited
availability of certain networking components and appearance on the market of
new ones, have led us to follow a heterogeneous approach with several networking
technologies utilized in different buildings of our deployments. During the previ-
ous development phases, we have used almost exclusively IEEE 802.15.4-based
2.4 GHz modules. However, school buildings have certain characteristics that in
practice lead to less than optimal results in terms of reliability and connectivity.
For this reason, we decided to shift towards LoRa-based modules for our deploy-
ments in some specific school buildings. LoRa is also well-suited to application
use-cases where devices mostly transmit data to the cloud or a nearby gateway
(uplink), versus downlink, which also reflects better in the design of other, higher-
level, protocols used in IoT. ZigBee and other technologies are better suited for
use-cases with more symmetric bandwidth requirements. The frequencies used
in LoRa aim for longer range, while they also help to provide a higher degree
of wall penetration than other protocols, although 802.15.4 modules are also
available in similar frequencies but their availability is limited.

In this paper, we present a comparison between LoRa and IEEE 802.15.4
as the backbone of an IoT deployment inside a number of school buildings. We
relay our experiences from using both technologies to develop real-world, reliable
and well-performing IoT deployments as a foundation for pervasive computing
applications. We present an overview of the two technologies and how we used
them, along with an analysis of the effect of changing parameters like network
density, application data rate and distance between nodes. Our results indicate
that in our use-case and under the design constraints that we had, LoRa works
in a more reliable manner while also satisfying our data rate requirements.

2 Previous Work

Regarding recent comparisons between protocols used for low power wide area
networks (LPWAN) in IoT, [21] and [25] discuss aspects related to LoRa, NB-
IoT and ZigBee. All of these technologies are being used especially in smart city
applications, and currently there is a lot of interest in understanding the param-
eters related to their performance in the real world. This aspect is discussed in
[22], where a smart city deployment using LoRa and IEEE 802.15.4 is evaluated
using mostly simulation methods and limited real-world studies. [17] provides a
survey of LoRaWAN for IoT and recent examples of related applications, along
with a discussion on its advantages and shortcomings.
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Although most related works describing aspects like the ones mentioned
above are limited to simulation, some recent ones performing measurements in
real-world settings. LoRa performance is explored to a certain degree in [15], with
a discussion on possibilities and limitations. In [14], a performance evaluation of
LoRaWAN and its integration in IoT devices is discussed, while [19] explores its
scalability in the context of large-Scale sensor networks. [20] presents an evalu-
ation of LoRaWAN using a permanent outdoor deployment, while [23] provides
an experimental study on LPWANs for mobile IoT applications. [16] provided a
study of LoRa in long-range use-cases and produced certain radio propagation
models to be used when designing LoRa-based solutions. Their work confirmed
coverage of up to 8Km in urban and 45Km in rural areas (with line-of-sight).
[25] provided a simulation-based comparative study between LoRa and NB-IoT,
describing the advantages of each technology in specific areas and use-cases.

However, so far work is either mostly based on simulation, or they do not
attempt a straight apples-to-apples comparison between different networking
technologies in specific use-cases e.g., for IoT, pervasive computing or smart
cities. Our work here contributes to the discussion over which technology is better
suited for real-world application in a representative use-case; school buildings
are a characteristic and ubiquitous example of public building. Our application
requirements in terms of data sampling and quality of service (QoS) are also
similar to other related application scenarios (e.g., office building monitoring
and automation). While there are a number of works presenting open source
power meter similar to the ones used in GAIA, they do not focus much on
wireless communication and protocol aspects. Regarding our own previous work,
the design and implementation of the cloud-based aspects of the project are
discussed in [13], while open source hardware aspects are discussed in [24].

3 Short Overview of IEEE 802.15.4 and LoRa

In this section, we present a brief comparison between the IEEE 802.15.4 and
LoRa networking, in order to give a context for the sections that follow and dis-
cuss their performance in more detail. Overall, although the 2 protocols overlap
in their use in real-life applications, they have different design goals and, at least
in theory, target different domains. LoRa is the more recent technology of the
two, targeting (as its name suggests) long-range use-cases, while 802.15.4 tar-
gets more conventional applications. However, in practice the two technologies
currently are used in similar contexts in many cases, and this is the reason why
we compare them in this paper: we wish to examine their respective advantages
and limits in a typical IoT infrastructure scenario inside a building.

3.1 IEEE 802.15.4

The IEEE 802.15.4 protocol specification includes both a Physical and a MAC
layer definition. The physical layer defined the frequency (possible frequencies are
868 MHz, 915 MHz and 2.4 GHz) and the number of channels. The MAC layer
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defines the device types (physical address) and channel access. The 802.15.4
physical layer defines the possibility of 16 channels in ISM band from 5 MHz
channel spacing, beginning at 2405 MHz and ending at 2480 MHz. The carrier-
sense multiple access with collision avoidance (CSMA/CA) protocol is imple-
mented as part of the MAC layer by using a CCA (clear channel assessment)
technique to determine if the channel is available before to transmitting a packet
[6]. The detected energy on the channel is compared with the CA (Clear Channel
Assessment) parameter value. If the detected energy exceeds the CA parameter
value, the packet is not transmitted. The module will attempt to re-send the
packet up to two additional times, in case of CCA failure.

Moreover, the European Telecommunication Standards Institute (ETSI) reg-
ulates the maximum transmitted RF power in wireless networking modules via
the ETSI EN 300 328 standard [1]. Two clauses are the most important: the
maximum transmit power, limiting power to 100 mW, and the maximum EIRP
spectral density, which is limited to 10 mW/Hz [6]. The ETSI standard sets a
safe limit for RF output power around 12 dBm [1]. Furthermore, in the 2.4 GHz
band, a maximum over-the-air data rate of 250 kbps is specified, but due to
the overhead of the protocol, the actual maximum data rate is approximately
half [3].

For our network implementation, for the 802.15.4 part we have chosen to
use XBee network modules; in the rest of the text, XBee refers to 802.15.4. We
set every XBee module at the 802.15.4 MAC mode with ACKs acknowledgment
protocol. The RF module operates in a unicast mode that supports retries.
The receiving modules send an ACK of RF packets to confirm reception to
the transmitter. If the transmitting module does not receive the ACK, it will
resend the packet up to three times, or until the ACK packet is received. The
transmission happens directly without any delays. The modules are configured to
operate with a peer-to-peer network topology with no master/slave relationship
and each module of the network shares both roles master and salve. The Network
ID and Channel must be identical across all the modules in the network. Each
RF packet contains a maximum of 100 characters (100 bytes). In our network,
the payload of the RF packet will be variable but always smaller than the 100
character limit, which means all messages are transmitted within one packet.

3.2 LoRa

Long Range (LoRa) was originally conceived as a long-range wireless communi-
cation technology that operates on the sub-GHz license free ISM bands (868 MHz
in Europe and 915 MHz in the U.S.). This means that, in contrast to other related
technologies like NB-IoT, it operates in frequencies that are free to use and any-
body can potentially operate a LoRa network without requiring a license for
it. Regarding features of LoRa that are examined in this work, the over-the-air
LoRa modulation technique can be understood as a MFSK modulation on top
of a Chirp Spread Spectrum (CSS) method. Each bit is spread by a chipping
factor, with the number of chips per bit called Spread Factor (SF). Chirps are
used to encode data in LoRa networks for transmission, while inverse chirps are
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used on the receiver side for signal decoding. The modulation across the channel
is weeping so that the transmission signal occupies the chosen bandwidth (BW).
SFs specifically set the data transfer rate relative to the range, by essentially
indicating how many chirps are used per second, and define bit rates, per sym-
bol radiated power, and achievable range. The possible values of SF are between
6 and 12. The data rate depends on the selected SF, e.g., SF9 is 4 times slower
than SF7 in terms of bit rate. In general, the slower the bit rate, the higher the
energy per data set and the higher the range [14].

The 868 ISM frequency band ranges from 865 MHz to 870 MHz and is reg-
ulated for the European zone [5]. The rules are based on two restrictions: (a)
the maximum power transmission that can be used on a channel at the com-
munication is 25 mW (equivalent of 14 dB); (b) the duty cycle that is defined as
the ratio of maximum time-on-air (ToA) per hour and is limited to 1%, which
in practice restricts the communication of each LoRa device with other nodes
to 36 s per hour [18]. The MAC layer of LoRa does not implement any listen-
before-talk (LBT) or CSMA to avoid collisions. Instead it implements a pure
Aloha protocol, sending data whenever available, thus the number of collisions
increases together with transmission rate or network node density.

4 A Large-Scale IoT Infrastructure Inside School
Buildings

Our IoT-based platform aims to provide an integrated solution for real-time
monitoring and management of a large fleet of educational buildings with diverse
characteristics. The platform’s goal is to build upon IoT networks that operate
in a vast number of buildings and spread over several rooms inside each school
buildings, while incorporating various kinds of sensors. Given the diverse build-
ing characteristics and usage requirements, deployments vary between schools
(e.g., number of sensors, manufacturer, networking, etc.). The deployed devices
provide 1250 sensing points organized in four categories: (1) classroom envi-
ronmental sensors; (2) atmospheric sensors (outdoors); (3) weather stations (on
rooftops); and (4) power consumption meters (attached to electricity distribution
panels). These devices are connected to cloud services via IoT gateway devices,
which coordinate communication with the rest of the platform, while outdoor
nodes use wired networking or WiFi. The IoT devices (Fig. 1) used are either
open-design IoT nodes, or off-the-shelf products from IoT device manufacturers.
Indoor devices use IEEE 802.15.4 in a tree-routing topology or LoRa wireless
networks in a star network (Fig. 2). In this paper we compare the performance
of these two IoT networking technologies in our real world implementations.

4.1 IEEE 802.15.4 Network Topology

The IEEE 802.15.4 communication between the IoT nodes is provided by XBee
modules connected to each IoT node operated by the Arduino XBee [10] and
XBeeRadio [9] software libraries. Node-to-node communication includes the



Experiences from Using LoRa & IEEE 802.15.4 for IoT-Enabled Classrooms 191

Fig. 1. Examples of the IoT infrastructure located inside school buildings in Greece (a–
b) IoT nodes based on Arduino and Raspberry Pi, (c) actual node inside a classroom,
(d) power meter installed on a electricity distribution panel. On the right part of the
figure, the latest hardware revision of the actual environmental nodes used in our IoT
infrastructure, utilizing a LoRa communication module.

checksum of the payload, which is validated at the network level for each node
to determine erroneous or invalid messages, which are discarded.

For the network layer, all IoT nodes form ad hoc networks and report their
measurements through the designated IoT gateways. Because IEEE 802.15.4 is
a short-range communication technology and end-to-end communication is not
possible due to power limitations and propagation obstacles, all indoor IoT nodes
form an ad hoc overlaying multi-hop bidirectional tree network. The gateway is
the root of this tree and the orchestrator of the network. On boot and at reg-
ular intervals the gateway node broadcasts heartbeat messages. Upon receiving
a heartbeat, non-gateway nodes decide to join the tree and re-broadcast the
heartbeat. The re-broadcasts occur to propagate the heartbeat of the gateway
to the nodes that do not have direct connectivity with it. New nodes can join the
network at any time either directly below the gateway, or as a child of the node
that is closer to the gateway and has a received signal strength indication (RSSI)
lower than a specific threshold (in our case 90 dB). The resulting routing tree
allows for bidirectional communication between the IoT nodes and the gateway.
The routing library developed for the Arduino and XBee devices is also available
on GitHub [7]. An example of a formed network can be seen in Fig. 2(left).

Once the network has been established, each node collects environmental
or other sensor data and emits a data packer (e.g., an Environmental Data
Packet (EDP)) to the GW every 10 s. The payload size varies depending on
the sensing activity, but in our case it is always lower than the limit of a 100
character payload to fit in a single packet. In addition, each environmental node
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checks its motion (PIR) sensor every 2 s and emits a PIR Data Packet (PDP)
independently each time motion is detected.

Fig. 2. Examples of data collection routes in an IEEE 802.15.4 (left) and a LoRa (right)
IoT deployment, using a tree/multihop and a star network topology, respectively.

4.2 LoRa Network Topology

Our LoRa nodes use a single-hop topology to cover the necessary distance (tested
within 3-floor concrete-built buildings), thanks to their communication range
and signal penetration. An example of a formed network showing the difference
with the IEEE 802.15.4 network can be seen in Fig. 2(right). We use LoRa to
build our own wireless LoRa Personal Area Network (PAN) with a star topology.
The IoT nodes communicate using the Grove LoRa 868 MHz [3] modules with a
LG01-N Single Channel LoRa Dragino gateway [8], suitable for small-scale LoRa
networks. The communication device for both the Dragino and the Grove mod-
ules is based on the RF95 SX1276 LoRa module [4]. The GW coordinates the
communication with every node to guarantee that the nodes do not occupy the
medium at the same time. This implementation is necessary to avoid the inter-
ference due to ALOHA MAC protocol and guarantee no interference between
the nodes at the same network. The network is created by the GW announcing
itself through broadcast messages. The new nodes reply to the broadcast with
a connection request which, if it is accepted by the GW, is acknowledged by a
confirmation message. The ALOHA protocol with a randomized delay is used
by the nodes to answer to the GW network announcement.

Once the network is setup, the GW requests data periodically from each node
in a sequential fashion with a Data Request Packet (DRP). The nodes reply with
a Data Packet (DP) consisting of the sensor measurements. The request rate of
the GW is configurable to adjust to the requirements of ToA EU regulations. In
this case, the node samples the PIR sensor between GW requests and includes
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the motion sensing information in the DP to avoid creating overhead. If a reply
is not received or the reply is corrupted, the GW can repeat the DRP up to
three times for each node. We implemented our own CRC (Cycle Redundancy
Check) method at network level to detect message corruption instead of using
the LoRa module functionality at MAC level. The network is refreshed every
15 min. On each refresh, new nodes can be attached while unreachable nodes are
not removed to speedup future reconnects.

5 LoRa Network Configurations Comparison

The maximum ToA is restricted in Europe, thus limiting the packet rate for
each network device. The ToA of each LoRa packet depends on the spreading
factor (SF), coding rate (CR), signal bandwidth (BW) and the packet payload
(PL). The LoRa packet duration is the sum of the duration of the preamble and
the transmitted packet. The data-sheet of the SX1276 module [4] describes the
formula to calculate the number of payload symbols and the preamble length. We
use this to determine the ToA of each packet of our network in milliseconds, and
thus we can calculate the maximum legal packet rate to accommodate the 36 s
ToA per node limit under different network configurations. The maximum PL of
each DP is 60 bytes and the PL of each DRP is fixed at 4 bytes. A comparison
for each type of packet between different network configuration is described in
Table 1 showing the corresponding PL, ToA for a single packet in milliseconds
and the minimum Period between transmissions in seconds.

Table 1. Packet ToA and Period per device

SF BW
[kHz]

Node (data packets) Gateway (data request packets)

PL
[Bytes]

Packet ToA
[ms]

Min. period
[s]

PL
[Bytes]

Packet ToA
[ms]

Min. period
[s]

7 125 60 112.896 11.289 4 30.976 3.097

7 250 60 56.448 5.644 4 15.488 1.548

7 500 60 25.088 2.8224 4 7.744 0.774

9 125 60 319.488 36.966 4 123.904 12.390

9 250 60 159.744 18.483 4 61.952 6.195

9 500 60 79.872 9.241 4 30.976 3.097

As described, the GW requests data from each node periodically by sending a
DRP with a 4 bytes payload. As a consequence, in our case the maximum packet
rate (minimum period between DPs) per node is limited by the maximum packet
rate (minimum period between DRPs) of the GW, which depends on the total
number of nodes in the network. Table 2 presents the theoretical minimum period
per node and the maximum packets per 15 min in our network as influenced by
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Table 2. Theoretical minimum Period and maximum Packets per 15 min. n represents
the number of nodes in the network

SF BW
[kHz]

n Nodes LoRa School A (6 nodes) LoRa School B (7 nodes)

Minimum
period [s]

Maximum
packets[#]

Minimum
period[s]

Maximum
packets[#]

Minimum
period[s]

Maximum
packets[#]

7 125 3.09*n 290.54/n 18.58 48.42 21.68 41.50

7 250 1.54*n 581.09/n 9.29 96.84 10.84 83.01

7 500 0.77*n 1162.19/n 4.64 193.69 5.42 166.02

9 125 12.39*n 72.63/n 74.34 12.10 86.73 10.37

9 250 6.19*n 145.27/n 37.17 24.21 43.36 20.75

9 500 3.09*n 290.54/n 18.58 48.42 21.68 41.50

the restrictions of the ToA of the GW under different network configurations for
two schools (LoRa School A, LoRa School B) of our installation.

The maximum packet rate per node is achieved with SF 7 and BW 500 kHz,
which we implemented in our final network installation due to our priority of
maximizing the sensing rate in the school and achieving a better sampling of
the environmental reality in the public buildings. It is noteworthy that higher
spreading factors allows for longer range at the expense of lower data rate, and
vice versa. We aim to compare the quality of the network under two extreme
configurations. Configuration A provides higher rate (SF 7, BW 500 kHz) and
Configuration B provides longer range (SF 9, BW 125 kHz). In order to study
the network behaviour, we collected the following measurements per node: the
number of DRPs from the GW, the number of received DPs, and the number of
packets received with CRC errors over a period of 15 min.

The maximum number of packets received under Config. 1 is limited by the
ToA imposed by communications regulations. Thus, we have to set the GW
request rate accordingly to implement this restriction. As such, Configuration
1 is limited to 12 packets, per 15 min, per node. On the other hand, Config. 2
is limited by the regulation at 193.69 (Table 2) packets, per 15 min, per node.
Effectively, Configuration 2 is restricted by the node design constraints. The
GW requests data from each node after a 50 ms delay to guarantee the correct
communication between the LoRa module and the micro-controller. In addition,
the Environmental Nodes consume time to communicate through I2C with their
digital sensors to collect the data for each request, limiting the final rate of the
node. Due to these factors, in School Building A’s installation every node can
achieve a maximum of 174 packets (Table 3) per 15 min, which is lower but close
to the theoretical limit. On both configurations, the average of the delivered DP
rate (Table 3) is higher for the nodes near the GW (1, 5, 6).

As an indicator of the quality of the network, we use CRC Error Ratio and
Re-transmission Ratio. CRC Error Ratio is the ratio of DRPs from the GW
which resulted in a corrupted DP being received. Re-transmission Ratio is the
ratio of DRPs required to be repeated, either because of CRC errors, malformed
DRP or due to not receiving a reply. We are also interested in the connectivity
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Table 3. Number of delivered DPs per node under different configurations in a 15min
period

node1 node2 node3 node4 node5 node6

Configuration 1
SF 9, BW 125 kHz

Avg. 11.17 11.17 11.15 11.16 11.16 11.16

Min. 5.00 5.00 0.00 0.00 5.00 5.00

Max. 12.00 12.00 12.00 12.00 12.00 12.00

Configuration 2
SF 7, BW 500 kHz

Avg. 155.24 149.77 145.79 150.87 155.23 155.22

Min. 77.00 0.00 0.00 1.00 77.00 77.00

Max. 174.00 174.00 174.00 174.00 174.00 174.00

between the GW and every node in our LoRa network. We quantify the quality
of each link by calculating the Packet Delivery Ratio (PDR) for every node
(Table 4). The PDR of the link between node A and GW can be measured as
the ratio between the number of DPs received by the GW from node A, and
the number of DRPs sent from the GW to node A. The GW makes one DRP
and a maximum of 3 DRP re-transmissions per node. In addition, we study the
variation of the RSSI per node in the network for both configurations (Table 5).

Table 4. Packet Delivery Ratio (PDR) per node under different configurations

node1 node2 node3 node4 node5 node6

Configuration 1
SF 9, BW 125 kHz

Avg. 0.96 0.96 0.96 0.95 0.95 0.93

SD 0.03 0.03 0.04 0.05 0.03 0.03

Min. 0.72 0.80 0.00 0.00 0.86 0.80

Max. 1.00 1.00 1.00 1.00 1.00 1.00

Configuration 2
SF 7, BW 500 kHz

Avg. 0.99 0.93 0.86 0.89 0.98 0.97

SD 0.01 0.22 0.27 0.19 0.01 0.02

Min. 0.91 0.00 0.00 0.00 0.93 0.88

Max. 1.00 1.00 1.00 1.00 1.00 1.00

We expected to observe a worse quality network under Config. 2, as a con-
sequence of selecting parameter values that achieve a higher packet rate. We
can observe that the median value for the CRC Error Ratio distribution of each
node is higher with similar standard deviation with the exception of the closest
node (Node 1, CRC Error Ratio graph in Fig. 3). The degradation of network
quality is evident at the farthest nodes (3 and 4) from the GW regarding the
number of Re-transmissions (Fig. 3), which exhibits higher standard deviation
and more frequent and distant upper outliers. In addition, the PDR (Fig. 3) of
these nodes is worse than in Configuration 1, with higher standard deviation and
more frequent and distant lower outliers. On the other hand, the nodes closest
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Table 5. RSSI per node under different configurations

node1 node2 node3 node4 node5 node6

Configuration 1
Sf 9, BW 125 kHz

Avg. −45.06 −50.55 −87.78 −87.08 −53.52 −52.40

SD 0.41 0.98 2.59 1.73 1.35 1.29

Min. −46.13 −54.25 −95.47 −95.29 −59.40 −55.77

Max. −43.74 −48.75 −82.12 −84.12 −51.73 −50.17

Configuration 2
Sf 7, BW 500 kHz

Avg. −42.04 −46.29 −82.23 −86.86 −49.88 −44.78

SD 3.17 10.84 16.92 4.66 1.68 3.25

Min. −55.33 −56.98 −89.00 −88.44 −57.70 −60.79

Max. −37.40 0.00 0.00 0.00 −48.17 −41.27

Fig. 3. Per node statistics for configurations 1: SF 7, BW 500 kHz and 2: SF 9, BW
125 kHz.

to the GW achieve better network behavior regarding Packet Delivery and Re-
transmission Ratios. Furthermore, the RSSI distribution (Fig. 3) exhibits greater
standard deviation, entailing less stable signal strength.

In conclusion, we observed the expected cost in network quality, only in
the further nodes, while in nearby nodes we observed an increase in the link’s
efficiency. This combined with the increase in the per node packet rate, resulted
in a significant increase in sensor measurements across the whole network.
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6 XBee Network Behavior in School Buildings

Every node in the XBee network tries to deliver an Environmental Data Packet
(EDP) to the GW every 10 s while emitting an extra PIR Data Packet (PDP)
each time motion is detected. In our XBee network the CSMA/CA protocol
is used, which provides a limited communication reliability, due to the slotted
channel access algorithm. When a large number of nodes try to transmit simul-
taneously, it is less probable to find empty slots to access the channel. The
extra PDPs generated can saturate the channel and provoke a decrease of EDPs
delivered per node, thus decreasing the EDP rate. The data-set considered to
analyze the specific behaviour in XBee School C is composed of the total num-
ber of packets delivered in the network in 5 min periods (EDPs and PDPs from
every nodes). To quantify the effects of the independent PDPs, we use their ratio
against the observed maximum of the aggregation.

Figure 4 shows clearly how during school hours the PDPs can cause an
observable decrease in the number of EDPs, due to the saturation of the network
at peak of PDP Ratio. The number of PDPs exhibits a maximum, because of the
peak of activities in the school building, the number of EDPs decreases below
their average. In addition, when the maximum number of EDPs is observed
the number of PDPs is zero (Table 6), effectively when there is no movement
detected. The decision to include real-time motion detection to the network, can
potentially be a hindrance to the stability of the EDP rate of our network.

Table 6. XBee Network behaviour. Number of Aggregated Packets, PDPs and EDPs
delivered at the time of maximum and minimum Aggregated Packet Ratio, EDP Ratio
and PDP Ratio respectively. The vertical lines indicate the maximum of each ratio in
the corresponding colour.

Average Aggregated packets PIR packets Env. packets

Max Min Max Min Max Min

Aggregated packets [#] 143.05 185 84 178 142.11 157 87

PIR packets [#] 1.91 41 3 45 0.00 0 7

Node packets [#] 141.13 144 81 133 142.11 157 80

7 Discussion - Comparison Inside School Buildings

We aim to compare the quality of our LoRa and IEEE 802.15.4 IoT networks
by comparing our observations from two real school buildings. LoRa School A
consists of a LoRa Network with 6 nodes where the Node 3 and 4 are located at
the farthest positions and the Node 1 and 5 at the nearest in relation with the
GW. XBee School C has an XBee network consisting of 6 nodes, the farthest is
node 6 and the nearest is the node 5. Due to the significant differences in network
architectures, to compare them we quantify the quality of these networks by the
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Fig. 4. Aggregated Packet Ratio, EDP Ratio and PDP Ratio in XBee School C over
48 h (Sunday and Monday)

Network Delivery Ratio (NDR). The NDR is defined as the ratio between the
measured Delivered Packets and the potential maximum number of Packets that
could be delivered by each node in the network in a time period, which in our case
is 15 min. In effect, we try to quantify the end-to-end success of packet deliveries
from a Node to the GW, disregarding how the transmissions are routed through
single or multi hop network topologies and MAC and LAN protocols. Every node
in the XBee network is scheduled to attempt to send data to the GW every 10 s,
resulting in a maximum of 90 packets in a 15 min period. In the LoRa network
using Configuration 2 and with 6 nodes, the network can achieve the delivery of a
maximum of 174 packets. The data-set consists of NDR measurements collected
during a period of both business and weekend days for LoRa School A and XBee
School C can be seen in Table 7 and Fig. 5.

We observe that the best network quality in terms of NDR is observed in the
LoRa School A under Config. 1, which is the one with lowest rate: the maximum
number of Data Packets per node in a 15-min. period is 12 packets. The network
in XBee School C exhibits a better NDR than LoRa School A under Config.
2, regarding the averages for every node with the exception of the farthest one
that achieves a delivery of 20% of the generated packets. On the other hand, the
network in LoRa School A under Config. 2 achieves a more stable NDR across
the installation, including the farthest nodes, with successful packet deliveries
between 86% and 89% for every node and a significantly higher delivery rate.
In order to achieve packet rate equivalent to XBee School C, it is required to
use Config. 2 in LoRa School A. Although the network quality of Configuration
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2 fluctuates, as evident by its significant standard deviation, it achieves better
NDR in distant devices (Table 7 node 6). The tree topology, necessary for XBee
to achieve comparable range to LoRa, negatively influences the packet rate of

Table 7. Network Delivery Ratio (NDR) per node for LoRa and IEEE 802.15.4 Net-
works in different school buildings

Network node1 node2 node3 node4 node5 node6

LoRa School A
Conf. 1 SF 9,
BW 125

Avg. 0.94 0.94 0.94 0.94 0.94 0.94

SD 0.03 0.03 0.04 0.04 0.03 0.03

Min 0.41 0.41 0.00 0.00 0.41 0.41

Max 1.00 1.00 1.00 1.00 1.00 1.00

LoRa School A
Conf. 2 SF 7,
BW 500

Avg. 0.89 0.86 0.84 0.87 0.89 0.89

SD 0.12 0.22 0.25 0.17 0.12 0.12

Min 0.44 0.00 0.00 0.01 0.44 0.44

Max 1.00 1.00 1.00 1.00 1.00 1.00

XBee School C Avg 0.85 0.91 0.92 0.92 0.92 0.20

SD 0.04 0.05 0.05 0.04 0.05 0.05

Min 0.28 0.32 0.31 0.31 0.32 0.09

Max 0.91 0.98 0.98 0.98 0.99 0.38

Fig. 5. Network Delivery Ratio (NDR) per node in LoRa School A under Configuration
1 (top row, left) and Configuration 2 (top row, right) and XBee School C (bottom row)
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the nodes placed at the extremes of the tree. In comparison, LoRa’s star network
topology offered better coverage with a more stable data rate on all nodes.

8 Conclusions and Future Work

Our work in recent years has resulted in the deployment of a large-scale IoT
infrastructure inside a number of school buildings in Europe. In this context,
we have opted to use different wireless networking technologies in order to test
in practice their performance. With this work, we wanted to relay our practical
experiences from using both IEEE 802.15.4 and LoRa for our specific application
use-case and provide some practical examples and guidelines for IoT deployments
that are similar to ours. We have studied the behavior of both networks, in the
scenario of changing the number of nodes in the network, varying the sampling
rate of the sensors and the required data rate, or changing the distance between
the IoT nodes inside the building. As an example of the results from the com-
parisons we made, LoRa decreases its delivery rate when increasing the number
of nodes because of ToA European regulations which restricts the number of
GW data requests in our network design. In 802.15.4 we expect an increased
number of collisions when adding nodes due to CSMA. In the case of increas-
ing the distance between nodes, LoRa achieves longer range with a stable rate,
while 802.15.4 will need hop nodes in the middle, leading to increased number
of collisions and an unstable rate in extreme nodes as a side effect. Overall, our
results show that in the use-case scenario and environmental settings of school
buildings in Greece, LoRa-based wireless communication can have an advan-
tage against competing technologies, in terms of reliability and complexity of
networking. Regarding our future work, we plan to conduct a more thorough
performance evaluation and explore in additional dimensions practical aspects
like networking performance and reliability.
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Abstract. Recent advances in the Internet of Things (IoT) provides
rich opportunities to future mobility services for the development of
more flexible solutions. Instead of using a fixed set of data sources
or services, applications can benefit from those flexible mechanisms by
adapting to change in the sensing environment such as sensor disappear-
ance/degradation or service unavailability. In this paper, we contribute
with an approach that enables dynamic selection of the services for mobil-
ity to meet requirements of autonomous driving use-cases. Our approach
is focused on different mobility services using available data sources and
data processing methods with their related quality parameters. Those
services are inspired by the standards and the dynamics of real-test road.
We present a prototypical implementation of the mechanism for optimal
service selection in an autonomous driving test environment and evalu-
ated our testing results with respect to correctness and performance.

Keywords: Adaptive service selection · Quality-optimal selection ·
Opportunistic sensing · Autonomous driving · Mobility · IoT

1 Introduction

Advancement of sensor technologies, availability of immense compute infrastruc-
ture, and milestones recently achieved by the communication technologies (e.g.,
5G standardization by 3GPP [1]) may consequence in earlier realization of the
autonomous driving vision than expected. It stands to reason that autonomous
driving involve various technologies and concepts e.g., fusing the sensory data,
creating the vehicle perception, evolved Advanced Driver Assistance Systems
(ADAS), etc. A closer look into the operations of envisioned autonomous driv-
ing technologies and their inter-play reveals that architectures have evolved from
reference point architecture to the service-based architectures. Autonomous driv-
ing services are being developed very rapidly by different stakeholders around the
world e.g., Original Equipment Manufacturers (OEMs), network operators, sen-
sor providers, road infrastructure provider/operators, etc. Obviously, the matu-
rity level of these services and their utilization in the real-world scenarios vary
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and in most cases are undergoing experimental trials. The idea of implant-
ing human perception and cognition into autonomous vehicles rely on multiple
fronts including: deploying additional sensors on the vehicle, improving the sen-
sory fusion for different use cases, providing vehicles with additional information
from external sources (e.g., on-road deployed sensors, other vehicles, from net-
work, and road users, etc.), evolving the decision making through AI approaches,
creating context through interplay of different services distributed across vehi-
cles, edge, and cloud. It is worth highlighting here that various technologies
and concepts (of which, some are mentioned above) will enable us attaining the
objectives of envisioned Level-5 autonomous driving. However, in this article the
focus remains on the adaptive service selection with the objective to ensure the
availability of right services when and where required meeting the reliability and
delay requirements. The idea is to select the optimal service or a combination
of services for different use cases and substitute service(s) that become unavail-
able with optimally suitable ones. Although the approach is developed for more
generic settings of the autonomous driving use cases, for this work, we carried
out experiments on a 3.6 km test-road for autonomous driving located at the
center of Berlin (refer to Sect. 2 for more details).

The rest of the paper is structured as follows. In Sect. 2, to illustrate the
necessity of adaptive sensor selection, we present an autonomous driving test-
ing environment as an enabler of service adaptation. In Sect. 3, we present the
adaptive service selection framework with a running example in this testing envi-
ronment. In Sect. 5, we provide implementation and evaluation details of the
prototypical implementation. In Sect. 6, we provide related work related to the
adaptive service selection framework. Section 7 concludes the paper with future
work.

2 Enriched Information - An Enabler to the Service
Adaptation

DigiNet-PS1 is a research project aiming to create a test-road stretching between
Ernst-Reuter-Platz and Brandenburger-Tor in the city center of Berlin. The test-
road serves as a playground to deploy and validate prototypes for different use
cases in the scope of automated and networked driving. The test environment
is built around a 3.65 km long main street, which provides complex traffic sit-
uations with end-of-day traffic, government convoys, 2 large roundabouts, 11
traffic signalling systems for vehicles, bicycles, pedestrians, wheelchair users and
complex parking space settings. This test area is populated with sensors for
parking space detection, environmental conditions (e.g., weather, pollution, and
emissions), traffic situation, light status and passers-by information (e.g. pedes-
trian/cyclist detection).

DigiNet-PS deviates from many classical activities for its philosophy of widen-
ing the visibility of vehicles by digitizing (i.e., by deploying the different types
of sensors) the roads and consequently creating the perception of road segments

1 DigiNet-PS project website: http://diginet-ps.de.

http://diginet-ps.de
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in the extended roadside units. The sensory data captured through on-road
deployed sensors may be fused for studying the correlations between different
parameters of the data, processed with AI approaches, and construction of pat-
terns for different decision making instances.

3 Domain Description and Requirements

This section derives the requirements for adaptive service selection in the
DigiNet-PS project. For this purpose, we describe an example use case for adap-
tive sensor selection with the related adaptation requirements.

In our discussions, we will make use of terminology from the domain of oppor-
tunistic sensing [2] to abstract from dynamic context recognition approaches.
We define the context recognition task as calculating a recognition chain to ful-
fil a recognition goal. The recognition goal specifies the type of information to
be derived via context recognition as well as quality constraints on that infor-
mation. The recognition chain is calculated by a dynamic context recognition
method to fulfil the recognition goal. It consists of sensors providing data as well
as processing methods to derive high-level information from the low-level sensor
data.

To demonstrate the adaptation requirements, we choose the detection of traf-
fic congestions as an example. The recognition goal is to detect traffic congestions
on a specified route. This information could help to reduce traffic jams by sug-
gesting alternative routes or adapting speed before arriving at the congested
street.

For detecting traffic jams different types of recognition chains can be calcu-
lated. First, camera-based traffic analyzer sensors can provide information about
the number of passing vehicles and types of vehicles. Since these sensors are
camera based they may suffer from inaccuracies, caused by occlusion or different
luminosity values, e.g., under rainy weather conditions. Even though the sensors
would cover the same area from different directions of the road, they can provide
different sensory data due to the placement or calibration. Due to communica-
tion problems, the sensors may become unavailable when this information is
requested. Another problem is the number of passing vehicles in a specific loca-
tion cannot provide information on traffic congestion alone. The data retrieved
from sensors should be analyzed and compared with historical data to infer this
information. Therefore, additional processing is necessary on top of the retrieved
data. Additionally, the system could use information from web services which
can provide traffic APIs. For external APIs, there can be a problem of retrieving
no up-to-date data in a specific time when an application requires.

For the camera-based sensors, camera position and placement influences the
quality of the image recognition (since some parts of the road may be partially
covered by trees, or just further away and thus harder to recognize via image
processing). Moving vehicles may change the quality provided by the camera
even without the camera itself degrading. Additionally, in the running example,
even if the accuracy of each camera is known and changes, the distance between
the camera and the area to detect traffic instances may change. Traffic instances
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that are further away may be harder to detect since with increasing distance
the size of the relevant part of the image captured by the camera shrinks and
the relative information loss due to image resolution grows. This may lead to
lower accuracy of a recognized event. If available, this may be compensated by
using higher quality image recognition approaches to detect the situation, which
is likely to be computationally more expensive, thus influencing the latency of
detection. The quality estimation needs to cover different quality characteristics
in combination.

Our aim is to find the right data source(s) to retrieve information about
traffic congestion in an optimized way by means of the requested optimization
parameters from the application (e.g.; some are in favour of short latency time,
for some the accuracy of the retrieved information is more important). Those
different ways of getting the same information are called recognition chains in our
terminology, which uses sensors and processing of sensory data to create high-
level information for the applications. Selection of recognition chains is subject
to frequent change due to the inherent dynamics of the testing environment.
Therefore, the methods to select related recognition chain should be adaptive to
the current situation in order to deal with the changes due to mobility as well
as sensing infrastructure.

4 Adaptive Service Selection Framework

In this section, we provide proposed approach to enable adaptive quality-aware
service selection in the autonomous driving testing environment. Section 4.1 pro-
vides the related concepts definitions to be used hereafter. Section 4.2 presents
the overall mechanism from backward chaining to further optimization of select-
ing the best fitting service.

4.1 Definitions

In this section, we provide brief definitions for recognition goal, recognition chain,
service, and quality. The parts of recognition chain consists of different sensors
and processing functions, which are modelled as a service. Quality definition
is attached to all those services to create aggregated quality of the recognition
chain. Formal definition of those terms can be found in our previous work [15].

Recognition Goal (RG): Recognition goal is a definition of the required informa-
tion with related objects. This includes: identifier of the goal, required input and
output as a set of objects, and quality requirements specific to this recognition
goal. In the recognition goal, the quality requirements need to be defined to be
used later in the optimization function. Quality requirements of recognition goal
consist of the identifier for a each single quality property with related maximum
and minimum values required to fulfill the goal (if any), the direction to be in
favor of (positive when bigger value is better, negative otherwise), and the aggre-
gation method to be used while composing the different parts of a recognition
chain (e.g. some quality parameters require to take summation of values in the
composition, some require to have the maximum).
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Service Model: We define sensor data and processing methods as services in the
autonomous driving testing environment. Our service model consists of service
description identifier, required sets of inputs and outputs for a service to be
executed, and the set of quality properties of a service when it is executed. A
single quality parameter consists of the parameter id, type and value of it to use
later in a quality calculation of an overall recognition chain.

Recognition Chain (RC): Recognition chain consists of recognition chain iden-
tifier, the set of services involved with the identifiers and the execution order
in the chain (sequential and parallel execution), the quality properties of the
recognition chain that results from aggregation of quality properties of involved
services by comparing with the recognition goal. This includes a set of different
quality parameters including related id and value after the chaining process.

Quality Model: We define quality in two main categories to fulfill the require-
ments of adaptive service selection. The first category is quality requirements
(QReq), which are attached to the recognition goal. The other category is the
quality properties, which are attached to service and recognition chain. The
quality of recognition chain is composed by aggregating the quality proper-
ties(QProp) of involved services. The calculation of aggregated value for this
purpose is provided in Sect. 4.4.

4.2 Quality-Optimal Selection

In this section, an abstract algorithm is provided for the quality-optimal selection
of recognition chain to indicate each step in this process. It consists of construct-
ing recognition chains (1), filtering recognition chains whose individual services
cannot fulfill the quality requirements of the recognition goal (2), calculating
each quality attribute of a recognition chain as a result of quality aggregation
(3), filtering recognition chains whose aggregated quality cannot fulfill the qual-
ity requirements of the recognition goal (4), selection of best fitting recognition
chain after optimization (5). Algorithm1 returns the best recognition chain after
the optimization process. The details of each part in this process are provided
in the subsections of this section.

Algorithm 1. Quality-optimal Selection of a Recognition Chain
Require: RG, serviceDirectory
1: QReq ← RG.getQualityRequirements()
2: availableServices ← loadServices(serviceDirectory)
3: RCList ← construct(RG, availableServices)
4: RCListF iltered ← filter(RCList,QReq)
5: for each RC rci ∈ RCListF iltered do
6: Qpropi ← calculateEachAggregatedQualityProperty(rci, QReq)
7: rci ← rci.setQualityProp i(Qpropi)
8: end for
9: RCListF iltered ← filter(RCListF iltered,QReq)

10: RCListRanked ← optimize(RCListF iltered,QReq)
11: return RCListRanked.getFirst()
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Constructing recognition chains (1) and filtering the individuals elements in
the recognition chain based on recognition goal requirements (2) are presented
in Sect. 4.3. Calculating aggregated quality for recognition chain (3) and filter-
ing based on this value against recognition goal (4) are presented in Sect. 4.4.
Finally, optimal selection of recognition chain by using quality optimization (5)
is presented in Sect. 4.5.

4.3 Recognition Chain Construction and Filtering

In order to create recognition chains from available sensors and processing func-
tions, we map this problem to a service composition problem as we define the
elements as a service in the models. One method to solve service composition
problems is using a classical AI backward-chaining [14]. Backward chaining starts
with the goal state and searches backwards that provide the required inputs until
no more unfulfiled input remains.

In order to construct recognition chains from available services, we use
backward-chaining and extend the work by Chen et al. [9] to include the quality
restrictions in each state of the chaining process. Figure 1 illustrates the general
model for composition with quality restrictions. The quality restrictions come
from the recognition goal definition (e.g. Qreq). While constructing the plans
we use the quality requirements retrieved from the request of an application to
eliminate the services in the chains which do not satisfy the quality requirements.

Fig. 1. General backward chaining model with qualities extended from [9]
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As can be seen in Fig. 1, there are 5 different services available with the
different input and output and quality criteria at the bottom of the figure. In
order to reach the goal of (a ->d) by not considering any quality as stated in [9],
the backward search starts to solve the sub-goals by finding the services going
to the output of the goal state (S1 and S4). Partial results to the sub-goals are
found on the first iteration. Then the search continues to satisfy the output of
the services found in the first iteration. Partial results to this sub-goal found on
the services S2, S5, and S3. In the second iteration, S5 and S3 already satisfy
the given goal state with the resultant compositions C1 and C2 {S1 ->S5} or
{S4 ->S3} respectively.

We have extended this by including the quality restrictions by assuming
different qualities for services as depicted in Fig. 1 upper left-corner. Based on
this assumption q4 and q5 cannot satisfy the requested quality for the goal
which makes the found composites obsolete. Therefore, the back-chaining needs
to continue until to find a solution of the sub-goal which also satisfy the quality
requirement. Therefore, the last iterations state is saved to continue in order to
find a satisfying service for the sub-goals. In the third iteration, S3 is found to
satisfy the sub-goal and as its input is a, therefore the overall goal is also satis-
fied with the constructed composition S1 ->S2 ->S3. In the chain construction,
we eliminated the services which cannot fulfil the recognition goal requirement.
However, when there is no violation of requirements we keep the constructed
chains to further optimize based on overall chain quality. The overall chain qual-
ity calculation is provided in Sect. 4.4.

Within the guidance of extended backward chaining, to create a recognition
chain, we search for available data sources and processing method services in the
distributed service repository. When any service violates the quality requirement
from the recognition goal, it is eliminated and the chain is stopped to go further
iteration from this branch. If there is no violation, we keep the constructed chains
with the iteration order to further calculate overall chain quality presented in
Sect. 4.4.

4.4 Quality Aggregation and Filtering:

In order to select the best recognition chain amongst the ones created as a
result of backward chaining explained in Sect. 4.3, we need to first calculate
the quality of the overall chain (Qeval in recognition chain description). For
this purpose, each quality parameter in the recognition goal (Qreq) should be
iterated and based on the type of the quality parameter, related aggregation
method, a direction of optimization and minimum and maximum boundaries of
the parameter should be applied. For example, for latency in a chain of services
can be aggregated by using a SUM operator to sum of all consisting services
in the chain whereas for the accuracy of information MIN operator should be
applied for the aggregation of different accuracy value of information to serve
as a boundary. A direction of a quality parameter indicates to the favour of
smaller or larger values. In our quality description, negative direction indicates
smaller values are favourable. Maximum and minimum boundaries from the
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recognition goal description in this phase should be also taken into account
for the calculation. Although single services do not violate the boundaries as a
result of extended backward chaining process presented in the previous section,
the aggregated quality value of a recognition chain should remain within the
boundaries.

Algorithm 2 shows a quality calculation algorithm for a recognition chain
based on each quality attribute as a result of aggregation. Algorithm2 returns
the aggregated quality values for each quality parameter in the recognition chain.
As a result, a list of quality properties for a recognition chain including related id
and quality value is found and assigned to the recognition chain quality property
(rcQProp).

Algorithm 2. Quality Calculation for a Recognition Chain
Require: RC, RG
1: QReq ← RG.getQualityRequirements()
2: SSer ← RC.getServices();
3: Qprop ← new List¡¿
4: for each quality requirement qri ∈ QReq do
5: qrID ← qri.getID()
6: qrType ← qri.getAggregationType()
7: qrMax ← qri.getMinimum()
8: qrMin ← qri.getMaximum()
9: for each service sj ∈ SSer do

10: sQProps ← sj .getQualityProperties()
11: qProp ← 0.0
12: for each prop pk ∈ sQProps do
13: pID ← pk.getID()
14: if pID equals qrID then
15: pV alue ← pk.getValue()
16: switch (qrType)
17: case: ”SUM”
18: qProp += pV alue break
19: case: ”MAX”
20: qProp = MAX{qProp,pValue} break
21: case: ”MIN”
22: qProp = MIN{qProp,pValue} break
23: case: ”MULT”
24: qProp *= pV alue break
25: end if
26: end for
27: end for
28: if (qProp �= 0.0) ∧ (qProp ≤ qrMax) ∧ (qProp ≥ qrMin) then
29: rcQProp ← qProp, pID
30: SetQprop.add(rcQProp);
31: end if
32: end for
33: return SetQprop
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After each quality value is calculated separately for a recognition chain, they
are checked against the boundaries of the Qreq. If there is a violation of any
aggregated quality property of a recognition chain based on the recognition goal,
this recognition chain is discarded. If there is no violation of any quality param-
eter in the aggregated values, the resultant quality values of recognition chains
are kept for further optimized to use different quality properties in combination
to select the best recognition chain. This process in explained in Sect. 4.5.

4.5 Quality-Optimal Selection

In order to use different quality values of recognition chains in a single opti-
mization function, the values should be used independent of their metric. This
requires to normalize the values in an interval preferably between 0 and 1. The
main problem is having unbounded values for some of the quality properties of
the services. If there is no requirement from recognition goal for this property,
the boundaries of this value should be found based on the observed values. For
this purpose, we have implemented different statistical techniques (tanh, sig-
moid, z-score, logistic regression, pnorm) to find out which one is suitable for
the observed values for each different quality property to find a normally dis-
tributed scale between 0 and 1. The behaviour of how different techniques work
on the observed values for normalization is depicted in Fig. 2.

As can be seen from Fig. 2, except tanh and softmax, the other methods pro-
vide close to equal distribution for the normalization. For each observed quality
variable, we have used different technique fitting the with the related sample
mean and standard deviation calculated based on the existing observed values
for each quality property. After the normalization phase, we are able to use them
as a weighted sum of different quality parameters in an optimization function to
calculate the overall quality of a recognition chain.

The algorithm decides for an optimum recognition chain to select based on
the recognition goal. The mathematical formulation is given as a Linear Pro-
gramming optimization problem. The constraint for the objective function can
be formulated as maximization function as defined in Eq. 1.

maximize
rc

n∑

i=1

wixi(rc), where

n∑

i=1

wi(rc) = 1, 0 ≤ xi(rc) ≤ 1 (1)

This function assumes that there are quality characteristics x0 to xn are
normalized values which can be derived from a recognition chain rc after the
normalization and weights for these quality characteristics w0 to wn. The goal
is to find a recognition chain that maximizes the weighted sum of these quality
characteristics. We have applied Linear Programming (LP) to solve the equation
in order to find the optimal values for each quality parameter in the optimization
function.

After finding the optimal values, we have used those values to calculate the
distance for each recognition chain from the optimal values. We sum up the
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Fig. 2. Different statistical methods for normalization

values for each separate distance and ranked the recognition chains based on the
minimum distance from the optimal value.

minimize
rcdist

n∑

i=1

wi(xopt − xi(rc)). (2)

where xopt is the optimal value for each quality property found as a result of
solving LP in the Eq. 1. As a result of Eq. 2 to calculate the distance, we have a
ranked list of optimal recognition chains.
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5 Implementation and Evaluation

In this section, we discuss how we implemented the presented approach in the
previous section in terms of specific technologies and evaluated the calculation
of selecting the optimal recognition chain and adaptation of it during run time
by using a running example.

As proposed in [10], the architecture for adaptive service selection is agent-
based and implemented using JIAC V, a Java-based Intelligent Agent Frame-
work2 to handle run time changes as well as providing communication and discov-
ery capabilities of services deployed in a distributed environment [8]. To handle
the runtime changes, different agents are implemented first for monitoring the
sensors and processing functions, second for keeping track of deployed recogni-
tion chains as a result of service composition and quality optimization. We have
implemented another agent to store recognition goal and quality requirements
for finding suitable recognition chain.

The statistical techniques for the optimization are implemented in Python
to compare the results of each method for normal distribution. Additionally for
solving the LP optimization problem, we have used CPLEX3 implemented in
Python.

For evaluation purposes, service agents have been implemented that mimic
the behavior of real services with related quality properties. In the next section,
we present a running example to illustrate the details for evaluation.

5.1 Running Example

In this section, we present a running example to explain the implementation
details more intuitively. Our running example is taken from the autonomous driv-
ing domain. The adaptive system is part of the control system of an autonomous
vehicle. In addition, we assume that the vehicle can access external sensors (e.g.,
deployed on the road-side) in addition to its on-board sensors, to improve con-
text detection. Thus, it has a need for sensor selection as the relevant sensors
change with the position of the vehicle and the planned route.

In the running example, we focus on the detection of traffic congestions on a
planned route. Our approach is responsible for finding and maintaining recogni-
tion chains that can provide this information. For this purpose, request descrip-
tion as a recognition goal contains a route r along which traffic congestions should
be detected. For the sake of simplicity we represent r as a set of streets. The
recognition goal specifies that the target of the recognition process is a heat-map
of traffic congestion risk, represented as a mapping from the streets in r to real
numbers between 0 and 1. This recognition goal is accompanied by an objective
function that is a weighted sum of two quality requirements the latency of the
resulting recognition chain (i.e., the time it takes to detect a change in traffic

2 JIAC V, http://www.jiac.de/agent-frameworks/jiac-v/ [Accessed: May 30, 2019].
3 CPLEX Optimizer: https://www.ibm.com/analytics/cplex-optimizer [Accessed:

May 30, 2019].

http://www.jiac.de/agent-frameworks/jiac-v/
https://www.ibm.com/analytics/cplex-optimizer
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jam risk) and the accuracy of the detected heat-map. The objective function is
maximized, meaning that accuracy is maximized and latency is minimized. This
may require a trade-off if the more accurate detection also takes longer.

In order to construct recognition chains from available sources, describes the
sensors available to calculate traffic congestions from. These include roadside
information sources, like vehicle counters and cameras, and online information
sources from external online map APIs. The processing functions include meth-
ods to derive traffic congestion information from low-level sensors like vehicle
counters (V ehicleCount2Congestion) and cameras (Camera2Congestion). It
also contains a function Single2Heatmap that merges a set of processing func-
tions for single streets into the heat-map for all streets on the route specified
in the recognition goal. The quality attributes are given by two prediction func-
tions that are able to predict latency and accuracy for any sensor and processing
function. This information is partially derived from the RCPerformance infor-
mation, which has been collected from running recognition chains.

Backward chaining with quality extension combines the sensors and pro-
cessing functions and updates the CurrentRecognitionChain. The expected
outcome of this phase in the running example is a recognition chain that uses
service Single2Heatmap as the last service and has dedicated processing func-
tions for each street in r. These recognition chains either use the TrafficAPI
or combinations of V ehicleCount and V ehicleCount2Congestion or Camera
and Camera2Congestion. At the end of this phase, there are recognition chains
available to further optimize and finding the best one based on the recognition
goal.

In the last phase as optimization, our approach looks related quality parame-
ters and find the best matching chain based on the recognition goal. This process
is done by solving LP optimization problem and ranking the fitting recognition
chains based on the distance from an optimal solution. Based on this, the recog-
nition chain is selected and updated in case of any change on the measured
quality parameters.

In order to create necessary chain for this purpose and update in case of any
changes in the services, we have provided the setup and evaluation explained in
the next section.

5.2 Setup and Evaluation

To evaluate the effectiveness of proposed approach we designed two experiments
targeting the overall performance enabling adaptive service selection at runtime
and the correctness of the results after the optimization process. The first exper-
iment is measuring the performance of the algorithm, and the second experiment
is testing its adaptive behaviour in case of changes.

The experiment setup consists of a virtual machine (VM) with a two core
Intel Xeon Processor E7 (2.27GHz) and 10 GB of RAM, running an UBUNTU
16.04 LTS operating system. The VM has a Apache Kafka4 instance running

4 Apache Kafka: https://kafka.apache.org/ [Accessed: May 30, 2019].

https://kafka.apache.org/
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on it to retrieve sensor data used in the services. As Apache Kafka is based on
publish-subscribe mechanism, the changes about the service quality is forwarded
directly to the agent subscribe to related topic for this specific service.

Experiment 1: To test the performance of the algorithm for the optimization
on top of backward chaining, we have tested services with 10, 20, 40, 50, 100
service deployment setup. For the performance, we have setup warm-up itera-
tions with a number of 100 and then run the iterations with a number of 100 to
calculate the average time. The results are depicted in Fig. 3.

Fig. 3. Execution times with different service numbers

As can be seen in Fig. 3 (left), the execution time of backward chaining and
backward chaining with quality filtering is close to each other with slightly in
favor of backward chaining in the low number of services and the opposite for
the high number of services. Figure 3 (right) shows the required optimization
time with the total for finding the optimal recognition chain. Although the opti-
mization increases the total execution time, this can be compensated if it can
decrease the failure rate of a service.

Experiment 2: To test the adaptive behaviour of the system, we have created
the setup with 10, 20, 40, 50, 100 service deployment setup by randomly making
some services unavailable. We have measured the success rate of the mechanism
in case of changes with the non-adaptive version. For this purpose, we have com-
pared the output of the required recognition goal with the result of recognition
chains. The results are depicted in Fig. 4 for time required for adaptive behaviour
of the system with the success rate.

As can be seen in Fig. 4 (left), success rate for adaptive selection is higher
than the non-adaptive version with a execution time difference (right) trade-
off. Although the adaptive behaviour increase the execution time, based on the
results to increase success rate, it is still in an acceptable range for some condi-
tions in the test road.

The experiments show promising results for the increase on success rate,
however the setup should be extended by deploying more services to different
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Fig. 4. Success rate with the execution times for different services

nodes to make more realistic for different use cases in autonomous driving testing
environment.

6 Related Work

Quality estimation with multiple conflicting criteria is maturely researched in the
scope of multi-objective optimization especially in web services domain [11]. The
area is still challenging as the context recognition is not only influenced by the
services but also properties of the digital parts of the devices and sensors. The
influence of methods to process device/sensor data is also important to be taken
into consideration as they can affect the overall quality of the retrieved informa-
tion. Our main contribution is to take into account different parameters which
affect overall quality while constructing service chains and adapting the chain
to the changing conditions. We enabled this by extending backward-chaining
approach by Chen et al. [9].

Opportunity Framework [2] is as a reference implementation of opportunistic
sensing for human activity and context recognition. In Opportunity, a numeric
value and its degree of fulfilment are used as a quality metric for the accuracy of
recognized activity to dynamically configure a recognition chain [2]. This metric
does not take into account other quality metrics like the frequency of detection
or the costs of detection. Villalonga et al. presented guidelines to match quality
parameters used to assess the quality of context in a generic way and mathemat-
ical formulations for the conversion in activity recognition domain [12]. However,
those conversion functions do not take into account the requirements from the
application side. Manzoor et al. proposed a model for processing different QoC
metrics by differentiating QoC as subjective and objective view depending on
the application requirements [13]. Their approach is using one entity (context
object) to calculate those quality parameters and does not take into account the
combination of different context objects (e.g. information providers) using those
QoC parameters. Different than this work, we have addressed the combination
of different quality parameters (QoS, QoD) from different data sources affecting
overall quality (QoC).
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Everything-as-a-Service (XaaS) [6] concept has been in cloud computing for
many years to use available hardware and software resources in an efficient way.
Major service models proposed under XaaS, like Software-as-a-Service (SaaS),
Platform-as-a-Service (PaaS) and Infrastructure-as-a-Service (PaaS), were lim-
ited with cloud computing at the early stage. With the evolvement of IoT, new
service models are proposed. One of those models is Sensing-as-a-Service (S2asS)
[3,4] supporting the idea of data exchange between the data owners and data con-
sumers in IoT. Similarly, the Context-as-a-Service (CoaaS) model [5] has evolved
as an abstraction layer on top of the data that can be retrieved from different
resources via IoT and aims at addressing the gap between context consumers
and producers to provide interoperable data exchange [7]. In DigiNet-PS, we
have inspired by XaaS to bring a solution addressing this gap by modelling and
developing every part of the information sources as well as processing methods of
those sources as a service. This gives us an opportunity to use mature techniques
from the web services domain with many different optimization approaches.

7 Discussion and Conclusion

In this paper, we have provided adaptive service selection framework consist-
ing of selection mechanism and optimization based on different quality criteria
of the services. We have evaluated the result of the mechanism from correct-
ness of the output of the service and performance of overall execution in an
autonomous driving testing environment data set inspired by the real conditions
in the scope of traffic congestion use case. The results show that although the
adaptive behaviour increase the execution time, it also relatively increase the
success rate in case of any changes in the service quality. The execution time of
the mechanism is still in an acceptable range for some conditions/use cases in
the test road.

For future work, we aim to test and evaluate the initial result of the frame-
work with different use cases in different physical deployment by using edge
computing. Especially, using the edge to minimize communication delay and
thus improves the overall quality of the recognition chains could improve the
latency more for time-critical actions required in the testing environment.
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Abstract. We analyse data from a longitudinal study of 44 participants,
including notification handling, device state and location information.
We demonstrate that it is possible to semantically label a user’s loca-
tion based on their notification handling behaviour, even when location
coordinates are obfuscated so as not to precisely match known venue
locations. Privacy-preserving semantic labelling of a user’s location can
be useful for the contextually-relevant handling of interruptions and ser-
vice delivery on mobile devices.

Keywords: Interruption management · Mobile notifications ·
Semantic location labelling

1 Introduction

As users of mobile devices roam through urban environments, a wealth of data
can be collected from their devices about their current whereabouts and activ-
ities. While it is relatively easy to obtain the location of a user, within a given
accuracy estimate (e.g. through GPS, connection to Wi-Fi or 4G networks), a
harder task is to assign semantics to the user’s location. The typical method
of resolving this, is by comparing the user’s coordinates against a database of
known locations, and there are several commercial services that offer this type
of information (e.g. Google Places API). Therefore, given a user’s location coor-
dinates, it is relatively easy to obtain the venue that a user might currently be
at, and therefore to infer their current activity (e.g., they are at Cinema X, and
thus quite likely watching a movie). This knowledge is valuable for the purpose of
offering contextually relevant notification handling to users. Currently, users are
left on their own in terms of how they might manage notifications under different
contexts [3]. However, automatic notification management can offer opportuni-
ties for a better and more socially aware mobile use experience [2]. Taking the
cinema example, a device could automatically suppress incoming notifications
which are not relevant at the current location (e.g. [11]) or automatically set the
device ringer mode to silent for the duration of the user’s stay at that location.
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There are several confounding factors to being able to achieve this goal. First,
user location coordinates might not be available, or accurate enough to provide
a reasonable estimate of venue (e.g. the user might be indoors, or the user might
be connected to a sparse 4G network only). Further, the user might be mobile
and therefore rapidly moving across venues, hence a continuous lookup of the
user’s location is required, expending device power and network bandwidth. Even
more, for services such as this to work, the user’s location needs to be sent to a
remote server, potentially compromising user privacy.

As discussed in existing literature, users receive a significant volume of noti-
fications during the day, from on-device events (e.g. network availability, battery
status) and external services (e.g. instant messaging), which can reach several
hundreds [12]. These events can become opportune moments for assessing the
user’s location. The user behaviour in handling these notification events can
vary significantly across time (e.g. [8]), and we can assume that the behavioural
choices are influenced by the location context and semantics as well, even though
there is no previous literature to investigate this. For example, while watching
a movie at the cinema, the user might take longer to notice an incoming notifi-
cation since their device will probably be set to “silent mode” and tucked away,
or even if they do, they might chose to ignore it until the show is over.

In this paper, we explore the use of notification handling behaviour and device
state information, as an additional source of information for overcoming prob-
lems with user coordinate availability and accuracy. Using supervised machine
learning algorithms on a dataset of notification and location samples from sev-
eral users, we predict user location semantics and demonstrate that notification
handling behaviour can overcome the problem of location accuracy.

2 Related Work

Discovering location semantics is the research effort directed towards assigning
categorical labels (e.g. “Home”, “School”, “Shop”) to venues represented in a
dataset with at least a set of coordinates (latitude, longitude) and optionally a
given name (e.g. “Mike’s cafe”). Location semantics are important for a range of
location based services, such as point-of-interest (POI) search and recommenda-
tion. Commercial applications such as Google Maps, Foursquare and Tripadvisor
maintain large databases of POIs, relying largely on users adding and/or mod-
ifying these. One issue with this approach is that represented venues are not
always correctly semantically labelled by the users, and also the reliance on user
effort means that many real-world POIs may be often left out of the service.
Previous research has frequently focused on the automatic semantic labelling of
locations, with a variety of means. For example, in [6], check-ins from social net-
works (Twitter) were used to identify users’ home locations, with good accuracy.
In [9], data from location diary studies was used to build a model to automati-
cally infer user home and office locations, using GPS traces as an input, resulting
in reasonable performance for both categories (100% and 66%). In [5], check-in
data (e.g. number of visitors, diurnal distribution, stay time etc.) was again used
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to predict venue labels across 8 categories, however with mixed results across the
different categories (F-score between 54%–92%). In [7], a spatiotemporal topic
model was used to leverage location “tags” left by users, in order to determine
the location category, with an average accuracy ≈ 60%.

Other studies have leveraged sensor data in addition to other contextual
information for semantic place labelling. In [15], GPS, accelerometer, Bluetooth
and Wi-Fi data were used amongst others to achieve an accuracy ≈ 75% across 10
different location categories. Similar results are obtained in [13], where labelled
and unlabelled data are used to implement a semi-supervised learning approach
to predict across 9 categories. In [4], 11 categories are predicted from, using
features related to stay time, device battery, applications used, user current
activity etc. Results show an accuracy of ≈ 55% with a range of classifiers.

There are some common themes in the previous literature, which can be iden-
tified. First, where multiple classifiers have been used (e.g. decision trees, SVMs,
random forests), the results do not seem to vary significantly. Most often, it is
the type and number of features introduced to the model which have the most
impact. Secondly, a larger number of categories makes the likelihood of misclas-
sifications higher. Both in [4] and in other work such as [10], it is demonstrated
that a less fine-grained categorisation approach improves results significantly
(e.g from ≈ 65% with 10 categories, to ≈ 89% when these are collapsed into 3).
Another issue is that, as demonstrated in most papers (e.g. [4]), there is a signif-
icant class imbalance in the datasets used. This is somewhat problematic since
in all reviewed works apart from [5], the measure of accuracy is used, which is
heavily influenced by the prevalence of certain categories [1]. Hence, comparisons
with the performance of these previous approaches is done with some hesitation.

To the best of our knowledge, the use of notification handling behaviour as a
feature for semantic place labelling has not been investigated in the past. Hence
the goal of our paper is to explore how this information can be used for the task
of semantic place labelling.

3 Study Methodology

3.1 Apparatus and Participants

We developed a UI-less notification logging application for Android devices,
which runs unobtrusively on the device as a background service. Using the
Android NotificationListener service, which allows the capture of issued noti-
fication details, as well as various other Android APIs (e.g. PowerManager,
DisplayManager), we collected features about the notifications and the user’s
device state at the time of issue. We also exploited the Google Places API to
retrieve details about the user’s presumed location at the time of notification
issue. This API requests the user’s location coordinates, and returns a list of
likely places where the user is located, along with a confidence level. We logged
the place which had the highest confidence value. The data features collected
are discussed in detail in Sect. 3.3. All data was uploaded to a remote server at
frequent intervals during the day, provided the user had wi-fi connectivity.
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A call for participation was issued to undergraduate students at our local uni-
versity. The application was installed on their device, a consent form was signed
and participants were instructed that they could quit the study at any time. The
study automatically ended after 3 months of use. They were requested to leave
location services enabled on their device for the duration of the study, although
we did not enforce this condition. In total, 44 participants took part in the study
(26 female). From this set of participants, we excluded several participants who
participated for fewer than 10 days and who provided fewer than 50 notification
log entries, resulting in a subset of 31 participants. Participants provided data
that spanned an average of 30.87 days (sd = 16.15, min = 13, max = 84).

3.2 Dataset Preparation

In total we collected 204,074 notifications from the users. In the dataset, we
noticed that a significant number of notifications (38,400) were issued by the
system and immediately dismissed. This phenomenon was observed for all users,
although for some users the proportion of such notifications was unusually large.
We are not certain why this happens. Further investigation of the package name
showed that some system applications might be issuing such notifications (per-
haps as a means of interprocess communication), although it might be the case
that a user is also manually quickly dismissing some notifications (within the res-
olution of 1 sec, used to capture timestamps for logging). We decided to exclude
such notifications from the dataset. Further, we removed from the dataset all
notifications for which the “flag” feature values indicated that they were ongo-
ing events and not user-dismissable (e.g. an ongoing phonecall or download).
These notifications are automatically dismissed by the system and hence offer
no value to our research goal. From the remaining notifications, a significant
number did not contain location information, since the user’s location services
might have been switched off at the time, or the service might not have been
available. We also excluded these from the dataset. After these exclusions, the
dataset contained 59,221 user-dismissed notifications with location details.

(a) Entire dataset (b) Response time < 3h

Fig. 1. Distribution of response time to notifications (100 bins)
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Examining the pruned dataset, we observed that the average response time
to notifications is 1,366.93 s (sd = 11,255.82), with a maximum response time
of 562,302 s. A histogram of response time to notifications shows a power-law
distribution (Fig. 1). Based on this observation, we limited the dataset to only
notifications that were attended to within 3 h of issue, resulting in 57,737 noti-
fications (97.5% of the original dataset). As can be seen, even after culling the
dataset further, the distribution of response times to notifications maintains a
power-law shape. This finding is consistent with previous works such as [8].

3.3 Dataset Features

To address the problem at hand, we used raw and synthetic features obtained
from the user’s device. To begin, the raw data features collected from users are
shown in Table 1.

From these raw features we synthesized a further set of features, to create
the final dataset to be used for prediction, as shown in Table 2. Notably, we used
the current device ringer mode and programmed notification modalities (custom
or default) to determine the true modalities used to deliver the notification, as
per [8]. Further, a place can belong to multiple categories. These are reported in
a non-ordered list by Google, ostensibly therefore the order of appearance shows
the prevalence of a category type (e.g. “Bar, Restaurant, Cafe” shows that a
place is primarily of type “Bar”, but also functions as a restaurant and cafe).
We therefore extract the primary category of a venue. In doing so, we observed
that many places included the vague category “Point of Interest”. Hence, where
this was the primary category, it was replaced by the immediately subsequent
category type.

Another note here relates to Google’s list of categories, where 127 differ-
ent categories are listed. Predicting on 127 category classes is possible, but
presents an unnecessary complexity to the problem, as many venue categories
are quite similar in nature and it can be expected that a user will exhibit similar
behavioural patterns in these. For example, “Church” and “Mosque” are both
places of worship, where devices are typically kept on silent, and users do not
readily engage in notification handling. We therefore attempted to group the
individual categories into larger sets, as per Table 3. Ultimately, we assigned to
each place the super-category to which it belongs, based on its primary category
type. An exception to this were the “Miscellaneous” and “Entertainment areas”
categories, since for these the user behaviour might be quite different depending
on conditions (e.g. a user probably can’t notice a notification in a night club as
easily as in a cafe), hence for these we used the primary categories ungrouped.
As a result, we find that the user notifications were issued at 24 distinct place
categories and distributed unevenly (Table 3, non-grouped primary categories
capitalised). Finally, it’s important to note that the location coordinates col-
lected by our app, are not the user’s actual coordinates, but the coordinates
of the venue that is the user’s most likely current place, as reported back by
Google’s API. We do not store the user’s actual location coordinates for privacy
reasons.
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Table 1. Raw data features collected

Notification details

Time posted Unix timestamp of notification issue

Time dismissed Unix timestamp of notification dismissal

Package name Application that created the notification

Sound Whether the notification was programmed
to issue a custom sound alert

LED Whether the notification was programmed
to issue a custom LED blink pattern

Vibration Whether the notification was programmed
to issue a custom vibration pattern

DefaultSound Whether the notification was programmed
to use the default sound alert

DefaultLED Whether the notification was programmed
to use the default LED blink pattern

DefaultVibration Whether the notification was programmed
to use the default vibration pattern

Priority The notification priority category

Notification flags Additional information about the
notification

Device state

Ringer mode The current device ringer mode (silent,
vibrate only, full)

Idle state Whether the device is in an idle state

Interactive state Whether the device is in a state ready to
interact with the user (screen on, processor
awake)

Lockscreen notifications allowed Whether notifications are visible from the
user’s lock screen

Location details

Place name Name of the most likely current place

Place categories The categories assigned to the most likely
current place

Confidence Confidence of reporting the most likely
current place

Latitude Decimal coordinates of the most likely
current place

Longitude Decimal coordinates of the most likely
current place
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Table 2. Final feature set

Notification details

Response time Time dismissed - time posted Synthetic

Hour issued Hour of day at notification issue [0–23] Synthetic

Day of week issued Day of week at notification issue [1–7] Synthetic

Had Sound Whether the notification was issued
with a sound

Synthetic

Had LED Whether the notification was issued
with a LED blinking pattern

Synthetic

Had Vibration Whether the notification was issued
with a vibration pattern

Synthetic

Priority The notification priority category Raw

Device state

Idle state Whether the device is in an idle state Raw

Interactive state Whether the device is in a state ready
to interact with the user (screen on,
processor awake)

Raw

Lockscreen notifications allowed Whether notifications are visible from
the user’s lock screen

Raw

Location details

Place category The primary place category Synthetic

Latitude Decimal coordinates of the most likely
current place

Raw

Longitude Decimal coordinates of the most likely
current place

Raw

As can be seen in Fig. 2, users receive a varying amount of notifications
throughout the day. The distribution is similar to that reported in previous
literature, such as [4]. More importantly, we note that the diurnal distribution
varies pronouncedly for only a few categories, whereas for other categories, it
remains rather consistent. This is an expected result, since different venue types
exhibit different diurnal visitation patterns [5]. Further, we note the distribution
of response times to various notifications on a hourly basis (Fig. 3a). The pattern
is similar to the findings in [8], showing the distinct user behaviour in handling
notifications throughout the day. Distinct response time averages are also noted
across the categories (Fig. 3b), demonstrating that attentiveness to the device is
likely related to device ringer mode and current user activity (Fig. 4).
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Table 3. Grouped place categories

Category group Categories Samples

Accomodation Campground, Lodging, Room, Rv Park 1,350

Address Administrative Area Level 1, Administrative Area
Level 2, Administrative Area Level 3, Country,
Geocode, Locality, Political, Post Box, Postal
Code, Postal Code Prefix, Postal Town, Street
Address, Sublocality, Sublocality Level 1,
Sublocality Level 2, Sublocality Level 3,
Sublocality Level 4, Sublocality Level 5, Synthetic
Geocode

86

Civil services City Hall, Courthouse, Embassy, Fire Station,
Local Government Office, Police, Post Office

89

Contractors Electrician, General Contractor, Moving
Company, Painter, Plumber, Roofing Contractor

76

Education Library, School, University 11,996

Entertainment areas Amusement Park, Aquarium, Bar, Bowling Alley,
Cafe, Casino, Gym, Movie Theater, Museum,
Night Club, Restaurant, Stadium, Zoo

11,157

Financial services Bank, Atm, Finance 93

Healthcare Dentist, Doctor, Health, Hospital, Physiotherapist 617

Miscellaneous Establishment, Floor, Other, Point Of Interest,
Premise, Subpremise

18,347

Outdoor areas Colloquial Area, Natural Feature, Neighborhood,
Park, Parking, Route

516

Personal care Beauty Salon, Hair Care, Spa 1,104

Place Of worship Cemetery, Church, Hindu Temple, Mosque, Place
Of Worship, Synagogue

758

Professional services Lawyer, Accounting, Car Dealer, Car Rental, Car
Repair, Car Wash, Funeral Home, Insurance
Agency, Laundry, Locksmith, Real Estate Agency,
Storage, Travel Agency, Veterinary Care

659

Public transport Airport, Bus Station, Intersection, Subway
Station, Taxi Stand, Train Station, Transit
Station

580

Shopping Art Gallery, Bakery, Bicycle Store, Book Store,
Clothing Store, Convenience Store, Department
Store, Electronics Store, Florist, Food, Furniture
Store, Gas Station, Grocery Or Supermarket,
Hardware Store, Home Goods Store, Jewelry
Store, Liquor Store, Meal Delivery, Meal
Takeaway, Movie Rental, Pet Store, Pharmacy,
Shoe Store, Shopping Mall, Store

10,309
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(a) All notifications (b) Per place category

Fig. 2. Diurnal distribution of notifications

(a) Diurnal, all notifications (b) Per place category

Fig. 3. Distribution of response time to notifications

Fig. 4. Average response time per category and device ringer mode (0 = silent,
1= vibrate only, 2= all modalities)
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4 Predicting User Location Types

4.1 Algorithms and Parameter Selection

For our analysis, we used decision trees to perform multinomial classification on
the prediction target (place type), since they have been shown to demonstrate
comparable performance to other methods [5]. To obtain an estimate of good
parameters to use, we employed an evolutionary algorithm search process on a
small hold-out dataset. The final parameters used for the algorithm are Maxi-
mal depth: 23, Minimal gain: 0.013, Minimal leaf size: 2, Minimal split size: 4.
Throughout the analysis reported in the following sections, we used a 10-fold
cross-validation approach. As per other studies, we note that there is an imbal-
ance in the frequency of location categories (Table 3), hence for performance we
adopt the F1-score (macro-averaged), which is more appropriate for imbalanced
datasets, compared to the accuracy measure usually encountered in previous
literature.

4.2 Decision Tree Modelling Performance

As a starting point, we apply the decision tree classification algorithm to the
entire dataset. To clarify the process further, the classification algorithm is fed
with all features as shown in Table 2, and returns the predicted place category.
We assume the user’s location is the same as each venue’s reported coordinates.
Therefore, given the user’s notification handling behaviour, their location, and
the device state, we attempt to predict the type of venue that they are currently
at. As seen in Fig. 5, the classification performance is quite good for most cat-
egories (F-score macro μ. 82.9%, σ = 12.6%). During analysis, we noted that
there is some discrepancy in the confidence reported for the most likely current
user place, across the place categories (Fig. 6). For this reason, we decided to
repeat the analysis in multiple steps, each time limiting the dataset to contain
only notifications reported where the most likely current user place was reported
above a certain confidence threshold T ∈ [0, 0.1, ..0.9]. The results are shown in
Fig. 7. We note that the average F-score is not majorly affected by the reduc-
tion of the dataset, however the best nominal performance is achieved when
considering venues reported with a confidence threshold T ≥ 0.7 (μ = 84.6%,
σ = 13.51%, dataset size = 13,558 entries).

4.3 Modelling with Inaccurate User Coordinates

In the preceding analysis, we assumed that a user’s current coordinates are the
same as those corresponding to places reported by Google’s API. Of course, it
would be rare that the user’s actual coordinates would be precisely the same
as those that match a specific venue, especially for venues that cover a large
area (e.g. outdoor parks). To overcome this limitation, we proceeded to modify
the user’s coordinates by adding random noise to the known place coordinates
(latitude and longitude). This noise was applied to each coordinate component
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Fig. 5. Average F-score using decision trees, all notifications

Fig. 6. Average confidence of most likely user place, all notifications, error bars at
95%c.i.

individually, following a Gaussian distribution with a standard deviation set by
us. The noise standard deviation was calculated using the formula n× 10−x and
was applied to each coordinate component (latitude and longitude), therefore
the resulting random coordinates would fall within a certain circular range of
a specific venue. An example of how this process generates the random user
coordinates within a gaussian distance distribution of a specific venue is shown
in Table 4. Distance is calculated using the Haversine formula.



230 A. Komninos et al.

Table 4. Sample random coordinate range generation

Noise σ Lat Lng Dist. at 1σ (m)

0 (Place coords.) 38.2836678 21.7889705 0

1.0 × 10−6 38.28370608 21.78899229 4.7

2.0 × 10−6 38.28374437 21.78901408 9.3

3.0 × 10−6 38.28378265 21.78903587 14.0

4.0 × 10−6 38.28382093 21.78905766 18.6

5.0 × 10−6 38.28385922 21.78907944 23.3

Fig. 7. Average F-score using decision trees (error bars at 95%c.i.)

To assess the effect of imprecise user coordinates, we repeated the analysis for
each value of n ∈ [1, 2, .., 9], limiting the dataset to locations with a confidence
threshold T ≥ 0.7, since this achieved the best nominal performance in the
preceding analysis. As can be seen in Fig. 8a, the algorithm remains quite robust
when adding noise to the decimal coordinates with a σ ≤ 9 × 10−6 (≈ 42m),
after which, performance begins to deteriorate significantly. We performed also
the process for a few larger distances (Fig. 8b). As expected, the performance
degradation continues.

At this point, it becomes interesting to observe which categories suffer the
heaviest penalty then the user coordinates are further away from the actual place
coordinates. Taking the largest noise σ distance (233.1 m), we note that the cate-
gories Place of worship, Outdoor areas, Professional services, Stadium and Civil
services take the worst hit between −35.46% and −55.45% reduction of their
F-score, compared to the smallest σ (4.7 m). On the other hand, some categories
like Shopping and Cafe only take a small penalty (−7.56% and −7.20%) respec-
tively. The explanation for this is possibly rests in the spatial clustering of these
venue types (e.g. see Fig. 9). In Fig. 9, we see that cafes are mostly clustered
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together, hence we may not be able to accurately guess exactly which cafe a user
is at, but we can be quite certain that they might be at some cafe, as long as
their location and notification response behaviour is proximal to that captured
at a nearby cafes. Although this might suggest that spatial distribution may
have a significant effect on the accuracy of the classifier, it must be borne in
mind that this is a very extreme scenario. Most users’ location data is obtained
via assisted GPS (A-GPS), which, in an urban environment, has been shown to
have an accuracy of about 9 m [14].

(a) 4.7m ≤ σ ≤ 69.9m (b) 93.2m ≤ σ ≤ 233.1m

Fig. 8. Average F-score using decision trees, under random coordinate input noise

(a) Cafe category (b) Places of worship category

Fig. 9. Spatial distribution of places in our dataset
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4.4 Effect of User Location Coordinates

In the preceding analysis, one of the input features is the user’s location. This fea-
ture is certainly obtainable from the user, but its availability depends on whether
a user has enabled positioning on their device, their surroundings (indoors or
outdoors) and connectivity (wi-fi, 4G, off). So far we have demonstrated that
guessing the user’s current location type is possible based on their notification
behaviour, device state and geographic location, even if the latter is not precisely
correspondent to a known place. For the next step, we wanted to experiment
without taking user position coordinates into account. The same process as in
the previous analysis was repeated, limiting the dataset iteratively to contain
notifications at locations above a confidence threshold T . As shown in Fig. 10
the results are much worse than in our previous analysis, showing that the pre-
diction model depends heavily on the knowledge of the user’s coordinates, even
though these do not necessarily need to correspond with great precision to the
true location’s coordinates.

Fig. 10. Average F-score using decision trees (error bars at 95%c.i.)

4.5 Discussion

In this paper, we examined the use of notification handling behaviour as a cue for
semantically labelling the user’s current location. We found that, when paired
with location coordinates, the resulting models can yield useful results with
high classification accuracy. Such models can be pre-trained on the cloud and
then stored and ran locally on the user’s device, as part of an application or
service framework, without the need for an internet connection. Further, we
demonstrated that such models are robust to deviations up to 42 m of user
coordinates from the actual place coordinates, thereby allowing for positioning
errors, or even, the deliberate obfuscation of precise user coordinates, in order
to maintain privacy.
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An underlying assumption in our analysis is that the user is currently posi-
tioned and has a certain non-trivial stay time at the location where the noti-
fication was received. This is likely true for most cases, as users spend more
time stationary at various places, than being mobile. However, further work
here could include filtering of notification events during transit times, which in
our case could not be done (since we did not keep GPS logs for privacy).

For all preceding analyses, there is another underlying assumption, which is
that Google’s labelling of the place categories has been used as the ground truth.
However, this labelling is not necessarily correct. Since many of these places are
added by users (and ostensibly curated by a few moderators), the assignment
of place categories is not necessarily precise. While for some venue categories
this issue might be less pronounced, categories such as “Establishment” are
quite vague and therefore likely to contain many inaccuracies. As an example,
our dataset contains 513 distinct places of type “Establishment”. A manual
search of this list reveals that 33 of these venues would be better classified under
the type “Education” (e.g. “Department of Civil Engineering”). Therefore, it
must be noted that as with other studies that leverage social network data
(e.g. [5]) the algorithms are tuned to predict the ground truth as reported by
the location identification services, therefore introducing an inherent element of
inaccuracy. In future work, it would be interesting to examine the failings of these
classification algorithms, although this would require a significant investment of
time and effort to obtain a reliable ground truth. However, where such algorithms
fail, there might be an opportunity to exploit these failures in order to flag venues
with incorrect labelling, helping thus to better curate such location datasets.

Finally, as we note different behaviours across venue categories, it would be of
value to learn the reasons leading to these variances in user behaviour. However,
this would be the subject of a further qualitative study. The generalisability
of the findings presented here is limited to the body of the participants (stu-
dents), hence the varying distribution of sample across categories. The models
can be improved by mining information from other populations, to build up the
number of samples across as many categories as possible. Personalised models
depending on user type can then also be applied to better improve classification
performance.
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Abstract. Billions of embedded processors are being attached to every-
day objects and houseware equipment to enhance daily activities and
enable smart living. These embedded processors have enough process-
ing capabilities to process sensor data to produce smart insights, and
are designed to operate for months without the need of physical inter-
ventions. Despite the compelling features of Internet of Things (IoT),
applied at several home-oriented use cases (e.g., lighting, security, heat-
ing, comfort), due to the lack of a physical flow of information (e.g.,
absence of switches and cable-based gateways), the security of such net-
works is impeding their rapid deployment. In this work we look into IPv6
based IoT deployments, since it is the leading standard for interconnect-
ing the wireless devices with the Internet and we propose a data-driven
anomaly detection system that operates at the transport-layer of 6LoW-
PAN deployments. We present a comprehensive experimental evaluation
carried out using both simulated and real-world experimentation facil-
ities that demonstrates the accuracy of our system against well-known
network attacks against 6LoWPAN networks.

1 Introduction to Security Issues and Vulnerabilities
in Ambient Intelligence

As IoT devices are becoming integral parts of our homes, a number of issues
related to privacy and trust need to be addressed. Data confidentiality, authen-
tication, access control within the IoT network, privacy and trust among users
and devices, and the enforcement of security and privacy policies are among these
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issues. However, the different standards and communication stacks involved in
combination with the wide variety of embedded hardware components make
traditional security countermeasures difficult to be directly applied in the IoT
domain. Moreover, the high number of interconnected devices arises scalability
issues [28].

The vision of the IoT has led to a competitive market for stakeholders that, in
the absence of common standards, marketed proprietary and application-specific
solutions, including a variety of hardware platforms, operating systems, commu-
nications protocols and data management schemes. Substantial standardisation
progress has been made by different bodies (e.g., IETF CoAP, RPL, 6LowPAN,
6TSCH, IEEE 802.15.4e, ETSI M2M, 3GPP MTC, oneM2M), providing techni-
cal solutions tailored to the resource-constrained embedded nodes, ranging from
the lower to the upper OSI layers. Yet, until now, no standard has managed to
attract the vast majority of the stakeholders and dominate the domain. This
comes as no surprise as in most cases embedded systems are indeed application-
specific and no single protocol stack can address all possible functional and
non-functional requirements and specifications [13].

Clearly satisfying the security and privacy requirements of each different con-
nectivity architecture and protocol stack is a complicated task. Moreover, the
special operating conditions of IoT networks makes it even more challenging [11].
The wireless devices are more vulnerable to various attacks as their location is
not known at design time and protection against tampering is very difficult due
to their low cost. Therefore, it is easy to assume that the adversary can easily
capture the devices, and easily read the content of their memory; thus learning
the cryptographic secrets and possibly modifying their behavior. In addition, the
high node-to-human ratio makes it infeasible to even consider the presence of an
online trusted server that monitors and maintains individual nodes constantly.
Thus techniques of pre-distribution of keys are much less effective than in tradi-
tional networks [9]. Furthermore, as sensor nodes are battery operated, security
systems must reduce the energy consumption. Also, since sensor nodes have lim-
ited computing and storage capability, cryptographic algorithms and protocols
that require intensive computation, communication, or storage are simply not
applicable in sensor networks [3,8]. It is too costly (in terms of computation)
to authenticate using a public key and too costly (in terms of memory and
computation) to store one-way chains of keys.

These constraints greatly increase the difficulty of securing IoT networks
and make them more vulnerable to security threats. Still, since building secure
IIoT networks is of paramount importance, the only viable solution is to com-
bine different techniques for securing the system, i.e., implement secure routing
schemes, secure aggregation, provide group key establishment methods, crypto-
graphically encrypt messages etc.; although each single level defense mechanism
is highly vulnerable, the combination of multiple attacking angles increases the
overall achieved security. Towards this direction, in this paper we focus on the use
of intrusion detection systems as an additional mechanism to further improve
the security of IIoT networks. In contrast to the other approaches, intrusion
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detection can protect from both inside and outside adversaries. Compared to
existing systems for IIoT networks, our approach is more complete in the sense
that it addresses all the levels of the node stack and also is more energy efficient.

1.1 Security Threats

Unlike in typical stand-alone wireless network deployments, IoT have a differ-
ent purpose, in the sense that communications will not involve human interac-
tion. This differentiates the challenges for securing the system and therefore the
approaches for offering protection need to be reconsidered. There are many publi-
cations [5,20,24,31] that consider some of the most significant security problems.
In this work we try to summarize all the existing threats and point out the major
attacks against IIoT. We call an IIoT node a normal node if it operates based
on the system specifications. Otherwise, it is a malicious node or an adversary.

Wireless Threats. The most basic threats are due to the nature of communi-
cation that takes place over a wireless channel. Wireless communication suffer
from a number of vulnerabilities:

1. Eavesdropping. The most easy way is to overhear the information that a
node transmits or receives and then analyze the captured data and extract
sensitive information without interacting with the network. These attacks are
also known as passive attacks.

2. Data alteration. An adversary can cause collisions of wireless transmissions
and then try to modify the message exchanged between wireless parties. These
attacks are also known as active attacks.

3. Identity theft. Untethered in nature, the adversary can impersonate a legit-
imate user and when the original user is inactive, transmit messages without
being noticed.

Routing Threats. The simplicity of many routing protocols for IIoT networks
makes them an easy target for attacks. Karlof and Wagner in [21] classify the
routing attacks into the following categories:

1. Spoofed, altered, or replayed routing information. While sending
the data, the information in transit may be altered, spoofed, replayed, or
destroyed. Since sensor nodes usually have only short range transmission, an
attacker with high processing power and larger communication range could
attack several sensors simultaneously and modify the transmitted informa-
tion.

2. Selective forwarding. In this kind of attack a malicious node may refuse
to forward every messages it gets, acting as black hole or it can forward some
messages to the wrong receiver and simply drop others.

3. Sinkhole attacks. In the Sinkhole attack, the goal of the attacker is to
attract all the traffic. Especially, in the case of a flooding based protocol
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the malicious node may listen to requests for routes, and then reply to the
requesting node with messages containing a bogus route with the shortest
path to the requested destination.

4. Sybil attacks. In Sybil attack the compromised node presents itself with
multiple nodes identity. This type of attack tries to degrade the usage and
the efficiency of the distributed algorithms that are used. Sybil attack can be
performed against distributed storage, routing, data aggregation, voting, fair
resource allocation, and misbehavior detection [25].

5. Wormholes. Wormhole attack [12] is an attack in which the malicious node
tunnels messages from one part of the network over a link, that doesn’t exist
normally, to another part of the network. The simplest form of the wormhole
attack is to convince two nodes that they are neighbors. This attack would
likely be used in combination with selective forwarding or eavesdropping.

6. HELLO flood attacks. This attack is based on the use by many protocols
of broadcast Hello messages to announce themselves in the network. So, an
attacker with greater range of transmission may send many Hello messages
to a large number of nodes in a wide area of the network. These nodes are
then convinced that the attacker is their neighbor. Consequently the network
is left in a state of confusion.

7. Acknowledgment. Some IIoT network routing algorithms require link layer
acknowledgments. A compromised node may exploit this by spoofing these
acknowledgments, thus convincing the sender that a weak link is strong or a
dead sensor is alive.

Denial of Service (DoS). This class of attacks is not concerned with the
information that is transmitted. Rather, the goal of the attacker is to exhaust
the resources of the network and cause it not to function properly. Wood and
Stankovic [32,33] classify several forms of DoS attacks based on the layer that the
attack uses. Some of these were already mentioned so we will not repeat them.
At the physical layer the attacks take the form of jamming and tampering [24].
Jamming is done by interfering with the radio frequencies nodes are using. Tam-
pering refers to the physical altering or even damaging of the nodes. An attacker
can damage and replace a node, for example, by stealing or replacing information
or cryptographic keys. At the link layer the attacker can generate collisions and
exhaustion may be caused by protocols that attempt retransmission repeatedly,
even when triggered by an unusual and suspicious collision.

1.2 Security Solutions

Several attempts have been made in the past years towards preventing intru-
sions over IoT networks based on alternative encryption and authentication
techniques. Some solutions focus on the validation of the integrity of mes-
sage exchanges in order to securely route information across the wireless
medium [30,36]. Others propose lightweight, distributed secure group communi-
cation primitives that operate on-top of the networking layer to protect data and
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to cope with potential compromises [10,14], while others work at the application
layer and propose energy-efficient encryption methods to guarantee the confi-
dentiality of the information exchanged [6]. However, these approaches cannot
completely prevent malicious users from intruding the network and tamper with
the operation of the network [7]. For example, the above techniques may not be
fully protected against compromised nodes which participate in the network and
already have the shared cryptographic keys [35].

In the context of the IP-based IoT solutions, consideration of TCP/IP secu-
rity protocols is important as these protocols are designed to fit the IP network
concept and technology. While a wide range of specialized as well as general-
purpose key exchange and security solutions exist for the Internet domain,
the 6LoWPAN and CoRE IETF working groups look into IKEv2/IPsec [22],
TLS/SSL [27], DTLS [26], HIP [23], PANA [16], and EAP [1] as candidate solu-
tions of IIoT, we focus on the discussion of in this paper. Application layer
solutions such as SSH [34] also exist, however, these are currently not consid-
ered.

1.3 Anomaly Detection for Internet of Things

In an attempt to improve the overall security of networks, a number of Intrusion
detection systems (IDS) have been proposed [6]. Such IDS architectures are
classified into two basic categories depending on the data collection mechanism:

– Host-based. The IDS consults several type of log files (kernel, system, appli-
cation, etc.) and compares the logs against an internal database of common
signatures for known attacks.

– Network-based. The IDS is scanning network packets, auditing packet infor-
mation, and logging any suspicious packets.

IDS architectures can be further classified based on the detection technique:

– Signature-based. IDS centers on finding an occurrence of predefined sig-
natures or behavior that matches a previously known malicious action or
indicates an intrusion.

– Anomaly-based. IDS checks for any behaviors that fall outside the prede-
fined or accepted model of behavior.

– Specification-based. IDS defines a set of constrains that are indicative of
a program’s or protocol’s correct operation.

Furthermore, IDS architectures specific to wireless ad-hoc networks are fur-
ther divided into three categories:

– Stand-alone. Each node operates as a independent IDS and is responsible for
detecting attacks only for itself. Such an IDS does not share any information
or cooperate with other systems. This architecture implies that all the nodes
of the network are capable of running an IDS.

– Distributed and Cooperative. All nodes are running their own IDS, but
they also cooperate in order to create a global intrusion detection mechanism.
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– Hierarchical. The network is divided into clusters with cluster-head nodes.
These nodes are responsible for routing within the cluster and accept all
the accusation messages from the other cluster-members indicating some-
thing malicious. Additionally, the cluster-head nodes may also detect attacks
against the other cluster-head nodes of the network, as they constitute the
backbone of the routing infrastructure.

2 Materials and Method

Existing security solutions cannot completely prevent malicious users from
intruding the network and tamper with the operation of the network. In this
paper, we look into intrusion detection as a second line of defence to protect IoT
once an intrusion is detected by activating certain actions to minimize damages,
gather evidence for the prosecution, and even launch counter-attacks. We pro-
pose an Anomaly-based intrusion detection system (IDS) that operates at the
transport-layer level on top of 6LoWPAN networks. Assuming an IPv6 enabled
IoT, a solution that operates at transport-layer is generic enough to be applied
also in combination with closed systems that implement proprietary hardware
and custom network protocols. Our solution does not require any particular
implementation of 6LoWPAN or RPL, or any additional encryption primitive.

Our IDS uses the ICMPv6 control messages defined within 6LoWPAN to
passively collect high-level information for the state of the network, such as the
round-trip-time, hop distance and packet loss. The IDS periodically transmits
a sequence of ICMPv6 control messages to each node of the network based on
the public IP addresses. Then it checks for any behaviours that fall outside the
predefined, accepted model of behaviour.

In contrast to existing general purpose security systems, in IoT, it is simply
infeasible to expect a network administrator to be aware of the full range of
potentially relevant possibilities and be able to pull them together manually.
For this reason, we completely avoid defining a series of hard-coded alarm limits
associated with assumed “steady states” for the network, known to send a large
number of false alarms. Instead, we use a combination of machine-learning and
statistical analysis to address the specific problem of anomaly detection.

We assume that there is an initial period of time where the network admin-
istrator can collect sufficient data regarding the operation of the network. Then
periodically we examine the operation of the network by collecting additional
statistics and try to identify observations which differ significantly from the
majority of the initial data.

Given a set of traces collected: a network-level anomaly detector characterizes
if the network is affected by at least 1 malicious node; a class-sensitive network-
level anomaly detector characterizes if the network is affected by at least 1 mali-
cious node of a specific attack class; a node-level anomaly detector characterizes
each node of the network if it is a malicious node or not; and a class-sensitive
node-level anomaly detector characterizes each node of the network if it is a mali-
cious node of a specific attack class. The performance of an anomaly detector
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is characterized by the precision, that is the ability of the detector not to label
as positive a sample that is negative and is measured by the ratio of correctly
labelled as L to all items actually labelled as L; the accuracy, representing the
set of labels detected that exactly match the corresponding set of actual labels;
the sensitivity, the ability of the detector to find all the positive samples and is
measured by the ratio of items correctly labelled as L to all items that belong
to label L; and the overhead, the number of packets that constitute the trace.

2.1 Experimental Scenario

The target of our experiments aim at providing an automated way of recognizing
intrusions in a network. Given an RPL DODAG, we generate ICMP packets for
each node of the network. Figure 1 depicts our proposed methodology.

Fig. 1. Methodology flow diagram.

The experiments are based on simulated networks generated by the Cooja
tool, the standard Contiki network simulator. We conducted several experiments
on different grid schemes (i.e., 3× 3, 4 × 4 and 5× 5 grids) as well as random
topologies (of 9, 16, 25 nodes). For each node, we collected 200 ICMP packets
(sending ping messages from the root node to each other node of the network in
every 5 s), the round trip time (RTT) of each of these messages and the distance
of the node from the RPL DODAG root. We parse raw data collected from each
experiment to extract relevant features in a table structure. This is helpful to
gather statistical information from the dataset. From the analysis of this set of
data, we expected to retrieve enough information to learn the usual behaviour
of the network.

Given the generated network topologies, we substitute some of the nodes
of the network with malicious nodes realizing either Black Hole or Grey Hole
attacks. The number of malicious nodes is significantly fewer than the number
of benign nodes. This is typical in anomaly-detection problems. Since all nodes
in the experiment run RPL protocol, we expect that an attacked node will affect
the transmissions of its neighbours. Even more, we realized that the malicious
nodes usually have more or less important effects on the entire network. Thus
all nodes belonging to an attacked network have been labelled as attacked.



242 I. Chatzigiannakis et al.

After this first exploratory analysis of the data, we select a set of features
based on the statistics of the ICMP packets collected over a non-overlapping
window of ICMP packets, to train and evaluate the learning algorithms. IMCP
packets window is a subset obtained dividing the 200 ICMP messages received by
a node by a fixed number in the interval [12, 24, 48, 100, 200] and extract features
on that number of ICMP packets. Finally, we run the learning algorithms on the
selected dataset and collect results.

2.2 Methods for Anomally Detection

K-Nearest Neighbors (KNN). KNN algorithm is a non-parametric method
used for classification and regression [2]. The input consists of the k closest
training examples in the feature space. An object is classified by a plurality
vote of its neighbours, with the object being assigned to the class that is most
common among its k nearest neighbours (k is a positive integer, typically small).

Random Forest (RF). Random Forest (RF) algorithms employ a technique
known as bagging, whereby data instances are resampled multiple times to pro-
duce multiple training subsets from the training data [4]. Decision trees are then
created from each training subset until ensembles of trees have been created.
Each tree then casts a unit vote for the outcome of an incoming data instance
class label. RF is flexible, with constrained computational resources required.

(a) Neural Network Architecture. (b) Traning and Validation Loss.

Fig. 2. Neural Network model for attack detection.
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Deep Neural Network (DNN). Artificial neural networks (ANN) are com-
puting systems that are inspired by the biological neural networks that consti-
tute human brains (Fig. 2). Each neuron performs some calculation and outputs
a value that is then spread through all its outgoing connections as input into
other units [19]. Connections are characterized by weights that correspond to
the importance of the link between two neurons. The computation performed by
a unit is separated into two stages: the aggregation and the activation functions.
The aggregation function calculates the sum of the inputs received by the unit
through all its incoming connections. The resulting value is then fed into the
activation function. Neurons are organized in levels. Layers between input and
output layers are called the hidden layers. When a new input is given, informa-
tion passes across layers until the output, where classification happens.

Support Vector Machines (SVM). The basic idea of SVM for time-series
approximation is mapping the data into a high-dimensional feature space by
a nonlinear mapping and then performing a linear regression in the feature
space [29]. The nonlinear mapping can be efficiently computed through a ker-
nel function, without iterating over all the corresponding data points. Given
the kernel function, the SVM learner tries to find a hyperplane that separates
positive from negative data points and at the same time maximizes the separa-
tion (margin) between them. This method is known to be resilient to overfitting
and to have good generalization performance, due to the max-margin criterion
used during optimization. Furthermore, the SVM is guaranteed to converge to
a global optimum due to the corresponding convex optimization formulation.

2.3 Prediction Performance Measure

The performance of the classifiers is based on calculating the precision, accuracy,
recall and F1 Score for each class and then computing their unweighted mean.
This approach does not take label imbalance into account, e.g., when 95% of
items are labelled Normal and 5% are labelled Under-Attack, if all the items
are labelled as Normal, the accuracy would be 95% but all items from label
Under-Attack would be misclassified. For this reason we made sure that there is
a good balance across the different labels considered during both training and
validation. The four metrics used are defined as follows:

Precision (or Positive Predictive Value (PPV)) – represents the ratio of items
correctly labelled as L to all items actually labelled as L, that is, the ratio

TP
(TP+FP ) , where TP is the number of true positives and FP is the number
of false positives. The precision is intuitively the ability of the classifier not
to label as positive a sample that is negative.

Accuracy (or Proportion Correct) – represents the set of labels predicted that
exactly match the corresponding set of actual labels.

Recall (or Sensitivity or True Positive Rate or Probability of Detection (PD)
or Detection Rate) – represents the ratio of items correctly labelled as L to
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all items that belong to label L, that is, the ratio TP
(TP+FN) , where TP is the

number of true positives and FN is the number of false negatives. The recall
is intuitively the ability of the classifier to find all the positive samples.

F1 score, or balanced F-score or F-measure represents a weighted average
of the precision and recall, where 1 is the best score and 0 the worst score.
The relative contribution of precision and recall to the F1 score are equal.
The formula for the F1 score is: 2×(precision×recall)

(precision+recall) .
AUC (or Area Under the ROC curve) – ROC is a probability curve and

AUC represents degree or measure of separability. It tells how much model is
capable of distinguishing between classes.

2.4 Implementation Details

The learning algorithms are implemented using Python 3.7.1 in combination with
Keras 2.2.4, Pandas 0.24.1, Scikit 0.20.3 and Numpy 1.15.4. All the experiments
have been performed on a Macbook Pro 2017 - 2, 3 GHz Intel Core i5, 8 GB 2133
MHz LPDDR3. We release all the dataset and the code used for the experiments
on a Github repository (https://github.com/ichatz/iot-netprofiler).

All mentioned algorithms have been extensively used by the state of the
art solutions in order to solve anomaly-detection problems [15]. We used the
following operating parameters:

1. K-Nearest Neighbor (KNN) - using K = 3.
2. Random Forests Classifier - building 100 estimators.
3. Support Vector Machines (SVM) - using a linear kernel.
4. Deep Neural Network Classifier - using 5 hidden layers of 32, 64, 96, 64,

32 neurons respectively. Dropout and L2 regularization are applied to reduce
overfitting. We use the cross-entropy loss function to evaluate training and
validation losses.

5. K-Means - with K equal to the number of classes. In this case, data are
pre-processed using a PCA.

3 Results

3.1 Exploratory Analysis

We start with by conducting a first exploratory analysis of the network statistics.
Figure 3 depicts the distribution of round-trip-time (RTT) for each node, given
the hop-distance from the root, for a topology involving 9 nodes in a 3× 3 grid.
Similar results are acquired for larger topologies. We keep in mind that the RPL
DODAG is designed to have a different configuration each time an RPL instance
on the network is running, thus, even with the same topology, the network could
have a different structure. However, regardless of the RPL DODAG operating
parameters, by simply observing the basic network statistics, it is clear that the
distribution of the RTT at each hop-distance is more or less the same. Given the

https://github.com/ichatz/iot-netprofiler
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distribution of the RTT of a node at certain hop-distance from the root, we can
usually understand if the node (or one of its neighbours) has been attacked. In
fact, depending on which kind of attack has been performed, it is easy to notice
that the distribution of a certain number of nodes is affected. In particular, we
can distinguish between the following cases:

– if the network has been attacked with a Black Hole attack at a non-leaf
node N , this attack also affects the children nodes of N . These nodes either
remain unavailable for the entire experiment, or after a given period of time
they manage to identify an alternative path connecting them with the root
node;

– if a Gray Hole attack has been performed, we can still observe an effect on
variance and latency values in some nodes.

(a) Network Topology. (b) Normal behaviour.

(c) Grey Hole Attack. (d) Black Hole Attack.

Fig. 3. RTT distribution of 3× 3 topology.

Since the RTT varies over time, it is important to study if there is an Auto-
correlation, highlighting in this way the similarity between observations as a
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function of the time lag between them. Studying autocorrelation can also identify
possible seasonability in the measurements, i.e., periodic fluctuations. Assuming
that the distribution of each variable fits a Gaussian distribution, we can use
the Pearson’s correlation coefficient to summarize the correlation between the
variables. Pearson’s correlation coefficient is a number between −1 and 1 that
describes a negative or positive correlation, respectively. A value of zero indi-
cates no correlation. We can calculate the correlation for time-series observations
with previous time steps, called lags. Because the correlation of the time series
observations is calculated with values of the same series at previous times, this
is called a serial correlation, or an autocorrelation. A plot of the autocorrelation
of a time series by lag is called the AutoCorrelation Function, or the acronym
ACF.

Fig. 4. Autocorrelation of a 3× 3 grid experiment.

The results are included in Fig. 4, obtained above do not show particu-
lar trends, suggesting that the RTT time series are stationary. In order to
make strong assumptions about our data, we computed Advanced Dickey-Fuller
test [17]. This is a statistical test called a unit root test. The intuition behind
a unit root test is that it determines how strongly a time series is defined by
a trend. It uses an autoregressive model and optimizes an information criterion
across multiple different lag values. The null hypothesis of the test is that the
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time series can be represented by a unit root, that it is not stationary (has some
time-dependent structure). The alternate hypothesis (rejecting the null hypoth-
esis) is that the time series is stationary.

1. Null Hypothesis (H0): If failed to be rejected, it suggests the time series has a
unit root, meaning it is non-stationary. It has some time-dependent structure.

2. Alternate Hypothesis (H1): The null hypothesis is rejected; it suggests the
time series does not have a unit root, meaning it is stationary. It does not
have a time-dependent structure.

Results from Advanced Dickey-Fuller test confirms that the hypothesis that
RTTs time series is stationary, at least for more than 79% of nodes. Starting
from these results, a log transform has been used to flatten out non-stationary
nodes back to a linear relationship. This could help learning algorithms; in fact,
stationary time series can be easier to model.

3.2 Features Extraction and Selection

We now move one to studying the importance of different features in terms of
the learning rate of machine learning and deep learning algorithms. Over a fixed
window of packets, we consider the mean, variance, min, and max values of RTT,
the number of outliers on the RTT value, the hop distance of the node from
the root, and the number of lost packets. Remark that since data resulting from
different networks could have different mean and variance due to their different
network topologies, we apply feature normalization.

(a) Correlation Matrix. (b) Random Forest Classifier Features Impor-
tance.

Fig. 5. Features correlation and importance.
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Some features could be more important than others, so if we select the right
set of features, this could help to improve the results given by a learning clas-
sifier. In order to select the best set of features, we calculate the correlation
matrix of features. We use the Pearson Coefficient that assigns a value within 1
(i.e. positive correlation) and −1 (negative correlation). Following the approach
proposed by Furkan Yusuf Yavuz, Devrim ünal and Ensar Gul in [18], we use
Random Forest Classifier to iteratively select the most relevant features. In fact,
as they suggest, if feature importance is high, it dilutes the effect of the oth-
ers and may cause overfitting, while less important could slow down (or even
deviate) the learning process (Fig. 5).

3.3 Experimental Results

We now examine the performance of different machine learning algorithms to
accurately detect attacks in an IoT network. We use two different experimental
scenarios. In the first one, we want to detect if a network has been attacked or
not. In the second scenario, we try to recognize what kind of attack has been
performed if any. In each scenario, we train the learning algorithms with the
following approach:

1. Select a window of N ICMP packets for each node (N ∈ [12, 24, 48, 100, 200]).
2. Select a subset of features.
3. Split the dataset using 80% of the data for training and 20% for testing.
4. Train the algorithm using 5-fold cross-validation. Therefore, split the training

set to and iteratively evaluate the results on 20% of this set.
5. Finally, we test the algorithm on the test set.

The results suggest that we can accurately detect if an attack has been per-
formed. Attacks are accurately detected by KNN, Random Forests and Deep
Neural Network with an accuracy of 80%. Due to the observed stationarity,
varying the size of the windows does not affect the results. Even with a win-
dow size of 12 packets, which corresponds to 1 min, we can accurately detect an
attack in the network. Figure 6 shows the results of this experiment for attack
detection.

Fig. 6. Attack detection results.
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We also examine the classification of specific type of attack. Here KNN and
Random Forests achieve the highest accuracy in the range of 71% and 75% accu-
racy. Figure 7 indicates the different values achieved for each different method
considered.

Fig. 7. Attack recognition results.

4 Conclusions and Future Work

Our study presents an approach which can detect routing attacks based on a
simple analysis of ICMP packets. Packet-drop attacks (black-hole attack and
grey-hole attack) are successfully detected by our proposed attack detection
models. Our methodology proposes a simple and efficient solution to detect if
such attacks have been performed. Experimental results suggest that even kind
of attack could be detected with high accuracy if learning models are trained
with a sufficiently wide range of data samples. The lack of open-source datasets
and the difficulty in collecting this type of data surely makes it difficult to
train learning algorithms efficiently. As future work, we intend to extend the
dataset with additional attack types and scenarios, introducing a different rate
of malicious and normal nodes as well as a larger number of nodes. We also plan
to test more sophisticated Neural Network architectures like LSTM, that could
help to achieve better results on a larger dataset.
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Abstract. Language Identification (LI) is an important first step in
several speech processing systems. With a growing number of voice-
based assistants, speech LI has emerged as a widely researched field.
To approach the problem of identifying languages, we can either adopt
an implicit approach where only the speech for a language is present
or an explicit one where text is available with its corresponding tran-
script. This paper focuses on an implicit approach due to the absence of
transcriptive data. This paper benchmarks existing models and proposes
a new attention based model for language identification which uses log-
Mel spectrogram images as input. We also present the effectiveness of raw
waveforms as features to neural network models for LI tasks. For training
and evaluation of models, we classified six languages (English, French,
German, Spanish, Russian and Italian) with an accuracy of 95.4% and
four languages (English, French, German, Spanish) with an accuracy of
96.3% obtained from the VoxForge dataset. This approach can further
be scaled to incorporate more languages.

Keywords: Language Identification · Raw waveform · Convolutional
Neural Networks · Machine learning

1 Introduction

Language Identification (LI) is a problem which involves classifying the language
being spoken by a speaker. LI systems can be used in call centers to route
international calls to an operator who is fluent in that identified language [12]. In
speech-based assistants, LI acts as the first step which chooses the corresponding
grammar from a list of available languages for its further semantic analysis [1]. It
can also be used in multi-lingual voice-controlled information retrieval systems,
for example, Apple Siri and Amazon Alexa.

Over the years, studies have utilized many prosodic and acoustic features
to construct machine learning models for LI systems [18]. Every language is
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composed of phonemes, which are distinct unit of sounds in that language, such
as b of black and g of green. Several prosodic and acoustic features are based
on phonemes, which become the underlying features on whom the performance
of the statistical model depends [5,20]. If two languages have many overlapping
phonemes, then identifying them becomes a challenging task for a classifier. For
example, the word cat in English, kat in Dutch, katze in German have different
consonants but when used in a speech they all would sound quite similar.

Due to such drawbacks several studies have switched over to using Deep
Neural Networks (DNNs) to harness their novel auto-extraction techniques [1,
19]. This work follows an implicit approach for identifying six languages with
overlapping phonemes on the VoxForge [23] dataset and achieves 95.4% overall
accuracy.

In previous studies [1,17,19], authors use log-Mel spectrum of a raw audio
as inputs to their models. One of our contributions is to enhance the perfor-
mance of this approach by utilising recent techniques like Mixup augmentation
of inputs and exploring the effectiveness of Attention mechanism in enhanc-
ing performance of neural network. As log-Mel spectrum needs to be computed
for each raw audio input and processing time for generating log-Mel spectrum
increases linearly with length of audio, this acts as a bottleneck for these models.
Hence, we propose the use of raw audio waveforms as inputs to deep neural net-
work which boosts performance by avoiding additional overhead of computing
log-Mel spectrum for each audio. Our 1D-ConvNet architecture auto-extracts
and classifies features from this raw audio input.

The structure of the work is as follows. In Sect. 2 we discuss about the previ-
ous related studies in this field. The model architecture for both the raw wave-
forms and log-Mel spectrogram images is discussed in Sect. 3 along with the a
discussion on hyperparameter space exploration. In Sect. 4 we present the exper-
imental results. Finally, in Sect. 5 we discuss the conclusions drawn from the
experiment and future work.

2 Related Work

Extraction of language dependent features like prosody and phonemes was a pop-
ular approach to classify spoken languages [6,16,29]. Following their success in
speaker verification systems, i-vectors have also been used as features in various
classification networks. These approaches required significant domain knowledge
[4,16]. Nowadays most of the attempts on spoken language identification rely on
neural networks for meaningful feature extraction and classification [7,15].

Revay et al. [19] used the ResNet50 [9] architecture for classifying languages
by generating the log-Mel spectra of each raw audio. The model uses a cyclic
learning rate where learning rate increases and then decreases linearly. Maximum
learning rate for a cycle is set by finding the optimal learning rate using fastai [11]
library. The model classified six languages – English, French, Spanish, Russian,
Italian and German – and achieving an accuracy of 89.0%.

Gazeau et al. [8] in his research showed how Neural Networks, Support Vector
Machine and Hidden Markov Model (HMM) can be used to identify French,
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English, Spanish and German. Dataset was prepared using voice samples from
Youtube News [27]and VoxForge [23] datasets. Hidden Markov models convert
speech into a sequence of vectors, was used to capture temporal features in
speech. HMMs trained on VoxForge [23] dataset performed best in comparison
to other models proposed by him on same VoxForge dataset. They reported an
accuracy of 70.0%.

Bartz et al. [1] proposed two different hybrid Convolutional Recurrent Neu-
ral Networks for language identification. They proposed a new architecture for
extracting spatial features from log-Mel spectra of raw audio using CNNs and
then using RNNs for capturing temporal features to identify the language. This
model achieved an accuracy of 91.0% on Youtube News Dataset [27]. In their sec-
ond architecture they used the Inception-v3 [22] architecture to extract spatial
features which were then used as input for bi-directional LSTMs to predict the
language accurately. This model achieved an accuracy of 96.0% on four languages
which were English, German, French and Spanish. They also trained their CNN
model (obtained after removing RNN from CRNN model) and the Inception-v3
on their dataset. However they were not able to achieve better results achieving
and reported 90% and 95% accuracies, respectively.

Kumar et al. [12] used Mel-frequency cepstral coefficients (MFCC), Percep-
tual linear prediction coefficients (PLP), Bark Frequency Cepstral Coefficients
(BFCC) and Revised Perceptual Linear Prediction Coefficients (RPLP) as fea-
tures for language identification. BFCC and RPLP are hybrid features derived
using MFCC and PLP. They used two different models based on Vector Quanti-
zation (VQ) with Dynamic Time Warping (DTW) and Gaussian Mixture Model
(GMM) for classification. These classification models were trained with differ-
ent features. The authors were able to show that these models worked better
with hybrid features (BFCC and RPLP) as compared to conventional features
(MFCC and PLP). GMM combined with RPLP features gave the most promis-
ing results and achieved an accuracy of 88.8% on ten languages. They designed
their own dataset comprising of ten languages being Dutch, English, French,
German, Italian, Russian, Spanish, Hindi, Telugu, and Bengali.

Montavon [17] generated Mel spectrogram as features for a time-delay neu-
ral network (TDNN). This network had two-dimensional convolutional layers for
feature extraction. An elaborate analysis of how deep architectures outperform
their shallow counterparts is presented in this research. The difficulties in clas-
sifying perceptually similar languages like German and English were also put
forward in this work. It is mentioned that the proposed approach is less robust
to new speakers present in the test dataset. This method was able to achieve an
accuracy of 91.2% on dataset comprising of 3 languages – English, French and
German.

In Table 1, we summarize the quantitative results of the above previous stud-
ies. It includes the model basis, feature description, languages classified and the
used dataset along with accuracy obtained. The table also lists the overall results
of our proposed models (at the top). The languages used by various authors along
with their acronyms are English (En), Spanish (Es), French (Fr), German (De),
Russian (Ru), Italian (It), Bengali (Ben), Hindi (Hi) and Telugu (Tel).
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Table 1. Quantitative review of previous studies along with our results.

Year Model basis Features Languages Acc. Remarks Ref.

2019 1D ConvNet Raw

Audio

En, Fr, De, Es,

Ru, It

93.7a Evaluation of our 1D ConvNet model

with mixup for six languages

Self

2019 2D ConvNet log-Mel En, Fr, De, Es,

Ru, It

95.4a Evaluation of our 2D ConvNet model

with mixup for six languages

Self

2019 2D ConvNet-Bi-

directional

GRU-Attention

log-Mel En, Fr, De, Es,

Ru, It

95.0a Result after tuning the

hyperparameters of our

cnn-bi-directional GRU-attention

model and applying mixup

Self

2019 2D ConvNet log-Mel En, Fr, De, Es 96.3a Our evaluation of 2D ConvNet model

for four languages

Self

2019 ResNet50 log-Mel En, Fr, De, Es,

Ru, It

89.0a Uses a pretrained ResNet50

architecture and cyclic learner to

identify the language

[19]

2018 SVM-HMM model not

defined

En, Fr, Es, De 70.0a HMMs were used to encode speech

into sequences of vectors which were

then fed into a neural network

[8]

2017 Inceptionv3

CRNN

log-Mel En, Fr, De, Es 96.0b Used Inception-v3 model followed by

bi-directional LSTMs to extract

convolutional and temporal features

[1]

2017 CRNN log-Mel En, Fr, De, Es 91.0b A new architecture is used to extract

spatial features by using CNNs and

temporal features using RNNs

[1]

2010 Gaussian Mixture

Models

Perceptual

Linear

Prediction

Dut, En, Fr,

De, It, Ru, Es,

Ben, Hi and

Tel

88.8c Used Gaussian mixture models

coupled with RPLP features, which

were prepared using MFCC and PLP

[12]

2009 CNN-TDNN log-Mel En, Fr, De 91.2a Used a time delay neural network

with SGD was used to identify

language using log-Mel images as

input

[17]

Dataset: a - VoxForge [23]; b - Youtube News [27], c - Private

3 Proposed Method

3.1 Motivations

Several state-of-the-art results on various audio classification tasks have been
obtained by using log-Mel spectrograms of raw audio, as features [25]. Convo-
lutional Neural Networks have demonstrated an excellent performance gain in
classification of these features [10,26] against other machine learning techniques.
It has been shown that using attention layers with ConvNets further enhanced
their performance [13]. This motivated us to develop a CNN-based architecture
with attention since this approach hasn’t been applied to the task of language
identification before.

Recently, using raw audio waveform as features to neural networks has
become a popular approach in audio classification [13,24]. Raw waveforms have
several artifacts which are not effectively captured by various conventional fea-
ture extraction techniques like Mel Frequency Cepstral Coefficients (MFCC),
Constant Q Transform (CQT), Fast Fourier Transform (FFT), etc.

Audio files are a sequence of spoken words, hence they have temporal features
too. A CNN is better at capturing spatial features only and RNNs are better
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at capturing temporal features as demonstrated by Bartz et al. [1] using audio
files. Therefore, we combined both of these to make a CRNN model.

We propose three types of models to tackle the problem with different
approaches, discussed as follows.

3.2 Description of Features

As an average human’s voice is around 300 Hz and according to Nyquist-Shannon
sampling theorem all the useful frequencies (0–300 Hz) are preserved with sam-
pling at 8 kHz, therefore, we sampled raw audio files from all six languages at
8 kHz.

The average length of audio files in this dataset was about 10.4 s and standard
deviation was 2.3 s. For our experiments, the audio length was set to 10 s. If the
audio files were shorter than 10 s, then the data was repeated and concatenated.
If audio files were longer, then the data was truncated.

3.3 Model Description

We applied the following design principles to all our models:

– Every convolutional layer is always followed by an appropriate max pooling
layer. This helps in containing the explosion of parameters and keeps the
model small and nimble.

– Convolutional blocks are defined as an individual block with multiple pairs of
one convolutional layer and one max pooling layer. Each convolutional block
is preceded or succeded by a convolutional layer.

– Batch Normalization and Rectified linear unit activations were applied after
each convolutional layer. Batch Normalization helps speed up convergence
during training of a neural network.

– Model ends with a dense layer which acts the final output layer.

3.4 Model Details: 1D ConvNet

As the sampling rate is 8 kHz and audio length is 10 s, hence the input is raw
audio to the models with input size of (batch size, 1, 80000). In Table 2, we
present a detailed layer-by-layer illustration of the model along with its hyper-
parameter.

Hyperparameter Optimization: Tuning hyperparameters is a cumbersome
process as the hyperparamter space expands exponentially with the number
of parameters, therefore efficient exploration is needed for any feasible study.
We used the random search algorithm supported by Hyperopt [2] library to
randomly search for an optimal set of hyperparameters from a given parameter
space. In Fig. 1, various hyperparameters we considered are plotted against the
validation accuracy as violin plots. Our observations for each hyperparameter
are summarized below:
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Table 2. Architecture of the 1D-ConvNet model

Layer name # filters/kernel/ stride output # of parameters

Conv1 (128, 3, 3) (128, 26664) 384

(Convolutional Block 1)

Conv1D (128, 3, 1) (128, 26658) 49152

MaxPool1D (3, 3) (128, 8880)

Conv1D (128, 3, 1) (128, 8880) 49,152

MaxPool1D (3, 3) (128, 2960)

Conv1D (256, 3, 1) (256, 2954) 98,304

MaxPool1D (3, 3) (256, 984)

(Convolutional Block 2)

Conv1D (256, 3, 1) (256, 978) 196,608

MaxPool1D (3, 3) (256, 326)

Conv1D (512, 3, 1) (512, 320) 393,216

MaxPool1D (106, 3) (512, 1)

Dense Layer (512, 6) (6) 3,072

Number of Filters in First Layer: We observe that having 128 filters gives better
results as compared to other filter values of 32 and 64 in the first layer. A higher
number of filters in the first layer of network is able to preserve most of the
characteristics of input.

Kernel Size: We varied the receptive fields of convolutional layers by choosing
the kernel size from among the set of {3, 5, 7, 9}. We observe that a kernel size
of 9 gives better accuracy at the cost of increased computation time and larger
number of parameters. A large kernel size is able to capture longer patterns in
its input due to bigger receptive power which results in an improved accuracy.

Dropout: Dropout randomly turns-off (sets to 0) various individual nodes during
training of the network. In a deep CNN it is important that nodes do not develop
a co-dependency amongst each other during training in order to prevent overfit-
ting on training data [21]. Dropout rate of 0.1 works well for our model. When
using a higher dropout rate the network is not able to capture the patterns in
training dataset.

Batch Size: We chose batch sizes from amongst the set {32, 64, 128}. There is
more noise while calculating error in a smaller batch size as compared to a larger
one. This tends to have a regularizing effect during training of the network and
hence gives better results. Thus, batch size of 32 works best for the model.

Layers in Convolutional Block 1 and 2: We varied the number of layers in both
the convolutional blocks. If the number of layers is low, then the network does
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not have enough depth to capture patterns in the data whereas having large
number of layers leads to overfitting on the data. In our network, two layers in
the first block and one layer in the second block give optimal results.

Fig. 1. Effect of hyperparameter variation of the hyperparameter on the classification
accuracy for the case of 1D-ConvNet. Orange colored violin plots show the most favored
choice of the hyperparameter and blue shows otherwise. One dot represents one sample.
(Color figure online)

3.5 Model Details: 2D ConvNet with Attention and Bi-Directional
GRU

Log-Mel spectrogram is the most commonly used method for converting audio
into the image domain. The audio data was again sampled at 8 kHz. The input to
this model was the log-Mel spectra. We generated log-Mel spectrogram using the
LibROSA [14] library. In Table 3, we present a detailed layer-by-layer illustration
of the model along with its hyperparameter.

We took some specific design choices for this model, which are as follows:

– We added residual connections with each convolutional layer. Residual con-
nections in a way makes the model selective of the contributing layers, deter-
mines the optimal number of layers required for training and solves the prob-
lem of vanishing gradients. Residual connections or skip connections skip
training of those layers that do not contribute much in the overall outcome
of model.
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Table 3. Architecture of the 2D-ConvNet model

Layer Name Output features Number of filters/stride/padding No. of parameters

(ConvBlock 1)

Conv2D (64, 128, 128) (3, 3)/(1, 1)/(1, 1) 1,728

Conv2D (64, 128, 128) (3, 3)/(1, 1)/(1, 1) 36,864

AvgPool2D (64, 64, 64)

(ConvBlock 2)

Conv2D (128, 64, 64) (3, 3)/(1, 1)/(1, 1) 73,728

Conv2D (128, 64, 64) (3, 3)/(1, 1)/(1, 1) 147,456

AvgPool2D (128, 32, 32)

(ConvBlock 3)

Conv2D (256, 32, 32) (3, 3)/(1, 1)/(1, 1) 294,912

Conv2D (256, 32, 32) (3, 3)/(1, 1)/(1, 1) 589,824

AvgPool2D (256, 16, 16)

(ConvBlock 4)

Conv2D (512, 16, 16) (3, 3)/(1, 1)/(1, 1) 1,179,648

Conv2D (512, 16, 16) (3, 3)/(1, 1)/(1, 1) 235,929

AvgPool2D (512, 8, 8)

Bi-directional GRU (8, 1536) 1,769,472

Embedding Layer (8, 768) 1,179,648

(Sequential Block)

Dropout (0.2) Linear (256) 131,072

Dropout (0.1) Linear (6) 1,536

– We added spatial attention [3] networks to help the model in focusing on spe-
cific regions or areas in an image. Spatial attention aids learning irrespective
of transformations, scaling and rotation done on the input images making the
model more robust and helping it to achieve better results.

– We added Channel Attention networks so as to help the model to find inter-
dependencies among color channels of log-Mel spectra. It adaptively assigns
importance to each color channel in a deep convolutional multi-channel net-
work. In our model we apply channel and spatial attention just before feeding
the input into bi-directional GRU. This helps the model to focus on selected
regions and at the same time find patterns among channels to better deter-
mine the language.

Hyperparameter Optimization: We used the random search algorithm sup-
ported by Hyperopt [2] library to randomly search for an optimal set of hyper-
parameters from a given parameter space. In Fig. 2, various hyperparameters
we tuned are plotted against the validation accuracy. Our observations for each
hyperparameter are summarized below:

Filter Size: 64 filters in the first layer of network can preserve most of the
characteristics of input, but increasing it to 128 is inefficient as overfitting occurs.

Kernel Size: There is a trade-off between kernel size and capturing complex
non-linear features. Using a small kernel size will require more layers to capture
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Fig. 2. Effect of hyperparameter variation of the six selected hyperparameter on the
classification accuracy for the case of 2D-ConvNet. Orange colored violin plots show
the most favored choice of the hyperparameter and blue shows otherwise. One dot
represents one sample. (Color figure online)

features whereas using a large kernel size will require less layers. Large kernels
capture simple non-linear features whereas using a smaller kernel will help us
capture more complex non-linear features. However, with more layers, backprop-
agation necessitates the need for a large memory. We experimented with large
kernel size and gradually increased the layers in order to capture more com-
plex features. The results are not conclusive and thus we chose kernel size of 7
against 3.

Dropout: Dropout rate of 0.1 works well for our data. When using a higher
dropout rate the network is not able to capture the patterns in training dataset.

Batch Size: There is always a trade-off between batch size and getting accurate
gradients. Using a large batch size helps the model to get more accurate gradients
since the model tries to optimize gradients over a large set of images. We found
that using a batch size of 128 helped the model to train faster and get better
results than using a batch size less than 128.

Number of Hidden Units in Bi-directional GRU: Varying the number of hidden
units and layers in GRU helps the model to capture temporal features which can
play a significant role in identifying the language correctly. The optimal number
of hidden units and layers depends on the complexity of the dataset. Using less
number of hidden units may capture less features whereas using large number
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of hidden units may be computationally expensive. In our case we found that
using 1536 hidden units in a single bi-directional GRU layer leads to the best
result.

Image Size: We experimented with log-Mel spectra images of sizes 64 × 64 and
128 × 128 pixels and found that our model worked best with images of size of
128 × 128 pixels.

We also evaluated our model on data with mixup augmentation [28]. It is
a data augmentation technique that also acts as a regularization technique and
prevents overfitting. Instead of directly taking images from the training dataset
as input, mixup takes a linear combination of any two random images and feeds
it as input. The following equations were used to prepared a mixed-up dataset:

Input Image = α ∗ I1 + (1 − α) ∗ I2, (1)

and
Input Label = α ∗ L1 + (1 − α) ∗ L2, (2)

where α ∈ [0, 1] is a random variable from a β-distribution, I1.

3.6 Model Details: 2D-ConvNet

This model is a similar model to 2D-ConvNet with Attention and bi-directional
GRU described in Sect. 3.5 except that it lacks skip connections, attention layers,
bi-directional GRU and the embedding layer incorporated in the previous model.

3.7 Dataset

We classified six languages (English, French, German, Spanish, Russian and Ital-
ian) from the VoxForge [23] dataset. VoxForge is an open-source speech corpus
which primarily consists of samples recorded and submitted by users using their
own microphone. This results in significant variation of speech quality between
samples making it more representative of real world scenarios.

Our dataset consists of 1,500 samples for each of six languages. Out of 1,500
samples for each language, 1,200 were randomly selected as training dataset for
that language and rest 300 as validation dataset using k-fold cross-validation.
To sum up, we trained our model on 7,200 samples and validated it on 1800
samples comprising six languages. The results are discussed in next section.

4 Results and Discussion

This paper discusses two end-to-end approaches which achieve state-of-the-art
results in both the image as well as audio domain on the VoxForge dataset [23].
In Table 4, we present all the classification accuracies of the two models of the
cases with and without mixup for six and four languages.
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In the audio domain (using raw audio waveform as input), 1D-ConvNet
achieved a mean accuracy of 93.7% with a standard deviation of 0.3% on run-
ning k-fold cross validation. In Fig. 3(a) we present the confusion matrix for the
1D-ConvNet model.

In the image domain (obtained by taking log-Mel spectra of raw audio), 2D-
ConvNet with 2D attention (channel and spatial attention) and bi-directional
GRU achieved a mean accuracy of 95.0% with a standard deviation of 1.2%
for six languages. This model performed better when mixup regularization was
applied. 2D-ConvNet achieved a mean accuracy of 95.4% with standard devi-
ation of 0.6% on running k-fold cross validation for six languages when mixup
was applied. In Fig. 3(b) we present the confusion matrix for the 2D-ConvNet
model. 2D attention models focused on the important features extracted by con-
volutional layers and bi-directional GRU captured the temporal features.

Table 4. Results of the two models and all its variations

Languages Feature desc. Network Mixup Accuracy

En, Es, Fr, De, Ru, It Raw Waveform 1D ConvNet No 93.7

log-Mel Spectra 2D ConvNet No 94.3

Yes 95.4

2D ConvNet with Attention and GRU No 94.3

Yes 95.0

En, Es, Fr, De Raw Waveform 1D ConvNet No 94.4

log-Mel Spectra 2D ConvNet No 96.0

Yes 96.3

2D ConvNet with Attention and GRU No 94.7

Yes 93.7

4.1 Misclassification

Several of the spoken languages in Europe belong to the Indo-European fam-
ily. Within this family, the languages are divided into three phyla which are
Romance, Germanic and Slavic. Of the 6 languages that we selected Spanish
(Es), French (Fr) and Italian (It) belong to the Romance phyla, English and
German belong to Germanic phyla and Russian in Slavic phyla. Our model
also confuses between languages belonging to the similar phyla which acts as
an insanity check since languages in same phyla have many similar pronounced
words such as cat in English becomes Katze in German and Ciao in Italian
becomes Chao in Spanish.

Our model confuses between French (Fr) and Russian (Ru) while these lan-
guages belong to different phyla, many words from French were adopted into
Russian such as automate (oot-oo-mate) in French becomes ABTOMaT (aff-
taa-maat) in Russian which have similar pronunciation.

Future Scope. The performance of raw audio waveforms as input features to
ConvNet can be further improved by applying silence removal in the audio. Also,
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(a) (b)

Fig. 3. Confusion matrix for classification of six languages with our (a) 1D-ConvNet
and (b) 2D-ConvNet model. Asterisk (*) marks a value less than 0.1%.

there is scope for improvement by augmenting available data through various
conventional techniques like pitch shifting, adding random noise and changing
speed of audio. These help in making neural networks more robust to variations
which might be present in real world scenarios. There can be further exploration
of various feature extraction techniques like Constant-Q transform and Fast
Fourier Transform and assessment of their impact on Language Identification.

There can be further improvements in neural network architectures like con-
catenating the high level features obtained from 1D-ConvNet and 2D-ConvNet,
before performing classification. There can be experiments using deeper net-
works with skip connections and Inception modules. These are known to have
positively impacted the performance of Convolutional Neural Networks.

5 Conclusion

There are two main contributions of this paper in the domain of spoken language
identification. Firstly, we presented an extensive analysis of raw audio waveforms
as input features to 1D-ConvNet. We experimented with various hyperparame-
ters in our 1D-ConvNet and evaluated their effect on validation accuracy. This
method is able to bypass the computational overhead of conventional approaches
which depend on generation of spectrograms as a necessary pre-processing step.
We were able to achieve an accuracy of 93.7% using this technique.

Next, we discussed the enhancement in performance of 2D-ConvNet using
mixup augmentation, which is a recently developed technique to prevent over-
fitting on test data.This approach achieved an accuracy of 95.4%. We also
analysed how attention mechanism and recurrent layers impact the performance
of networks. This approach achieved an accuracy of 95.0%.
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Abstract. The quality of indoor air exerts influence on the wellbeing
of people. However, people rarely notice a constant and creeping deteri-
oration of indoor air. Especially in enclosed places where several people
get together, like meeting rooms, school rooms and public transporta-
tion, bad air quality might cause a reduction of cognitive performance,
increased headache, fatigue and sleepiness. This paper describes and dis-
cusses a privacy respecting system, built with low cost IoT components
and open-source software, that informs room occupants about bad air
quality with ambient lights. Additionally, the status of the windows is
indicated so that they are not forgotten to be closed after airing. We
conducted a workshop with an implementation of the system with five
users and present the results which show the usefulness and desirability
of ambient notifications for indoor air quality monitoring.

Keywords: Ambient display · Ambient light · Air quality · Smart
home · Context-aware system · Human wellbeing · Ubiquitous
computing

1 Introduction

The indoor room climate plays an important role for human wellbeing, especially
as humans do not directly and consciously perceive gases such as carbon dioxide
(CO2). It is therefore worrying that higher concentrations of CO2 can reduce
perceived air quality, potentially affect cognitive performance [11,13,33,36], or
cause physiological symptoms [13,26]. Even perceivable gases are problematic
since room occupants usually start to adapt to odors that slowly occur [20]. Such
odors usually belong to volatile organic compounds (VOCs) which include gases
emitted by humans (bioeffluents) but can for example also stem from cleaning
agents. When entering a room, such odors are usually noticed and perceived as
disturbing, whereby certain VOCs can also be harmful at higher concentrations.

Current sensor technologies can detect CO2 and VOCs, allowing to detect
when a room should be ventilated in order to create a healthier environment.
Buildings that have ventilation/air conditioning systems could automatically
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control the airflow in the building to reduce such gases. However, this is not
standard in buildings and cannot simply be retrofitted. It therefore makes sense
to notify people in a room about poor air quality in a non-disturbing way. Unob-
trusive notifications can be achieved with ambient displays at the periphery of
a room that are visible to all persons.

For this purpose, we developed a prototype that makes use of ambient lights
to inform people in a meeting room about air quality and open windows. The
ambient lights, located near each window handle and next to the door, encode
air quality with the well-known colors of traffic lights. Furthermore, a slowly
pulsed light pattern indicates that a window is still open. The pulse pattern
occurs on the light at the door together with the lights at the open window(s) to
prevent forgetting open windows when leaving the room. To make the lights less
obtrusive the maximum brightness is adapted to the current lighting condition in
the room. In addition, the lights are switched on only if there are room occupants
in order to save energy.

Our prototype features privacy, flexibility, and reproducibility at low costs.
The costs of the presented setup are ca. 440 excluding the WiFi router (often
already available), the SCD30, BMP280 and iAM sensors and the Arduino (just
required for sensor comparison). High level of privacy is achieved by the sensors
chosen and by processing and storing data only locally. It is not possible and
not intended to determine data of an individual and a connection to the internet
or a cloud is not required even though research has shown that cloud usage
in such contexts might be accepted [16]. The system’s hardware components
are inexpensive, makes use of open-source software, and can be installed in any
room by means of wireless smart home sensors and custom-built WiFi controlled
RGB-LED actuators in addition to gas sensors connected to a Raspberry Pi.

In this paper we sum up related work and the resulting design decisions for
our prototype and describe its implementation and installation in a meeting room
of a lab at a university. We present insights on the data of multiple sensors that
can be measured in this room. Furthermore, we report and discuss the results of
a workshop conducted with five staff members that are using the room regularly.
The descriptions and results of this paper can be used to implement comparable
low-cost systems that could be installed in every room enabling room occupants
to detect imperceptible gases and prevent a reduction of their wellbeing.

2 Related Work

2.1 Influence of CO2 and Bioeffluents on Wellbeing and Cognitive
Performance

In order to determine color encodings for different air quality measures we
reviewed literature for reasonable thresholds. The room in which our system is
installed in is used for meetings where it is usually required that all persons are
highly concentrated. Thus, we are especially interested in literature giving hints
about thresholds where already slight reductions of the cognitive performance
or wellbeing could be found.
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We focus the discussion on CO2 and neglect VOC concentrations for the
following reason. The low-cost VOCs sensor that we included has to be manually
calibrated against a reference of “good” air quality (well aired room). In turn, the
absolute readings of the sensor cannot be reliably used for comparison with values
found in literature as the same value may refer to different qualities depending
on the calibration. Nevertheless, this sensor still can provide helpful hints about
odors in the room for data analysis.

A recent literature survey by Azuma et al. [13] gives an overview of work
related to the effects of CO2 on the human body. In the following we use this
survey as a base for our selection and analysis of papers being relevant for our
prototype. A reduction of cognitive performance scores could be measured in
a controlled study by Satish et al. [33] with a CO2 concentration of 1000 ppm
after 2.5 h. A reduction was observed by Allen et al. [12] in their controlled study
with a CO2 concentration of about 950 ppm. Maula et al. [26] reported a slightly
reduced cognitive performance of their controlled study participants at a CO2

concentration of 2260 ppm after four hours. The perceived workload and fatigue
was increased. However, they could not find a strong effect of human bioeffluents
on the work performance.

Zhang et al. [36] could not observe a significant reduction of cognitive perfor-
mance with increased CO2 concentrations of up to 3000 ppm during their 4.25 h
long controlled experiments. Nevertheless, if bioeffluents were also present at
CO2 concentrations of up to 3000 ppm the cognitive performance was reduced.
Additionally, their study participants reported the air quality as being lower
and that they experienced increased intensity of headache, fatigue, sleepiness
and difficulty in thinking. Zhang et al. supposed that they might not have been
able to measure a dependency between cognitive performance and CO2 con-
centration due to their simpler cognitive tests in comparison to the strategic
management simulation test that was for example used by Allen et al. [12] and
Satish et al. [33].

In a more recent study by Allen et al. [11] investigated the performance of
commercial airline pilots during a simulated three hours long flight with varied
CO2 concentrations. Especially at a concentration of 2500 ppm the performance
of the pilots was significantly lower compared to 700 ppm. At 1500 ppm a minor
performance reduction could be observed.

Ratings of CO2 concentrations can also be found in official documents
released by governments. For example in a proclamation of the German
“Umweltbundesamt” [10], which is based on several studies before 2008, a CO2

concentration below 1000 ppm is considered as inconspicuous, between 1000 ppm
and 2000 ppm as conspicuous and above 2000 ppm as unacceptable. Comparable
guidelines are released by other countries’ governmental institutions.

The results of our literature review shows no exact thresholds for our sys-
tem. Nevertheless, the recommendations by the German “Umweltbundesamt”
from 2008 are still in line with more recent literature. Therefore, we use these
thresholds for our system: 1000 ppm as bad and 2000 ppm as very bad air quality.
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2.2 Systems Monitoring Indoor Air Quality

Marques et al. presented in [22] the “iAirCO2” system which monitors indoor air
quality. It uses an ESP8266 microcontroller with WiFi connectivity interfacing
a NDIR-based (Nondispersive infrared sensor) CO2 sensor. The data can be
accessed via an iOS smartphone app and a web interface. It can inform the
user about bad air quality via e-mail, SMS or smartphone notifications. With
our developed prototype we use also NDIR-based CO2 sensors and ESP8266
controllers are used to control the LED stripes wirelessly. For the system output
we focus on unobtrusive notifications provided by ambient light that is observable
by all persons inside the room. In our case there is no automatic ventilation
available and no (external) person is responsible to sufficiently air the room so
that the room occupants should be enabled by our system to air the room by
themselves. Additionally, we try to prevent open windows to be forgotten when
everybody leaves the room.

In the article [30] by Perez et al. an indoor environmental quality monitoring
system for schools is being described which has been evaluated in five rooms.
The CO2 concentration determined by a novel NDIR-based sensor, humidity
and temperature of a sensor node were transmitted to a gateway via the Z-Wave
wireless protocol. The observed rooms didn’t provide automated heating, venti-
lation or air conditioning. The system was used to collect and analyze data and
provides estimations how long a room should be aired. The authors included the
humidity and temperature as these also affect human wellbeing. They conclude
that it is necessary to use air monitors to be able to sufficiently air rooms at a
school. Their system could be a low-cost solution for this problem. In this study
the author’s system did not directly notify the students or teachers or let them
access the data. Thus, particularly the notification component of our developed
system could be an addition to their sensor system. In comparison to Perez et al.
we didn’t take temperature and humidity into account as they are more likely
to be noticed and adapted by airing or controlling the heating. Nevertheless, for
a future prototype this might be a possible addition where also energy efficient
airing could be considered.

A system intended to prevent sudden infant death which additionally to other
data observes the indoor air quality is presented by De La Iglesia et al. in [18].
To observe several gas concentrations multiple low-cost gas sensors based on the
MOS (Metal Oxide Semiconductor) principle are used which are interfaced by an
ESP8266 microcontroller. In comparison to NDIR-based sensors the readings of
MOS sensors usually include the gas concentrations of other gases which should
be considered when interpreting the data. For this reason we use NDIR-based
CO2 sensors for our system which are less influenced by other gases. To measure
VOCs a combined value of several gases is intended and thus for this purpose
MOS-based sensors are usually the better choice. For notifications rules are used
that determine different severity levels of a problematic situation depended on
the context. A mobile app is included to notify parents and caregivers. For
emergency situations ambient lights are not intended to be used as they are
more likely to be overlooked, nevertheless they can usually easily be switched
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to act obtrusively. In our case increased brightness or eye-catching brightness
patterns like fast flashing would be possible. Nevertheless, the meaning of the
encoding would have to be made clear.

A commercial device to monitor the air quality at home can be found with
the “idevices” “Air Quality Sensor” [1]. It measures VOCs, CO2, temperature,
humidity and air pressure and is connected to the company’s cloud service where
it stores the data. The product most likely incorporates the Bosch BME680 which
is MOS-based using the compact MEMS fabrication (Micro-Electro-Mechanical
System). The cloud service of “idevices” provides a web interface and smartphone
app to access the sensor data. It can be integrated in several smart home systems.
The sensor itself incorporates LEDs to indicate very good, alarming, and bad
air quality. This commonly used traffic light color encoding is also applied to our
system. The device itself does not provide hints what purpose it has so that the
color of the LEDs is not directly understandable. We try to reduce this mapping
problem by locating the ambient lights next to the windows so that there is a
tight association with airing and windows status. As we use several LED stripes
at least one of them is usually in the field of sight of persons inside the room so
that it is very likely that at least one occupant notices the ambient notifications.
All data of our system is stored inside the same room so that a high level of
control and privacy can be guaranteed.

2.3 Guidelines and Categorization of Ambient Light Systems

For ambient information systems several guidelines and classifications can be
found. Nevertheless, there are just few for ambient light systems which are explic-
itly dedicated for the modality “light”.

In the work [25] by Matviienko et al. nine guidelines derived from their exper-
imental results are listed. For our system we used the traffic light color encoding
due to their guideline “GL4”. This color mapping was found as being most fre-
quently proposed by their study participants for everyday situations. According
to traffic lights and “GL1” red is a negative and green a positive indicator.

Matviienko et al. additionally proposed a categorization of ambient lights in
[24] and applied it to 72 ambient light systems. Their categorization is derived
from several guidelines and heuristics for ambient information systems that can
be found in the literature.

In the following we classify our system according to their work. Terms used
by Matviienko et al. to classify systems are written in italics. Our system is
showing the current status. Notifications which could distract the users are not
implemented in our system since the provided information is never critical. Thus,
we use color changes and just a slowly pulsed light pattern. The information of
our system is encoded by the color (air quality), brightness pattern (window
state) and LED position (right beside window handles/door). In the office is the
context where our system is being used. The information sensitivity is public
since several persons inside the room can see the LEDs. From the technical
perspective we use multiple LEDs which can provide multicolor light. Our system
is stationary.
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2.4 Ambient Light in the Office Environment

Ambient light can be used in several contexts. In this case we focus on the office
context. Nevertheless, due to the usage of our system in a meeting room there
are some identical requirements to be met which occur in the home context. For
example, it is required to dim down ambient lights in low light conditions so
that they don’t become disturbing. In the home environment this can occur in
the evening and night while the inhabitants are watching TV if an ambient light
is placed nearby. This problem for example had to be dealt with in the work by
Seiderer et al. [34] and could be observed for an ambient screen by Consolvo and
Towle in [14]. The same issue occurs in the meeting room during presentations
using the projector in the evening or when the room has to be darkened with
the indoor and/or outdoor shutters. This is why we include an adaptation of the
LEDs’ brightness according to the brightness measured in the room.

Health related ambient light systems, trying to increase the amount of move-
ment of individual office workers, were for example presented by Fortmann et al.
[19] and Mateevitsi et al. [23]. The light sources were installed nearby the work-
places. To provide biofeedback with ambient light has also been researched in
the work by Yu et al. [35] where it is used for stress intervention and relaxation.
Two works by Müller et al. use ambient lights at the back of the PC monitor of
workers. In the first work it is applied to remind them about upcoming events
and appointments [28], in the second to let them keep track of secondary tasks in
general [27]. The mentioned systems for individuals could be an addition to our
system and can also improve the wellbeing of the workers or their time planning.

An ambient light system used in a meeting room to support the time manage-
ment has been researched by Occhialini et al. [29]. Additionally, other systems
can be found that are intended to provide unobtrusive information during presen-
tations so that the course of a meeting can be adapted accordingly. Our system
should not intervene with the meetings and just provide feedback so that the
room can be aired adequately by the persons preventing a reduction of wellbeing
and cognitive performance of the participants due to bad air quality.

3 Implementation

3.1 Hardware

Figure 1 shows an overview of the hardware that we employed. A Raspberry Pi
3 B+ connected via WiFi served as the central device that runs all the software
that is necessary to acquire, process and store sensor data and to control LED
actuators based on rules. Our prototype included two different low budget CO2

sensors and a VOCs sensor in order to compare their readings, their dependency
on temperature, humidity, and air pressure and observe general sensor drifts. A
final setup requires just one reliable sensor.

Figure 1 further shows that an Arduino Mini Pro is connected to the Rasp-
berry. It is supplied with 3.3 V at 8 MHz and interfaces via I2C a Sensirion
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Fig. 1. Hardware overview of the prototype.

SCD30 [2] NDIR based calibrated CO2 sensor and a Bosch BMP280 [3] air pres-
sure sensor. The SCD30 incorporates a temperature and humidity sensor which
allows the sensor’s firmware to compensate the dependencies on temperature and
humidity. An additional compensation on air pressure is possible for which the
BMP280 sensor would be used. The Arduino, SCD30 and BMP280 components
are enclosed in a 3d printed case with airing slots (Fig. 2).

Fig. 2. The picture shows the Raspberry Pi 3 B+ with the gas, temperature, humidity,
air pressure, light sensors located next to the door on a sideboard. Additionally, one of
the three identical ESP8266 boards for the RGB-LED stripes, the Homematic motion
detector and one of the six Homematic optical contact sensor are visible. On the right
one of the six LED-stripes with its eight LEDs glued to an aluminum profile is shown
without the translucent shade.

A TFA Dostmann AirCO2ntrol Mini [4] CO2 sensor, which includes a tem-
perature reading, is connected to the Raspberry Pi via USB. This sensor is built
as a consumer device and more cost-effective (∼ 40 ¤) than the more recent
SCD30 (∼ 60 ¤). We placed the sensor so that the display and the LEDs are
not visible to room occupants. According to data sheets, the SCD30 is able to
measure CO2 concentrations in a range of 400 to 10,000 ppm (calibrated) while
the AirCO2ntrol sensor is capable of a range of 0 to 3000 ppm.

Furthermore, an ams iAM [5] VOCs sensor is connected via USB to the
Raspberry Pi. As typical for VOCs sensors, it delivers values in ppm which are
relative to the air quality at power-up or a previously stored value.

To get information about the status of windows and door, and movement
in the room, we employ battery powered sensors of the Homematic [6] wireless
system. At each window and door, an optical contact sensor (HM-SEC-SCo)
is placed. One motion sensor (HM-SEN-MDIR-SM) is located at the side of



Indoor Air Quality and Wellbeing 273

the room. The sensor data can be received by means of a bridge device that is
connected to the router via LAN.

The ambient brightness in lux in the room is determined by a BH1750 bright-
ness sensor connected to the Raspberry Pi via I2C.

As actuators, we are using six (door: 1, windows: 5) RGB-LED stripes consist-
ing out of eight WS2812B LEDs (60 LEDs per meter) each which are controlled
via three ESP8266 microcontrollers. Each stripe is encased in an aluminum pro-
file with a translucent plastic shade. Since high currents are required if the
LEDs are running with white color and full brightness (max. 60 mA per LED),
5 V power supplies with 2.5 A maximum current are used to prevent unexpected
behavior of the controllers or LEDs due to power breakdowns. A maximum of
three stripes (24 LEDs) is connected to one ESP8266 and power supply. The
microcontrollers are connected to the WiFi. The ESP8266 board with connec-
tors and a level shifter (5 V ↔ 3.3 V) are protected by a 3d printed case.

Fig. 3. Overview of the meeting room with hardware positions. Openable windows are
labeled with Wx where x is a number. Positions and lengths in general and the count
of chairs/non-openable windows are not exact.

3.2 Software

An overview of the communication between the software is visible in Fig. 4.
On the Raspberry Pi Raspbian Linux is installed. For communication

between some software components the Mosquitto MQTT broker is used. For
data storage and partly also processing PostgreSQL is set up. The lightweight
open-source home automation software FHEM [7] interfaces the Homematic sen-
sors, reads out the sensor data of the iAM USB stick, acquires the brightness
data of the BH1750 and receives all other sensor data via MQTT. Additionally,
it is connected with the software on the ESP8266 controllers to be able to control
them. We adapted a code to read out the sensor data of the AirCO2ntrol device
so that it can transmit data via MQTT. It is shared on Github1. Grafana is used
to visualize and explore data in the database in real time.

1 https://github.com/andreas-seiderer/co2mon.

https://github.com/andreas-seiderer/co2mon
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To receive data from the Arduino Mini Pro (for event processing and context
interpretation), we use our own open-source software called Eventerpretor2 which
was already used in [32] and has been extended since then. Our software is
written in Kotlin (instead of native or hybrid frameworks, e.g., [15]), can be
used on Windows and Linux, and improves and extends the functionality of the
single threaded FHEM for this project. It additionally allows replacing FHEM
or including extensions without the need of major changes of the rules. This is
especially beneficial for prototyping. A list of benefits in comparison to FHEM
relevant for this project is shown in the following:

– flow-based programming with several reusable nodes,
– multi-threaded processing (the Raspberry Pi’s 4 CPU cores can be utilized),
– database provided data aggregations,
– independent sensor model and rule engine (Drools),
– caching/synchronization of the rule engine’s facts,
– custom web interfaces and replay function of recorded events for testing,
– generic serial port interfacing.

Fig. 4. Software processing and communication overview.

Some functionality is comparable to the more complex Node-RED by IBM for
Node.js, nevertheless Eventerpretor includes for our purposes required missing
features. Due to the use of Java, we can use real multi-threading for each node
and integrate any Java library.

Three pipelines are running in one instance of Eventerpretor. They are visible
in Fig. 4. The first pipeline receives data of the Arduino Mini Pro from the
serial port and processes them (e.g. value separation) so that they can be sent
via MQTT to FHEM.

The second pipeline directly receives all sensor events of FHEM. FHEM
is configured in a way that only transitions of different values are processed as
new events. The events of FHEM are parsed by Eventerpretor and supplemented
with metadata such as sensor type or sensor position. This additional data is
used to automatically create tables with sensor data in the database and to add
new sensor entries in a “sensors” table where the additional sensor information
can be accessed and the related tables are referenced. Since Eventerpretor is
implementing its own sensor model, it is possible to use any other program that
can interface Homematic devices and the iAM sensor.
2 https://github.com/andreas-seiderer/Eventerpretor.

https://github.com/andreas-seiderer/Eventerpretor
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The third pipeline receives processed sensor data from the database. This is
implemented in a way that it creates trigger functions that can aggregate sensor
data over time. For example, the average sensor value over the last five minutes
can be calculated whenever a new sensor value has been inserted by the second
pipeline. After the calculation, a notification is sent to all subscribers including
the calculated value - in this case Eventerpretor listens to the trigger that it
has created. The possibility of asynchronous messaging is a special function
of PostgreSQL and can be very useful to prevent inefficient polling loops. After
receiving the aggregated values, the pipeline uses the data with the sensor model
(facts) with the rule engine “Drools” [8]. The rule system first generates context
elements like the interpretation of the air quality out of the CO2 concentration
and finally creates the commands (cf. right side of Fig. 4). The commands are fed
to FHEM which controls the different RGB-LED stripes. Just new commands
are sent to prevent a high CPU load of the ESP8266 controllers.

Eventerpretor can directly host websites that allow simulating sensor data
via a websocket connection but also can be used to receive and visualize events.
This is useful during the development and prototyping process. Additionally,
received events can be recorded and replayed to simulate specific situations like
entering the room and opening a window with realistic sensor data and timing.

The air pressure is acquired by the Arduino Mini Pro firmware from the
BMP280 sensor and directly sent to the SCD30 firmware for data compensation.
After receiving the data from the SCD30 the Arduino sends all its readouts (CO2

in ppm, temperature in ◦C, humidity in %) and BMP280 (air pressure in hPa
and temperature in ◦C) to the Raspberry Pi via a USB serial converter.

The ESP8266 boards are flashed with ESPEasy [9]. This firmware allows an
easy setup of the controller via a webinterface. It can be used to connect it to a
password protected WiFi without having to hard code the SSID and password.
Additionally, it can interface sensors but also actuators. In our case we set up
the WS2812B LED stripes which then can be controlled over the network. Since
we required new brightness patterns we created a new plugin for ESPEasy.

3.3 Setup

In Fig. 3 the positions of the hardware are visible. In Fig. 5 pictures of LED-
stripes next to the door (a) and four of the five windows (b) and (c) are visible.
The room has a volume of about 93.4 m3 and is used by less than 20 persons
at the same time. Through W1, W2 and W3 and non-openable windows it is
possible that direct sunlight can enter the room. W3 and W4 are directed to the
north.

If the projector is used and there is too much sunlight shining into the room,
indoor and electrical outdoor shutters can be closed. The indoor shutters can
manually be moved with a cord horizontally and the vertical angle of the shutter’s
stripes can be adapted, too. These shutters are located in front of the LED stripes
so that they are no longer in sight if they are completely closed. In this case just
the LED stripe at the door is directly visible.
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Fig. 5. (a) Shows the LED-stripes next to window W1 and W2. In (b) the stripe next
to the door can be seen. In (c) the stripes next to window W3 and W4 are visible.
Additionally, two non-openable windows and one of the manual indoor shutters can be
noticed. For demonstration purposes all three colors are shown in the pictures.

The Raspberry Pi including the gas sensors is placed on a sideboard which
is about 110 cm high so that the CO2 concentration is measured at about the
usual height of sitting persons. The room has five windows that can be opened
and one door which leads into a corridor. At the side of each window handle a
LED stripe is placed. At each window and door a contact sensor is added.

4 Evaluation

For a basic evaluation of ambient displays the heuristics by Mankoff et al. [21]
can be used to identify major problems already during the development process.
Three instructed persons applied the heuristics on our system. As a result we
changed the pulsed brightness pattern so that it doesn’t completely dim down
to dark but to a lower brightness since it was considered as being too obtrusive.

As a first step, we used the sensors to record data without providing any
notifications. This phase of the system was used to test and improve the stability
of the prototype. Additionally, the recorded data shows what gas concentrations
are to be expected in this room, how often it is being aired and how the different
gas sensors behave. After that we activated the notifications and conducted a
workshop to gather further insights about the system.

4.1 Data Recording

First data recordings were conducted during winter and spring 2018/2019. The
system is intended to gather long-term data to allow more detailed analysis in
the future. Figure 6 shows example data which we discuss in more detail.

The visible data of the meeting room was recorded in February where a max-
imum outside temperature of −1.6 ◦C was reached. At the top the gas concen-
trations of CO2 and VOCs are visible provided by the three gas sensors. Below
the temperature readings of the AirCO2ntrol sensor are shown. After that the
state of the door and the five windows (W1–W5) is plotted.

The CO2 readings of the AirCO2ntrol and SCD30 sensors just slightly differ.
The AirCO2ntrol data shows in general a more noisy signal. At the selected
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Fig. 6. Example gas sensor measurements in the meeting room of a day in February
2019. The VOCs (related to “fresh” air) and CO2 (factory calibration) concentrations
can just be compared by their relative value changes. In this case no higher concen-
trations of gases next to CO2 could be detected by the iAM sensor (this would have
resulted in peaks only shown by this sensor). The maximum outside temperature was
around −1.6 ◦C. Drop downs in CO2 and VOCs concentrations indicate an open door
or open windows (W1–W5). The CO2 measurement range of the AirCO2ntrol sensor
was exceeded two times.

day the maximum range of the sensor has been exceeded two times so that for
this room it is necessary to use sensors with a higher maximum range like the
SCD30 sensor to be able to observe the maximum CO2 concentrations. The
VOCs concentration is strongly depended on the CO2 concentration and in this
case shows similar curve shapes. Nevertheless, this is not always true and in such
cases indicates the presence of other gases. Although the VOCs sensor is just
roughly calibrated it could be useful for our system to be able to notify about
other potentially unpleasant gases in the room air.

The temperature measured by the AirCO2ntrol sensor didn’t change much
during the day (in a range of about 1.5 ◦C). The gas concentration values and
the temperature responded quite quickly to open windows. As soon as just the
door was open, the speed of the gas concentration drop is lower.

In general, it can be seen that the room was aired multiple times but not
often and partly not long enough so that relatively high gas concentrations could
be measured inside the room. One reason for too short airing might have been
the lower temperatures outside but more likely the air was no longer noticed
as being bad. Especially during the long person presence around 14 o’clock the
room occupants did not recognize the bad air quality and the room should have
been aired. Although the door was partly opened for longer time periods, this
just slightly reduced the VOCs and CO2 concentrations or caused them to stay
at a relatively high level.

During the total recorded time period in winter and spring there are several
days when bad and very bad air quality was reached inside the room but very
rarely with gas concentrations above 3000 ppm. Thus, with activated ambient
display our system has high potential in improving this situation.
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4.2 Workshop with Meeting Room Users

In order to gain insights from staff members who have been using the meeting
room on a regular basis we conducted a workshop. Workshop participants were
five staff members with expertise in human-robot interaction, machine learn-
ing, or mobile applications. Three researchers conducted the workshop. One
researcher facilitated the workshop and two additional researchers took notes.
The workshop took place in the meeting room where the system was installed.
Initially, the five participants were given a brief description to the system in
room, including a reminder/demonstration of how the system’s ambient feed-
back changes when the air quality gets worse and when it gets better.

After that, the facilitator guided a semi-structured discussion. It aimed
at identifying limitations, potentials, and general attitudes of the participants
regarding the interaction design. To ease the discussion, it was structured into
(i) collecting feedback on potentials and weaknesses associated with the proto-
type system, (ii) additional features participant missed and would desire in a
future system, (iii) use cases of how such an ambient display could be used in
other application domains than a meeting room, and (iv) an open discussion on
anything that we may have missed asking for. The workshop took exactly one
hour.

4.3 Workshop Results and Discussion

Overall, four participants stated that they would want to have such a system
installed in their offices. Only one participant stated that they had already estab-
lished a daily routine of opening the office windows, which they believed fulfilled
their needs. Most of the participants comments addressed potentials of the sys-
tem. The main weakness and limitation of the system was identified as usability
issues, but only if one would use the ambient lights to display more and diverse
information. For example displaying a history of air quality for a single room or
use animation on LED stripes to indicate bad air quality in another room.

The main insights gained from the workshop are centered around using tech-
nology for ambient interaction to enabling a new form of “ambient material-
ity“, which grants users more agency associated with air quality in future urban
spaces, which will be discussed hereafter.

Towards Interacting with “Ambient Materiality”. We summarize a set
of comments made by the participants with the topic “Ambient Materiality”,
because comments highlighted how the ambient and located light sources pro-
vided “material qualities” to air, which is usually invisible, non-graspable and
nearly immaterial. Participants argued, for example, how by placing the LED
stripes in different locations in the room (or an apartment) one might get a sys-
tem being able to make recommendations on which windows to open and for how
long to get fresh air to desired spaces (and rooms). Furthermore, participants
highlighted that notifications on their mobiles would be very desirable and help-
ful in case one forgets to close a window or to receive reminders considering air
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qualities in other/remote rooms. One participant provided as an example, how
they don’t open the windows in their bedroom at home because they usually
forget to close the windows and end up freezing at nighttime. They argued that
a reminder to close the windows once the room has established good air quality
would be very much appreciated. However, participants also argued how there
has to be balance between air quality, room temperature, humidity, and pollen.
Consequently, there was a discussion about potential sensors also placed outside
the windows to get recommendations on when to open windows to get good air
quality without making it accidentally worse.

Digital Air Displays in Urban Spaces. A second topic that was discussed
dealt with how digital air quality displays could transform various (urban)
spaces. Workshop participants mentioned for example, how displays on pub-
lic transportation could be useful in deciding which route or vehicle to choose
for transportation. One participant argued that they didn’t see a concrete bene-
fit of having air quality displays in public spaces other than to sensibilize fellow
townsmen. One participant argued that there are already temperature displays
which they appreciate without concrete benefit. Participants also discussed the
potential of standardizing air quality sensors/displays on windows to monitor
and regulate air quality in future digital cities.

In sum, the workshop has demonstrated that an ambient air quality display
is very desirable and not only for meeting rooms but in general for urban regions.
The participants’ discussions have shed light on the diverse potential of ambient
air quality displays and provided many ideas and inspirations for follow research
and development work.

5 Conclusion

We presented the design and implementation of an ambient light notification
system that unobtrusively informs people about the indoor air quality with the
aim of improving it when necessary. Long-term measurements of our evaluation
(without activated ambient lights) showed that the indoor air often became very
poor without the users ventilating the room. Also, the ventilation phases often
did not last long enough to improve the indoor air sufficiently. This part of the
evaluation showed that an optimization of the ventilation behavior would be
necessary or at least meaningful and effective. A workshop in the room (with
activated ambient lights) showed that people understood the ambient notifi-
cations and would potentially lead to better indoor air quality. The workshop
further revealed many more use cases such as including room temperature and
humidity, weather, and outdoor air quality data into the semantics of ambi-
ent notifications. Even harmful gases outside the room, e.g., nitrogen dioxide or
fine dust such as used in [17], may be considered as warnings in the ambient
notifications in order to optimize ventilation phases. Additionally, our prototype
could be researched in AAL settings by adding it to recommender systems like
presented in [31].
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Overall, we have shown that our system has the potential to improve indoor
air quality and to create a healthier environment.
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J.: A context-aware indoor air quality system for sudden infant death syndrome
prevention. Sensors 18(3), 757 (2018)

19. Fortmann, J., Stratmann, T.C., Boll, S., Poppinga, B., Heuten, W.: Make me move
at work! an ambient light display to increase physical activity. In: Proceedings of
the 7th International Conference on Pervasive Computing Technologies for Health-
care, pp. 274–277 (2013)

https://www.idevices.de/english/
https://www.sensirion.com/de/umweltsensoren/kohlendioxidsensoren-co2/
https://www.bosch-sensortec.com/bst/products/all_products/bmp280
https://www.tfa-dostmann.de/en/produkt/co2-monitor-airco2ntrol-mini/
https://ams.com/iam
https://www.eq-3.com/products/homematic.html
https://www.fhem.de/
https://www.drools.org/
https://www.letscontrolit.com/wiki/index.php?title=ESPEasy
https://springerlink.bibliotecabuap.elogim.com/article/10.1007/s00103-008-0707-2
https://doi.org/10.1145/2607023.2607038


Indoor Air Quality and Wellbeing 281

20. Gunnarsen, L., Fanger, P.O.: Adaptation to indoor air pollution. Environ. Int.
18(1), 43–54 (1992)

21. Mankoff, J., Dey, A.K., Hsieh, G., Kientz, J., Lederer, S., Ames, M.: Heuristic eval-
uation of ambient displays. In: Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems, pp. 169–176. ACM (2003)

22. Marques, G., Ferreira, C.R., Pitarma, R.: Indoor air quality assessment using a
CO2 monitoring system based on internet of things. J. Med. Syst. 43(3), 67 (2019)

23. Mateevitsi, V., Reda, K., Leigh, J., Johnson, A.: The health bar: a persuasive
ambient display to improve the office worker’s well being. In: Proceedings of the
5th Augmented Human International Conference. ACM (2014)

24. Matviienko, A., et al.: Towards new ambient light systems: a close look at existing
encodings of ambient light systems. Interact. Des. Archit. 2015(26), 10–24 (2015)

25. Matviienko, A., et al.: Deriving design guidelines for ambient light systems. In:
Proceedings of the 14th International Conference on Mobile and Ubiquitous Mul-
timedia, pp. 267–277. ACM (2015)

26. Maula, H., Hongisto, V., Naatula, V., Haapakangas, A., Koskela, H.: The effect of
low ventilation rate with elevated bioeffluent concentration on work performance,
perceived indoor air quality, and health symptoms. Indoor Air 27(6), 1141–1153
(2017)

27. Müller, H., Kazakova, A., Heuten, W., Boll, S.: Lighten up!—An ambient light
progress bar using individually controllable LEDs. In: De Ruyter, B., Kameas, A.,
Chatzimisios, P., Mavrommati, I. (eds.) AmI 2015. LNCS, vol. 9425, pp. 109–124.
Springer, Cham (2015). https://doi.org/10.1007/978-3-319-26005-1 8

28. Müller, H., Kazakova, A., Pielot, M., Heuten, W., Boll, S.: Ambient Timer – unob-
trusively reminding users of upcoming tasks with ambient light. In: Kotzé, P.,
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Abstract. This paper presents ATHsENSe, a multisensory interactive instal-
lation art project employing ubiquitous computing technologies, various sen-
sors, virtual reality interfaces, multi-channel audio displays and interactive light
structures. The project explores the concept of a smart city, through creatively
translating the urban data produced by the environment of Athens and by its
citizens. ATHsENSe is implemented through ubiquitous computing infrastruc-
ture, combining the use of sensors, location-based technology and mobile
devices, in order to form a network of human and non-human sensors across the
city. This structure enables the acquisition of rich urban data, which are even-
tually creatively translated in different artistic multisensory representations,
displayed in physical and virtual space.

Keywords: Urban data � Environmental sensing � Data visualization � Virtual
reality � Data sonification � Citizen sensing

1 Introduction

ATHsENSe is amultisensory digital media installation, comprising four interactive
artworks, employing ubiquitous computing technologies, various sensors, virtual
reality interfaces, multi-channel audio displays and interactive light structures, which
aims to explore novel ways for (re)presenting and experiencing city related data.
ATHsENSe was conceptualised by the Spatial Media Research Group1, a multidisci-
plinary group of artists and scientists and its implementation was funded by the
Municipality of Athens in the context of the “Interventions in the City” project, under
the Polis2 pilot programme, which aimed to “…create and showcase the city’s

1 https://spatialmedia.ntlab.gr/.

© Springer Nature Switzerland AG 2019
I. Chatzigiannakis et al. (Eds.): AmI 2019, LNCS 11912, pp. 283–295, 2019.
https://doi.org/10.1007/978-3-030-34255-5_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-34255-5_19&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-34255-5_19&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-34255-5_19&amp;domain=pdf
https://spatialmedia.ntlab.gr/
https://doi.org/10.1007/978-3-030-34255-5_19


identity”2. ATHsENSe was submitted to the strand “Serafio – Public building and
digital art”. Serafio is a sports, culture and innovation complex that is open all days of
the week and accessible to all citizens. The call aimed for an artistic intervention that
would employ digital technologies and exploit urban data in order to reinforce this
particular character of the complex as an open creative hub, to demonstrate its role,
position and relation with(in) the urban context, while at the same time, creating a
unique experience for its visitors. A designated jury evaluated all of the proposals and
selected ATHsENSe for development. The artwork will be installed in 2019 at Serafio
and will remain exhibited there for a year. ATHsENSe will support interaction not just
with the visitors of the Serafio complex but also with citizens that wish to experience
aspects of it from afar.

This paper aims at presenting the ATHsENSe project and particularly focuses on
the manner in which ubiquitous computing, virtual reality, physical computing, digital
audio and sensing technologies are employed for the purposes of an artistic installation
utilising urban data. Moreover, the deployment of the aforementioned technologies in
complex systems and the process of exploring their expressive potential (via tweaking,
tinkering, hacking) are also discussed.

2 State of the Art and Related Work

As the amount of generated data is exponentially increased in contemporary cities,
emergent new urban conditions may transform the way in which citizens perceive these
environments. Unstructured data eventually become structured, collected in real time
through mobile devices, sensors, etc., processed and stored at low cost, in order to be
used for different purposes pertaining to the technologically mediated urban infras-
tructures and sustainability. Different types of interfaces are employed to communicate
the data and create new situated experiences, allowing for new artistic practices to
emerge. Several related artworks which have already been exhibited, address the issues
of data visibility, openness, usage and exploitation. Furthermore, a recurrent theme of
artistic exploration has been the prospect of urban data fostering citizens’ participation
(Verhoeff and Van Es 2018, p. 118). Next, we present some notable examples of such
artworks.

Deep City (2015), a project by Ursula Feuersinger, created upon the façade of Ars
Electronica Center (Linz, Austria) was produced with the purpose of exploring “the
collective information that defines a city’s present and future” (Ars Electronica, 2015).
Having collected user-generated data from four cities (Linz, Vienna, Berlin, New
York), the artist investigated the occurring relationship strains between citizens, spaces
and available resources, revealing at the same time publicly, certain invisible layers of
data. The data were visualized with the use of artifacts of different light colour on the
walls of the main building, transforming it into a visual timeline of urban data. The
installation encouraged citizen participation through bodily interaction and accentuated
the significance of the building at the urban space as a landmark.

2 http://www.polis2.thisisathens.org/en/.
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Similarly, Lightswarm (2017), created by Future Cities Lab highlighted the hybrid
urban landscape as comprised by the physical space and its digital counterparts, and
more specifically the sonic real time data of the surrounding space, captured by sound
sensors. Lightswarm was implemented on the façade of Yerba Buena Center for the
Arts (San Francisco, USA), where, “swarms” of light represented the noise levels of the
area in real time, while vibration sensors turn the building into a “real-time urban
sensor, an instrument to constantly sense the city” (Gattegno and Johnson 2017).
Future Labs also created the on-site installation named Murmur Wall (2017) at the
Yerba Buena Gardens (San Francisco, USA) using LED light and digital text displays,
in order to visualize the online data shared by the users of the area while online. By
monitoring data deriving from different search engines, the installation could be con-
sidered as a public sphere where the citizens could see in real time the keywords
searched by their fellow citizens, enacting discussions at the physical space among the
visitors. Lightweave (2017), developed by Future Cities Lab as well, located at an
underpass railway (San Francisco, USA), acted as a mediator of urban sound and light;
sound and vibration sensors captured the noise of the environment, which were then
translated into dynamic light patterns, implemented with the use of woven lights across
the railway.

This Is Where We Are (2016) by i-Dat, exhibited at the Tate Modern Digital (UK),
explored a combination of data, including behavioural (using movement sensors on
site), social media (using hashtags) and environmental (using sensors) data, translated
into the movement, shape and color of algorithmic sculptures. Therefore, the audience
members were invited to interact with the sculptures at the hybrid exhibition space,
eventually also engaging in social interaction, since the sculptures responded to the
collective movement of the audience.

The Nemesis Machine – From Metropolis to Megalopolis to Ecumenopolis (2019)
by Stanza is a multilayered installation, which is not site-specific and has been
exhibited to a number of countries. The artwork explores different themes pertaining to
the ownership of the data and the urban space, as it responds to the real time data it
receives from a wireless sensor network from the city and user-generated data from the
web. The Nemesis Machine is a miniature mechanical metropolis where data are
visualized with emphasis to their interactions and continuously evolves according to
the received real time data stream. Moreover, the audience can interact with the artwork
in real time.

Other notable installations include Every Thing Every Time (2018/9) by Naho
Matsuda (Newcastle, UK/Austin, Texas, USA), which translates the daily stream of
captured data (environmental, traffic, travel, etc.) from a network of sensors to a poem
displayed at mechanical split-flap boards across the city and Particle Falls (2008–2018)
by Andrea Polli, which translated the air pollution data to streams of coloured pixels,
projected on the cities’ buildings.
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3 Concept and Description of the Installation

The main objective of ATHsENSe is to creatively experiment and investigate various
forms of innovative urban data representations, in order to create an ambience, an
environmental composition, in the area surrounding the premises of Serafio, that
translates, not easily discernible, environmental conditions into multisensory stimuli,
affording an engaging multisensory experience for the visitors of the building.

Two methods are used primarily to gather the data:

1. Arduino based sensor kits collect data pertaining to different environmental
parameters. In particular, they measure temperature, luminosity, humidity, as well
as noise level and atmospheric pollution (Carbon Monoxide CO and Dioxide CO2,
Benzene and solid particles). One of the sensor kits is located at Serafio, whereas
the others are dispersed throughout the city of Athens. The sensors measure the
fluctuating values of the aforementioned set of parameters regularly during the day,
seven days a week.

2. Citizens and visitors of Athens may also provide data regarding the way the feel
about the urban environment they are located in, by responding to a simple, brief
questionnaire available in the form of a web-based application, accessible either by
a smartphone or a personal computer. The data gathered pertains to the visual,
auditory and olfactory perception of environmental parameters from individuals on
the move around the city of Athens, and in particular to their emotional response to
them. Should the users of the application consent, their data input can be geolo-
cated, otherwise user generated data is processed as a general indication of the state
of citizens throughout the day.

ATHsENSe unfolds simultaneously in multiple spatio-technical levels: (a). the
infrastructural level, (b). the physical level, (c). the virtual level.

The infrastructural level remains largely unseen to the visitor of the artwork. It
essentially constitutes the system architecture performing in the background processes
of data collection, processing and translation. The system architecture is further
organized in two subsystems: (a) the data collection and processing subsystem dis-
persed throughout Athens and (b). the application subsystem, located mainly in the
premises of the Serafio complex. This structure is presented in detail in the next section
of the paper.

The physical level consists of the technical components of that manifest the output
of the data translation in various forms of representation on location, in the sur-
roundings of the Serafio complex. These components include displays, physical objects
and custom-made structures communicating audio, visual and kinaesthetic stimuli.
They are appropriately arranged and embedded into the spatial context of the building
and the urban environment, bearing much of the aesthetic qualities of the artwork and
affording a hybrid spatial experience.

Finally, the artwork constantly evolves at a virtual level. All types of captured data
are translated, visualized and projected in real time on a wall adjacent to the main
entrance of Serafio, in an artistic composition, which establishes inherent connections
between the physical and virtual environment. This visual representation transforms
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continuously, according to the measurements of the environmental conditions and the
input received by the citizens.

The elements of physical and virtual level are part of the application subsystem.
Their output is organised in the four site specific installations that together constitute
the ATHsENSe artwork: (a) a large scale projection of the virtual environment, (b) a
sound installation consisting of a 6 channel soundscape and an assemblage of kinetic
objects making acoustic sounds, (c). a spatial composition of 8 LED matrix displays,
(d). An interactive light structure. These installations afford varying degrees of inter-
activity for the purposes of providing to the visitors an engaging and meaningful
experience:

• Citizens can actively contribute to the data collection by responding to the ATH-
sENSe web-based application. Subsequently, their feedback is integrated in the
overall artistic composition as either a part of the visualisation (see above instal-
lation a), or the data sonification (installation b), In particular, the textual input is
projected on the LED matrix displays (installation c). As these displays are placed
in the main patio of the complex, an area that serves as a focal meeting point where
groups of people are consistently gathered, the latter affordance is regarded as a
playful element to encourage social interactions and spontaneous communication
among members of the audience, mediated by the artwork.

• Visitors of the complex can also engage in embodied interactions with specific
elements of the artwork. In what concerns the light structure (see above, installation
d) the audience can manipulate the intensity of certain lights by the use of their
voice (producing loud voices or soothing sounds) while the light intensity of the rest
of the light composition relates with the environmental noise levels.

Fig. 1. View of the virtual environment visualization of all data sets
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Fig. 2. Schematic of ATHsENSe system architecture
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• Finally, the audience of the artwork can interact with certain components of the
virtual environment, through bodily gestures and movement, resulting into a
smooth, yet continuous transformation of the overall data visualisation.

In the next sections of the paper the technological infrastructure that enables the
interactive artwork ATHsENSe to function is described in detail.

4 System Architecture

The ATHsENSe system architecture is shown in Fig. 2. Essentially the components
that the ATHsENSe system consists of have been categorized in two main subsystems,
namely (1) the data collection and processing subsystem and (2) the application
subsystem. Low level processing of urban data takes place at the former level and
higher level processing and translation of urban data into multisensory representations
and interactive experiences are taking place at the latter level.

The data collection and processing subsystem consists of three components:

• the main server,
• the sensor stations and
• any remotely located mobile or desktop personal devices that may provide input to

the system.

The application subsystem consists of:

• the graphics display server and its client used for the visualization of the data on the
large visual display,

• eight LED matrix displays and their controllers,
• a set of lights and their controllers,
• a microphone, and a set of speakers
• a 6-channel audio display and
• an assemblage of kinetic objects consisting of step motors and their controllers.

These components are further described in the following section.

4.1 Data Collection and Processing Subsystem

Main Server. The main server of the system (web server) has been implemented in
order to perform collection, processing and communication tasks between the web
application producing user-generated and location data, automated environmental
sensor data feeds and the application subsystem. The implemented three tier archi-
tecture makes this server the most vital component of the system, since it handles the
communication between the front end (web application), middle tier and back end.

Furthermore, the server integrates the supervisory module (SM), which includes
essential components for system initialization and configuration settings. An equally
important part of the SM is also a high level data control and filtering algorithm for
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user-generated textual data before they are forwarded for public display at the LED
panels. The aforementioned module was developed in Python and implemented in
Linux platform with GNU licensed software.

The server has been installed with Ubuntu Server 18.04.2 LTS, LAMP (Linux,
Apache, MySQL and PHP) and OpenSSH. The collected data from the web application
and the sensor stations are stored in databases at the back end with the use of MySQL
database server. Each type of data is consequently exported in JSON format in order to
be used by the application subsystem. Furthermore, Arduino IDE, installed at the server
is used for the monitoring of all sensors, as well as the collection and scaling of the data
captured from these devices.

Sensor Stations. The environmental data are collected by two sensor stations, con-
sisting of two sets of sensors integrated in two Arduino Mega boards respectively,
placed outdoors, at two different regions of the centre of Athens. The sensors collect
data pertaining to temperature, humidity, luminance, CO/CO2 levels, noise, dust par-
ticles, and benzene. The stations use autonomous power supply and transmit the
captured data to the main server through an ethernet connection. More specifically, the
stations consist of the following hardware:

• Arduino Mega 2560 Board (with ethernet shield)
• Waveshare MQ-7 Gas Sensor
• Waveshare DHT11 Temperature-Humidity Sensor
• Waveshare Light Sensor
• Waveshare Sound Sensor
• Waveshare Dust Sensor
• AMS CCS811 Gas Sensor
• Waveshare MQ-135 Gas Sensor

Desktop or Mobile Personal Devices. The user-generated data (ordinal and textual)
are generated through the use of a web application in the form of a questionnaire, which
citizens may access through a standard web browser with their desktop of mobile
devices. Furthermore, the application is location aware and allows for the consensual
provision of location data by citizens. The software architecture of the web application
follows a three tier paradigm, hence the front end is implemented with the use of
standard web technologies, including HTML5, CSS3, Javascript, Angular and Boot-
strap Framework.

4.2 Application Subsystem

Graphics Display Server-and Visual Display. The graphics display server is a core
component of the application subsystem since it handles the visualization of all types of
data in a composite virtual world depicting all the streams of the collected data in real
time, which eventually are presented at a large scale visual display, located at the
entrance of the building. The visualization is created with the use of Unity software and
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processed with an NvidiaGeForce RTX 2080 8 GB graphics card. As depicted in
Fig. 1, the elements of the visualization correspond to different environmental
parameters, as well as user-generated data. Embodied interaction with visitors on site is
supported by the use of an Intel RealSense i435 depth camera. This input device
captures the movement of visitors’ bodies located in front of the visual display and
triggers the transformation of form, position and orientation of elements of the visu-
alization, projected onto the display.

LED Panels. Citizens may provide text input, up to 180 characters long, through their
mobile or desktop devices, thus communicating their emotional state about the envi-
ronment they experience, there and then. Data may also include information about the
location of the sender if they give their consent. These text messages are fed through to
the web-server for screening and conformance testing. Messages are then fed from the
web-server via Wi-Fi through to each one of 8 LED matrix displays. Display priority is
optimised so that preference is given to people located on site so that they may observe
their messages displayed on the LED panels, a few seconds after they input them.
The LED panel sub-system including the hardware, enclosures, controllers (Raspberry
Pi 3 and Adafruit RGB Matrix HAT + RTC) and software development for commu-
nication and functionality has been implemented in Python IDE under Linux platform.

5 The ATHsENSe Content and Experience as a Multisensory
Translation of Urban Data

5.1 Data Visualization

In recent years, data visualization has emerged as a novel form of artistic practice,
crossing the strict boundaries of scientific representation of data. The rapid evolution of
computer graphics hardware and software, as well as the constant increase of open data
sources has allowed for the advancement of data visualization with creative elements
that allow for immediate artistic and social impact. According to Viégas and Wat-
tenberg (2007, p. 184), what shifts data visualization to artistic visualization is the
intention of the creator to make art instead of serving mere scientific purposes; an
artistic visualization comprises of two elements, namely the use of actual data in order
to create an artwork and the subjective character of an aesthetically pleasing visual-
ization towards an artistic result. Art can be ugly, odd or unpleasant, yet it may convey
an important message leading to different amounts of aesthetic appreciation, inter-
preting audience’s aesthetic pleasure or detachment (Sheppard 1987, p. 65).

A central element of ATHsENSe is the composite virtual world depicting all the
streams of collected data in real time, visualised in an artistic interpretation, which aims
to make the audience perceive the Athenian environment in different ways that expand
beyond daily sensory experience, as well as the citizens’ emotional response to it. By
creating this metaphorical representation of data, the Spatial Media Research Group
seek to initiate a dialogue between the audience members in the public space of Serafio,
as well as between the digital visitors of the artwork, in the virtual public space.
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The artists’ group have also intended to keep a balance between a multisensory
symbolic representation of the data, aiming at communicating their characteristics and
meaning at a denotative level and a more expressive, connotative and possibly
deconstructive interpretation of these data, which is more in accordance with a visu-
alization as a work of art and not a descriptive presentation of the data sets. As depicted
in Fig. 1, the elements of the visualization, corresponding to different environmental
parameters, give a visual form to commonly imperceptible environmental hazards,
which tend to be ignored by citizens in their everyday lives. The composite, a visual
narrative of the Athenian environmental conditions is designed to raise awareness
towards city’s pollution and provide a ground for a public discussion concerning the
issue.

The emotional response of each citizen using the ATHsENSe web application is
represented as a floating polygonal shape,

• the colour of this shape signifies the citizen’s affective state with regards to the
visual stimuli they experience where they are

• the movement/animation of this shape signifies the citizen’s affective state with
regards to the auditory stimuli they experience where they are

• the level of opaqueness/transparency of this polygon’s form signifies the citizen’s
affective state with regards to the olfactory stimuli they experience where they are

• ATHsENSe makes use of the above user-generated data in relation to the geo-
graphical location of the citizens that provide it if they consent to this location being
captured. This location is consequently mapped to the bottom surface of the visu-
alization and thus determines the x and z coordinates of the position of the polygon
in the representational context.

5.2 Data Translation to Sound and Kinetic Artwork

The audio installation ATHsENSe_2 comprises of a micro-computer doing HTTP
requests to the server of the project, in order to receive data from the sensors attached to
the server, and map the results of the request to various auditory processes. Along with
the electronic sounds created by the computer, there is an accompanying section
comprising assemblages of found objects being excited by step motors motors thus
becoming kinetic objects which dynamically generate acoustic sounds. The cross-fade
between the electronic and acoustic sounds depends on the sensor data and thresholds
set on these values. The micro-computer determines when these thresholds have been
crossed either direction and triggers the electronic or acoustic processes respectively.

The electronic sounds used for the installation are not a precise sonification of the
sensor data, but an artistic interpretation of them. Depending on the type of data, layers
of different procedural sounds fade in and out. The data used are based on the values of
CO, CO2, dust particles, humidity, light, temperature, and other similar types of data.
The light data determines the overall sound volume of the installation, and it is the main
value that sets whether the electronic or the acoustic processes are triggered. Light
amount is also translated to audible noise, with a white noise source being filtered in
various ways, where, the more light the more frequencies pass through the filters,
resulting in a more noisy and loud environment, and the less light, the less frequencies
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pass, resulting in a more musical and melodic soundscape. Other data are mapped to
different soundscapes depending on their amount and impact on the environment. The
resulting sound environment is presented through a 6-channel audio display (3
amplifiers and 3 pairs of speakers).

The programming environment Pure Data was used for the realisation of this
installation, which runs on a Bela micro-computer. The HTTP requests are being done
from within the Pure Data patch, via the rest object from the PuRestJson external
library, compiled for the architecture of the Bela.

5.3 LED MATRIX Displays

This part of the ATHsENSe project consists of a number of LED matrix displays which
are placed on the central wall located on the main patio of Serafio. The displays present
textual content from messages posted by citizens that is drawn from the project’s
central server.

In the urban environment, LED matrix displays are widely used in a variety of
applications, from signage systems and transportation timetables to advertising or stock
exchange tables. The use of LED matrix displays on artistic installations for the pro-
jection of textual messages is not something new or radical. Artists have been exper-
imenting with the specific medium since the 1980’s. Jenny Holzer, one of the pioneers
of led art, commenting on her artworks on an interview with Kiki Smith stated that she
‘uses language because she wanted to offer content that people - not necessarily art
people - could understand’ (Holzer 2012). The textual content of the displays in
ATHsENSe_3 however, is created by and for the people, in an interactive two-way
communication manner.

Through the previously described in [3.1] ATHsENSe web application, citizens are
invited to comment on their overall urban experience, their thoughts and reflections on
the city. Thus, the artwork serves as a communication channel between the people and
the city, a medium for social interaction, environmental awareness and an incentive for
action-taking. The wall of Serafio building is turned into an interface, an augmented
space (Manovich 2006, p. 223) where information drawn from the sensors and mes-
sages delivered from the users coexist. The simultaneous projection of objective
information and textual messages opens a dialogue between the city and the people,
creating a kind of non-linear urban narrative.

5.4 Data Translation to Sound and Light Artwork

“… we claim that what a pixel-less display might lose in resolution and information bandwidth,
it could make up in a richer, more intriguing and memorable experience that nonetheless
communicates information and insight (Moere 2008).

In the southern edge of Serafio, across the parking area there is a pavilion, which
sits quite remotely as it is not immediately connected to the sport activities of the main
buildings (Fig. 3). It presents itself as a potential space for contemplation and intro-
spection. In this area the artists proposed the creation of ATHsENSe_4, a minimal
interactive artwork consisting of light and sound.
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The urban data that drives this light installation is noise pollution. It is often the
case that strong sounds are followed by strong light. This stands true for many natural
phenomena such as thunder and lighting, or explosions, but also for man-made sounds
like sirens, or live shows. Both strong sound and light attract our attention and make a
strong physical impact. However in the case of this installation the opposite connection
is made. The louder the sound is the lower the light becomes. As a visual metaphor of
noise pollution oppressing and strangling us in cities, the light appears to be fading
depending on the strength of noise that it is connected to.

A central light structure, comprises 6 long metal boxes within which LED lights are
positioned. The intensity of light projected by this light structure corresponds to the
noise of the city. Additionally, a speaker lets the bystanders hear the noise that is
recorded so that they can understand where the fluctuations of light originate from.
Alongside the main light that corresponds to the city’s noise pollution there is also one
longer light, mounted above a centrally placed bench at the periphery of the pavilion.
This light responds to live sound input provided by the visitors of the installation and
captured by a microphone, positioned on top of the bench. When people sitting at each
bench are producing louder noises the corresponding light fades in the same way that
the main light fades from the city’s noise.

The light installation ATHsENSe_4 runs on a Raspberry Pi micro-computer, which
runs a Pure Data patch. The patch makes HTTP requests via the rest object from the
PuRestJson library, and collects information about the noise levels. These values are
then transferred to an EntTec DMX controller via the com port external Pd object,
which in turn controls the lights.

Fig. 3. View of the light and sound installation at the Serafio pavillion
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6 Epilogue and Future Work

ATHsENSe is a multisensory interactive media installation, employing ubiquitous
computing technologies, various sensors, virtual reality interfaces, multi-channel audio
displays and interactive light structures, ultimately aiming at investigating urban data as
material for expressive purposes. It has not aimed to extend the current state of the art at
a purely technological level. The innovative aspects of this artwork lie mostly in that:

• the above mentioned technologies are employed for creating a complex and
engaging multisensory artistic experience

• the various elements of the artwork (physical objects, hardware, interfaces, visu-
alization and other multisensory forms of representation) have been designed in
terms of form and content so as to present an aesthetically coherent and meaningful
overall composition.

ATHsENSe will be installed at the Serafio complex in Athens in October 2019.
Following its installation, ATHsENSe will remain there for at least one year. The
Spatial Media Research Group have planned a series of qualitative and quantitative
studies in order to evaluate the experience afforded by the artwork and its impact at a
social level.
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Abstract. Demand for leisure activities has increased due to some reasons such
as increasing wealth, ageing populations and changing lifestyles, however, the
efficiency of public transport system relies on solid demand levels and well-
established mobility patterns and, so, providing quality public transportation is
extremely expensive in low, variable and unpredictable demand scenarios, as it
is the case of non-routine trips. Better prediction estimations about the trip
purpose helps to anticipate the transport demand and consequently improve its
planning. This paper addresses the contribution in comparing the traditional
approach of considering municipality division to study such trips against a
proposed approach based on clustering of dense concentration of services in the
urban space. In our case, POIs (Points of Interest) collected from social networks
(e.g. Foursquare) represent these services. These trips were associated with the
territory using two different approaches: ‘municipalities’ and ‘clusters’ and then
related with the likelihood of choosing a POI category (Points-of-Interest). The
results obtained for both geographical approaches are then compared consid-
ering a multinomial model to check for differences in destination choice. The
variables of distance travelled, travel time and whether the trip was made on a
weekday or a weekend had a significant contribution in the choice of destination
using municipalities approach. Using clusters approach, the results are similar
but the accuracy is improved and due to more significant results to more cate-
gories of destinations, more conclusions can be drawn. These results lead us to
believe that a cluster-based analysis using georeferenced data from social media
can contribute significantly better than a territorial-based analysis to the study of
non-routine mobility. We also contribute to the knowledge of patterns of this
type of travel, a type of trips that is still poorly valued and difficult to study.
Nevertheless, it would be worth a more extensive analysis, such as analysing
more variables or even during a larger period.
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1 Introduction

Traditional transport supply design criteria require satisfying the highest demand hours,
typically occurring during the work commute. However, in recent decades, the demand
for leisure activities has increased due to some reasons such as increasing wealth,
ageing populations and changing lifestyles, yet non-routine trips have only recently
received more attention. Understanding personal travel patterns and model-ling travel
demand is essential to plan sustainable urban transportation systems to fulfil citizens’
mobility needs. To do this effectively and timely, urban and transportation planners
need a dynamic way to profile the movement of people and vehicles. Traditional survey
methods are expensive, time consuming and give planners only a picture of what has
happened.

In contrast, an emerging field of research uses the wide deployment of pervasive
computing devices (cell phone, smart card, GPS devices and digital cameras) and
transport system records (e.g. ticket validation counts; traffic counts) providing
unprecedented digital footprints, telling where and when people are, for ‘‘urban
sensing’’. Moreover, the composition of social networks and human interactions is
crucial not only for understanding social activities, but also for travel patterns. With
millions of users around the world, transportation researchers have also realized the
potential of Social Network Analysis (SNA) for travel demand modelling and analysis.

To date there is little published research, however, on how to realize this oppor-
tunity for the sector by capturing the views, needs and experiences of the travelling
public in a timely and direct fashion through social media. All these mobility data,
together with modern techniques for geo-processing, SNA, and data fusion, offer new
possibilities for deriving activity destinations and allowing us to link cyber and
physical activities through user interactions, in ways that can be usefully incorporated
into models of land use and transportation interactions.

With data registered in mobile phones by users, using an App designated by
SenseMyFEUP1 [1], it was possible to characterize some aspects of the mobility of
these users, as the destination selected for non-routine trips. The selection of this type
of trips is related with the importance of recording some patterns that are not captured
by the most usual mobility studies and that are important to characterize, in order to
identify the gaps and to adapt the public transport offer, trying to decrease the use of the
car, specially during the night-time. This type of information has been cross-referenced
with social network data that records entries and preferences in places with night
activities to characterize these patterns as accurately as possible.

It was possible to see that most of the trips that were made had origin and desti-
nation in the same municipality, with a greater tendency on weekdays. During week-
ends, the tendency to move to other municipalities increases, pointing to the availability

1 https://sensemycity.up.pt/project/sensemyfeup/ (September 2019).
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to travel more distances being higher on weekends compared to weekdays. In the
Municipality of Porto, Portugal, there was a greater number of movements in parishes
with a higher offer of events/POIs, showing the attractiveness created by them. Geo-
graphic proximity also showed an influence, demonstrated both by the low travel times
and by the proportion of trips to neighbouring municipalities concerning remote
municipalities.

Regarding the modes of transport used during non-routine hours, the car was the
most used, confirming the great tendency to use this mode already presented in other
previous studies based on regular trips in the Porto Metropolitan Area, followed by
foot. It was also identified the importance that certain variables had in choosing the
destination, using a multinomial logit regression. The variables of distance travelled the
number of check-ins, travel mode and whether the trip was made on a weekday or a
weekend had a significant contribution.

The collected dataset of trips and the results will be discussed further, and although
allowing very interesting results, and in order to obtain more reliable results, we have
tried a new approach in this work using clustering analysis. With this, we identified
agglomeration of POIs, i.e., the services that are offered in a concentrated way in the
urban space. And, on the other hand, we also took into account the concentration of
events that usually happen in certain areas of the city, i.e., looking for social events that
are not related specifically to the importance of their venues but which are important
enough to attract people. With this in mind, clusters of important areas were computed
to represent the origin or the destination of a given trip, rather than the traditional
municipality used in most of studies. The results obtained for both geographical
approaches are then compared, considering the multinomial model studied to check
which approach gives the best results for non-routine travel analysis.

In order to promote a broader discussion about the influence of geographical units
in the analysis of mobility patterns and spatial data clustering, we present a review of
the literature in Sect. 2. In Sect. 3, we present the proposed approaches of the com-
parison study (territorial units versus cluster techniques). In Sect. 4, we present the
results and some discussion about them. Finally, on Sect. 5, conclusions are drawn and
next steps are proposed pointing the main inputs for future research.

2 Literature Review

2.1 Studies on Non-routine Mobility Patterns

In recent decades, the demand for leisure activities has increased due to some reasons
such as increasing wealth, ageing populations and changing lifestyles. This increase in
demand has led to higher levels of emissions and congestion and, therefore, to greater
concern in research [2].

Daily travel has already been comprehensively studied. However, non-routine trips
have only recently received more attention, despite their environmental impact. Unlike
fixed trips (i.e., trips to work where the arrival time and the trip destination are pre-
defined), leisure activities offer more optimization flexibility since the activity
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destination and the arrival times of individuals can vary [3]. The study of these trips is
the focus of this paper.

An important issue to realize in this type of travel is that the option of starting this
type of activity is confined to certain times of the day due to restrictions imposed by
other activities [4]. Regarding the frequency of leisure trips per week, Tarigan and
Kitamura [5] realized that the number of cars at home has a positive impact on the
number of activities per week related to shopping and recreational activities, but not so
much in social contact activities. On the other hand, the more bicycles there are at
home, the more trips are per week related to sports and nature activities. Individuals
living in the suburbs tended less to participate in nature-related activities than those
living in the city. They also found that factors such as gender, age, life-cycle stage,
vehicle ownership, and residence location have a significant influence on leisure travel
patterns.

Another study focusing on leisure trips characteristics was that carried out by
Sánchez et al. [6]. They found that men perform more leisure trips regardless of age,
women jaunt average distances, and also that leisure trips are made closer to home
regardless of the size and type of town. A more specific study was carried out by Sener
et al. [7] where they analysed physical leisure activities. They concluded that socioe-
conomic, demographic, domestic, employment-related and environmental variables
affect the choice of physical recreation activity, relative to location, time of day, the day
of the week and social context. Moreover, a study was conducted to understand
whether there were leisure travel patterns differences between people living in an urban
district and people living in a small city in a suburb. Große et al. [8] found out that the
urban structure of a residential place influences the constitution of daily mobility styles
and that there is a greater tendency to perform weekend trips and holidays by people
living in an urban district.

2.2 Crowd Sensing for Mobility Characterization

In the field of data collection for transport studies, several studies on mobility patterns
have already been done using data from mobile phones and social networks, con-
firming the various advantages as data providers. Some of these advantages were
presented by Calabrese et al. [9], such as lower cost, larger sample size, higher update
frequency, more spatial and temporal coverage and, also, provide unprecedented
“digital footprints”. However, they have also identified some gaps, which could be
filled by traditional methods. Examples of such gaps are the impossibility to access
socio-economic and demographic characteristics due to privacy issues; the high
probability that mobile phone users do not represent a random sample of the population
tending to be biased, and the difficulty of using the database because of its format is not
ready for modelling.

There are also some challenges in comparing different datasets, even if they are
related. Anda et al. [10] pointed out that the main ones are the different harvest periods
and different spatial units. However, they also have the advantage of using different
human mobility sensors and complementary datasets, such as travel diary data, to
complement the importance of the data fusion approach.
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In the field of transport planning, one of the advantages of these digital footprints is
helping to reduce underreporting of trips, which is a common phenomenon in travel
surveys. Thomas et al. [11] showed this conclusion by carrying out a mobile appli-
cation study in the Netherlands for one month, registering departure and arrival times,
origins and destinations, and travel reasons for a group of 615 volunteers. To compare
automatically detected and reported trips, volunteers also had to participate in a
requested web-based recall survey and answered additional questions. Most trips were
identified without any apparent defects in the length or duration of the trip, and modes
of transport were classified correctly in more than 80% of these trips.

Digital footprints come also from the Location-Based Social Networking (LBSN)
such as “Foursquare”, “Gowalla”, “Google Latitude” and “Facebook Places”. These
social networks are an indispensable source of voluntary geographic information [12].
While providing data from different age groups and site categories, geo-tagged social
network data can complement regular household survey data to validate findings of
mobility and urban structure and to reveal new insights about nature and human
behaviour [13].

2.3 Clustering Techniques Applied to Urban Space

In [14], the authors identify seven groups of data analysis techniques usually used to
understand urban mobility: visualization, statistics, logical heuristics, graph theory,
optimization, clustering and classification.

Regarding clustering, a study implemented in the PublicSense mobile crowd
sensing framework [15] in the city of Xi’an, in Japan, proposes the use of complaints
platform data to understand the current problems of the city (mobility, constructions,
among others), and thus supporting the decision making with respect of management of
city resources to solve problems. This study applies clustering, namely K-means, to
identify those areas that contained more complaints, most related to mobility problems,
and therefore require more attention. This same algorithm is used by Quadri et al. [16]
to identify three (K) classes of places visited by each individual person from Call Detail
Record data to identify non-routine trips: Mostly Visited Places, Occasionally Visited
Places and Exceptionally Visited Places.

The NSE (National Science Experiment) project [14] aims to analyse and under-
stand the mobility of young students, namely the determination of patterns in the means
of transport used, through the exclusive collection of access points extracted from the
Wi-Fi network. The identification of POIs and trips is performed through the appli-
cation of the DBSCAN (Density-Based Spatial Clustering of Applications with Noise)
algorithm. In another study [17] this same algorithm was used to group visited GPS
locations visited by elderly people according to different profiles of trips.

Gan et al. [18] propose a framework of identifying urban mobility patterns and urban
dynamics from a spatiotemporal perspective and pointing out the linkages between
mobility and land cover/land use (LCLU). For this, they used data from the AFC
(Automatic Fare Collection) system of Nanjing metro and applied the K-means clus-
tering algorithm to isolate seven types of stations (depending of they are used to return
home, go to work, etc.). Next, a multinomial logit regression was estimated to explore
the relationship between each distinctive cluster and local land use characteristics.
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2.4 Comparative Analysis

After the collection and analysis of the mentioned studies, it was verified that some
have already been done considering non-routine trips (leisure, social, tourism, etc.).
However, as this type of studies has only recently been given more relevance, they still
have some gaps, such as: dispersion in calculation methods, data sources, time intervals
and scopes, the accuracy and completeness of the measurement are compromised by
survey designs, socio-psychological variables are often not controlled, and more [19].

Complementary, the use of digital footprints presents many advantages for the
characterization of the mobility compared to traditional methods. However, several
studies have found that for mobility research, the best way to obtain a database with
quality is to combine information from different available data sets, from traditional
sources like mobility surveys, to more recent ones, like mobile phones data [10, 11, 13].

Such digital footprints represent large volume of geospatial and crowd sensed data
that brings a new perspective of more up-to-date mobility studies. Unsupervised
techniques, as clustering, can deal with this type and massive quantity of data, which
are not labelled and are produced in real-time fashion. To the best of our knowledge,
none of the scientific works found in the literature proposed a comparative study to the
characterization of non-routine trips using territorial divisions against density-based
clusters. Our study proposes to develop a methodology that contributes to the
improvement of this knowledge. In the methodology proposed, we also exploit the use
of silhouette score as an internal and external measure to identify the best configuration
values for each density-based clustering analysed.

3 Proposed Approach – Methodology

As already mentioned, the area defined for the study corresponds to the city of Porto
and its surroundings, more specifically the Porto Metropolitan Area. What led us to this
choice was the fact that there is large-scale data on social networks, both at points of
interest and events. To detect and collect movements of people, the SenseMyFEUP [1]
app was used to collect trip data from volunteers in April 2016, targeting students and
personnel of the Faculty of Engineering of the University of Porto. Participants were
asked to install the corresponding application on their smartphones that automatically
collected mobility data during trips and launched questionnaires enquiring participants
on the used transportation mode.

Some characteristics of the resulting dataset, such as errors in raw data and user
engagement analysis, were published in [20, 21]. This dataset was made available by
their authors in a given Data Access Agreement, and after trip segmentation and
anonymization. It comprises data from 239 unique participants from the Faculty of
Engineering of Porto. In total, 23600 trips were gathered over 6300 h of commuting
time. Since this is a study focused on non-routine movements, we studied every day of
that month only from 7 p.m. to 7 a.m., except for the weekends for which the full day
was analysed. After this filtering, we reached a total of 2246 non-routine trips. Since
the study hours depend on the day in study, the sample was divided into two distinct
groups: weekdays and weekend days.
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Foursquare2 is a social network with the main objective to register the users’ visits
to a Point of Interest (check-ins). The user can classify the place and add pictures or
comments. This data source has many POIs and provides an Application Programming
Interface (API) to collect data in an automated way. These POIs are classified in
categories that forms a taxonomy with ten top-level categories: Arts & Entertainment,
College & University, Event, Food, Nightlife Spot, Outdoors & Recreation, Profes-
sional & Other Places, Residence, Shop & Service and Travel & Transport.

Infoporto3 is a website that gathers Porto city events, encompassing a portal to
disseminate information about the Porto Region. It allows the consultation and research
of events to take place in that region. It has a strong connection with Facebook Events
in the way that every event advertised has its link to this social network. This service is
available free of charge to the public. We developed a script in python to collect events
dated April 2016.

3.1 Global Approach

The method developed comprehends four phases:

1. Data collected from SenseMyFEUP dataset and from social networks (Foursquare
and InfoPorto);

2. Clustering all events and POIs collected in two different layers considering their
density.

3. Data processing, making two similar samples: (a) one based on territorial division
(2934 trips); (b) one based on clusters techniques (2091 trips, after excluding those
that are not having a cluster of POIs as destination), both for the month of April
2016 and considering the trips regarding leisure purpose (inferred by the closest
popular POI top-level category) from the following Foursquare categories: Arts &
Entertainment; Event; Food; Nightlife Spot, and Outdoors & Recreation;

4. Analysis and discussion of the obtained results by using multinomial logistic
regression for the destination choice model estimation and comparing the data
obtained with the two samples;

The modelling approach is aimed at identifying the most determining factors in the
choice of a given location. To support this analysis, it was used the Statistical Package
for the Social Sciences (SPSS) software4.

3.2 Territorial Division

OD matrices were obtained by crossing information from the trips and the events and
POIs, the latter only considering those with more than 500 check-ins (the most popular
ones). At this stage, the trips were treated at the scale of the segments. With an area of
influence defined as a circle of radius equal to 500 m and centre in the places of the

2 https://developer.foursquare.com/ (July 2019).
3 https://www.infoporto.pt/en (July 2019).
4 https://www.ibm.com/analytics/spss-statistics-software (July 2019).
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events/POIs, the determination of the destinations of the trips was made. Thus, in the
case of these matrices, the origins correspond to the beginning of the trip and the
destination to the municipality where the event or the POI took place, or vice versa.

3.3 Stages of Clustering

The methodology applied aimed to identify the main areas, which are most sought after
in terms of non-routine destinations in weekdays and weekend days, and an attempt to
infer the possible purposes of these trips, which led SenseMyFeup users to travel to a
particular destination. It was intended that the implemented methodology could answer
questions such as which areas of Porto are most sought after and at what hours, which
correspond to the period outside the daily life, i.e. during the week after 18h30 to
07h00 of the next day and the weekend. Also, the clustering process could help
understanding which areas of the metropolitan area offer more services and which can
therefore be considered as regions of high attractiveness.

The first step was to select points of interest in the city of Porto, which could be
related to the trips made by users. In addition, events in the city were also selected that
may be related to possible trips as well.

In order to identify the regions with the highest concentrations of points of interest
and events, we chose to use the clustering algorithms HDBSCAN (Hierarchical
DBSCAN), DBSCAN and OPTICS (Ordering Points to Identify the Clustering
Structure). One of the main difficulties in using these three algorithms is the correct
definition of the initial configuration, i.e. the minimum number of points and epsilon
most indicated for the case study. To do this, we chose to use validation to determine
the best configuration. A common approximation is based on the use of validation
indexes [22].

The clustering assessment can be divided into three main categories: internal,
external and relative. The external approach is based on prior knowledge of the data. In
turn, internal indexes are used to measure cluster quality without external information.
Relative approximations are used to compare different groupings or clusters.

Considering these approximations, and since the manual visualization of each
possible configuration would be very painful and we do not have any prior knowledge
of the data, it was decided to follow the use of an index that works for the both
measures that can help us to identify the best configurations for each algorithm
(HDSBCAN*, DBSCAN and OPTICS): relative and internal measures. These algo-
rithms were selected considering that we need to group spatial data but there was no
clue about the number of clusters (a pre requisite to other clustering algorithms, such as
K-means).

In order to assess the clustering phase, from the algorithms above, we used the
silhouette score index [22]. This index is based on the principle of maximum internal
cohesion and maximum separation between clusters, that is, it measures how close the
objects are to each other, and belonging to the same cluster and how far apart they are
from objects of other clusters. The silhouette score values range from −1 to 1. Values
less than 0.25 mean that no substantial structure has been found, values ranging from
0.26 to 0.50 means that the structure found is weak and may be artificial, values
ranging from 0.51 to 0.70 mean that a reasonable structure was found. Finally, values
above 0.7 mean that a strong structure was found.
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In order to achieve a larger volume of samples, we chose to select the clustering
configurations that maximize the assessment index, the silhouette score, but which may
also have resulted in more than 30 clusters for statistical significance. For each layer
(POIs and events), the OPTICS and DBSCAN algorithms were run with epsilon
variating between 0.0005 and 0.0024, in intervals of 0.0001. For each epsilon value,
the minimum point value varied from 4 to 170.

In the case of HDSBCAN*, since it does not use epsilon, but just the minimum of
points, the algorithm was run for each layer with this configuration parameter from 4 to
170. Table 1 presents the results of the assessment for the event layer, as an example of
evaluation performed to select the best algorithm and configuration, respectively.

3.4 Model Generation - Destination Choice Models

These models tried to answer the following question: The user’s role, the mode of
transport used, weekday vs weekend day, travel time, distance travelled and the number
of check-ins in the event/POI may influence the destination choice? And, how can the
geographic approach influence these relations?

Two models were tested: one model considered trips starting and ending in a
parish/municipality of Porto and the other considered a cluster as destination.

The destination choice models considered several types of variables, including both
trip-related characteristics, event/POI attributes, and individual socio-demographics
characteristics.

Trip-related characteristics explored in our specifications included nominal vari-
ables such as the transport mode used for the trip; and, whether the trip was on a
weekday or on a weekend day; and scale variables: the trip travel time; and, the
distance travelled.

Event/POI attributes included two variables: number of check-ins in the event/POI
and category, scale and nominal variables, respectively.

Individual socio-demographic characteristics included the only variable available
that is the role of the user, a nominal variable.

We used the SPSS program to estimate the destination choice model under the two
different geographic approaches, which statistical inference, namely at the level
accuracy of the model, is guaranteed through the statistical tests included. The model
was not identified through tests on the data, but it was previously identified by the
researchers for being the most adequate with this kind of variables and when the
outputs are of the discrete choice kind.

Table 1. Configuration obtained in the event layer, in the weekend days.

Algorithm DBSCAN OPTICS HDBSCAN

Minimum points 4 4 4
Epsilon 0.001 0.0012 N/A
Resulting number of clusters 20 16 16
Silhouette score 0.85 0.83 0.74
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4 Experimental Results – Interpretation

4.1 Destination Choice Models (Multinomial Logistic Regression)

First Model- Territorial Division Sample

General
The results indicated a good fit of the final model. The model explained 49.0%
(Nagelkerke R2) of the variance in the destination choice and correctly classified 82.4%
of cases. In addition, the final model is significant at a significance level of a = 0.050%
which means that the full model statistically significantly predicts the dependent
variable better than the intercept-only model.

In Table 2, we can observe that three of the six variables presented significance to
compose the final model. The variables “distance”, “time spent” and “weekday vs
weekend” had a significant contribution (p < 0.05), but not “check-ins”, “mode” and
“role”.

Trip-Related Characteristics
The model indicates that “distance”, “time spent” and the variable representing the
week phase, that is, whether the trip would have occurred during non-routine hours on
a weekday or during the weekend, had significance in the choice of destination cate-
gory type. It was concluded that it was more likely that a user chooses to go to an
“Event” than to an “Arts & Entertainment” POI if the trip occurred on a weekday.
Additionally, it could be stated that it is 9.959 times more likely that the user chooses to
go to an “Event” than to an “Art Exposition/Market” if it was a weekday. Furthermore,
the variable “time spent” was shown to be significant. It was found that that increasing
the time spent in a trip was associated to a slight likelihood of the user choosing to go
visit an “Arts & Entertainment” POI.

Event/POI Attributes
Besides the category, the only variable studied in the model related to the character-
istics of the events/POIs consisted of the number of check-ins. This proved not to be
significant in the choice of the destination type.

Socio-demographic Characteristics
The only variable related to the individual socio-demographic characteristics intro-
duced in the model was the role. This proved not to be significant.

Second Model-Clusters Division Sample
General
This model only considered trips that culminate in a cluster. In addition, the cluster
itself is considered as an independent variable to add to the multinomial logistic
regression. This new event/POI attributes related characteristic intuitively represents
not only a means to filter trips that are not so important in the sense they are not going
to hotspots in the city, but at the same time create a categorical variable which groups
trips with close destinations (to the same end cluster). Additionally, we also registered
if the trip started in a cluster (origin cluster).
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The results indicated a good fit of the final model. The model explained 28.7%
(Nagelkerke R2) of the variance in the destination choice and correctly classified 84.8%
of cases. In addition, the final model is significant at a significance level of a = 0.050%
which means that the full model statistically significantly predicts the dependent
variable better than the intercept-only model.

In Table 3, differently from the previous experiment, five of the eight variables
presented significance to compose the final model. For the simplicity of the table, only
when a cluster is considered significant is shown. As the previous model, the variables
“distance”, “time spent” and “weekday vs weekend” had a significant contribution
(p < 0.05), but not “check-ins”, “mode” and “role”. Additionally, the new variables
“cluster destination” and “cluster origin” also contribute significantly to the model.

Trip-Related Characteristics
This model indicated the same conclusion for the variables “distance”, “time spent”
and “weekday/weekend”, showing that they had significance in the choice of desti-
nation category type. Nevertheless, this time, there are more categories where these
variables are significant. This model, besides the conclusions made previously, now
concludes that it was more likely that a user chooses to go to a “Food” than to an “Arts
& Entertainment” POI if the trip occurred on a weekday.

Event/POI Attributes
Besides the category, the variables studied in the model related to the characteristics of
the events/POIs consisted of the number of check-ins, cluster origin and cluster des-
tination. These last two new variables proved to be significant in the choice of desti-
nation type. It was concluded that it is 1.044 times more likely that the user chooses to
go to a “Nightlife Spot” POI than to an “Art Exposition/Market” if the destination of
the trip is a density-based cluster.
Socio-demographic Characteristics

Table 2. Multinomial logistic regression with territorial division.

Event Food Nightlife Spot Outdoors & Recreation

B Exp(B) Sig. B Exp(B) Sig. B Exp(B) Sig. B Exp(B) Sig.

Distance .000 1.000 .005 .000 1.000 .010 .000 1.000 .112 .000 1.00 .212

Time .000 1.000 .314 .001 1.001 .007 .000 1.000 .527 .000 1.00 .653

Check-ins .000 1.000 .970 .000 1.000 .811 .000 1.000 .996 .000 1.00 .591

Weekday vs Weekenday (ref. Weekday)

Weekenday 2.298 9.959 .000 .177 1.194 .664 .394 1.483 .498 .089 .375 .870

Mode (ref. Sustainable modes)

Car 0.116 1.123 .785 −.507 602 .229 −.621 .537 .276 .730 2.075 .223

Role (ref. Non-teaching personal)

Student 1st cycle −1.423 .241 .859 −1.188 .305 .889 .773 2.166 .956 −7.102 1.308E−10 .374

Student 2nd cycle −2.072 .126 .796 −1.694 .184 .842 −.323 .724 .982 −6.941 1.578E−10 .384

Student 3rd cycle .676 1.965 .935 1.259 3.523 .886 .497 1.644 .972 .631 1.862E−07 .939

Researcher .494 1.638 .972 .172 1.188 .990 3.137 23.027 .866 6.673 3.388E−10 .646

Teacher .629 1.876 .937 −1.130 .323 .894 .652 1.919 .963 −6.194 3.297E−10 .438

Reference category is “Art Exposition/Market”. Significance level: p < 0.05
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The only variable related to the individual socio-demographic characteristics intro-
duced in the model was the user role. This proved not to be significant even in this
model.

4.2 Comparing Results

We can see that for small samples, the differences are not substantial. For easier
analysis, we put side-by-side the main results obtained through the two approaches,
including the significant independent variables (S) and non-significant (N) for both
models, as well as the respective percentages of correctly classified cases (Table 4).
According to Table 4, both models suggest that the only independent variables that
contributed significantly were the day of the week, the travel distance, and the time
spent traveling. However, there is a slight improvement in the percentage of cases
correctly classified by cluster analysis than by territorial division analysis, and the fact
that the new variables (destination and origin of the cluster) are also significant. We
believe that this improvement is due to the fact that this analysis is more focused on the
POI/event, once the way the data is collected in clusters technique is different than in
the territorial division.

This study was a first attempt to extract useful information from georeferenced data
from social media to study non-routine mobility. In addition to allowing us to con-
tribute to the knowledge of this type of travel by studying the factors that influence the
choice of event/POI category, the results obtained lead us to believe that a further
analysis with a larger sample size and not as biased towards the type of people who
took the trips would be worthwhile, and we would most likely have even better results.

Table 3. Multinomial logistic regression with clusters.

Event Food Nightlife Spot Outdoors & Recreation

B Exp(B) Sig. B Exp(B) Sig. B Exp(B) Sig. B Exp(B) Sig.

Distance .000 1.000 .000 .000 1.000 .000 .000 1.000 .002 .000 1.00 .117

Time .000 1.000 .277 .001 1.001 .015 .000 1.000 .802 .000 1.00 .574

Check-ins .000 1.000 .988 .000 1.000 .702 .000 1.000 .687 .000 1.00 .503

Weekday vs Weekenday (ref. Weekday)

Weekenday 2.535 12.620 .001 −1.132 .322 .049 −.446 .640 .656 .665 1.944 .460

Mode (ref. Sustainable modes)

Car −.505 .604 .360 −.989 .372 .076 .219 1.245 .776 .621 1.860 .474

Role (ref. Non-teaching personal)

Student 1st cycle −2.341 .272 .735 −1.420 .242 .862 −.772 .462 .958 .519 1.680 .963

Student 2nd cycle −3.687 .096 .593 −2.296 .101 .778 −2.466 .085 .866 −.751 .472 .956

Student 3rd cycle −.168 .025 .983 1.387 4.003 .877 −.148 .862 .992 10.749 4.66E+04 .936

Researcher −.010 .845 1.000 −.130 .878 .994 1.518 4.563 .949 17.556 4.21+E07 .286

Teacher −.037 .990 .996 −.741 .476 .927 −.545 .580 .970 .939 2.577 .413

Cluster destination .001 1.001 .899 .025 1.025 .002 .043 1.044 .000 .011 1.011 350

Cluster origin −.001 .999 .856 −.003 .997 .670 .022 1.022 .012 −.015 .985 .243
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5 Conclusion and Future Work

This paper discusses two techniques for extracting information for the study of non-
routine travel, namely to characterize their purpose. With the increasing availability of
social network and crowd sensed data unsupervised techniques are required to detect
the city’s main attractive regions in the city during those periods in order to anticipate
the demand for transportation. Social events and Points-of-Interest are a good
enrichment of traditional studies of these mobility patterns. This work compares the
territorial division commonly used in studies of mobility patterns with the automatic
recognition of clusters of dense concentrations of POIs or events serving origin-
destination region of those trips. In this way, only the trips that are destined to reach a
pole of attractiveness are considered in the new approach.

Two models of multinomial logistic regression were constructed from data avail-
able in the Porto Metropolitan Area, considering trips on non-routine periods in weeks
and on weekends in a period of one month. Some of the trip-related and event/POI
variables used showed to be significant to these models, as opposed to a unique
demographic variable used due to anonymity of data that proved not to be significant.

With the clustering technique, it was possible to improve the model that only used
municipalities as divisions in the study area: both in the significance of the variables
and in the final accuracy. However, there is room for improvement as more variables
can be added to the model, such as the period of visit at the destination of a trip. This
feature is only available after anonymization if the daily session ID created by the
crowd sensing mobile application is used. The dataset of trips used was limited to only
one month. As a future approach to use the same methodology applied to a bigger
dataset, we can test if the silhouette score can handle large data and see other indexes
that can be used to identify the best configuration to each clustering algorithm. The
choice of the index is important because that can be used to improve the validation
time.

Table 4. Multinomial logistic regression: comparing territorial with clusters.

Territorial division (2934 trips) Clusters (2091 trips)

Role N N
Transport mode N N
Weekday vs Weekend S S
Travel distance S S
Time spent S S
Check-ins N N
Cluster destination N.A. S
Cluster origin N.A. S
Overall percentage 82.4% 84.8%
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Abstract. Recent developments and advancements in several areas of
Computer Science such as Semantic Web, Natural Language Understand-
ing, Knowledge Representation, and more in general Artificial Intelli-
gence have enabled to develop automatic and smart systems able to
address various challenges and tasks. In this paper, we present a scalable
and flexible humanoid robot architecture which employs artificial intelli-
gent technologies and developed on top of the programmable humanoid
robot called Zora. The framework is composed by three different mod-
ules which enable the interaction between Zora and a human for tasks
such as Sentiment Understanding, Question-Answering, and automatic
Object Recognition. The framework is flexible and extensible, and can
be augmented by other modules. Moreover, the embedded modules we
present are general, in the sense that they can be easily enriched by
adding training resources for the presented sub-components. The design
of each module consists of two components (i) a front-end system which
is responsible for the interaction with humans, and (ii) a back-end com-
ponent which resides on server side and performs the heavy computation.

Keywords: Human-robot interaction · Natural Language
Understanding · Semantic Web · Sentiment analysis · Artificial
intelligence · Zora

1 Introduction

Nowadays we are assisting to the spread of robots in many fields to perform tasks
in the place of humans. For example they may be found for performing hazardous
tasks (e.g. the exploration of volcanoes), helping people with pathological health
problems [1] and executing a fairly wide range of tasks (e.g., house cleanings,
painting, packaging) with very little human intervention [8]. Next robot genera-
tions fit into every day human life raising the need to build systems for a simple
engagement between robots and humans. Therefore, robots should be able to
accurately assess people’s actions and requests, and perform tasks accordingly.

In a human-robot interaction, people typically have high expectations about
robot abilities in understanding their requests, contents and feelings [13]. For
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building this kind of robots, novel platforms that give smart and friendly behav-
iors to robots must be developed so that robots can have a human appearance.

In the past, robots social behaviour has been simulated through remote con-
trol systems so that humans that interact with the robots had the best possible
interaction. This approach clearly does not work at large scale because it needs
manual intervention of humans [3], limiting the spread of this technology in our
daily life. Hence, the study of systems to provide autonomous social robots that
can directly interact with people has taken hold for providing services in common
tasks day by day.

Recent developments and advancements in several areas of Computer Science
such as Semantic Web, Natural Language Understanding, and Knowledge Repre-
sentation, and more in general in the Artificial Intelligence field, have enabled the
development of automatic and smart systems able to address various challenges
and tasks, providing robots with much better autonomous and social behaviours.
Therefore, in this paper we

– introduce an extensible framework which is current composed by three mod-
ules for enabling Zora, the humanoid robotic platform we have employed, to
have different skills;

– we provide Zora with a Sentiment Understanding engine for capturing the
feelings of a person who is interacting with the robot;

– we provide Zora with a Question-Answering engine to engage the robot in a
clever dialog with a person;

– we provide Zora with an Object Recognition engine to detect objects.

Each module exploits results of different research problems [2] we have previ-
ously addressed through state-of-the-art Deep Learning technologies on various
datasets. In our approach we included the best models and resources we were
able to obtain, making a first step for a smart framework for Zora.

2 Background

Machine Learning methods have proved their validity in many fields, and par-
ticularly interesting developments have been carried out in Natural Language
Understanding and Object Detection. The Natural Language Understanding
benefit of the use of Semantic Web technologies such as Stanford CoreNLP [11],
Framester [6], FRED [7], and Word Embeddings [12] to move the data repre-
sentation from simple text to concepts, enabling better models to capture the
meaning of natural language expressions. Together with recent developments in
Deep Learning they all have obtained great results in those tasks that require
human-based cognitive abilities. The powerful technologies may be exploited
for powering Conversational Agents, developing systems that can interpret and
respond to the input of a user in a smart way. Furthermore, Object Recognition
has been also improved with Deep Learning based approaches which are nowa-
days able to build models that can recognize object with high level of accuracy.
The idea behind this paper took inspiration from [9] where a framework able
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to perform semantic interpretation with the NAO robot was proposed. In the
study, authors focused mainly on ontologies both for mapping the user speech
and to execute actions accordingly. Differently, we have based our framework
on Deep Learning based modules and Semantic Web technologies for providing
smart services through the robot Zora.

3 The Proposed Framework

In this section we describe our framework composed by three modules. Each
module is composed by a Choregraphe Component (CC) and a Server Side
Support Component (SSSC). CC is very light in terms of required resources
(physical space and memory demand), and is directly uploaded and executed by
Zora. To note that Zora is a robot which is based on the same infrastructure
of NAO, a humanoid robot designed by the Aldebaran Robotics company in
France and that presents an intuitive user interface that can be equipped with
software packages providing skills to the robot. The SSSC is responsible for the
heavy computation on a dedicated server. It runs AI, NLP, Semantic Web and
Computer Vision, and any other kind of applications that may be necessary to
develop new modules. Each module runs independently from the others, and
more than one module at time can be included in the framework. However, a
priority order of the modules is set in the framework so that when a user input
is received only one module is executed. Furthermore, each module can be acti-
vated by the user through the use of command-words so that he/she can decide

Sentiment 
Understanding 

Module

Question 
Answering 

Module

Object 
Recognition 

Module

speech

question

image
sentiment

answer

object

speech / image speech

Fig. 1. The schema of the interaction model using Zora.
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when to start the interaction with the robot which leverages one of the uploaded
modules. The current architecture is public accessible1 (Fig. 1).

3.1 Sentiment Understanding Module

The Sentiment Understanding [5] Module gives Zora the ability to classify a
natural language user’s input. It first converts the spoken input of the user in
simple text through a speech-to-text internal tool, and then sends the text to the
SSSC. The SSSC performs a sentiment polarity detection task adopting a Deep
Learning model which classifies the input in one of the following polarity classes:
positive, negative, and neutral. A schema of the Deep Learning model is shown in
Fig. 2(a). The textual data is represented by means of word embeddings which
are subsequently fed into the Deep Learning model. The BiLSTM are levels
that implement Bidirectional Long-Short Term Memory neural networks that
capture patterns of data in both forward and backward direction and, at the
same time, can consider long sequences of data by relating the first part of a
sentence with its last part. Finally, the model presents an Attention layer which
allows to refer to data previously processed instead than forcing the input of the
final layer to a single vector. The last layer, Dense, combines the result of the
whole computation and returns a single output. Afterwards, the result is sent
back to the CC which delivers the predicted sentiment to the user. The sentiment
model has been trained using the The Large Movie Review Dataset [10].

Embeddings layer

BiLSTM

BiLSTM

Attention

textual input

sentiment polarity

Dense

Embeddings layer

LSTM: encoded context LSTM: encoded answers

Merge Layer

questions

predicted answers

answers

Dense

)b()a(

Fig. 2. Deep Learning models of (a) Sentiment Understanding (b) Question-Answering.

3.2 Question-Answering Module

With this module, Zora is able to reply to the user with meaningful responses
based on the dialog history with several other users used as training set. The CC
1 https://github.com/hri-unica.

https://github.com/hri-unica
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interacts with the user through Zora microphones and sends the transcription
of his/her voice to the SSSC. The SSSC takes the text, and uses it as an input
of a model that has been previous trained. The model is a Deep Learning hier-
archy that has been previously trained on the Cornell Movie Dialogs Corpus [4]
representing the data with Word Embeddings. A schema of the adopted Deep
Learning hierarchy is shown in Fig. 2(b). It captures syntactical and semantic
patterns from a sequence to sequence input defining a context. It uses a LSTM
layer to capture the semantic of questions and answers, a Merge layer to bind
possible answers to questions, and a Dense layer to predict the best token for
the answer. As for the Sentiment Understanding Module, the textual input is
represented by word embeddings. The response predicted by the SSSC is sent to
the CC which delivers the message to the user.

3.3 Object Recognition Module

For this module, the Zora front camera is used to take a picture of size 640× 480.
The picture is sent to the SSSC which implements an internal TensorFlow model
that is currently able to recognize 91 types of general objects (such as train, per-
son, animal). For the categories cat and dog, it also recognizes a more fine-grained
class (e.g. a dogs breed like american bulldog). The SSSC uses two classifiers.
One classifier is used to predict the general class. In case the predicted class is
one between dog or cat, it uses a second classifier to further recognize the breed.
The general object recognition model has been trained with the Microsoft COCO
dataset2, while the Oxford- IIIT-Pet dataset3 has been employed for the breed
recognition model training. When the elaboration of data has ended by the SSSC
and the result has been sent to the CC, the CC tells the user which objects have
been recognized. If no objects are recognized, the robot asks the user which
objects have been shown and user’s annotations are sent to the SSSC which
stores the new data. When the interaction is interrupted by the user, the SSSC
automatically performs a new training of the model integrating the updated
annotated sets with the new data.

4 Conclusions and Future Work

In this paper we have introduced a smart framework which leverages our research
in various domains to equip Zora, a completely programmable and autonomous
humanoid robot built on top of NAO, with smart human-based skills. We have
described three modules which exploit Deep Learning models and Semantic Web
technologies to manipulate the input of a user enabling Zora to respond accord-
ingly. The modules allow Zora performing sentiment analysis, generating auto-
matic answers to user’s natural language query as in a real dialog, and detecting
objects. All modules are based on Deep Learning technologies which are executed
on server-side so that the robot is free from the heavy computation. Summing

2 http://cocodataset.org.
3 https://www.robots.ox.ac.uk/∼vgg/data/pets/.

http://cocodataset.org
https://www.robots.ox.ac.uk/{~}vgg/data/pets/
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up, each module has (i) a CC which runs on Zora allowing the interaction with
the user, and manages inputs and outputs, and (ii) a SSSC which trains Deep
Learning model and performs a prediction task on the user’s input. As future
works, we mainly aim at integrating the framework with modules which allow
Zora performing body actions based on the input of the user and interacting
with home automation devices such as Google Home. Moreover, we plan to per-
form different tests to prove the effectiveness and usefulness of the proposed
framework.
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Abstract. Unhealthy diet is a leading cause of health issues. A pow-
erful means for monitoring and improving nutrition is keeping a food
diary. Unfortunately, frail people such as the elderly have a hard time
filling food diaries on a continuous basis due to forgetfulness or physi-
cal issues. For this reason, in this paper we investigate the integration
of nutrition monitoring in a robotic platform. A machine learning mod-
ule detects cooking activities based on air quality sensor data. When
cooking is detected, a social robot interacts with the user to fill the
food diary through a conversational interface. We report our experience
on the development of a partial prototype of our system. Moreover, we
illustrate the results of preliminary experiments with annotated sensor
data gathered over one month from a real-world apartment.

Keywords: Healthcare · Context-aware computing · Social robots

1 Introduction

The 2018 Global Nutrition Report1 of the World Health Organization reveals
that malnutrition determines more health issues than any other cause. Diet data
analysis is of foremost importance to evaluate the healthiness on an individual’s
nutrition and for setting up interventions. A powerful tool for acquiring diet data
and augmenting self-awareness is food journaling, which consists of filling a diary
of eaten food and its quantity at each meal [6]. Of course, manually keeping a
food diary in the long term is tedious, since diary annotation interferes with the
current activity. In order to assist the individual in filling a food diary, different
solutions have been proposed, which exploit mobile apps and smartphone sen-
sors [1,5,8,11]. However, mobile apps for food journaling still require consider-
able user’s effort, and are often unsuitable for frail people, including the elderly.
On the other hand, assistive robots are increasingly used as support for frail
people. Plenty of research has been carried out on assistive robots [3]. Whereas,

1 https://www.who.int/nutrition/globalnutritionreport/en/.
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in the past, assistive robots mainly helped people through physical interaction,
in recent years, the social interaction with the user has become the emerging
direction to increase the levels of engagement. As such, researchers have widely
investigated user engagement with a robot companion and found out that it is
much higher than with respect to any other device or digital assistant [2,10].

In this paper, we tackle the challenging issue of integrating a system for
food journaling in a social robot platform addressed to frail people. We pro-
pose a novel architecture for acquiring food diary data through human-robot
interaction, exploiting conversational interfaces, advanced air quality sensors,
and artificial intelligence methods. Our system relies on data captured by an air
quality monitor to recognize food preparation using machine learning. Compared
to other cooking recognition systems based on cameras, our data acquisition
system is unobtrusive and privacy-conscious. Whenever the supervised classifier
predicts a cooking activity, our system informs a social robot in the home, which
interacts with the user to fill the food diary through a conversational interface.

The complete realization of the system is challenging. Currently, we have
developed a partial prototype of our system. For the sake of this work, we con-
centrate on the initial design of the platform, on the acquisition and processing
of sensor data, and on machine learning for recognizing the cooking activity that
triggers robot-human interaction. Advanced solutions for conversational inter-
faces, usability, and diet analysis, including calorie count and adaptive interfaces
for supporting behavior change, will be addressed in future work.

The paper is structured as follows. We illustrate our architecture and proto-
type in Sect. 2. Acquisition of air quality sensor data and feature engineering are
covered within Sect. 3. Preliminary experimental results are reported in Sect. 4,
whereas Sect. 5 concludes the paper.

2 Preliminary Architecture and Prototype

Figure 1 shows the preliminary architecture of our system. A machine learning
module contains the trained model. That module exposes REST APIs to clas-
sify as cooking or non cooking a new collected record of sensor data acquired
from an air quality monitor in the kitchen. A software agent periodically collects
sensor data and calls the REST APIs of the machine learning module. If the
new read data is classified as cooking, the robot starts interacting with the user
asking what food he/she is preparing. Once the user replies, the robot performs
speech to text processing and sends the extracted food information to the food
journaling database. Note that, in the current implementation of our system,
the speech interaction to acquire food journaling data is over-simplistic, being
based on a simple question-answer paradigm. Since most food journaling appli-
cations require detailed information about the kind and quantity of food, we
will investigate a more sophisticated conversational agent for food journaling in
future work. Voice-based identification methods will also be used to recognize
the inhabitant, in case of multi-resident homes. Moreover, we will use active
learning methods to improve the trained model based on new data and user’s
feedback.
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Fig. 1. Overall architecture of our system.

We have developed a preliminary prototype of the system in order to eval-
uate its feasibility. We have used a uHoo device2 to continuously acquire air
quality data, including temperature, humidity, carbon dioxide, volatile organic
compounds, particulate matter. Figure 2a shows a uHoo device used in our exper-
imental setup. The sensor has a detection frequency of one reading per minute. It
provides a wireless network interface and electrical connection to avoid battery
exhaustion, and open APIs for acquiring the sensor data in real time. For the
social robot platform, we adopted a Zora robot3, which uses the same robotic
infrastructure of Nao, but adds an extremely simple and intuitive user inter-
face. Figure 2b shows an image of Zora. In order to capture the voice of the
user when he/she speaks, the robot is equipped with four microphones. The
robot can therefore record the human voice, which is contextually analyzed and
transformed into text by a speech recognition module. We are currently rely-
ing on cloud computing systems for speech recognition in order to improve the
accuracy of the speech-to-text process. In fact, this allows us pre-processing the
sound recorded by Zora and removing noise (e.g background noise, fan noise,
etc.), which may compromise the result. As such, the resulting audio file is sent
to IBM Watson Speech to Text to perform speech recognition.

3 Acquisition and Processing of Air Quality Sensor Data

In this section, we explain how we acquire and process air quality sensor data
in order to recognize the preparation of food. The indoor air quality monitor
deployed in the kitchen is in charge of providing a stream of real-time sensor data
to the Machine learning module. That module performs feature extrac-
tion, to build feature vectors based on statistics computed on the streaming
2 https://uhooair.com/.
3 https://www.youtube.com/watch?v=lO52sLF-u 4&t=1s.

https://uhooair.com/
https://www.youtube.com/watch?v=lO52sLF-u_4&t=1s
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(a) The air quality monitor (b) The social robot

Fig. 2. The devices used in our system.

data. The feature vector is passed to the online recognition module, which
uses a machine learning classifier to detect whether the user is cooking or not.
The classifier is trained in advance using a labeled training set of sensor data
acquired during cooking and non-cooking activities. Finally, the prediction is
communicated to the robot.

From the analysis of the daily trends of air quality data, it emerges that,
in order to distinguish cooking from non-cooking activities, it is important to
analyse the trend of values, not only the absolute values. For this reason, we
engineered features taking into account not only the absolute values or averages,
but also the difference between the current value and the preceding/succeeding
values. In particular, we build features considering the differences between the
most recent value and the one in the previous/next 5, 10, 15, 20, and 25 min.
Obviously, the use of features computed considering succeeding values deter-
mines a delay in the recognition process, but this delay is acceptable for our
application. We also use statistical features considering the average, minimum,
and maximum value in the last 5 min, as well as the standard deviation of those
values. Finally, we also compute the current time of the day as the number of
minutes that passed from midnight. We use 114 features in total.

4 Experimental Evaluation

In this section, we report the results of preliminary experiments carried out with
real-world data. Our dataset is published on the Web4. It is composed of 55768
data readings taken at each minute during more than one month in total from
one volunteer in his apartment. Each data record is labeled with the current
activity, that can take two values: 1 if the user is cooking a meal (positive class),
0 otherwise (negative class). The number of records with activity set to 1 is 3451,
while the remaining 52317 are set to 0; hence, classes are strongly unbalanced.

4 http://sites.unica.it/domusafe/single-apartment/.

http://sites.unica.it/domusafe/single-apartment/


322 F. Gerina et al.

Table 1. Experimental results using the Random forest classifier.

Precision Recall Specificity F1 score G-mean
0.759 0.748 0.985 0.754 0.858

(a)Evaluation metrics

Cooking Notcooking ← Classifiedas
2529 852 Cooking
802 51036 Notcooking

(b)Confusion matrix

We have used the Weka toolkit [7] and experimented with different classifiers
applying 10 fold cross-validation without shuffling. For lack of space, we report
only the results achieved by the most effective classifier in our pool, which was
Random forest [4]. The metrics used to evaluate the model are the standard ones
of precision, recall, specificity, F1 score (harmonic mean of precision and recall),
and G-mean (geometric mean of specificity and recall) [9]. Table 1a summarizes
the results. Our system recognized the positive class (i.e., Cooking activities)
with more than 75% precision and almost 75% recall, achieving an F1 score of
0.754. On the other hand, more than 98% of the negative instances (i.e., Not
cooking activities) were correctly classified, as shown by the specificity value.
Globally, the trade-off between true positive and true negative rates, as expressed
by the G-mean, is 0.858. Results can be inspected in more detail in the confusion
matrix reported in Table 1b.

Overall, we consider the achieved classification performance satisfactory.
Indeed, we are interested in recognizing instances of cooking that may last
for several minutes; hence, a certain rate of minute-by-minute misclassifications
may be acceptable. However, experiments have been conducted with a single
user dataset. With training and test data acquired from different individuals in
different environments, we expect lower recognition rates. Indeed, the age and
number of inhabitants has an impact on the kind and quantity of cooked food,
and consequently on the change in air quality conditions determined by cooking.
The topology of the home also has an impact on air quality data. For instance,
if inhabitants consume the meal within the kitchen, their presence determines
an increase of temperature and CO2 levels even after cooking has ended. On the
other hand, if the inhabitants consume the meal in a different room, the CO2

and temperature levels in the kitchen decrease as soon as the cooking activity is
finished. This variability may have a negative impact on recognition rates.

5 Conclusion and Future Work

In this paper, we have introduced a novel system to support food journaling,
addressed to frail people living alone. Our system relies on advanced air quality
sensors for cooking recognition, and on a social robot for interactively filling the
food diary when cooking is recognized. We have developed a partial prototype
using a social robot and an air quality monitor, and performed preliminary
experiments to assess the effectiveness of our cooking recognition method.
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Our preliminary work shows several challenges we had to face and many more
that we still need to address. First of all, we will investigate methods to improve
the classification performance of our cooking recognition system. Since both
the topology of the home and the characteristics of inhabitants (including their
number and age distribution) affect the air quality conditions at cooking time,
we will investigate and experiment techniques to couple our data-driven method
with a knowledge-based one, to fine-tune recognition to home’s and inhabitants’
characteristics. We will also investigate the integration of other sensors attached
to furniture to increase recognition rates. Since not all meals are taken at home,
the system could be extended with mobile apps for food journaling. Future work
also includes the definition of an effective and engaging conversational interface
for interactively filling the food diary.
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MAchine Natural interactionS (grant number 812882).
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Abstract. Augmented reality objects as ambient media (i.e., media
embedded in everyday contexts) are being deployed in diverse contexts,
such as home, mobile, and work. Because media experience is mediated
by the medium, the viewing experience of augmented reality objects
should depend on the type of viewing device. In this paper, we report
on a user study with 18 participants and three state-of-the-art devices
(i.e., HoloLens, iPad Pro tablet, and iPhone X smartphone), compar-
ing the influence of these mobile viewing devices on feelings of presence
and workload during ambient media consumption. Study results include
a significant main effect of device on participants ratings of Possibil-
ity to examine an AR object, which demonstrates that ambient media
consumption experiences are determined by the choice of viewing device.

Keywords: Augmented reality · User experience · Multimodality

1 Introduction

There is an ongoing hype in augmented reality (AR) research and near future
visions depicted in contemporary movies, which suggest that AR objects will
increasingly become part of our everyday lives and serve as ambient media.
To compare how different mobile devices impact users’ viewing experience of
AR Objects we have conducted an empirical study with 18 participants. Our
assumption was that different classes of mobile devices (i.e., head-mounted,
tablet, smartphone) may influence viewers’ feelings of presence and workload
when spatio-visually exploring an AR object. To this end, we report and discuss
participants’ self-reports on feelings of workload and presence, including their
dimensions Possibility to examine and Quality of interface, which show that
today’s mobile devices seem to provide a different AR object viewing experience
in a simple viewing task than the HoloLens as a state-of-the-art head-mounted
display. Overall our research demonstrates that the choice of AR Object viewing
device significantly matters considering the viewing experiences, and moreover
our research describes specific differences in todays’ state of the art viewing
devices with a focus on feelings of presence and workload.
c© Springer Nature Switzerland AG 2019
I. Chatzigiannakis et al. (Eds.): AmI 2019, LNCS 11912, pp. 324–329, 2019.
https://doi.org/10.1007/978-3-030-34255-5_23
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HoloLens condition Smartphone condition Tablet condition 

Fig. 1. Images of the treehouse AR object and sketches of the viewing conditions
employed to explore the effect of viewing medium on feelings of presence and workload.

2 User Study

The overall goal of the user study was to explore differences in feelings of presence
and workload associated with different classes of mobile devices used as medi-
ums/modalities to view AR objects. We targeted three types of state of the art
mobile devices: (i) smartphone (ii) tablet, and (iii) head-mounted mixed reality
glass, with smartphone and tablet being video-see-through devices in different
sizes and the head-mounted device (i.e., HoloLens) being a binocular optical-
see-through device (see Fig. 1). Consequently, our hypothesis was that the type
of viewing device effects feelings of presence and workload during an AR object
viewing task. To be gender inclusive and because some related work suggests
potential gender differences in spatio-cognitive abilities (e.g., [1,2,4]) we choose
to gender-balance our study.

2.1 Participants, Apparatus and Procedure

We recruited 18 participants (aged between 18–40, 9f and 9m) at the univer-
sity campus. All participants have reported to have no color vision deficiency
and were “tech-savy” and accustomed to using mobile devices. Ten of these par-
ticipants reported to already have varying levels of experience with augmented
reality. The study was conducted at an open space inside the university building.
The study space was about 40 square meters and away from potential by-passers.
The three devices, which we utilized in the user study as viewing mediums were
(i) an iPhone X smartphone, (ii) a first generation iPad Pro tablet, and (iii) a
first generation Microsoft’s HoloLens. We chose these devices because we believe
that they are archetypical and therefore results are likely to be ecologically valid.

For each of the devices an application was developed, which calculates the
exact position to place the AR object based on augmented reality software, and
thus allows users to visually perceive the AR object as an overlay to the real
world (image). The applications also enable users to implicitly (and explicitly)
interact with AR objects by moving around the AR object or holding the viewing
medium differently. For the iOS devices (i.e., the iPad and iPhone) we used
Apple’s ARKit1 and its plane detection to find a surface, allowing to place the AR
1 https://developer.apple.com/arkit/.

https://developer.apple.com/arkit/
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object at the desired location. The application for the HoloLens was developed
using Unity2 and Microsoft’s HoloToolkit.

For the purpose of self-reporting feelings of presence, we used the Presence
Questionnaire (PQ), which is adapted from Witmer and Singer [5] and revised by
the UQO Cyberpsychology Lab (2004). The PQ measures overall presence and
consists of five sub-scales: realism, possibility to act, quality of interface, possi-
bility to examine, and self-evaluation of performance, which combined measure
overall presence. In addition, we used the NASA-TLX questionnaire [3] to explore
how the viewing medium may change feelings of perceived workload (i.e., mental
workload, physical workload, temporal workload, performance, effort, frustra-
tion, and overall workload). A semi-structured interview was also conducted at
the end with each participant.

The user study started with welcoming each participant and handing them a
written short description of the study procedure, which stated that participants
would receive three augmented reality devices, one after another, with which
they would be able to observe an AR object positioned at the center of the
study space. Participants were informed that their task was to view the AR
object for 3 min and try to remember as many details of the AR object as
possible since we would ask them a question after each session about a detail
of the AR object. At the end of each session participants were asked to provide
self-reports on the viewing experience associated with the specific device based
on the PQ and NASA-TLX questionnaire. We used counterbalancing (levels of
device and gender) to ensure validity of our study. To ensure participants would
view the AR object in each of the three repetitions carefully, they were informed
that they would be asked a different detail of the AR object after each session.
We asked for example “Which color did the door knob have?”. Each participant
completed the study in about 45 min.

2.2 Results

In terms of viewing device preferences, 9 (2f, 7m) participants preferred the
tablet, 5 (5f) participants preferred the HoloLens and 4 (2f, 2m) preferred the
smartphone. The frequency plots in Fig. 2 provide a descriptive overview of the
collected data, considering feelings of workload and presence. Considering the
mean ratings for presence, the tablet has received the highest mean scores on
all dimensions. An exception are ratings of female participants for the dimen-
sion Realism, who have provided very similar mean ratings for the HoloLens
and the tablet. Besides this exception the HoloLens device has received the low-
est mean scores in our sample data. Participants seem to have associated low
workload with all devices and the viewing tasks. The Performance dimension of
the NASA-TLX questionnaire seems to be an exception. Participants provided
higher ratings for the Performance dimension, which measures how much “per-
formance demand” participants felt when using a specific device to complete the
viewing task.

2 https://unity3d.com.

https://unity3d.com
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Fig. 2. Overview of the data collected with the workload questionnaire and the presence
questionnaire. Descriptive statistics (i.e., mean values and confidence intervals) are
presented for all ratings for sub-scales of presence and workload separated by the levels
of the two independent variables device and gender. Error bars denote 95% CI.

Overall, the plots in Fig. 2 show that the HoloLens received worse mean
scores compared to the other viewing devices from males for both feelings of
workload and presence, which could be part of the reason why none of the male
participants preferred the HoloLens overall for viewing AR objects.

Statistical Analysis. Table 1 depicts the results of the analysis for which we
used ARTool [6]. In order to save space in the table we present only test results,
which resulted in p-values below 0.1. While there are some measurements that
resulted in a p-value below the 0.1 threshold, including a potential main effect
of device on overall presence (F = 2.63, p = 0.087) only two measurements are
statistically significant (i.e., have p-values below 0.05). We found a significant
main effect of device on possibility to exam (F = 3.86, p = 0.031) and a significant
interaction between gender and device considering performance (demand). Post-
hoc cross-factor comparisons highlight that this interaction is due to significant
differences between HoloLens and tablet and HoloLens and smartphone. If we



328 I. Aslan et al.

Table 1. Overview of results of statistical tests (based on the ARTool [6]) over all
participants, considering the overall effect of within-subjects variable Device (i.e.,
HoloLens, Smartphone, and Tablet), between-subjects variable Gender (i.e., male and
female), and Interactions of Device and Gender on measures for perceived presence
and workload. Abbreviations used for reporting pairwise comparison: Tablet-HoloLens
(T-H), Tablet-Smartphone (T-S), and Smartphone-HoloLens (S-H). F-M is an abbre-
viation for Female-Male.

Effect
of:

Effect on: F and p Post-hoc comp.

Device Overall presence
(perceived presence)

F = 2.63 p= .087

Device Quality of interface
(perceived presence)

F = 3.07 p= .060

Device Possibility to examine
(perceived presence)

F = 3.86 p= .031 *

Device Mental demand
(perceived workload)

F = 2.68 p= .083

Device ∗
Gender

Performance demand
(perceived workload)

F = 3.67 p= .036 * T-H:F-M (p = .03 *);
S-H:F-M (p = .08)

Device Effort
(perceived workload)

F = 2.52 p= .095

try to put the statistics in words, it would mean that the average difference in
“performance demand” perceived by male participants between the HoloLens
and the other two viewing mediums was significantly opposite to female partic-
ipants’s perception of the same conditions.

Analysis of Qualitative Data. In the following, we list results of observa-
tions of participants’ behaviors during the viewing task and results of the semi-
structured interviews which were conducted at the end of each study with each
participant. HoloLens: When using the HoloLens, participants tended to keep
a larger distance to the AR object, which resulted in participants moving at the
edge of the study space mostly around the AR object and occasionally moving
towards and away from the AR object. Arguments of participants who preferred
the HoloLens were focused on reasons why the HoloLens provided a more natu-
ral and realistic experience. Participants argued, for example that “it felt more
natural” and that it is “most realistic because one does not have to look through a
screen”. Furthermore, participants stated “more realistic especially when one has
their hands free” and more realistic because “the AR object moves [in synchrony]
with head movements”.

Smartphone and Tablet: When using the smartphone or the tablet partici-
pants not only moved around the AR object but additionally used the possibil-
ity to rotate or move the viewing medium without changing their own position.
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Most of the time participants used the handhelds in portrait format, while in
the HoloLens’ orientation is landscape and fix. Furthermore, handhelds allowed
participants to view the AR object from above, below and from the side with-
out always having to move around and instead adjusting their screens position
by moving the screen closer, away, to the side, etc. The smartphone was usu-
ally held with one hand only and the tablet was always held with both hands.
Participants who preferred the tablet focused on benefits of the larger screen,
arguing “the viewing angle of the HoloLens and the smartphone is too small”,
“most details visible” and “HoloLens is too demanding and has a too small view,
and the smartphone is too small”. Participants who preferred the smartphone
focused on its “better overall usability”, arguing that “it is easiest to change the
viewing angle” or how it is “better to handle, not as heavy as the tablet”, and
while it is “small but enough is visible”.

3 Conclusion

We have reported on an empirical study with users, exploring the influence of
state-of-the-art (and off-the-shelf) augmented reality devices on viewing experi-
ence. We have provided an analysis of data associated with the feeling of presence
and workload, showing for example that today’s handheld devices are perceived
as providing significantly more Possibility to examine an AR object. We hope
the presented research is timely and many fellow researchers will benefit from a
detailed analysis of how viewing devices effect AR object viewing experiences.
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Abstract. Assessing surgical skills is an essential part of medical performance
evaluation and expert training. Since it is typically conducted as a subjective
task by individuals, it may lead to misinterpretations of the skill performance
and hence lead to suboptimal training and organization of the surgical activities.
Therefore, objective assessment of surgical skills using computational intelli-
gence techniques via sensory data has received attention from researchers in
recent years. So far, the problem has been approached by employing a classi-
fication model where a query action for surgery is assigned to a predefined
category that determines the level of expertise. In this study, we consider the
skill assessment problem as a pairwise ranking task where we compare two
input actions to identify better surgical performance. To this end, we propose a
hybrid Siamese network that takes two kinematic motion data acquired from
robot-assisted surgery sensors and report the probability of the first sample
having a better skill than the second one. Experiments on annotated real surgery
data reveals that the proposed framework has high accuracy and seems suffi-
ciently accurate for use in practice. This approach may overcome the limitations
of having consistent annotations to define skill levels and provide a more
interpretable means for objective skill assessment.

Keywords: Skill assessment � Ambient intelligence in education � Ambient
intelligence in health � Robot-assisted surgery � Siamese networks � LSTM

1 Introduction

A major task in medical training is the assessment of surgical actions to grade current
performance of the candidate and monitor the development of skills during training
activities. These activities are usually performed manually in an operation room under
supervision of expert surgeons [7]. Manual assessment, even being performed by
experts, has several limitations, including subjectivity, lack of consistency and
reliability.

Recent developments in computer-assisted surgery provide new opportunities to
employ ambient intelligence techniques for objective skill assessment [12]. Data col-
lected during surgery activity, either from sensory or multimedia interfaces, can serve
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as platform for offline analysis of the action of surgeon post operation. Recently the
machine learning community has made an effort to realize such analysis, which
includes the development of computational methods that can automatically identify the
surgery skill level as “expert”, “intermediate” or “novice” from surgical action data
[3–5, 13–15]. The major short coming of these systems is their limited ability to predict
a fixed number of predefined, possibly inconsistent, categories for expertise levels.
They are unable to model skill levels between these category labels. Furthermore, they
can model only overall expertise level of surgeons although it seems obvious that a
surgeon’s performance may vary between different surgery action.

In two recent studies, the authors considered the problem as a task of learning to
rank video recordings [2, 10] instead of assigning them into predefined labels. The
study aimed to build models with wide applicability of skill determination in any
domain, but algorithms were also tested for surgical skill assessment in addition to
other tasks. In [2], they introduced a two-stream Temporal Segment Network to capture
both the type and quality of actions. As an alternative to that [10] integrated an
attention pooling and temporal aggregation mechanism to a two-stream CNN model.
Skill assessment through video recordings has two main limitations. First, video data
processing is time and resource inefficient, which makes it difficult to run the algo-
rithms in conventional personal computers. Second, video can record the actions in two
dimensions. This is unfortunate since tracking of trajectories and velocities can only be
measured in two dimensions and important information of surgery skills is lost, if the
third dimension is lacking.

In this study, we use kinematic data collected from robot-assisted surgery envi-
ronment to develop a method for rank-based assessment of surgery skills. The study is
considered as an emerging application of data-driven ambient intelligence in education
of healthcare professionals. We introduce a novel deep learning framework based on
Siamese of recurrent neural networks for pairwise ranking of motion kinematics in the
form of multi-variate time-series data. We present the results of experimental evalua-
tion of our method on real life data collected from human-controlled robot arms for
surgical skill assessment. We argue that our approach provides a more interpretable and
reliable view of objective skill assessment while it overcomes the limitations caused by
inconsistencies in subjective skill grading scales.

2 Methods

2.1 Siamese Framework for Ranking

Given two surgical actions, m and n, with their kinematic data of xm and xn, which are
in the form of multi-variate time series, the task is to determine which surgical action is
performed with better quality. We denote this output by pmn where;

pmn ¼
1 m performs better than n
0:5 m and n show equal performance
0 n performs better thanm

8
<

:
ð1Þ
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We interpret this as the probability of the first surgical action being performed
better than the second. Our goal is then to train a model that minimizes the probabilistic
loss in human-annotated samples for surgical skills. To this end, we introduce a novel
framework based on a Siamese network of recurrent neural networks integrated with a
probabilistic ranking layer, which can take the case of skill equivalence into consid-
eration (Fig. 1).

LSTM Layer: The kinematic data at one input of the Siamese network is given in the
form of multi-variate time-series and fed into a long short-term memory (LSTM)
network [9]:

ht ¼ LSTM ht�1; xtð Þ ð2Þ

where xt and ht are the inputs at time t. The LSTM is parameterized by output, input
and forget gates, controlling the information flow within the recursive operation. At
every time step t, LSTM outputs a hidden vector ht that reflects the skill representation
of the kinematic motion at position t.

Dense Layer: A fully-connected layer takes the vector of skill representation at the
output of an LSTM layer, hm for any of the input m, and transforms it into a scalar, sm,
which is directly comparable with the output, sn, at the other end of the Siamese
network.

Rank Layer: This layer adapts a probabilistic loss function, which was originally
introduced to learn how to rank text objects using gradient descent [1]. The pairwise
rank between two surgery action inputs is required to be represented by pmn, which is
interpreted as the probability of m performing a better action than n. We denote the
posterior probability distribution Pij ¼ Pði � jÞ, where � refers to the skill superiority

Fig. 1. Siamese network for pairwise ranking of surgery actions
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of i to j and let �Pij be desired target values for those posteriors, such that
�Pij 2 f1; 0:5; 0g. The goal is then to minimize the distance between these two entities.

2.2 Implementation

We used a bidirectional LSTM [8] to allow the modelling of two-way temporal
dependencies in actions. The rank layer was implemented by a sigmoid activation
followed by a binary cross-entropy loss function. We used the following hyper-
parameters: a learning rate of 0.001, a batch size of 2 and a unit size of 64 with single
hidden layer. The framework was implemented in Keras using TensorFlow back-end.

3 Results

3.1 Data

We evaluated our framework on a publicly available real surgery data set called JIG-
SAW [6]. The JIGSAWS dataset contains of surgical data collected from eight subjects
with different skill levels performing three different surgical tasks using the da Vinci
surgical system. The tasks are 4-throw suturing (39 trials), needle passing (26 trials), and
knot tying (36 trials) performed on benchtop training phantoms. The dataset consists of
76 motion variables collected at 30 Hz, including tooltip positions and orientation,
linear and rotational velocities, and gripper angle. Therefore, the kinematic data that we
use in the study refers to a multi-variate time-series data set captured from the da Vinci
robot. A trial is a part of the data set that corresponds to one subject performing one
instance of a specific task. Each subject is categorized by a fixed expertise level but each
trial may have a different score. This score is annotated using OSATS as a grading
system [11]. OSATS consists of different grading criteria like respect for tissue, time and
motion, flow of operation, overall performance and the quality of the final product. The
system reports a final grade to represent general surgical skill.

3.2 Evaluation Setup

We performed four-fold cross validation to evaluate the prediction performance. In this
setup, the pairs between ¾ of the actions were used for training and the remaining pairs
were used for testing. Therefore, test samples include both the pairs where neither
video has been used in a pair for training and the pairs where the other video was used
for training in a different pairing. We used pairwise ranking accuracy, which is the
percentage of correctly ordered pairs, produced by each fold. We reported two accuracy
results for the cases where the skill equivalence is counted and not counted.

3.3 Empirical Results

We applied our model for each surgery task separately to rank surgery actions by their
skills. Table 1 discerns the accuracy for each task where the pairs with equal skill
scores are taken into account.
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To our knowledge, this is the first study that applies a method for pairwise ranking
on kinematic data of surgery skills. Therefore, there is no previous study to benchmark
our method. [2, 10] are the most relevant studies, which used video data for skill
ranking and tested their methods in the same dataset. Another difference is the fact that
they work for only binary ranking cases, where the equivalent skills were found to be
inconsistent. To make a comparison with these methods we ran our model with
complementary kinematic data from which the equally-rated pairs were removed. The
results are shown in Table 2. [2, 10] did not give accuracies separately for each task,
but rather reported overall performance in surgery dataset. [2] tested two different
versions of their model, where only spatial information was used, and temporal data
was combined with spatial data in two-streams. Our model can achieve a competitive
accuracy with video-based models. Moreover, the present model is built upon only
kinematic data, which reduces the computational resources compared to approaches
which use videos. [2] reported that average running time to train a single fold is 18 h
with NVIDIA TITANX GPU, whereas learning a fold in our model is conducted in less
than an hour with a conventional CPU.

4 Conclusion

We introduce a novel framework for objective skill assessment for robot-assisted
surgery. The contribution of the study is twofold. First, kinematic-based surgical skill
assessment problem is approached for the first time as a pairwise ranking task instead
of the direct assignment of samples into predefined skill categories. This approach
provides a more interpretable and reliable skill assessment while it overcomes the
limitations caused by inconsistencies in subjective skill grading scales. Compared to

Table 1. Results of pairwise ranking including skill equivalence

Surgery type Accuracy (%)

Knot tying 75.1
Needle passing 74.4
Suturing 60.3

Table 2. Results of pairwise ranking excluding skill equivalence

Method Action data Surgery type Accuracy (%)

Present method Kinematic Knot tying 79.6
Needle passing 77.5
Suturing 63.5
Average 73.5

Doughty et al. 2018 (spatial) Video – 66.5
Doughty et al. 2018 (two-stream) Video – 74.4
Li et al. 2019 Video – 73.1
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video-based solutions, the use of kinematic data reduces the demands on computational
power and is therefore a more applicable alternative for the practical implementation in
a hospital setting. Second, a novel deep learning framework based on Siamese of
recurrent neural networks is introduced for pairwise ranking of multi-variate time-series
data. Experimental results on surgical skill assessment data have justified the appli-
cability of the proposed models for this task. Since the system does not rely on learning
from any problem-specific features, the framework can be easily adopted for other
problems in data-driven ambient intelligence with sensory interfaces.
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nological Research Council of Turkey (TUBITAK) under 2214-A program.
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Abstract. Knowing the amount of air pollutants in our cities is of great
importance to help decision-makers in the definition of effective strate-
gies aimed at maintaining a good air quality, which is a key factor for
a healthy life, especially in urban environments. Using a data set from
a big metropolitan city, we realize the uAQE: urban Air Quality Eval-
uator, which is a supervised machine learning model able to estimate
air pollutants values using only weather and traffic data. We evaluate
the performance of our solution by comparing the predicted pollutant
values with the real measurements provided by professional air monitor-
ing stations. We use the predicted pollutants to compute a standard Air
Quality Index (AQI) and we map it into a set of five qualitative AQI
classes, which can be used for decision making at the city level. uAQE
is able to predict the AQI class value with an accuracy of 0.8.

Keywords: Air quality · Environment · Weather · Traffic

1 Introduction and Related Works

Air pollution is the introduction into the atmosphere of chemicals, particulates,
or biological materials that causes discomfort, disease, or death to humans and
to other living organisms alike. More than 5.5 million people worldwide are dying
prematurely every year as a result of air pollution exposure [1]. This fact confirms
that air pollution is one of the world’s largest environmental health risks. Most
of these deaths are occurring in rapidly developing economies, e.g., China and
India, but also in European metropolitan cities, e.g., Milan or Turin, which have
an air pollution index among the highest ones according to recent rankings1.

Road transport is one of the main causes of air pollutants emissions, account-
ing for the 14% of the total emissions in European countries2.

1 http://www.numbeo.com/pollution/rankings.jsp.
2 http://www.eea.europa.eu.
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Other human activities having a strong impact on air quality are indus-
trial processes, farming, heat and air conditioning, and other types of transport
(trains, airplanes, etc.).

It is a well known fact that weather phenomena have a strong impact on
air pollutants because once pollutants are emitted into the air, they propagate
into the atmosphere according to weather conditions, e.g., turbulence mixes pol-
lutants into the surrounding air, and wind carries them away from the source
location. Conversely, when the air near the surface of the earth is cooler than
the air above (a phenomenon called temperature inversion) there is very little
air mixing. Since cool air is heavy, it will not to move up to mix with the warmer
air above. Thus, any pollutants released near the surface will get trapped and
build up in the cooler air layer.

Municipalities struggle to predict the effect of traffic policies, e.g., total traffic
block, stop of most pollutant vehicles, on the air quality because there is a
lack of easy-to-use tools that can estimate the air pollution taking into account
also the meteorological predictions. Furthermore, the availability of air quality
measurement stations in a city is very limited due to economic constrains. A
professional station requires a non negligible investment (about 200k e per
installation) and it has a high maintenance cost (about 30k e per year) [2].

Because of its importance, the estimation of the air quality has been subject
to some studies. In [2], Microsoft researchers proposed a semi supervised learning
approach able to predict PM10 and Nitrogen Dioxide (NO2) emissions at an
higher spatial resolution with respect to the one achieved by the installed air
quality sensors by coupling other data sources such as traffic flows, the structure
of the road network, meteorological conditions and point of interest locations.
Their solution is complementary to ours, and it can be used to improve the
spatial resolution of the uAQE. Other relevant studies include the [3] and [4],
which present a set of learning methods able to predict NOx concentrations from
past observations and weather conditions. In [5], the authors studied Delhi’s
PM2.5 concentrations and its correlation with the vehicular traffic and with
the weather conditions. However, the proposed model makes several empirical
assumptions and it includes parameters specific to the city of Delhi. Hence, it
cannot be re-used for our purpose.

To help decision-makers in keeping under control the air quality we propose
uAQE: urban Air Quality Evaluator, which is a set of supervised machine learn-
ing model able to predict air pollutants values in a urban environment using
only weather and traffic data. We train our models with data taken from a big
metropolitan city, i.e., Milan, building one model for each air pollutants. Our
work is different from all the above mentioned approaches because we aim to
predict pollutants without requiring data from air quality stations. Note that
we train one model for each air pollutants, namely Nitrogen Dioxide (NO2),
Ozone (O3), Carbon Monoxide (CO), Benzene (C6H6), Total Nitrogen (N2),
Particulate Matter (PM10), Sulfur Dioxide (SO2), Particulate Matter (PM2.5),
Black Carbon (BC), and Ammonia (NH3). We present the accuracy of each
model using the pollutants as measured by professional air stations. Following
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a regional standard, we use the predicted pollutants to compute an Air Quality
Index (AQI) which is then mapped it into a set of five qualitative classes that are
used to manage air quality policies at city level. We finally asses the classification
accuracy achieved by uAQE obtaining a value of 0.8.

2 Input Data

Our data has been collected in the city of Milan during two months (Nov.- Dec.
2013), and it contains three distinct data categories.

Weather: we have six different weather stations placed within the city limit.
Each station has a unique ID, type, location, and it features a set of co-located
sensors. Each sensor measures a different meteorological phenomena. This infor-
mation has been obtained thanks to ARPA (Agenzia Regionale per la Protezione
dellAmbiente). The weather data set contains wind direction (degree), wind
speed (m/s), temperature (Celsius degree), relative humidity (%), precipitation
(mm), global radiation (µW/m2), net radiation (µW/m2), and atmospheric pres-
sure (hPa).3.

Traffic: through fixed video cameras already installed for traffic access con-
trol at 52 locations in the central area of Milan (Cerchia dei Bastioni) the local
authority obtained the plate number of transiting vehicles, from which the vehi-
cle characteristic could be extracted from the official database, i.e., the Motor-
izzazione civile, which holds the information of all Italian vehicles. Note that we
received anonymized data, i.e., with hashed plate numbers and with no informa-
tion about the vehicle owner. Therefore, only the technical details of each vehicle
has been made available to us. These data have been provided as open data by
the city of Milan. The traffic data set includes each vehicle passage at each
gate, for which the location and the timestamp of each passage is known. For
each passage, the vehicle characteristics are given, namely the European emis-
sion standard category (EURO category from 1 to 6), the vehicle type (i.e., bus,
freight, transport, people transport or not available), the fuel type (i.e., petrol,
diesel, electric, LPG, hybrid or missing), the presence of the Diesel Particle Filter
(DPF) and the vehicle length expressed in mm.

Air: we take the measurements of three different air stations located within
the city limits. Each station features multiple co-located sensors, each of which
measures a single air pollutant. Also these measurements are directly provided
as open data by ARPA, who is the official source of this kind of data. The
air pollution data set contains the measured values of the aforementioned
pollutants: NO2 (µg/m3), NH3 (µg/m3 ), C6H6 (µg/m3), SO2 (µg/m3), BC
(µg/m3), CO (µg/m3), N2 (ppb), PM10 (µg/m3), PM2.5 (µg/m3), O3 (µg/m3).

We compute the hourly air quality index as defined by Piedmont index AQI
because is the only example of operational use of an air quality index in Italy4.
The AQI uses only three pollutants, namely NO2, PM10, O3, and it is for-
mulated as IAQI = IPM10+max(INO2 ,IO3 )

2 , where IPM10 = V avg24hPM10
V refPM10

× 100,

3 http://ita.arpalombardia.it/ITA/qaria/doc RichiestaDati.asp.
4 http://www.arpae.it/cms3/documenti/aria/IQA.pdf.

http://ita.arpalombardia.it/ITA/qaria/doc_RichiestaDati.asp
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INO2 = VmaxhNO2
V refNO2

× 100, IO3 = Vmax8hO3
V ref8hO3

× 100. V ref are reference values,
while V avg24h, V maxh, V max8h means values averaged over the last 24 h,
hourly maximum, maximum over the last 8 h, respectively.

We observe that in the considered data set O3 never exceeds the maximum
value established for preserving human health (i.e., V ref8hO3 = 120µg/m3),
whereas NO2 exceeds its hourly maximum value (i.e., V refNO2 = 200µg/m3)
only in few cases (<5%). Conversely, PM10 exceeds the daily maximum value
(i.e., V refPM10 = 50µg/m3) in 50% in the cases.

We map the computed AQI in the five classes defined by the Piedmont region,
namely Optimal (0 ≤ AQI < 50), Good (50 ≤ AQI < 75), Fair (75 ≤ AQI <
100), Average (100 ≤ AQI < 125), Not Very Healthy (125 ≤ AQI < 150),
Unhealthy (150 ≤ AQI < 175), Very Unhealthy (AQI ≥ 175). In our data set,
we observe that there are no AQI values in the Optimal level and very few in
the Good one, while the most part of values (≈80%) falls between Fair and Not
Very Healthy levels.

3 Feature Construction

Our aim is to use a supervised machine learning approach to predict pollutants
from traffic and weather data under the hypothesis that we do not have air
sensors to directly measure air pollutants.

We merge the three data categories previously described (weather, traffic,
air) at hourly resolution because this is the maximal temporal resolution of both
weather and air data. We average the measurements produced by different sen-
sor of the same type in the same hour, while we count the hourly passages at all
gates of vehicles. Specifically, we count the total hourly passages of each EURO
category, type, fuel, DPF availability. In order to perform all data manipula-
tions, we use R and the plyr library, which provides data aggregation operators.
We fill few missing values (<1%) in the air and weather data by polynomial
interpolation using the spline function of the zoo library.

The final feature set is composed by the following variables:

– Time: day of week (1–7), hour (1–24). This is to consider the regular patterns
of human activities, which are framed within the day and within the week;

– Hourly passages: counts of total passages and aggregated count by EURO
class, vehicle type, fuel type, existence of particulate filter. Because we com-
pute the total passages, we remove one category from each aggregation to
avoid creating features which are linear combination of other ones while reduc-
ing the number of total features;

– Hourly weather phenomena averages: wind direction, wind speed, tem-
perature, relative humidity, precipitation, global radiation, net radiation,
atmospheric pressure.

Additionally, in order to consider the effect of the past on the current pollu-
tants levels, for each traffic and weather feature f(t) (wind direction excluded)
we add another feature fp(t) that at each time instant c is equal to the sum of
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f(t) over the last x hours (fp(t) =
∑t=c

t=c−x f(t)). We evaluate increasing values
of x starting from 1 and we empirically find the best value to be 12. Study-
ing the correlation between weather and pollutants we notice that temperature,
relative humidity, precipitation wind speed, and atmospheric pressure are the
most significant ones, having an average absolute correlation of 0.40, 0.20, 0.13,
0.51, 0.51 with the pollutants considered in the AQI computation, respectively.
Conversely, all traffic features results less correlated and they are not shown for
brevity.

Table 1. Performance comparison between the GLM and the BRNN reporting average
absolute error and its standard deviation for each pollutant.

Agent Unit BRNN 9 Neur. GLM Comparison

μ(ε) δ(ε) μ(ε) δ(ε) Δ[μ(ε)] Δ[δ(ε)]

NO2 μg/m3 12.45 10.28 21.02 20.58 41% 50%

O3 μg/m3 22.47 20.06 46.47 45.09 52% 56%

CO μg/m3 10.99 10.18 19.31 15.59 43% 35%

C6H6 μg/m3 39.85 64.44 98.92 145.89 60% 56%

N2 ppb 27.33 29.12 56.27 81.32 51% 64%

PM10 μg/m3 13.65 14.35 34.56 34.62 61% 59%

SO2 μg/m3 18.64 20.67 38.58 42.68 52% 52%

PM2.5 μg/m3 13.28 13.88 32.55 31.87 59% 56%

BC μg/m3 18.47 24.21 35.91 66.30 49% 63%

NH3 μg/m3 26.95 52.95 41.83 119.12 36% 56%

4 Pollutants Prediction and and Evaluation of AQI

We implement the machine learning models using the caret package. In partic-
ular, we test several machine learning algorithms for regression, including the
Generalized Linear Model (GLM), the Random Forest (RF), the Support Vector
Machines (SVM), and the Artificial Neural Networks (ANN). We test all algo-
rithms with default hyper-parameters and with the same random seed, uniformly
selecting in time the 70% of the samples as training set, and leaving the remain-
ing 30% for the test set. We train all models with a 5-fold cross-validation and we
compute the model performances in terms of mean squared error for pollutants
(regression problem). For brevity, we report only the results of the GLM, which
we consider as the baseline, and of the ANN, which is the model that performs
best.

Artificial Neural Networks (ANNs) [7] are inspired by biological nervous sys-
tems such as the human brain, which process information through a large number
of highly interconnected processing elements (neurones). ANNs can be used in
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several applications, such as pattern recognition or data classification, and they
are a supervised machine learning technique.

Specifically, we choose a particular type of ANN, namely the BRNN model
(Bayesian Regularization of Neural Networks) [6], because it is more robust than
standard back-propagation networks and it can reduce the need for lengthy cross-
validation. The main model parameter is the number of neuron n to be used.
In order to define the optimal n, we incrementally evaluate the model accuracy
starting with n = 1 and incrementing it in steps of 1 until 20. Therefore, we
empirically find the best value of n = 9, after which the performance improve-
ment can be considered negligible.

For each pollutant, we compare the BRNN model with the GLM perfor-
mances, obtaining for the BRNN an improvement of the average absolute error
between 36% and 61% over the GLM. The performance comparison is fully
reported in Table 1.

Using the predicted values of NO2, O3 and PM10, we compute the AQI
value, and then map into the classes described in Sect. 2 (i.e. Optimal, Good,
Fair, Average, Not Very Healthy, Unhealthy, Very Unhealthy).

Our model predicts AQI with a class accuracy of 0.8, which we evaluate as
satisfactory, especially considering that the distance of the classification error
is never greater than one, meaning that when the model predicts an erroneous
class it is never beyond the adjacent one, e.g., the model can predict Fair instead
of Good but it never predicts Average or any worst condition instead of Good.

5 Conclusion and Future Works

In this paper we used traffic and weather data in order to predict the air pol-
lution in a metropolitan city. We designed and implemented a set of machine
learning models to predict single pollutants that we used to compute a qualita-
tive air quality classed based on a standardized Air Quality Index (AQI). The
performance of our best model, (BRNN with 9 neurons), achieves an AQI class
accuracy of 0.8.

Future works will include the evaluation of our approach on a bigger dataset,
an improvement of the feature set, and the evaluation of several scenarios (e.g.,
including partial or complete traffic block, different weather conditions, etc.) in
order to evaluate the impact of local traffic policies on the air quality.
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Abstract. As road transportation has been identified as a major con-
tributor of environmental pollution, motivating individuals to adopt a
more eco-friendly driving style could have a substantial ecological as
well as financial benefit. With gamification being an effective tool towards
guiding targeted behavioural changes, the development of realistic frame-
works delivering a high end user experience, becomes a topic of active
research. This paper presents a series of enhancements introduced to an
eco-driving gamification platform by the integration of additional wear-
able and vehicle-oriented sensing data sources, leading to a much more
realistic evaluation of the context of a driving session.

Keywords: Gamification · Eco-driving · Sensors

1 Introduction

Road transportation greatly aggravates environmental pollution given the fact
that approximately 30% of the total CO2 emissions worldwide derive from inter-
nal combustion engines used in motorized vehicles [1]. Abolishing highly pollut-
ing engines and replace every car with an electric one is probably the proper
method for tackling pollution, however this will not happen overnight. It is there-
fore essential to motivate drivers towards adopting a more eco-friendly driving
style for actually having a chance of achieving any substantial ecological or finan-
cial benefit. Alas, an individual’s driving style is fused by a series of factors often
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including psychological, cultural and societal ones which are difficult to identify
as well as change. Yet, gamification proved to be an effective tool towards guiding
targeted behavioural changes and focusing on such methods could be something
worth considering.

Gamification is directly correlated with the introduction of specialized, game-
related guidelines utilized to facilitate the subconscious adoption of a desired
behaviour. Users are encouraged to follow specific ways of dealing with issues
through the stimulation of intrinsic personal traits, often referred as core drives
[2]. The stimulation of core drives such as (i) accomplishment, (ii) empowerment
of creativity, (iii) ownership, (iv) relatedness, (vi) scarcity, (v) unpredictability
and (vi) curiosity, greatly increase user interest, commitment and involvement
towards concluding any given task. Individuals are motivated and essentially
guided to adopt pre-defined execution patterns via a playful experience, specif-
ically designed to elevate awareness and negative outcome provision ability, all
through participation in a seemingly simplistic game.

As stated in [2] the main pillars of gamification combine a large variety of
verticals such as technological platforms, user experience and game mechan-
ics optimization, motivational psychology and behavioural economics, all glued
together through an underlying business logic. Following a more person-oriented
approach, Kim et al. [3] suggested differentiating between intrinsic and extrinsic
rewards while Chou proposed the Octalysis actionable gamification framework
[2] which incorporates previous approaches in an attempt to realistically deter-
mine elements which make games both meaningful and fun.

It becomes obvious that eco-driving could be significantly improved through
a gamification platform which will guide users towards adopting a more environ-
mental friendly driving attitude. The rest of the paper is organized as follows:
Sect. 2 presents some of the elements for designing realistic eco-driving gami-
fication platform while Sect. 3 focuses on how accumulating data from vehicle
and wearable sensors boosts the platform’s realism and further engages users.
Section 4 describes the prototype implementation process and finally, Sect. 5
draws conclusions and summarizes the paper.

2 Gamification Framework Prototype for Improving
Eco-Driving Behaviour

The original prototype of the gamification platform was developed primarily
to motivate users to adopt an eco-friendly driving style through real-time push
notifications and auto-generated feedback. Safe driving was not to be compro-
mised in any way therefore all platform-oriented messages were designed to be
non-intrusive allowing drivers to focus on the road. The Octalysis actionable
gamification framework was taken into consideration, yet without neglecting
complementary gamification methodologies, each with significant benefits. All
playful interventions were adapted to the characteristics of the driver by a ded-
icated module that was based on cutting-edge user models for expressing one’s
driving behaviour.
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The interaction between users and the gamification platform was designed
to be made via their real driving sessions, the tracking of which was rendered
possible by dedicated equipment carried on board. The cornerstone of this equip-
ment was the driver’s smartphone and the variety of features it integrates, such
as the accelerometer and the GPS Navigation system. Additional, more direct
parameters related to one’s specific driving skills such as hard/soft braking as
well as an overall aggressiveness score linearly linked to the total number of brak-
ing/accelerating actions per minute, were calculated, associated with the driver’s
profile and stored for future reference. Figure 1 presents a flowchart of the overall
process which allowed drivers to improve their eco-driving skills through serious
gaming [4]. All elements are tailor-made to automatically align with the various
levels of player experience which progressively increases as the game progresses,
while each level has distinctive characteristics, features and objectives.

Fig. 1. Gamification flowchart designed to improve eco-driving behaviour

As shown in Fig. 1, each driving session mainly contributes to the creation
of the Trip Ecoscore which is the most important gamification mechanism. It
provides information to the user regarding the eco-driving quality of the pre-
vious session and is immediately correlated to the overall progress. Moreover,
it acts as the basis for every possible reward generation, thus is directly linked
with the core drives of the Octalysis gamification framework [2]. Obtaining an
acceptable Trip Ecoscore is the key for (i) earning Badges, (ii) collecting points
which improve the overall Driving Skills, (iii) be rewarded with access to Knowl-
edge Cards which unlock Missions and consequently Trophies. Badges, Driving
Skill score and Trophies are visible to the platform’s Leaderboard, an online Hall
of Fame where eco-driving record scores are kept. In addition, each user owns
an Avatar acting as their virtual representation, starting from a basic avatar
and gradually unlocking multiple avatar outfit parts during their progression in
the game. The avatar is displayed in the driver’s Profile, a crucial gamification
element as it provides a clear view of a player’s progression in all aspects of the
game.
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3 Increasing Realism Through Sensor Data Assembly

Despite the overall functionality of the implemented prototype, some issues were
soon identified. Relying on the smartphone’s accelerometer for getting a rough
estimation of the vehicle’s driving condition proved to be an inaccurate approach.
The system failed to expose the significant variations in cruising speed when
those occurred after smooth acceleration or braking, thus returned an erroneous
Trip Ecoscore value estimation. Fast moving vehicles were treated the same way
with slow moving ones, when speed remained consistent for a longer duration of
time, a behaviour which does not comply with the real consumption and CO2
emission. This situation was tackled with the introduction of additional metrics
obtained from two additional categories of sensing devices each contributing
with specific bits of information for filling the gaps and reproduce the context of
each route in a realistic manner. A high level architecture of the new Mobility
Monitoring Network prototype is presented in Fig. 2.

Fig. 2. High level architectural diagram of the Mobility Monitoring Network prototype

For implementing a driving behaviour monitoring framework which will
reveal the condition of both the vehicle as well as the driver, it is essential to
record a series of physiological, behavioural, environmental and vehicle param-
eters. Therefore, input was obtained from two major sensing categories, vehicle
and driver-oriented.

1. Vehicle sensors measuring gear shifts, tire pressure, temperature and oil
are already integrated to modern cars by virtually every manufacturer, linked
through an internal controller area network (CAN) for ensuring robust com-
munication. Data can be retrieved using an on-board diagnostics (OBD) con-
troller and reveal a detailed log of the vehicle’s condition on any given time.
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2. Wearables are attached to the driver’s body and non-intrusively record
aspects of his physiological condition. The obtained traces (raw data) are
encrypted and stored in the internal memory of the device remaining avail-
able for further process.

The smartphone retained the role of the main coordination node due to the
large number of communication interfaces, caching and processing capability
it supports as well as the auxiliary data sources it incorporates. The overall
functionality of establishing communication with all necessary devices, retrieve
data and process them accordingly was integrated into the gamification applica-
tion of the original prototype. Moreover, techniques for data-preprocessing, cus-
tomized for extracting the most significant information [5] were also integrated.
For the preliminary prototype evaluation and without the loss of generality, only
data regarding vehicle speed, engine rounds-per-minute (RPM), braking, throttle
position and driver heartbeats per minute were collected for creating matrices
stored in a per-trip fashion. The smartphone acted as a data aggregator that
accumulated sensor values, added a timestamp and created a .CSV file. This
file was also populated by additional content retrieved from the smartphone’s
GPS which indicated the exact positioning of the driver/vehicle. At the end of
each route, the .CSV file was transmitted to the Cloud Storage Repository using
affiliated WiFi or 4G/LTE network connection.

4 Gamification Accuracy

Unlike the original prototype which only relied on acceleration and speed
changes, it is now possible to obtain additional and highly accurate informa-
tion for braking, RPM and throttle position. This lead to a more precise eco-
score function which penalizes high level of engine RPM, is associated with gear
shift-up while cruising and subtracts points for cases of abrupt braking and high
acceleration, in correlation with the driver’s heartbeat condition. Moreover, a
complementary metric, the aggressiveness score penalizes high lateral acceler-
ation, abrupt braking and high variances in throttle position and RPM. Both
metrics contribute to the Trip Ecoscore value which remains crucial for every
stage of the game. Eco-score is comprised of five parameters, shift-up param-
eter, braking parameter, acceleration parameter, RPM parameter and cruising
parameter. All parameters are computed within a 30 s temporal window. For
each metric, we utilize a sigmoid function σ(x) and a weighted histogram func-
tion that assigns each event to a bin depending on the intensity of the event.
σ(x) is defined as

σ(x) = a2 +
(

a1

a4 + e(a3 · [x − x0])

)
(1)

where parameters a1 to a4 are experimentally defined.
The aggressiveness score calculation is based on parameters such as (i)

engine RPM variance, (ii) braking intensity and (iii) acceleration magnitude.



Enhancing an Eco-Driving Gamification Platform Through Wearable 349

As expected, high variance of engine RPM, especially when paired with higher
than normal heartbeat rate, indicates driver nervousness and improper vehi-
cle handling. In most cases, significant fluctuations in engine RPM occur when
drivers are not focused on smooth cruising and overall safe driving but tend to
constantly accelerate, thus minimizing their fuel efficiency, eco-friendliness and
consequently the overall road safety. Given a temporal window of t = 30 s, the
aggressiveness score AGRPM derived only from engine RPM fluctuation is

AGRPM =
s2RPM

μ
(2)

where s2RPM is the engine RPM variance and μ is an experimentally defined
parameter. Another metric not available in the first prototype is Braking Inten-
sity BI, calculated by correlating vehicle deceleration and braking duration, dur-
ing the online analysis phase. This metric cumulatively contributes to the compu-
tation of aggressiveness score given the fact that abrupt braking events indicate
both poor planning and low level of situation awareness regarding road condi-
tions from the driver’s side. The braking intensity aggressiveness score BIAG is
equal to

BIAG =
Ba

Ba + Bs
(3)

where Ba is the number of abrupt braking events and Bs is the number of smooth
braking events within the aforementioned temporal window.

5 Conclusions

This work presented an ongoing effort to improve a fully functional eco-driving
gamification platform prototype by integrating additional datasets obtained by
vehicle and wearable sensors. The introduction of a holistic and highly accurate
data retrieval platform greatly optimizes the overall in-game experience, which is
now directly linked and fully correlated with the actual driver, vehicle and route
conditions. Preliminary results indicate that drivers were able remain actively
engaged in all gaming activity, while the ultimate goal of endorsing a more eco-
driving behaviour is achieved.
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Abstract. With the advent of Ambient Intelligence (AmI) as an inter-
disciplinary methodology which ranges from Ubiquitous and Pervasive
computing to Artificial Intelligence with the final aim to create a sensi-
tive and responsive environment, the focus is moving towards integrated
solutions of the encompassed technologies. Multi-Agent System (MAS)
approach, characterized by a set of autonomous intelligent agents which
can cooperate in order to achieve a common goal, can help the develop-
ment of AmI integrated solutions. In this paper, we present a distributed
MAS environment, Multi-Agent Specialized system (MASs), which sup-
ports the development of integrated AmI solutions. An application sce-
nario considering the case of continuous Big Data processing is shown.

Keywords: Multi-Agent system · Distributed system · Big Data
Processing.

1 Introduction

Ambient Intelligence (AmI), has emerged as an inter-disciplinary domain which
encompass technologies in the area of Ubiquitous and Pervasive computing,
Human Computer Interactions, Internet of Things and Artificial Intelligence,
and is advancing towards the development of an intelligent environment sen-
sitive and responsive to human interaction [2]. Application scenarios of AmI
have been exploited in the area of smart house/cities. In the Telco domain, AmI
applications can support the automation processes of Customer/Citizen Oper-
ations (CO), where human operators/users need to interact with virtual ‘bots’
(chatbot, conversational AI) in order to tackle CO tasks. In this scenario, the
efficiency of dialog management is crucial and it can be enhanced by accessing
a Knowledge Base which harvest from continuous Big Data streams processing.

Several works exploit the adaption of distributed Multi-Agent System (MAS)
application in the domain of AmI [14,16]. The heterogeneous, distributed and
self-adaptive nature of MAS makes this approach a key enabler for the devel-
opment of complex integrated solution in dynamic environments. In this paper,
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we present Multi-Agent Specialized system (MASs), a distributed MAS environ-
ment capable to support the complete development and deployment cycle of
multi-agent applications. Furthermore, we discuss an application scenario in the
domain of continuous Big Data processing. The remainder of the paper is orga-
nized as follows. In Sect. 2 we motivate our work and review related works. MASs
environment is presented in Sect. 3, while Sect. 4 shows a case study of contin-
uous Big Data processing over MASs. Finally, conclusion remarks and future
works are given in Sect. 5.

2 Motivation and Related Works

Our study was motivated by the demand of developing a heterogeneous Big
Data oriented environment able to support Customer/Citizen Operations (CO),
which are typically involved in the Telco domain. The final goal is to define an
open, hybrid and interconnected architecture which allows seamless cooperation
between agents and human operator. On the other hand, a Big Data oriented
model is necessary in order to efficiently process long term stored data, as well as
real-time ones. The Big Data Analytic domain is characterized by a set of prop-
erties, named the “5V”, which pose many challenges: Volume (large datasets
with high complexity); Velocity (a fast growing stream of continuously new
generated data, which need to be processed real-time or at least while they’re
still significant); Variability (different type of data within a different structure);
Value (usefulness of the information embedded in the raw data); Veracity (reli-
ability attributed to the data) [9]. Data variability in both structure and value
over time is becoming more demanding, resulting in new data mining techniques
such as stream mining, which typically process the continuous flow of data by
sampling it. This can results in scenarios where valuable data are not consid-
ered [13]. New general techniques in order to manage this growing variability of
Big Data applications (a very large and continuous flow of data different in struc-
ture and value) are necessary [3,19]. MAS paradigm defines a system composed
by autonomous software which can cooperate in order to achieve a common goal.
Further, MAS applications are characterized by a set of properties, named self -
properties (self -organization, self -configuration etc), which are key attributes
on defining complex and dynamic systems [7]. In the past decades, an increasing
number of MAS platforms and environments have been developed, discriminated
by the design principles: agent-centric (focused on reasoning architecture ) [5,15]
and middleware-centric (focused on MAS environments as a collection of soft-
ware which manage system processes ) [4,18]. What emerged is the adaptation
of a de-facto standard for agent management and interaction processes, in order
to guarantee interoperability between different MAS (FIPA [1]). What is missing
is an environment able to manage the whole development and deployment cycle
of hybrid distributed multi-agent applications. The coexistence between MAS
approaches and Big Data Analytic has been considered in earlier works [6].
In [17], a MAS model has been proposed for Big Data Lambda Architecture
(LA) [10], where layers of the LA are served through agents with different role.
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The authors propose: Archiver agent (which handles incoming data and passes it
to the data storage, e.g. the HadoopDistributedFileSystem HDFS), Batch Driver
agent and a pool of Batch Worker agents to handle processes involved in the
Batch Layer; Stream Processing agent and a pool of Real-Time Worker agents
to handle Speed Layer processes; Batch Aggregator agent, Real-Time Aggregator
agent and Service agent which handle operations of the Serving Layer. Benefits
of a Multi-Agent Lambda Architecture (MALA) for Big Data Analytic, such as
incremental learning, smaller cluster configuration and improvements on train-
ing time, considering the e-commerce scenario, have been exploited in [12]. In [3]
Adaptive Multi-Agent System (AMAS) architecture have been applied to Big
Data Analytic pipeline processes. The main idea is to split data stream process
between multiple agents which are in a self-adaptive multi-feature relationship
with each other.

3 Multi-Agent Specialized System (MASs)

Multi-Agent Specialized system (MASs), is a FIPA-compliant MAS environment
which supports the development and deployment cycle of hybrid distributed
multi-agent applications, where autonomous virtual agents and humans cooper-
ate in order to achieve a common task. The actors of applications developed in
MASs are Agents (autonomous entities able to sense and interact with the envi-
ronment) and Behaviours (entities encapsulating the behavioural logical flows
associated with agents). Multiple Behaviours can be associated to a single Agent,
whereas their execution is triggered by the application demands. On the other
hand, a single Behaviour type can be associated to different agents.

Agents are extensions of the following super-types: Dynamic Agent is an
entity instantiated based on application demand, which execution stops on
request fulfillment; Static Agent is instantiated based on application/system
demand, its execution is stopped only when requested; Session Agent is an entity
which is executed during a time frame (session time); Instanceable Agent instan-
tiation can be triggered by other agent; System Agent is an entity which pro-
vides system management operations. Behaviours are classified as: Synchronous
Behaviour, where its execution flow is tackled in a synchronous manner; Asyn-
chronous Behaviour flow are executed through a dedicated thread, in an asyn-
chronous fashion. The distributed MASs platform (execution environment of
MASs agents) consists of a set of Containers, which are executed on single
machine nodes. The Main Container is the coordinator node. In order to assure
robustness against node failures, Main Container is re-elected through a dis-
tributed leader election algorithm, revisited from [8], and which has a linear
computational cost. As it is recommended by the FIPA standard, there are two
special System Agents executed in MASs platform: AMS (Agent Management
System), which represents a primary management entity, and DF (Director Facil-
itator), which maintains a list of available service provided by other Agents.

FIPA interaction protocols are implemented in order to manage agents inter-
actions. Currently, MASs supports FIPA-Request (a one-shot protocol where a
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request is followed by a response message containing results or failure notifica-
tion), FIPA-Subscribe (a multiple interaction protocol where a request is followed
by a continuous stream of responses) and FIPA-Contract-Net (a multiple partic-
ipant protocol designed to support cooperation and negotiation processes among
agents). Interaction protocols are built on top of message transport standards
commonly used in IoT domain (REST, MQTT).

Despite the distributed platform, MASs environment contains a set of satel-
lite applications software, in order to support the process of agent development
and deployment. In particular, MASs DAD (Distributed Agent Developer) is a
graphical web application dedicated to design processes related to Agent and
Behaviour implementation, whereas MASs Console is the web application which
provide a continuous monitoring of the entire environment.

4 Application: Big Data Processing over MASs

Having MASs interact with the Big Data Framework (a collection of components
involved in Big Data processing) proves very efficient for a number of reasons:
agents provide versatility in analyzing (real time) data of heterogeneous sources
and compositions; simplify modeling complex architectures for data processing
(basically distributing every specific task of a pipeline to a different agent); guar-
antee simple integration of new software technologies (instead of rewriting entire
portions of a classic software, simply integrate in MASs a new agent deputy to
manage the new features). Accessing the Big Data Framework guarantees the
chance to a deep and ever-continuing training over a ever growing knowledge
base. We introduced pre-processing and training over a knowledge base to build
a pipeline of agents for Natural Language Processing. The distributed nature of
MASs, gave us the chance to exploit clusterization in order to speed up expo-
nentially pre-processing and training jobs (see Table 1).

Table 1. Comparison of the dataset building time between single machine environ-
ment and Spark distributed environment. Single machine environment: Intel i5-3570
@ 3.40 GHz QuadCore, 8 GB RAM, 250GB SSD, Linux Ubunt 16.04 LTS 64 bit. Dis-
tributed environment: cluster of 9 homogenous VMWARE virtual machines(MB Intel
440BX, Intel Xeon Gold 6140@2.30 GHz DualCore, 8 GB RAM, 140 GB 53c1030 PcI-X
Fusion-MPT HDD).

Dataset to analize Single machine environment Distributed environment

Single terms dictionary 3 h 20min 2min 44 s

2-grams dictionary 10ys (empirically) 6min 13 s

3-grams dictionary Out of Memory 9min 43 s

1+2+3 combination Out of Memory 12min 27 s

At the same time we had to reverse engineer sequential machine learning
algorithms in a new distributed fashion, in order to efficiently execute them in
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R©Apache Spark framework, which contains different components necessary for
processing Big Data. In particular Spark Streaming opens (and keeps up) a com-
munication channel which contains the Spark Job; Apache Kafka is responsible
for the data stream interaction between MASs and the Big Data Framework;
MLlib gives us a library to implement Machine Learning methods (in addition
to which there’s a K-nearest Neighbours model implemented in-house by our
Software Engineering team [11]), while we exploited DeepLearning4J tools to
elaborate Deep Neural Networks. In order to interact and efficiently exploit the
functionalities of the external software which compose the Big Data Framework
we developed a set of agents: Launcher Agent to launch a Spark job/Spark
Streaming for the creation of the collections which constitute the Knowledge
Base or in order to load the models, train the semantic (NLP related) agents
and interacts with the user request operating on the Kafka environment; the Pro-
ducer and Consumer agents respectively load the necessaries infos to elaborate
the job on a Topic and read the (eventual) result from another topic. There’s
not one specific pipeline, but every agent is arranged to interact with the others
of the set (Fig. 1).

Fig. 1. Simple schema of how agents may approach the BigData framework. The Pro-
ducer and Consumer agents can interact with other non-BD related agents. Spark-
Launcher is a standalone startup agents (initiate when the MASs is boot) only respon-
sible to start the Spark Stream/Job. The Producer and Consumer agents may even
overlap in one single agent having a Producer and Consumer behaviour.

5 Conclusion and Future Work

The growing interest on Ambient Intelligence (AmI) has pointed out the need
to develop technical integrated solutions, as well as of frameworks and envi-
ronments which support their design and execution process. In this paper, we
present MASs (Multi-Agent Specialized system), a distributed multi-agent sys-
tem environment able to support the development end execution of integrated
AmI applications. We have discussed a practical application where continuous
Big Data processing has been managed through MASs.

This is an ongoing work. Future scenarios will focus on the application of the
complete MASs+BigData environment in order to optimize Customer/Citizen
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Operations: we intend to realize working Intelligent Virtual Agents environment
able to interact with customer in Natural Language (requiring deep Natural
Language Processing and self-training capabilities) and to process data coming
from such interactions to extract hidden trends, as well as, perform sentiment
analysis. Moreover, the input data types will include other data source types,
such as vocal speech interactions.

Acknowledgments. Funding/Support: This work was supported by the Horizon
2020-PON 2014/2020 project B.4.M.A.S.S “Big Data for Multi-Agent Specialized
System”.
Contribution: The MASs environment has been developed by Ingegneria dei Sistemi
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Abstract. Plenty of supervised machine learning techniques that use
accelerometer and gyroscope signals for automatic Human Activity
Recognition (HAR) has been proposed in the last decade. According to
recent studies, the combination of accelerometer and gyroscope signals,
also called multimodal recognition, increases the accuracy in HAR with
respect to the use of each signal alone. This paper presents the results of
an analysis we performed in order to compare the effectiveness of machine
learning techniques when used separately or jointly on accelerometer
and gyroscope signals. We compare SVM and k−NN classifiers (com-
bined with hand-crafted features) with a deep residual network using
three publicly available datasets. The results show that the use of deep
learning techniques in multimodal mode (i.e., using accelerometer and
gyroscope signals jointly) outperforms other strategies of at least 10%.

Keywords: Inertial sensors · Machine learning · Deep learning ·
Human Activity Recognition

1 Introduction and Background

The increasingly pervasive connectivity and the growing use of mobile and
wearable devices have enabled the diffusion of a new category of applications
and services, ranging from smart home automation to remote health-care assis-
tance [1,8].

Today portable devices have advanced computing capability and connectiv-
ity and usually include several sensors, such as a accelerometer and gyroscope,
which provide a considerable amount of data. Those factors have stimulated the
interest of the scientific community in developing machine learning methods for
automatic Human Activity Recognition (HAR). HAR has many applications in
several domains such as, for example, healthcare, sport, and entertainment.

During the last decade, a plenty of traditional machine learning as well as
deep learning methods for HAR that use inertial sensors has been proposed in
literature [13,16]. Recently, deep learning methods are predominant [16]. These
methods require a special hardware setup (Graphical Processing Units - GPUs)
to speed up computation and a great amount of data to avoid overfitting during
c© Springer Nature Switzerland AG 2019
I. Chatzigiannakis et al. (Eds.): AmI 2019, LNCS 11912, pp. 357–362, 2019.
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the training phase. However, it is difficult for low cost consumer hardware to be
equipped with GPUs. Thus, in most cases, deep learning methods run on cloud
platform, such as, Google Cloud1, Amazon AWS2, or Microsoft Azure3.

So far, no technique has been identified that is more effective than the others.
Furthermore, it has not yet been demonstrated that the use of more than one
type of signal (i.e., multimodality) provides better results than the use of one
type of signal only (i.e., single modality).

Since in HAR large scale inertial datasets are not available [5,7], it is not obvi-
ous which method between deep and traditional machine learning is the most
appropriate, especially in the case where hardware is low cost [3]. In addition, it
is not yet assessed whether sensorial multimodality (e.g., accelerometer and gyro-
scope) is more effective than single modality (e.g., accelerometer or gyroscope).
The aim of this paper is two-fold: (1) evaluate the effectiveness of hand-crafted
features with respect to an end-to-end deep learning based on a Residual Net-
work; (2) evaluate the effectiveness of multimodal HAR with respect to HAR
based on accelerometer or gyroscope. Experiments on three public datasets are
presented and discussed.

2 Materials and Methods

2.1 Datasets

We experimented three datasets:

– UCI HAR [2], which includes tri-axial acceleration and gyroscope data of 6
ADLs (Activities of Daily Living) recorded with a Samsung Galaxy S II and
performed by 30 volunteers.

– MobiAct [15], which includes tri-axial acceleration, gyroscope, and orienta-
tion data of 11 ADLs and 4 Falls recorded with a Samsung Galaxy S3 and
performed by 67 volunteers.

– Motion Sense [10], which includes tri-axial acceleration and gyroscope data
of 6 ADLs recorded with an iPhone 6s and performed by 30 volunteers.

Each signal of the datasets is composed of three accelerometer and three
gyroscope components along the x, y, and z axis. Each signal component has been
resampled at 50 Hz and divided in segments of 2.56 s with an overlap between
subsequent segments of 50% [13]. The resampling at 50 Hz was necessary because
the MobiAct dataset has been acquired at a frequency of about 87 Hz. The
resulting segment for each axis contains 128 samples.

Each dataset has been split in 70% training, 20% validation, and 10%
test. Table 1 shows the total number of 128× 3-dimensional segments (128× 6-
dimensional in case of multimodal) available for the training (column # train),
validation (column # validation), and test (column # test) sets. The last column
# classes indicates the number of ADLs present in the dataset.
1 https://cloud.google.com.
2 https://aws.amazon.com/.
3 https://azure.microsoft.com.

https://cloud.google.com
https://aws.amazon.com/
https://azure.microsoft.com
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Table 1. Number of segments and classes for each dataset

Dataset # train # validation # test # classes

UCI HAR 7,209 2,060 1,030 6

MobiAct 34,070 9,734 4,867 15

Motion Sense 14,945 4,270 2,135 6

2.2 Hand-Crafted Features

For the experimentation of hand-crafted features, the k Nearest Neighbour (k-
NN) and Support Vector Machines (SVM) classifiers have been used. The used
features are4:

– Raw data (denoted as raw): x,y, and z of the segments (without any kind of
processing) are concatenated and used as feature vectors [12];

– Magnitude of the segments (denoted as magn) [11];
– 21 features extracted from the magnitude of the segments (denoted as hc
magn) [4];

– 21 features extracted from each of the three segments along the three axes x,
y, and z (denoted as hc raw). The total number of features is 63 [4].

In the case of SVM, the multi-class classifier has been implemented as multiple
binary classifiers. We used the Statistics and Machine Learning Toolbox for k-
NN and SVM. Optimum parameters of both classifiers have been found through
cross-validation using the validation set.

When accelerometer and gyroscope are used in combination, the features are
obtained by concatenating the features extracted from each signal.

2.3 End-to-End Deep Learning Solution

The Residual Network (ResNet) adopted for this study is based on a ResNet pro-
posed in [6] and inspired to the traditional architecture proposed by He et al. [9],
which demonstrated to be very effective on the ILSVRC 2015 (ImageNet Large
Scale Visual Recognition Challenge) validation set with a top 1- recognition
accuracy of about 80%.

The input size of the network is 1× 128× 3, that corresponds to 3 segments
along the three axes x, y, and z. In the case of multimodal signals, the input is
1×128×6. The network architecture is made of an initial convolutional block, 3
residual stages, each containing a variable number n of residual blocks, average
pooling layer, fully connected layer, and softmax layer. A convolutional block is
made of three layers: convolutional, batch normalization, and ReLu. A residual
block is made of 2 subsequent convolutional blocks and an additional operator
that sums the input of the residual block with the output of the residual block
itself. Each convolutional layer is 1× 3× fmaps, where fmaps is the number of

4 We describe the extraction of features from the accelerometer or gyroscope signals.
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Table 2. Experimental results - average accuracy (standard deviation): k-NN vs
ResNet. For each row, the bold font represents the best.

KNN ResNet

Dataset raw magn hc raw hc magn

ACC UCI-HAR 73.71 (±26.78) 46.92 (±29.89) 69.35 (±17.04) 37.75 (±13.39) 90.73 (±10.92)

MobiAct 87.69 (±9.07) 77.81 (±13.60) 91.86 (±6.72) 80.50 (±10.74) 92.98 (±8.65)

MotionSense 79.19 (±31.83) 73.51 (±25.16) 95.82 (±5.61) 81.34 (±20.30) 99.47 (±0.87)

GYRO UCI-HAR 70.74 (±24.73) 38.37 (±25.11) 60.19 (±20.14) 33.50 (±6.97) 89.36 (±9.90)

MobiAct 78.54 (±16.13) 73.66 (±19.38) 83.19 (±20.43) 74.62 (±20.44) 96.09 (±3.16)

MotionSense 85.16 (±12.03) 70.75 (±22.24) 88.74 (±10.31) 71.69 (±13.62) 98.07 (±1.56)

ACC+

GYRO

UCI-HAR 82.36 (±19.99) 55.35 (±29.60) 77.10 (±16.73) 39.74 (±11.79) 96.46 (±4.06)

MobiAct 86.25 (±8.89) 80.22 (±14.85) 94.20 (±5.84) 81.46 (±11.59) 92.94 (±9.39)

MotionSense 74.08 (±29.86) 73.89 (±24.70) 97.17 (±2.33) 84.36 (±9.45) 99.08 (±0.65)

Table 3. Experimental results - average accuracy (standard deviation): SVM vs
ResNet. For each row, the bold font represents the best.

SVM ResNet

Dataset raw magn hc raw hc magn

ACC UCI-HAR 79.51 (±17.40) 53.10 (±25.48) 79.47 (±20.59) 48.45 (±22.12) 90.73 (±10.92)

MobiAct 77.93 (±22.71) 63.63 (±24.13) 76.73 (±26.11) 59.95 (±23.94) 92.98 (±8.65)

MotionSense 90.04 (±14.36) 78.22 (±29.59) 96.39 (±3.79) 83.45 (±21.13) 99.47 (±0.87)

GYRO UCI-HAR 72.93 (±23.82) 44.52 (±27.21) 75.45 (±14.76) 41.10 (±17.91) 89.36 (±9.90)

MobiAct 64.19 (±31.37) 57.80 (±27.49) 68.86 (±27.70) 52.21 (±29.22) 96.09 (±3.16)

MotionSense 86.92 (±7.51) 73.93 (±21.86) 88.32 (±9.86) 76.46 (±13.17) 98.07 (±1.56)

ACC+

GYRO

UCI-HAR 86.83 (±15.53) 59.49 (±28.25) 88.14 (±10.66) 49.20 (±20.45) 96.46 (±4.06)

MobiAct 79.13 (±18.25) 70.15 (±22.94) 85.54 (±16.31) 62.77 (±23.99) 92.94 (±9.39)

MotionSense 85.87 (±8.05) 80.93 (±11.55) 95.90 (±3.07) 85.01 (±9.29) 99.08 (±0.65)

feature maps of the filter. For each dataset, the best values for n and fmaps have
been found by following a grid search approach: n ranged between 3 and 21,
while fmaps ranged between 10 and 200.

For all the datasets, the networks have been optimized through the Stochastic
Gradient Descent with Momentum (SGDM), using a piecewise learning update
strategy with an initial value of 0.1 and a drop factor of 0.1. The batch size was
128, the total number of epochs was 80, and the early stopping has been used to
avoid overfitting. We used the Matlab Deep Learning Toolbox for training and
testing the Residual Network.

3 Experiments

Tables 2 and 3 show results achieved by all the methods considered in terms of
macro average accuracy (i.e., the average of each class accuracy). The accuracy
of each class is computed as ratio between the number of segments correctly
classified and the total number of segments of the given class. ResNet achieves
better performance than traditional methods in all datasets apart from MobiAct.
This is probably due to the larger number of classes with respect to the other two
datasets. Most important, the standard deviation of the ResNet method is close
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Fig. 1. Experiments. (a) comparison across datasets between hand-crafted and ResNet.
(b) comparison across datasets and methods between multimodality and single
modality

to zero. Accuracy of k-NN and SVM is quite similar, while, among hand-crafted
features, the most performing is the hc raw.

Figure 1(a) shows the comparison between ResNet and both k-NN and SVM
across dataset and independently of the inertial signal used. Overall, ResNet
is the best performing with an average accuracy across datasets of about 93%.
Among the traditional classifiers, the best results are achieved by hc raw features
followed by the raw ones. The worst results are obtained by using magnitudes
(both hc magnitude and magnitude raw).

Figure 1(b) shows the comparison across datasets, between methods based
on sensorial multimodality (i.e., accelerometer and gyroscope - ACC+GYRO)
and single modality (i.e., accelerometer or gyroscope - ACC or GYRO). Overall,
multimodal recognition works better than the single modal with an improvement
of about 10%. Accelerometer is more performing than the gyroscope. This result
is confirmed by the fact that most of the experiments undertaken in the literature
are based on accelerometric signals only [14].

In summary, the average gap between hand-crafted features combined with
traditional classifiers and deep learning is about 10% thus confirming that, on
these datasets, deep learning approaches outperforms traditional ones.

4 Conclusions

This paper presents a comparison between traditional classifiers combined with
hand-crafted features and an end-to-end deep learning solution based on a Resid-
ual Network. Experiments on three public datasets demonstrated that overall
deep learning solutions overcome traditional machine learning approaches and
that, the joint use of accelerometer and gyroscope allows to increase performance
of about 10% with respect to the use of accelerometer or gyroscope alone.

As future work, we will evaluate the robustness of deep learning techniques
across position of the wearable device, age, height, and gender of the subject.
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Abstract. The demand for smart home technologies that enable ageing
in place is rising. Through activity recognition, users’ activities can be
monitored. However, for dementia patients, activity recognition alone
cannot address the challenges associated with changes in the user’s habits
along the disease’s stage transitions. Extending activity recognition to
habit recognition enables the capturing of patients’ habits and changes
in habits in order to detect anomalies. This paper aims to introduce
relevant features for habit recognition solutions, extracted from data, in
order to enrich the representation of the user’s habits. This solution is
personalisable to meet the specific needs of the patients and generalizable
for use in different scenarios. In this way caregivers are better informed on
the expected changes of the patient’s habits, which can help to mitigate
further deterioration through early treatment and intervention.

Keywords: Habit recognition · Dementia · Smart homes

1 Introduction

Due to the growing number of people with dementia and the high societal cost
of the disease [7], the demand for the development of smart homes to support
patients is increasing [3]. Dementia progresses in seven developmental stages [9].
A major challenge in dementia is early recognition and perhaps prevention of
dementia stage transition of patients [14]. Due to cognitive decline, patients are
prone to change their habits at different stages of the disease. A habit is one
or a set of activities that an individual usually does in a regular and repeated
way [12]. An example of a habit is usually resting after having dinner. Detecting
such habits can assist to determine stage transition in the course of dementia.

The state of the art in smart home systems for health care purposes relies on
Activity Recognition (AR) to monitor daily activities of users [11]. To monitor
people with dementia and deal with the challenge of dementia stage transition,
solutions based on smart home technologies need to go beyond activity recogni-
tion and be able to recognise the habits of the patient. Habit recognition can be a
solution to capture the current stage of the disease, which enables the detection
c© Springer Nature Switzerland AG 2019
I. Chatzigiannakis et al. (Eds.): AmI 2019, LNCS 11912, pp. 363–369, 2019.
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of changes in the habits in order to detect anomalies. In addition, each individual
patient experiences the changes in a unique way, thus dementia is highly person-
alised. Therefore, the solution for habit recognition should be personalisable to
assist specific patients and generalizable to be re-usable for different scenarios.

Most AR solutions in the literature for dementia have not given much atten-
tion to human habits, which is critical for assisting dementia patients. Solutions
for activity recognition in smart homes are categorized into data-driven and
knowledge-driven approaches [8]. Knowledge-driven approaches depend on the
availability of domain experts to create activity models based on prior knowledge
about the environment. The advantage of such approaches is that the situations
of interest (e.g., activities and events) can be modeled in advance and be rec-
ognized by an automated reasoner [2,10,13]. Data-driven approaches, on the
other hand, are focused on extracting activity patterns from raw sensor data,
for instance detecting anomalous behaviour of dementia patients using wearable
sensors [11] or recognizing specific behaviours of dementia patients such as wan-
dering based on repeated indoor movements detected by environmental sensors
[6]. Through activity recognition, anomalous behaviours of dementia patients
such as repeating activities, sleep disruption, and confusion are also detected [4].
Furthermore, a pattern recognition method has been developed using medical
sensor data to detect changes in activity patterns for early signs of cognitive
and health decline [5]. Although data-driven methods have performed well in
activity recognition, the main drawback of such methods is the availability of
(good) data representing cognitive decline that may be difficult to acquire.

In this paper, we propose our habit recognition solution which extracts fea-
tures from data to enrich the representation of the user’s habits. This solution
will be used to extend the available knowledge-driven activity recognition sys-
tem, E-care@home [2]. In Sect. 2, we briefly present the E-care@home system
as a knowledge-driven solution for AR. We then discuss our habit recognition
approach in Sect. 3 as an extension to the E-care@home system. In Sect. 4, we
state potential benefits of the solution for dementia patients and present ideas
for future work.

2 E-care@home System

The context recognition system in E-care@home is a knowledge-driven pro-
cess. As shown in Fig. 1, the knowledge model is an ontology called SmartEnv
(Smart Environment ontology) [1]. SmartEnv provides the representational basis
required to model an environment equipped with various sensors including
spatio-temporal facets of the environment. The sensors include pressure, motion,
and luminosity to detect activities resting, eating, being in bathroom, and cook-
ing [2]. In SmartEnv, activities are defined as sub-classes of the class Event, which
are categorized into two classes of Manifestation and ComplexEvent. A manifes-
tation refers to an activity or a change in a given environment that can be rec-
ognized directly from sensor data (e.g., manifestation(couch,true,pressed,
t1), to indicate that the pressure sensor under the couch is triggered at t1).
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Fig. 1. E-care@home system architecture. Fig. 2. Extended system with habit
recognition. (Color figure online)

Although a manifestation can reflect an activity (e.g., sitting on the couch) there
are other situations that are a combination of several manifestations (i.e., pre-
conditions). The class ComplexEvent is defined to model such situations. Each
complex event is defined based on its preconditions.

The context recognition in the E-care@home system starts by reading sensor
data and transferring it to the reasoner. Given the data, the reasoner which is
already initialized with logic programs generated from the ontology, results in
time intervals labeled with activities’ names, events or other information inferred
by the reasoner. The logic programs contain logic rules that represent events in
terms of their preconditions (defined in the ontology) as follows:

event(E, t) ← eventCondition(C1, t), . . . , eventCondition(Cn, t). (1)

Each eventCondition predicate represents a manifestation and its temporal
relations (T1, T2) w.r.t to a timestamp at which the event is expected to occur.

eventCondition(C1, t) :− manifestation(O1, P1, S1, T1, T2), T1 <= T2

(2)

For instance, the activity eating is defined based on 3 preconditions of having
recently cooked (e.g., 900 s ago), being in the kitchen and sitting on the chair :

event(eating, t) ← eventCondition(ec1, t), eventCondition(ec2, t), eventCondition(ec3, t).

where: eventCondition(ec1, t) ← event(cooking, t − 900).
eventCondition(ec2, t) ← manifestation(kitchen,motion, true, t).
eventCondition(ec3, t) ← manifestation(chair, pressure, true, t).

Although ComplexEvent allows us to define activities based on preconditions
and their temporal relations, it is not practical to manually model all the details
reflecting how an individual performs an activity. In other words, manual repre-
sentation of human habits is an intractable process. The human habit recognizer
shown in red in Fig. 2 is a data-driven module able to capture habits of the user
in doing an individual activity or as correlations between activities.
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3 Human Habit Recognition

As shown in Fig. 2, to capture habits, the E-care@home system will be extended
with a data-driven module that extracts several features of data reflecting how
and when the user is involved in different daily activities. The data used for
the evaluation of the implemented module was gathered constantly during 10
days where the user also labeled some of the activities including resting, sitting,
cooking, eating, watching tv, and being in bathroom in order to provide a com-
parative ground truth. The data is in the form of labeled intervals recorded in
the database of E-care@home which is publicly available at: https://ecaredb.
oru.se (user name and password: ecare-pub).

The features that reflect habits of the user in doing daily activities can
include: the duration or the frequency of performing an activity (e.g., the user
usually sleeps for 5 h per night), regular interruptions (e.g., the user usually
wakes up 3 times per night) or regular absence of doing an activity (e.g., the user
does not usually rest after eating) as well as co-occurrence of multiple activities
(e.g., the user is usually watching TV while eating). At this phase of the work, we
only focus on the duration and frequency for the individual activities explained
in the following subsections.

Three methods have been implemented to capture the duration and frequency
features. These features can later be used to recognize important changes in
the habits of the user to show signs of cognitive decline. We use the following
notations to clarify details in the implementation:

– dur is the duration of each activity calculated as end time - start time.
– freq represents the number of times an activity occurs in a given time period.
– n represents the number of days within the monitoring period.
– tmd, tem, tmn, tnn, tan, tev, tni represent the times of a day, namely midnight,

early morning, morning, noon, afternoon, evening, and night respectively.

Method 1: Average frequency per day is the average of the frequency of an
activity in each day. For instance, if the frequency of the activity eating in day
i is freqeat,i, then the average frequency of eating is calculated as: freqeat =

(
n∑

i=1

freqeat,i)
/
n.

Calculating the average frequency can be beneficial to detect the changes in
how often an activity occurs. For example, a noticeable increase in the frequency
of eating activity may signal a problem of forgetfulness where dementia patient
may eat repeatedly. From the results shown in Table 1, we observe that, on
average the user rests, cooks and eats 2 times per day and uses the bathroom 9
times per day.

Method 2: Average duration is the average of activity duration within the
monitoring period. For instance, the average duration for activity resting in day

i is calculated as: durrest,i =
( freqrest,i∑

j=1

durrest,i,j
)/

freqrest,i.

https://ecaredb.oru.se
https://ecaredb.oru.se
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Given the daily average of the durations, the overall average of the durations

for the activity will be: durrest = (
n∑

i=1

durrest,i)
/
n.

Computing the average duration can be beneficial to detect the changes
of how long an activity occurs. For instance, an increase in the average dura-
tion spent on resting may indicate the later stages of dementia associated with
increased body weariness. Table 1 shows results of the average duration for the
4 activities resting, cooking, eating and being in bathroom (e.g., resting lasts for
5 h 54 m).

Method 3: Average frequency per time of day is the average of an activity
frequency in each labeled time of day (e.g., noon, afternoon, etc.). For instance,
if freqeattnn ,i indicates the frequency of activity eating at noon for day i, then
the overall average of the frequency of activity eating at noon is calculated as:

(
n∑

n=1
freqeattnn ,i)

/
n.

Likewise, calculating the average frequency per time of day can help to deter-
mine if the user performs activities at regular intervals. For instance, a reduction
in the average frequency of activity eating at certain time of the day (e.g., noon)
may indicate that the patient is forgetting to have lunch. From the results shown
in Table 2, the user usually rests once between midnight and morning. Cooking
and eating usually happen once at noon and at night, and the user does not use
the bathroom during early morning. By including the features captured directly
from the data into the ontology, we can personalize the knowledge model for a
specific user. In this way, we can deal with the problem of manually modeling
all the details reflecting the habits of an individual when performing an activ-
ity. Each of these captured features can be modeled as a new precondition that
forms an axiom defining an activity in the ontology (see Eq. 1). Furthermore,
the reasoner fed with more personalized data, can better recognize patterns of
activities as well as sensitive changes in the recognized habits.

Table 1. Average frequency per day and average duration of activities

resting cooking eating in bathroom

Average frequency per day 2 2 2 9

Average duration 5 h 54 m 16 m 18 s 18 m 25 s 5 m 3 s

Table 2. Average frequency of habit per time of day

Midnight Early morning Morning Noon Afternoon Evening Night

resting 1 1 1 – – – –

in bathroom 1 – 2 1 1 2 2

eating – – – 1 – – 1

cooking – – – 1 – – 1
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4 Conclusions and Future Work

In this paper we have presented our ongoing work towards habit recognition for
people with dementia. The proposed solution assists the process of detecting
changes in the habits of dementia patients. In this way, caregivers and patients
can be made aware of what to expect in the following phase of the disease as
well as the ability to initiate early treatment of the disease. This work is at
its early stage of development and will be extended to include more general
and autonomous feature extraction methods. These methods will be able to
capture more complex habits including correlations between activities (e.g., the
user usually eats while watching TV ) or absence of doing an activity (e.g., the
user does not usually rest after eating) that might be of interest in predicting
cognitive decline well in advance and detecting dementia stage transition.

Acknowledgments. This work has been supported by both the European Union’s
Horizon 2020 research and innovation programme under the Marie Sk�lodowska-Curie
grant agreement No 754285, and the distributed research environment E-care@home
funded by the Swedish Knowledge Foundation (KKS), 2015–2019.

References

1. Alirezaie, M., Hammar, K., Blomqvist, E.: Smartenv as a network of ontology
patterns. Semant. Web 9(6), 903–918 (2018)

2. Alirezaie, M., et al.: An ontology-based context-aware system for smart homes:
E-care@ home. Sensors 17(7), 1586 (2017)

3. Amiribesheli, M., Bouchachia, H.: A tailored smart home for dementia care. J.
Ambient Intell. Hum. Comput. 9(6), 1755–1782 (2018)

4. Arifoglu, D., Bouchachia, A.: Detection of abnormal behaviour for dementia suf-
ferers using convolutional neural networks. A.I. Med. 94, 88–95 (2019)

5. Enshaeifar, S., et al.: Machine learning methods for detecting urinary tract infec-
tion and analysing daily living activities in people with dementia. PLoS ONE
14(1), e0209909 (2019)

6. Lin, Q., Zhao, W., Wang, W.: Detecting dementia-related wandering locomotion of
elders by leveraging active infrared sensors. J. Comput. Commun. 6(05), 94 (2018)

7. Prince, M., Wimo, A., Guerchet, M., Ali, G., Wu, Y., Prina, M.: World Alzheimer
report 2015-the global impact of dementia, an analysis of prevalence, incidence,
cost and trends. Alzheimer’s Dis. Int. 17, 2016 (2015)

8. Ranasinghe, S., Al Machot, F., Mayr, H.C.: A review on applications of activity
recognition systems with regard to performance and evaluation. Int. J. Distrib.
Sens. Netw. 12(8) (2016). https://doi.org/10.1177/1550147716665520

9. Reisberg, B., Ferris, S.H., de Leon, M.J., Crook, T.: The global deterioration scale
for assessment of primary degenerative dementia. Psychiatry J. 139(9), 1136–1139
(1982)

10. Stavropoulos, T.G., Meditskos, G., Andreadis, S., Avgerinakis, K., Adam, K.,
Kompatsiaris, I.: Semantic event fusion of computer vision and ambient sensor
data for activity recognition to support dementia care. J. Ambient. Intell. Hum.
Comput. 1–16 (2016). https://doi.org/10.1007/s12652-016-0437-5

https://doi.org/10.1177/1550147716665520
https://doi.org/10.1007/s12652-016-0437-5


Towards Habit Recognition in Smart Homes for People with Dementia 369

11. Su, C.F., Fu, L.C., Chien, Y.W., Li, T.Y.: Activity recognition system for dementia
in smart homes based on wearable sensor data. In: 2018 IEEE Symposium Series
on Computational Intelligence (SSCI), pp. 463–469. IEEE (2018)

12. Thompson, M.: Occupations, habits, and routines: perspectives from persons with
diabetes. Scand. J. Occup. Ther. 21(2), 153–160 (2014)

13. Tiberghien, T., Mokhtari, M., Aloulou, H., Biswas, J.: Semantic reasoning in
context-aware assistive environments to support ageing with dementia. In: Cudré-
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Abstract. With renewed prominence of Explainable AI (XAI), many
areas are revisiting early work on Explainability. Within the broader
field of Artificial Intelligence (AI), Ambient Intelligence (AmI) has an
advantage in the development of transparent and ethical systems because
such work has long been an integral part of research, development and
operations in AmI. In this paper we argue that, because of the paradigm
requirements of system intelligence, social intelligence and embedded-
ness, AmI is uniquely prepared to support the push for ethical and
transparent technology development. We argue that Ambient Intelligent
Systems are well suited to infer when an explanation might be needed
(and of what kind), and the form that it should take. We further propose
AmI devices as mediators between humans and machines because they
can combine social and technical systems in a fully embedded way.

Keywords: Explanations · Semiotics · Context · Ambient Intelligence

1 Introduction

Explanations are crucial to understanding, cognition, reasoning, discovery and
learning as well as developing a sense of self [20]. They are also the foundation of
social interaction [19]. While there is compelling research supporting the value,
structure and function of explanation, “accounts of explanation typically define
explanation (the product) rather than explaining (the process)” [7]. We have ear-
lier construed contextualised explanations based on user goals [27]. This has been
used to integrate explanatory needs in the system design process [3,22]. How-
ever, we have represented explanation as a static object rather than a dialogic
process. In our current work, we look at the process of explanatory behaviour
instead, including what triggers explanatory behaviour in different contexts and
how explanations might be evaluated. More importantly, we look at the dialogic
characteristics of explanatory behaviour and the impact of contextual variation.

It has been shown that context makes a difference not only to the type of
explanation used, but also to how explanations are evaluated [28]. The authors
found that “people evaluate the quality of explanations differently depending on
c© Springer Nature Switzerland AG 2019
I. Chatzigiannakis et al. (Eds.): AmI 2019, LNCS 11912, pp. 370–376, 2019.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-34255-5_30&domain=pdf
http://orcid.org/0000-0002-3137-4449
http://orcid.org/0000-0002-9064-6125
https://doi.org/10.1007/978-3-030-34255-5_30


Ambient Explanations 371

how well the explanations suite their needs in a given context”, although this
is on top of a clear preference for certain types. They also suggest that further
work is needed to examine the scope and basis of the context effect. To test
this effect, we propose to make use of the semiotic parameters of field, tenor and
mode [12,13]. Semiotic models of context have been used for ambient intelligence
before [4,29], but they have to be extended to include explanatory behaviour.

Explanations are a long established research topic in computer science and
artificial intelligence [16,23,24,26,27]. They are interesting both as a means of
reasoning and for human-computer interaction. The human and social sciences
provide a rich basis for applications in explainable AI [21]. Increased use of
principles and methods from Artificial Intelligence (AI) and Machine Learning
(ML) in applications domains has recently led to new research programs focusing
on fairness, interpretability and explainability in ML [18], on accountability,
responsibility and transparency in AI [8] and to a renewed interest in explainable
AI (XAI) [10].

Our working definition for explanation awareness is as follows:

– Internal View: Explanation as part of the reasoning process itself.
• Example: a recommender system can use domain knowledge to explain

the absence or variation of feature values, e.g. relations between countries
– External View: giving explanations of the found solution, its application,

or the reasoning process to the other actors
• Example: the user tells said recommender system why he chooses an

apartment in Norway despite the system suggesting one in Sweden

However, explanations are currently largely seen as a relatively uniform and
definable concept, and even systems that take user goals with explanation into
account treat it largely on the system side of development [2]. By contrast, there
is sufficient empirical and theoretical evidence that explanations are generated,
communicated, understood and used in ways that are:

– Dialogic, as suggested e.g. by Leake [17],
– Contextualised, as required by e.g. Fraassen [9], comprised of

• Context Awareness (knowing the situation the system is in) and
• Context Sensitivity (acting according to such situation) [14,15]

– Multimodal, as argued for by e.g. Halliday [11] and being
– Construed by user interest, as noted by e.g. Achinstein [1].

Given these foundations, can a semiotic model of explanation as a form of multi-
modal dialogic language behaviour in context be used to generate contextually
appropriate explanations by computational systems? There is an extensive body
of research focusing on generating and using explanations in AI. Currently, what
is lacking is:

1. A theory of the dialogic process rather than a monologic product
2. A cohesive theory of explanation that is:

– contextually appropriate (e.g. fitting people, topic, mode and place),
– semantically appropriate (e.g. recognised as an explanation)
– lexicogrammatically optimal (best possible multi-modal realisation)



372 J. Cassens and R. Wegener

3. A framework for integrating explanatory capabilities in the whole soft-
ware development life-cycle, from requirements elicitation over design
and implementation through to its use

4. A framework for evaluation measures that is:
– intrinsic (deciding on a strategy for explanation generation)
– dialogic (measuring the reaction to an explanation and providing further

explanation if needed)

We suggest that Ambient Intelligence is intrinsically well suited to achieve the
goals of a research agenda targeting these shortcomings.

2 Explanations and Ambient Intelligence

Our working definition for Ambient Intelligence in the context of this paper
builds on de Ruyter and Aarts who divide the characteristics of AmI systems
into system intelligence, social intelligence and embeddedness [5]. Within their
model, AmI is characterized by systems and technologies that are:

– Embedded: many networked devices are integrated into the environment;
– Context aware: devices can recognize you and your situational context;
– Personalized: they can be tailored to your needs;
– Adaptive: they can change in response to you;
– Anticipatory: anticipating your desires without conscious mediation.

We propose that the area of Ambient Intelligence (AmI) provides the ideal devel-
opment ground for this work for three key reasons:

1. the core characteristics of AmI systems provide the necessary framework for
good explanatory systems,

2. on an abstract level, the architectures for AmI systems are the same as for
good explanatory systems, and

3. AmI systems themselves have the potential to become explanatory agents
that can be mediators between humans and other systems.

Core Characteristics: Firstly, we argue that the characteristics of AmI as
outlined above (embeddedness, context awareness, personalization, adaptive-
ness, and anticipatoriness) mean that ambient systems should be well suited
to produce good explanations. We contend that said requirements for Ambient
Intelligence can be translated to explanatory systems as follows:

– Multimodal (Embedded): explanations are generated when and where they
are needed, using the best available modalities;

– Context aware (context aware): explanations are aware of specific persons
and their situational context;

– Context sensitive (anticipatory): they can anticipate explanatory needs with-
out conscious mediation.
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Fig. 1. Generalized abstract architecture for ambient intelligent (explanatory) systems.

– Construed by user interests (Personalized): explanations can be tailored to a
person’s needs;

– Dialogic (adaptive): they can change in response to a person’s actions;

Architectures: Secondly, and perhaps most importantly, the abstract architec-
ture for ambient intelligent systems of sensors, processors and actuators is the
same as that needed for good explanatory systems.

In Fig. 1, we outline a generalized abstract architecture for ambient intelligent
systems, building upon and extending the three layer architecture separating
sensing, awareness (recognising the situation the system is in) and sensitivity
(acting according to the situation) [14,15]. Our addition of acting completes the
feedback loop with the surrounding world.

The figure also shows an instantiation of this general abstract architecture
for explanatory systems. Most of the current discussion around XAI is reduced
to a system’s ability to generate explanations about its internal state, reasoning
process or decisions. In contrast to this, the proposed general architecture also
caters for the ability of the system to incorporate explanations given by the user.
This could, for example, help identifying new and unseen contexts. We would
argue that the ability to integrate new situation is a prerequisite for a model
of context that moves from a parametric view to an activity-centred view [6].
In addition to the external view on (user-facing) explanations, integration of
internal explanation (i.e. as part of the reasoning process) is also catered for.

Ambient Mediators: Finally, extending the previous two points, it should be
possible to build Autonomous Explanatory Agents. Because of the characteris-
tics of AmI and the abstract architecture of networked AmI systems, ambient
intelligent systems themselves may make good explainers either as an ambi-
ent explanatory space or an autonomous explanatory agent. It is possible that



374 J. Cassens and R. Wegener

ambient intelligent systems may be well suited to mediating between humans
and other AI systems, or indeed other computational systems in general.

Recently, we have seen a swing towards smart data – or small, richly anno-
tated and contextualised data sets, a re-evaluation of machine learning tech-
niques, and a move towards ethical AI. If we follow the assessment by Streitz
et al. [25] that “ethical design is not news to the ambient intelligence commu-
nity” and that “ethical concerns are inscribed into the conception of ambient
intelligence research ab initio”, this movement should be a boon for AmI. Unfor-
tunately, the authors also contend that the development of ethical guidelines is
“taking place largely outside of AmI” [25].

3 Conclusion

We have argued that research in Ambient Intelligence has paved the way for
further work on explainable systems in a number of different ways. Firstly, core
characteristics of ambient systems point towards ambient systems having the
necessary characteristics to produce good explanations, that is explanations that
are dialogic, contextualised, context aware and context sensitive, multimodal and
construed by user interest. These characteristics are not necessarily present in
other systems. Secondly, an abstract system architecture of (networked) ambient
intelligent systems with sensors, processing units and actuators is similar to what
is needed for good explanations. Finally, we argue that, perhaps because of these
two aspects (characteristics and system structure) and even with the constraints,
ambient intelligent systems themselves may make good explainers either as an
explanatory space or an ambient explanatory agent.
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