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Preface

Welcome to the proceedings of the 20th International Conference on Web Information
Systems Engineering (WISE 2019), held in Hong Kong, China, during November 26-30,
2019. This year marks the 20th anniversary of the conference, which was first held in
Hong Kong in 2000. The series of WISE conferences aims to provide an international
forum for researchers, professionals, and industrial practitioners to share their knowledge
in the rapidly growing area of web technologies, methodologies, and applications. The
first WISE event took place in Hong Kong, China (2000). Then the trip continued to
Kyoto, Japan (2001); Singapore (2002); Rome, Italy (2003); Brisbane, Australia (2004);
New York, USA (2005); Wuhan, China (2006); Nancy, France (2007); Auckland,
New Zealand (2008); Poznan, Poland (2009); Hong Kong, China (2010); Sydney,
Australia (2011); Paphos, Cyprus (2012); Nanjing, China (2013); Thessaloniki, Greece
(2014); Miami, USA (2015); Shanghai, China (2016); Puschino, Russia (2017); Dubai,
UAE (2018); and this year, WISE 2019 returns to Hong Kong, China, supported by the
Hong Kong Polytechnic University and City University of Hong Kong.

A total of 211 research papers were submitted to the conference for consideration,
and most of them were reviewed by three reviewers. Finally, 50 submissions were
selected as regular papers (an acceptance rate of 23.7%). The research papers cover the
areas of blockchain, deep learning, machine learning, recommender systems, data
mining, web-based applications, graph learning, knowledge graphs, graph mining, text
mining, and crowdsourcing.

In addition to regular research papers, the WISE 2019 program also featured the
International Workshop on Web Information Systems in the Era of Al This year’s
tutorial program included: (1) Knowledge Graph Data Management: Models, Methods,
and Systems; (2) Intelligent Knowledge Lakes: The Age of Artificial Intelligence and
Big Data; and (3) Local Differential Privacy: Tools, Challenges, and Opportunities.

The Organization Committee members of WISE 2019 included: the general
co-chairs, Prof. Christian Jensen, Prof. Qing Li, and Prof. Tamer Ozsu; the program
co-chairs, Prof. Reynold Cheng, Prof. Nikos Mamoulis, and Prof. Yizhou Sun; the
workshop co-chairs, Prof. Leong Hou U and Prof. Jian Yang; the industry chair,
Prof. Feifei Li; the tutorial and panel chairs, Prof. Kamal Karlapalem and Prof. Yunjun
Gao; the demo chair, Dr. Yi Cai; the sponsor chair, Prof. Henry Chan; the finance chair,
Prof. Howard Leung; the local arrangement co-chairs, Prof. Hong Va Leong, Prof. Man
Lung Yiu, and Mr. Andrew Jiang; the publication chair, Dr. Xin Huang; the publicity
co-chairs, Dr. Panagiotis Bouros, Dr. An Liu, and Dr. Wen Hua; and the WISE
Steering Committee Representative, Prof. Yanchun Zhang.



vi Preface
We would like to sincerely thank our keynote speakers:

— Professor Wei Zhao, Chief Research Officer, American University of Sharjah, UAE;
and
— Professor Mohamed Mokbel, University of Minnesota at Twin Cities, USA.

Special thanks are due to the members of the international Program Committee and
the external reviewers for a rigorous and robust reviewing process. We are also grateful
to the Hong Kong Polytechnic University, City University of Hong Kong, Springer
Nature Switzerland AG, and the International WISE Society for supporting this
conference. The WISE Organizing Committee is also grateful to the workshop
organizers for their great efforts in helping promote web information system research to
broader domains.

We expect that the ideas that have emerged in WISE 2019 will result in the
development of further innovations for the benefit of scientific, industrial, and social
communities.
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The original version of cover and frontmatter was revised: The conference date was
postponed by the organizers from November 26-30, 2019 to January 19-22, 2020.
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Abstract. Measuring workers’ abilities is a way to address the long
standing problem of quality control in crowdsourcing. The approaches
for measuring worker ability reported in recent work can be classified
into two groups, i.e., upper bound-based approaches and lower bound-
based approaches. Most of these works are based on two assumptions: (1)
workers give their answers to a task independently and are not affected by
other workers; (2) a worker’s ability for a task is a fixed value. However
realistically, a worker’s ability should be evaluated as a relative value
to those of others within a group. In this work, we propose an approach
called GroExpert to identify experts based on their relative values in their
working groups, which can be used as a basis for quality estimation in
crowdsourcing. The proposed solution employs a fully connected neural
network to implement the pairwise ranking method when identifying
experts. Both workers’ features and groups’ features are considered in
GroExpert. We conduct a set of experiments on three real-world datasets
from the Amazon Mechanical Turk platform. The experimental results
show that the proposed GroExpert approach outperforms the state-of-
the-art in worker ability measurement.

Keywords: Crowdsourcing - Group-aware - Worker ability

1 Introduction

In recent years, crowdsourcing has proven to be an efficient and cost-effective way
to handle tasks that are hard for computers to carry out [13], e.g., sentiment anal-
ysis, answer selecting and ranking, and natural language understanding. When
crowdsourcing is used in these tasks, most of the existing crowdsourcing studies
and online crowdsourcing platforms, such as Amazon Mechanical Turk!, employ a

! https://www.mturk.com/.

© Springer Nature Switzerland AG 2019
R. Cheng et al. (Eds.): WISE 2019, LNCS 11881, pp. 3-17, 2019.
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redundancy-based strategy that assigns multiple relatively inexpensive workers to
a task and aggregates the answers given by these workers to work out the correct
answer [27]. However, the workers are normally with diverse skills, interests, per-
sonal objectives, and technological resources [4]. As a result, low-quality or even
noisy answers can be introduced that can compromise the practicability of the
applications built upon the crowdsourcing result [6,9,18]. Thus, a large number
of works in the literature are dedicated to mitigating the impact of low-quality or
noisy answers. The main objective of these works is to measure the ability level
of workers that indicates the probability of workers to handle a task correctly in
crowdsourcing. We refer to workers with high ability as experts.

The existing worker’s ability measurement approaches can be classified
into two groups, i.e., upper bound-based approaches and lower bound-based
approaches. Upper bound-based approaches aim to improve the upper bound of
answers quality. These approaches mainly focus on identifying high ability work-
ers by considering their answering accuracy in the context of task features and
worker features, such as task difficulty [17], task topics [7,17,22], task types
[5,16,19,20], and worker demographics information [14]. The common drawback
of these approaches is that they are usually designed for some specific types
of tasks which may not suitable for others [23]. For example, the approaches
designed for speech understanding tasks are not suitable for vision understand-
ing. On the other hand, lower bound-based approaches try to guarantee the lower
bound of answers quality in crowdsourcing. They try to identify and filter out
the spammers and malicious workers who provide noisy answers [1,10]. All legit-
imate workers are equally treated in the label aggregation.

Most of the above works take the worker ability as an absolute value rather
than a relative one. And these works have two main drawbacks. Firstly, these
approaches aim to find high ability workers (experts) among all the workers. The
long-tail phenomenon indicates that lots of tasks receive very few answers [11,27].
As a result, the experts identified using these approaches may not actually give
answers to most of the tasks. In order to get the quality answer for a specific task,
we need to identify those workers with relatively high ability values in answering
this task among a group of workers. Secondly, these approaches only consider
worker features and ignore group features. When employing redundancy-based
methods, multiple workers who answered the same task virtually form a group.
The ability of a worker should be evaluated as a relative value in the group of
workers by considering both features of workers and groups. We will not consider
task features in this work due to the constraint that the tasks do not have a rich
set of features in these datasets we are experimenting.

In this work, we develop an approach called GroExpert that identifies experts
in their working groups. We employ a fully connected neural network to imple-
ment the pairwise ranking method to assign an ability score to each worker.
This score represents his/her expertise level comparing to other workers in the
group. Both workers’ features and groups’ features are considered. We have the
assumption that experts provide more accurate answers than non-experts, which
adopted by most of the works in crowdsourcing.
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The contributions of this work are summarized as follows:

— We propose a group-aware experts identification approach to evaluate the
ability of workers in crowdsourcing environments. Our approach considers
both worker features and worker group features. Worker features and worker
group features are extracted from their historical information in the dataset.
To the best of our knowledge, this is the first work to evaluate the worker
ability as a relative value in crowdsourcing.

— A deep neural network is employed to implement the pairwise ranking
method. Each worker is assigned an ability score which represents his/her
expertise level comparing to other workers in the group. Based on these scores,
experts in groups could be identified.

— Experiments against three real-world datasets from Amazon Mechanical Turk
platform have been conducted. Experimental results show the improvement
of the answer quality of the proposed approach compared with the existing
state-of-the-art approaches.

The paper is organized as follows. In Sect. 2, we review the related worker
ability approaches in the crowdsourcing environments. Section 3 provides the
notations and problem specification for our approach. Section4 proposes our
group-aware approach for measuring worker ability. Section 5 presents the exper-
imental results and discussions. Finally, we conclude this paper in Sect. 6.

2 Related Work

There has been quite a lot of work on evaluating worker ability in the research
area of crowdsourcing. Existing approaches fall in the group of upper bound-
based approaches or the group of the lower bound-based approaches.

2.1 Upper Bound-Based Approaches

The upper bound-based approaches mainly focus on identifying high ability
workers by considering their answering accuracy in the context of task features
and worker features. One of the important features of tasks is their difficulty. The
work in [17] evaluated the worker ability which was directly affected by the task
difficulty. [7,17] believed that workers have different ability degrees across differ-
ent tasks. They proposed a framework to estimate the different ability degrees of
workers and assigned tasks to them accordingly. [26] used the knowledge base,
e.g., Wikipedia, to analyze the domains of tasks. By contrast, [22] classified
different tasks into different latent topics, and evaluated the ability degrees of
workers for different latent topics.

Different from the above studies, some works focused on dealing with differ-
ent types of tasks. [5,16,20] focused on single-choice or decision making tasks.
[19] focused on general tasks such as image description and language translation.
They proposed an estimation method with workers referred to as evaluators who
assessed answers given by other workers. They used the pairwise-based method
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to evaluate the ability of both workers and evaluators. [15] identified experts for
knowledge intensive tasks. [14] identified experts by considering worker demo-
graphic information (major, education level, age, etc).

2.2 Lower Bound-Based Approaches

The lower Bound-based Approaches mainly focus on identifying and filtering out
the spammers and malicious workers who provide noisy answers [1,10]. And these
workers were excluded to get involved in any tasks. These workers are harmful
to crowdsourcing platforms and would lead a crowdsourcing platform to a failure
[8]. All the legitimate workers were equally treated in the label aggregation in
these approaches.

In order to reduce the impact of spammers, traditional trust management
techniques could be used in crowdsourcing but they seldom can be used directly
[24]. [24] evaluated workers’ trustworthiness by extending existing trust mod-
els. [21] enhanced their trust model with a fusion method. They fused untrust-
worthy answers from the crowd while simultaneously learning the trustworthi-
ness of workers. [1] proposed a reputation system that considered the ability
of requesters and the number of tasks completed. In this reputation system,
they proposed a graph data model to analyze the relations between workers
and requesters. Unlike most of the existing approaches, [10] considered a much
broader class of adversarial workers. They assigned a trust score for every worker
and filtered out spammers.

Most of the above works have two main drawbacks. Firstly, these approaches
aim to find high ability workers (experts) among all workers, which can be
inaccurate since these identified experts may not give answers to the interested
tasks. Research shows that many tasks actually have received very few answers
[11,27]. Secondly, these approaches only consider worker features and ignore
group features. When employing redundancy-based methods, multiple workers
who answered the same task virtually form a group, in which group dynamics
can contribute to workers’ performance. Therefore the ability of a worker should
be evaluated as a relative value to other workers in the group.

The proposed solution belongs to the group of upper bound-based
approaches. However different from the existing approaches, in this work, we
propose a group-aware experts identification approach by evaluating the ability
of a worker as a relative value to other workers in the group. Furthermore, both
features of the workers and their groups are considered.

3 Notations and Problem Specification

In this section, we provide the notations in this work and describe the problem
specification of measuring worker ability.
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Notations: In a crowdsourcing platform, a common scenario is that a data
requester has a set of workers to answer a set of tasks. A worker has a set of
features. Normally, there are several to answer one task. Multiple workers groups
are formed according to the tasks they have answered. Each group has its own
features which are composed of features of workers in the group. A score function
assigns each worker a value according to the features and group features of this
worker. In this work, we have the following notations:

— T ={t1, -+ ,tn} denotes the set of n tasks.

-~ W ={wi, -, wn} denotes the set of m workers.

— G4, denotes the set of workers who answered ¢;.

- WF,, = {wfij, o wfh wff;jj (i =1,2,...p) is a single feature of worker
wy, p is the total number of features.

- GFg, ={WFy,|w; € Gy,} denotes the set of group features of Gy, .

Gy, . . . .
- ij“ is the feature vector for worker w; in group G, with all features in
WF,,; and GF}, as its components.
Gy, Gy, . . Gey .
— sl = FK(Vu;"), FK(Vy,;'") is the score function with Vi, as its input.

- Sa,, = {sf;j |lw; € Gy, } is the set of scores for workers in G,.

Problem Specification: Given a set of workers W = {wy,- - ,w,}, a set of
tasks T'= {t1, - ,tn}. Task t; € T is answered by u workers (u = |Gy,|); group

. G .
Gy, is for task t;; worker w; € Gy, has the feature vector V,,"*. The sf,jj is the
o ) Gy, )
ability score of worker wy, st = FK (Vi) Gy, = {s};
ability scores of workers in the group Gy, .

w; € Gy, } is the set of

J

4 GroExpert Approach

In this work, we propose a group-aware experts identification approach to mea-
sure worker ability, referred to as GroExpert. In order to calculate the ability
scores of workers, we employ a fully connected neural network to implement the
pairwise ranking method. As shown in Fig. 1, the GroExpert approach can be
divided into three phases, i.e., Phase 1: Pre-process datasets, Phase 2: Train the
score function and Phase 3: Calculate the ability scores of workers. Based on
the scores, we are able to identify experts in individual groups. In the following
sections, we describe Phase 1, Phase 2 and Phase3. Based on the ability scores,
we are able to identify the experts in individual groups.

4.1 Phase 1: Pre-process Datasets

In Phase 1, we pre-process worker answering records in datasets and construct
feature vectors with features of individual workers and features of individual
task groups. When the worker w; answers the task t;, we use WF,, and GF,,
to construct the feature vector Vut}] . This procedure is shown in Fig. 2.
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Phase 3: Calculate
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Fig. 1. GroExpert approach: Phase 1: Pre-process; Phase 2: Train score function; Phase
3: Calculate ability scores.

For the vector VJJ;, We use the a one-hot encoding-based method to represent
. Gy, . . . .
it. As the vector V,, j“ contains all features in WF,, and GF},, the dimensions

Gy, . . .
of the V" is px (m+1). We use the first p dimensions to represent the features
of wj;, p x m dimensions to represent the features of workers in the task group

Gy,.
In this work, we focus on two features of the worker as Reputation and
Quantity Ratio. These two features are commonly considered in the worker

ability problem.

Reputation: Crowdsourcing platforms often establish a system to quantify the
worker ability. For the worker w;, we use R,,, to represent this feature.

Quantity Ratio: The ratio between the number of tasks answered by a worker
and the number of total tasks. For the worker w;, we use @, to represent
this feature. For worker w;, W F,,; = { Reputaion, QuantityRation} and p = 2.
Figure 3 shows the details. Here we suppose m = 9 and denote w;, wy and wy
with 1 (they have answered t3 (G, = /w1, w4, w7/)), other workers with 0 (they
have not answered). We also show the construction procedure of V3.

4.2 Phase 2: Train the Score Function

We develop a fully connected deep neural network to learn the relations between
the feature vectors and ability scores. The deep neural network is trained in the
Feed-forward and the Back-propagation processes. Phase 2 in Fig. 1 illustrates
the neural network architecture. The input vectors of our approach are {qujz}
(for j =1,2,....,m; i = 1,2,....,n). We denote the output of hidden layers with
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.
Feature Vector VW;.

C WF,, ) @MWFWZ WFyy Wy, WFy WF,

C WE,, ) @FMWFWZ WE,,WF,, WFE,, W@

Worker Features Group Features

worker W;

Fig. 2. Construct feature vectors for workers in groups

t wy Wy w3 Wy Wsg Wg wy Wwg Wq
3

1 0 0 1 0 0 1 0 0
[ Whe, [WRy, | © | o [WR,| © | © |WR,| ° [ ° |
|RW7 QW7 RW1 QW1 0 | 0 | 0 | 0 |Rw4 QW4, 0 | 0 | 0 | 0 |Rw7 Qw7 0 | 0 | 0 | 0‘

Feature Vector thf
7

Fig. 3. Vector example of w7 in group G,

l,k =1,2,.... N — 1, the ki, weight with Weighty, the bias term with biasy,
and the final output is score sets sﬁ;j (for j =1,2,....m; i =1,2,...,n). We use
the SELU? as the activation functions at the hidden layers and use the linear?

2 https://keras.io/activations.
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as the activation function at the output layer.
Iy = Weighty x Vi + by
lp = f(Weightklk,l —|—biask),k =2,...,N—-1 (1)
stJ = f(Weightyln_1 + biasy)

Loss Function. In our approach, there are two goals: (1) predict scores for
workers accurately; (2) assign relative high scores to experts.

We use sff;j to represent the ground truth. If the worker w; gives the right

answer for a task t;, sfﬂj = 1 and sf,ﬁj = 0 otherwise. For the first goal, We
employ the cross entropy loss as:
Loce = Z crossen(sfjj,sfjj) (2)
w; €W

F
crossen(si;j . 54;)

— (s, logsty, + (1 — s, )log(1 = 54 ), (3)

where the sfjjj represents the predicted the ability score for the worker w; in the

group G, and sfuj represents the ground truth.

For the second goal, we compare the worker-pairs extracted in G,. We only
consider the worker-pairs that one’s answer is correct and another worker’s
answer is incorrect. The architecture we used in this work should be differ-
entiable. The popular pairwise loss functions such as 0/1 ranking loss and the
NDCG are discrete. We choose a differentiable loss function named hinge ranking
loss to make our approach be differentiable. As shown in Eq (4), w,, w; denotes
a pair of workers and s; , sl denote the scores of wy, wy. The s > s’ means
that w, gives the correct answer and w;, gives the incorrect answer for ¢; in the
ground truth information.

2 ) .
Lhinge = m Z max(l - sza + Sf;;bv 0) (4)

We ,wb:sfj’a >sfjb
The whole loss function of our approach is:
L= Lacc + Lhinge' (5)

In this work, we utilize Stochastic Gradient Descent [25] to minimize L.

4.3 Phase 3: Calculate the Ability Score

The score function F'K (VwG]t) is carried out by a fully connected neural network.
After training the score function, we could measure the ability of the worker.
For the new group Gy,, we measure the ability of worker w; by calculating the
ability score sf,jJ Based on the scores, we are able to identify the experts in the

group.
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5 Experiments

We implement the experiments in Python on a server with CPU 3.6 GHZ and
100 GB memory. The neural network used in GroExpert (Phase 2) is imple-
mented in Keras [3]. For all the experiments, we run them five times and calculate
the average over these results.

5.1 Experimental Settings

Datasets. In the experiments, we use three real-world datasets collected from
Amazon Mechanical Turk platform. These three datasets named Product, Emo-
tions, and Face Sentiment. All of them are provided by [27]. We select these
datasets among many public datasets® with two reasons. Firstly, these 3 datasets
cover three common types of tasks. The tasks of Product are decision making
tasks which ask workers to give a true or false answer to a specific task. Emo-
tions belong to the type of numeric tasks. Each task is composed of a text and a
range [—100,100]. And workers are asked to estimate the degree of emotion by
assigning an indication number. Face Sentiment belongs to the type of single-
choice tasks, which workers are asked to select an option among four choices for
a given task. Through the experiments on different types of tasks, we evaluate
the effect of different task types on the performance of our approach. Secondly,
the selected datasets have ground truth labeled. The details of these datasets are
shown in Table 1 where we list statistics for each dataset: total number of tasks
|T|, the total number of workers |M| and the size of worker group |g| which is
the number of workers answering the same task.

Table 1. Statistics of the datasets

Dataset T | |W]]]gl
Product 8315|176 | 3
Emotions 700| 38 10
Face sentiment | 572| 27| 9

Worker Features and Group Features. For each worker, we obtain worker
reputation and quantity ratio as their features by exploiting the whole datasets.
Due to the limited information in datasets, we take the answering accuracy
of workers to represents their reputation. For the worker w;, we use R,,; to
represent worker reputation, and we use @, to represent Quantity Ration,
where |T'| denotes the number of all tasks, |T¢| denotes the number of correctly
answered tasks, and |T4| denotes the number of tasks answered by w;. For the
task t;, we get group features after we got all workers features in this group.

3 http://dbgroup.cs.tsinghua.edu.cn/ligl /crowddata,/ .
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Then, we combine the worker feature and group feature to construct V,f;’j (see
Figs.2 and 3).
_ |7l

ij - |T| (6)
T
Qu, = 'ui"' ™)

Evaluation Metrics. The main objective of measuring the ability level of
workers is to improve the answer quality collected from crowdsourcing platform.
We use the metric named Accuracy in Eq. (8) to represent the quality of answers.
We use |T¢| to denote the number of correctly predicted tasks and use |Tp| to
denote the total number of predicting tasks.

There are several metrics that measure the ranking quality, such as Precision
at position (P@n), Mean Average Precision (MAP) and Normalized Discounted
Cumulative Gain (NDCG@n). However, these metrics mainly focus on the qual-
ity of the whole ranking of workers instead of the quality of answers.

Accuracy = —— (8)

Comparison Methods. We compare our GroExpert method with the following
four baseline methods:

— Confusion Matrix (CM): this is the most widely used baseline method
for worker ability modeling, which represents the probability distribution of
workers who correctly answer the task [5,16]. A variety of worker features
are incorporated to enhance the power of CM. We did not compare to these
methods as we don’t use the features they incorporate.

— Basic Accuracy (Basic-Acc): this method models the worker ability
according to their accuracy which is obtained from the ground truth. The
method is extremely similar to the approval rate in Amazon Mechanical Turk.

— RankSVM: this linear method compares each pair of workers and transfers
the ranking problem to the classification problem by leveraging the SVM
classifier [12].

— RankNET: this is a pairwise-based ranking method which takes advantage
of the neural network [2].

The confusion matrix and the basic accuracy methods are classical accuracy-
based approaches, and RankSVM and RankNET are two state-of-the-art pair-
wise ranking approaches. We do not compare our method with the reputation-
based methods because these methods focus on filtering out the bad workers
while our method aims to find out the best workers.
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Table 2. Accuracy(%) of GroExpert approach compared with baseline methods

Dataset Product | Emotions | Face sentiment
Basic-Acc | 63.12 22.05 59.39
CM 90.54 65.06

RankSVM | 92.17 17.96 64.19
RankNET | 92.64 20.020 65.06
GroExpert | 93.59 | 31.22 67.25

90

80 B GroExpert

70 = RankSVM

60 RankNet

Confusion Matrix

40 = Basic Accuracy
30
20

o 8

0

38 176

The Number of Workers

Acuracy (%)

Fig. 4. Performance at different worker numbers

5.2 Performance Comparison

In this section, we compare our GroExpert method with 4 baseline methods and
evaluate the performance. The results are summarized in Table 2. Our proposed
GroExpert method performs the best against three different types of datasets.
For simplicity, we select one expert in the group and take his/her answer as the
predicted answer. Specifically, GroExpert method outperforms the 4 baseline
methods in Product by an average of 8.9725%, ranging from 0.95% to 30.47%.
In Emotions, our method outperforms the other 4 methods by an average of
11.15%, ranging from 9.17% to 13.26%. And in Face Sentiment, our method
outperforms the 4 baseline methods by an average of 2.89%, ranging from 2.19%
to 4.13%. RankNET and RankSVM perform similarly over all three datasets.
By leveraging the power of the neural network, RankNET performs better than
RankSVM. However, RankNET doesn’t consider the group feature as we do.
For accuracy-based methods, Confusion Matrix always performs better than
the basic accuracy methods. However, the confusion matrix is not suitable for
numeric tasks. As shown in Fig.4, we improve the Accuracy a lot when the
number of workers is small (we use 38 as an example). And when the number of
workers is large (we use 176 as an example), we also achieve the best performance.

The Accuracy of our GroExpert varies in three types of tasks. It achieves the
best performance in Product (93.59%), medium performance in Face Sentiment
(67.25%) and worst performance in Emotions (31.22%). The reason is that the
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worker quality varies in these three types of tasks. The average worker accuracy
can indicate worker quality, which is 78.57% in Product, 60.19% in Face Senti-
ment and 28.78% in Emotion. When we take all the workers in the dataset as

a big group, the quality of this big group strongly affect the performance of our
GroExpert.

5.3 Training Size

In order to measure the performance of our GroExpert approach, we conduct
experiments on different training size over three datasets. The training size varies
from {10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90%} of the total records in
datasets and the comparison results are shown in Fig.5 for Product, Emotion,
and Face Sentiment, respectively. In Product, the Accuracy of all the methods are
stable and are above 90% except the Basic Accuracy method. All the methods
only need to rank 3 workers in Product, which may lead to high Accuracy. The
Accuracy of GroExpert and RankNET fluctuates with the increase of the training
size both in Emotion and Face Sentiment. Because the neural network used in
these two models suffers data sparsity and overfitting problems. By contrast, the
Accuracy of RankSVM increases slightly with the increase of the training size
in Emotion. As can be seen in Fig. 5, for most of the training size, our method
outperforms the baseline methods, this is because we leverage the neural network
and take the group feature into consideration.

Product

100
~
c\c 95 P — —_— ——p———"  —8—GroExpert
< % 0 ¥ —e—RankNet
2 8 RankSVM
e 80 Confusion Matrix

75
3 2 —+— Acc-rate
:E 65 ——— — —
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Fig. 5. Performance comparison for different methods
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5.4 Sensitivity to Number of Hidden Layers and Number of Hidden

Units
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Fig. 6. Performance comparison for different hidden layers and hidden units

In this subsection, we discuss the influence of two important parameters as the
number of hidden layers and the number of hidden units. The results over the
three datasets are shown in Fig.6(a), (b) and (c) respectively. To improve the
performance of our method, a basic idea is to increase the number of hidden
layers and hidden units. Therefore, we conduct experiments to investigate the
influence of different hidden layers and hidden units. The number of hidden
layers varies from 4 to 32 and the number of hidden units varies from 8 to 64.

For the dataset Product, the performance achieves the best (94.10%) when
the number of hidden layers is 4 and the number of hidden units is 32. While
the worst performance (90.21%) occurs when the number of hidden layers is 16
and the number of hidden units is 8. For the dataset Emotion, the performance
achieves the best (33.06%) when the number of hidden layers is 8 and the number
of hidden units is 16. While the worst performance (22.04%) occurs when the
number of hidden layers is 32 and the number of hidden units is 32. For the
dataset Face Sentiment, the performance achieves the best (63.88%) when the
number of hidden layers is 4 and the number of hidden units is 8. While the
worst performance (56.50%) occurs when the number of hidden layers is 8 and
the number of hidden units is 8. The performance is not obviously improved as
the increase in the number of hidden layers over all three datasets.

6 Conclusions

In this work, we propose an approach called GroExpert to identify experts in
their working groups as a basis for future quality estimation in crowdsourcing. A
fully connected neural network is employed to implement the pairwise ranking
method when identifying experts. We take into consideration of both worker and
group features. The experimental results against three real-world datasets show
that our approach is effective and outperforms the existing baseline methods.
The proposed GroExpert approach provides a foundation for a wide range
of solutions to problems in crowdsourcing environments, e.g., task assignment,
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truth inference, and reward mechanism development. Task requesters can assign
tasks to workers with high ability scores, reward more to workers with higher
ability scores, or have a higher trust degree on workers with higher ability scores.
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9201701203), the MQEPS (No. 96804590), the MQRSG (No. 95109718), and in part
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Abstract. Applications of blockchain technologies got a lot of atten-
tion in recent years. They exceed beyond exchanging value and being a
substitute for fiat money and traditional banking system. Nevertheless,
being able to exchange value on a blockchain is at the core of the entire
system and has to be reliable. Blockchains have built-in mechanisms that
guarantee whole system’s consistency and reliability. However, malicious
actors can still try to steal money by applying well known techniques like
malware software or fake emails. In this paper we apply supervised learn-
ing techniques to detect fraudulent accounts on Ethereum blockchain. We
compare capabilities of Random Forests, Support Vector Machines and
XGBoost classifiers to identify such accounts basing on a dataset of more
than 300 thousands accounts. Results show that we are able to achieve
recall and precision values allowing for the designed system to be appli-
cable as an anti-fraud rule for digital wallets or currency exchanges. We
also present sensitivity analysis to show how presented models depend
on particular feature and how lack of some of them will affect the overall
system performance.

Keywords: Blockchain - Anti-fraud - Supervised - Xgboost -+ Random
forests - SVM - Ethereum

1 Introduction

Recent developments in digital currencies gave birth not only to a completely new
way of exchanging value, but also to such areas like distributed trust manage-
ment. Those advances may replace traditional notary services or payment pro-
cessing companies in the near future [12]. Such advances are possible to achieve
thanks to technology called blockchain that, in its basis, is as an immutable,
distributed database. First public blockchain, called Bitcoin, was launched in
2009 and, not surprisingly, from the very beginning attracted fraudulent actors
that tried to take advantage of other participants. These actors very often try
to convince others to send them digital currency to their accounts by using
different techniques like malware or fake emails. Due to the publicly available
data, information about account once denoted as fraudulent can be shared and
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available without limitations. Quite contrary to traditional financial systems, all
the transfers to and from such account can be freely viewed and analyzed. The
availability of this data gives us an opportunity to verify if there is a mean-
ingful relation between operations done on the account and this account being
fraudulent.

In this paper, we propose a novel approach for detecting fraudulent accounts
on Ethereum network. Ethereum is a blockchain that has some significant
improvements over Bitcoin [5]. Those improvements allow to write and execute
contracts (called smart contracts) more easily. These contracts give an oppor-
tunity for many different actors to engage in complex agreements that are fully
executable and can be verified with the use of the underlying protocol. More
details on Ethereum can be found in [11].

In the first stage, we automatically gathered available data about accounts
and transactions. Then, we created explanatory variables out of raw data. They
represent aggregates and statistics computed over volumes and time. In the next
stage, we tested three classifiers and compared their results in the context of
possible applications. They can strongly depend on different use cases that may
put more importance on precision than on recall or the other way round. The
contribution of this study can be summarized as follows:

— We proposed a novel approach for identifying fraudulent accounts on Etherum
blockchain that is easily transferable to other blockchains, like Bitcoin.

— We conducted a thorough analysis of three different machine learning algo-
rithms for the task of classification accounts to “fraudulent” or “not fraudu-
lent” class.

— We conducted a sensitivity analysis in order to verify how much we depend
on particular explanatory variables. This is a test that allow us to address
the potential problem of a look-ahead bias that may or may not exist within
the data that we gathered.

2 Related Work

Detecting fraudulent activity in financial operations is a well known problem.
Both researchers and practitioners put a lot of attention to developing new tools
that would correctly identify new attack vectors. This is an endless battle in
which both sides use their creativity and new technologies. A comprehensive
survey on fraud detection techniques can be found in [8]. More recent surveys
on fraud prevention systems and detecting financial fraud through data mining
algorithms can be found in [1] and [2] respectively.

Quah and Sriganesh [10] used Self Organizing Maps (SOM) to detect credit
card frauds. They took an approach that if a transaction is similar to all trans-
actions in a set of genuine transactions, it is also considered genuine. On the
other hand, if it looks like any of the transactions in a set of fraudulent, then
it is also considered fraudulent. In addition to the basic task of clustering input
data, Self Organizing Maps are also used to detect and extract hidden patterns.
According to the authors, in real financial systems that verify each transaction
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on multiple layers, SOM may also serve as a filter for the layers following it. In
the case described by the authors, SOM receives an input data vector consisting
of client, account and transaction features.

In [6] authors used supervised learning methods to tackle similar problem.
They used logistic regression, Support Vector Machine (SVM) and random for-
est. Apart from using typical transaction features as an algorithm’s input (e.g.
order value, type of items ordered, payment method), through abstraction and
combination they engineered several new variables such as binary evaluated com-
pliance of the country of the card transaction with the country to which the
purchased items are to be delivered. Eventually, the authors used 71 features to
describe each transaction. The best results were obtained using random forest
method, which is why it was used in further analysis. As it turned out, despite
quite good results in recognizing frauds, they were not good enough to fully
automate verification of transactions.

In case of transfers done through blockchain transactions, fraud detection
can be a more complicated task as most of the time we are not in possession of
geographical and personal data of participants. Pham and Lee [9] in their article
dealt with detecting frauds in the Bitcoin network. The network data was mod-
eled as two graphs: a user graph and a transaction graph which were used to
detect anomalies (e.g. fraudulent and suspicious users). They had information
about 30 cases of theft in the Bitcoin network, which were later used to ver-
ify their results. In both graphs, each vertex was represented with 12 features,
such as the input and output stage, the average time between transactions, the
creation date and activity time. As the first step in the analysis they applied
k-means algorithm to group all graph nodes. As the authors pointed out, this
algorithm is not used to find anomalies, but it may be useful, because the points
that diverge from the rest are expected to be found far from the centroids calcu-
lated with k-means algorithm. They wanted to investigate if anomalies in user
graph, clearly refer to anomalies in the transaction graph, i.e. whether “sus-
picious” users were involved in “suspicious” transactions. To find anomalies in
these groups authors used a method based on the Mahalanobis distance and
Support Vector Machine (SVM). Suspected users and transactions indicated by
both algorithms overlapped to a large degree. In both methods extreme values
were indicated as suspicious, i.e. vertices with the largest or smallest degrees.
That approach allowed to detect two authentic anomalies: one theft (detected
by the Mahalanobis distance based method) and one loss caused by a corruption
in a hashing function (detected by the SVM). These results do not seem to be
statistically significant primarily due to a limited number of known thefts (or
anomalies in general).

3 Methodology

3.1 Data Preparation

The data used in the analysis came from the Etherscan.io website, which is one of
the most popular Ethereum blockchain browsers. It provides information about
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all transactions in the network, mined blocks and user accounts. Over 2 500 wal-
lets were reported by the users as related to illegal activities and marked as
“Hack/Phishing”. Using the Etherscan API it was possible to download infor-
mation about all transactions in which given wallet participated. Some of the
wallets tagged as fraudulent had no transactions at all or were involved mostly in
ERC20 token trade. They were not included in the dataset. After this correction
we analyzed 2200 wallets marked as involved in illegal activity. In addition to
fraudulent transactions data, we also collected information about transactions
from 349999 randomly selected wallets out of the 65564 460 existing (as of 28th
May 2019) in the Ethereum network. They were not marked as suspicious and
were considered non-fraudulent.

Based on the work of [9] we decided to create 13 explanatory variables con-
cerning transaction data of each account. Explanatory variables are presented
in Table 1. The dataset was divided into two parts: a training set with 281 760
samples and a validation set with 70439 samples.

Table 1. Explanatory variables

Variable name | Variable description

1T Amount of incoming transactions

oT Amount of outgoing transactions

UIT Amount of unique incoming transactions

UuoT Amount of unique outgoing transactions

AVIT Average value of the incoming transaction

AVOT Average value of the outgoing transaction

VIT Total value of all incoming transactions

VOT Total value of all outgoing transactions

ATIT Average time between incoming transactions

ATOT Average time between outgoing transactions

AGP Average gas price

AGL Average gas limit

DUR Active duration (time in days since the first until the last
transaction)

3.2 Experiment Setup

The prediction problem definition here is a classic example of a binary clas-
sification. We examined following classifiers: Random Forests, Support Vector
Machines and XGBoost in order to determine their capabilities of making accu-
rate predictions for a given dataset. Figure 1 presents data and system architec-
ture for the conducted experiment. As a first step we downloaded data using
the Etherscan API, which then was aggregated to create 13 variables presented
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in the Table 1. In the next step, using grid search with 10-fold cross-validation
we tried to find set of parameters that could give the best results for the three
supervised learning algorithms that we chose.

Data gathered from Etherscan did not allow to accurately determine the
moment of marking particular account as a fraudulent one. It can be possible
that certain aggregates that we use for training are biased and data used to
compute them was gathered after the moment of marking a particular account
as fraudulent. It is possible that some of the transactions can be a result of
the public exposure of an account. This would not be a problem if were only
interested in devising a method for simple classification of account. However, if
we would like to use proposed method as an early warning system then we will
have to take a moment of an exposure into consideration. We address this issue
by conducting performance analysis after removing most important explanatory
variables. As the final step we did a validation check on a part of a dataset that
was not used for the training purposes. Result from this step were reported in
the following sections.

Etherscan

N-fold cross-validation
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Fig. 1. System and data architecture for the conducted experiment

3.3 Prediction Models

The Support Vector Machine (SVM) classifier is a binary classifier algorithm
that looks for an optimal hyperplane as a decision function in a high-dimensional
space [3]. Having a training dataset {xj,yr} € IR" x {—1,1} where x;, are the
training examples and y; are the class labels at first we map x into a higher
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dimensional space via a function @, then computing a decision function in the
form of:

f(z) = (w,®(x)) +b (1)

by maximizing the distance between the set of points @(xx) to the hyperplane
parameterized by (w,b). The class label of x is given by the sign of f(x). The
optimization problem for the SVM classifier with penalized misclassified exam-
ples can be written as:

1 -
min Swl[* + > €8, (2)
’ i=1
subject to:
yif(xi) 21 -6, (3)

With variables «; defined such that:
W= X, (4)

by solving for the Lagrangian dual of the problem 2, we obtain the simplified

problem:
m 1 m m
max Qa) = Z @i— g Z Z iy (%) (%) (5)
i=1 i=1j=1

subject to:
m
Z QY = 07 (6)
i=1

(0% Z 0. (7)

Random Forest is a classifier consisting of a collection of tree-structured
classifiers {h(x,60),k = 1, ...} where {O} the are independent identically dis-
tributed random vectors and each tree casts a unit vote for the most popular
class at input. [4] For each tree in the random forest new training set is generated,
by drawing with replacement from the original training set. Tree is grown on the
new training set using random feature selection at each node. The resulting trees
are not pruned.

XGBoost is a scalable machine learning system for tree boosting proposed by
Chen and Guestrin [7]. The impact of this system has been lately recognized in
a number of machine learning and data mining challenges. For example, among
the 29 challenge winning solutions published at Kaggle’s blog during 2015, 17
solutions used XGBoost.

Considering training dataset {xj,yr} € IR" x {—1,1} where x;, are the train-
ing examples, yi are the class labels and n is number of features, the output of
model is voted or averaged by a collection F' of k regression trees:

k

i =o(xi) =Y fu(xi), fr € F (8)

i=1
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Each regression tree contains a continuous score on each of the leaves (w; rep-
resents score on the i-th leaf). To learn the set of functions used in the model,
the following objective needs to be minimized

L(g) = 1@iy) + > 2(fx) (9)
] k

7

l is the training loss function which measures how well the model fits on training
data. The second term {2 penalizes the complexity of the model and is defined
as:

) =T + Al (10)

where the 7 is the complexity of each leaf, T is the number of leaves in a decision
tree and A is a parameter to scale the penalty. If we apply the second-order
Taylor expansion to the loss function and remove the constant terms we obtain
the objective at the ¢-th iteration in the form of:

n

O = S lgufilx) + ghif?(xa)] + 2(5) (a1

=1

where g; and h; are respectively first and second derivative of the loss function.

4 Empirical Results

Our objective was to find a prediction model that could be used as a real-world
fraud detection system. Due to the high class imbalance we decided to focus our
assessment of a particular algorithm on analyzing recall and precision statistics.
For different parameters configurations we obtained results with either high recall
and low precision or low recall and high precision. The former one has an obvious
advantage of capturing most of the frauds that were present in a dataset. On
the other hand, it is completely useless for a real world applications in which all
the alerts have to be manually analyzed by a human being.

As we included almost all of the fraudulent transaction and only minor sample
of non-fraudulent, we had distribution in which probability of a random account
being a fraudulent one was significantly higher than in the real-world. Because of
that, we could not rely on precision statistic as it is vulnerable to this problem.
Instead of using precision as a false alarm verification cost estimator we decided
to use false positive rate. It fits our purpose since it does not depend on the total
amount of frauds in the dataset.

4.1 Random Forest Results

For random forest we decided to tune number of variables randomly sampled as
candidates at each split (mtry), minimum size of terminal nodes (min.node.size)
and different cut-off probabilities i.e. probability above which sample is actually
predicted as a non-fraud.
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As we can see in Table 2 biggest impact on the results has threshold which
determines final predicted class. Larger threshold causes less samples to be clas-
sified as non-fraud and therefore an increase of recall and at the same time
increase in FPR which we would like to keep low.

Instead of choosing one configuration which would be a trade-off between
recall and false positive rate, we decided to distinguish classifiers able to find as
many actual fraudulent accounts as possible (maximizing recall) and a classifiers
that make as few mistakes in predicting fraud class as possible (minimizing false
positive rate). Validation results presented in Table2, are similar to the ones
we got with cross-validation and confirm, the best configurations are: Conf. 3
in terms of FPR and Conf. 19 in terms of recall. For chosen configurations of
random forest we created confusion matrices (presented in Tables3 and 4) that
help to better analyze performance of this classifier on the dataset that is highly
imbalanced.

Table 2. Validation results for random forests

Configuration value Cross-validation results [%]
mtry | min.node.size | Probability | Specificity | Recall | Precision | FPR | F'1
Conf.1 3 1 0.5 99.97 24.36 | 83.33 0.03 | 37.7
Conf.2 6 1 0.5 99.96 25.52 | 80.29 0.04 | 38.73
Conf.3 |3 10 0.5 99.98 23.67 | 85.71 0.02 | 37.09
Conf.4 6 10 0.5 99.97 24.59 | 83.46 0.03 | 37.99
Conf.5 3 1 0.65 99.93 30.16 | 72.63 0.07 | 42.62
Conf.6 6 1 0.65 99.92 32.02 | 70.41 0.08 | 44.02
Conf.7 3 10 0.65 99.94 30.16 | 76.47 0.06 | 43.26
Conf.8 6 10 0.65 99.93 32.02 | 72.63 0.07 | 44.44
Conf.9 3 1 0.8 99.79 42 55.35 0.21 | 47.76
Conf.10 |6 1 0.8 99.73 44.08 |50 0.27 | 46.86
Conf.11 |3 10 0.8 99.81 41.76 | 57.32 0.19 | 48.32
Conf.12 |6 10 0.8 99.75 44.32 | 52.47 0.25 | 48.05
Conf.13 |3 1 0.9 99.31 54.06 |32.5 0.69 | 40.59
Conf.14 |6 1 0.9 99.19 54.52 |29.3 0.81 | 38.12
Conf.15 |3 10 0.9 99.34 54.52 | 33.76 0.66 | 41.7
Conf.16 |6 10 0.9 99.24 55.22 | 30.95 0.76 | 39.67
Conf.17 |3 1 0.99 90.67 83.53 | 5.22 9.33 |9.83
Conf.18 |6 1 0.99 90.79 83.06 |5.26 9.21 |9.89
Conf.19 | 3 10 0.99 90.31 84.92 | 5.12 9.69 | 9.65
Conf.20 |6 10 0.99 90.63 83.29 |5.19 9.37 |9.77
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Table 3. Confusion matrix for Conf. 3 Table 4. Confusion matrix for Conf. 19

random forest random forest

Prediction | Actual value Total Prediction | Actual value Total
Fraud | Non-fraud Fraud | Non-fraud

Fraud 102 17 119 Fraud 366 6786 7152

Non-fraud | 329 69991 70320 Non-fraud | 65 63222 63287

Total 431 70008 70439 Total 431 70008 70439

Table 5. Validation results for SVM

Configuration value | Cross-validation results [%)]
Cost | Gamma Specificity | Recall | Precision | FPR | F1
Confl. |1 0.077 72.62 87.47 | 1.93 27.38 |3.77
Conf 2. 1 0.100 75.03 86.77 | 2.09 24.97 14.09
Conf 3. 1 0.500 79.52 84.69 |2.48 20.48 |4.82
Conf 4. 1 1.000 84.38 83.99 |3.20 15.62 | 6.17
Conf 5. 1 2.000 85.84 82.60 |3.47 14.16 | 6.65
Conf 6. 5 0.077 76.78 84.92 |2.20 23.22 |4.29
Conf 7. 5 0.100 T77.72 84.92 |2.29 22.28 |4.47
Conf 8. 5 0.500 84.00 83.99 |3.13 16.00 |6.04
Conf 9. 5 1.000 85.60 83.76 | 3.46 14.40 |6.64
Conf 10. |5 2.000 87.38 79.35 | 3.72 12.62 | 7.12
Conf 11. |10 0.077 77.64 84.69 |2.28 22.36 |4.44
Conf 12. |10 |0.100 78.33 85.38 |2.37 21.67 |4.61
Conf 13. |10 | 0.500 85.07 83.29 |3.32 14.93 1 6.39
Conf 14. |10 1.000 85.99 83.06 |3.52 14.01 |6.76
Conf 15. |10 2.000 88.00 76.80 |3.79 12.00 | 7.23
Conf 16. |50 0.077 78.87 85.15 | 2.42 21.13 |4.71
Conf 17. |50 |0.100 79.44 85.15 | 2.49 20.56 |4.83
Conf 18. |50 0.500 86.09 83.06 | 3.55 13.91 |6.80
Conf 19. |50 1.000 87.35 80.05 | 3.75 12.65 | 7.17
Conf 20. |50 |2.000 89.41 75.87 | 4.23 10.59 | 8.01

4.2 Support Vector Machine Results

For the purpose of training Support Vector Machines we chose the radial basis
function as a kernel and additionally we increased cost of misclassifying sam-
ples to better address the problem of class imbalance in the dataset. The
tuned parameters were: cost of constraints violation (cost) and kernel parame-
ter gamma. As shown in Table5 SVM achieved high recall, but with quite low



Detecting Fraudulent Accounts on Blockchain 27

precision for almost all configurations. If we only consider recall, Conf 1. was
better than random forests’ Conf 19. with significantly higher false positive rate.
Actually, no set of parameters was able to get false positive rate lower than 10%.
If we also had to choose configuration with the lowest FPR, Conf. 20 would be
the best candidate.

4.3 XGBoost Results

In case of XGBoost we analyzed following hyperparameters in different con-
figurations: maximum depth of a tree (max.depth), minimum sum of instance
weight needed in a child (min.child.weight), subsample ratio of columns when
constructing each tree (colsample) and, as in random forests, cut-off probability.
As for the training itself, we set maximum number of iterations to 2000 with
learning rate parameter set to 0.1 using early stop if error does not decrease in
100 consecutive iterations.

Even though we built classifiers for 240 combinations of hyperparameters we
decided to present only 20 most interesting. In Table 6 Conf. 1 - Conf. 10 have
the smallest false-positive rate and the other 10 configurations have significantly
larger recall. Looking at the classification results we can draw a similar conclu-
sion as in the case of random forest - cut-off probability is the most important

Table 6. Validation results for XGBoost

Configuration value Cross-validation results [%]
max.depth | colsample | min.c.w | prob. | Specificity | Recall | Precision | FPR | F1
Conf1l. |6 0.25 1 0.50 |99.95 31.32|78.03 0.05|44.70
Conf 2. |9 0.25 1 0.50 |99.95 30.16 |78.30 0.05 |43.55
Conf 3. 3 0.25 2 0.50 199.94 31.32 |76.27 0.06 |44.41
Conf 4. |3 0.25 1 0.50 [99.95 32.02 |78.41 0.05 |45.47
Conf 5. |3 0.50 1 0.50 [99.94 32.71 |77.05 0.06 |45.93
Conf 6. |6 0.50 1 0.50 [99.94 32.02 |76.24 0.06 |45.10
Conf7. |9 0.50 1 0.50 [99.94 32.48 |76.09 0.06 |45.53
Conf 8. |3 0.75 1 0.50 |99.95 33.18 |79.89 0.05 |46.89
Conf9. |6 0.75 1 0.50 [99.94 31.32 |77.14 0.06 |44.55
Conf 10. |9 0.75 1 0.50 [99.94 32.71 |77.05 0.06 |45.93
Conf 11. |3 0.50 8 0.99 |93.79 79.35 |7.30 6.21 |13.36
Conf 12. |3 0.25 8 0.99 |93.58 80.51 |7.16 6.42 |13.16
Conf 13. |3 0.25 4 0.99 |93.74 80.05 |7.30 6.26 |13.37
Conf 14. |3 0.50 4 0.99 193.99 79.58 |7.54 6.01 |13.77
Conf 15. |3 1.00 4 0.99 |94.20 78.42 |7.68 5.80 |14.00
Conf 16.|3 1.00 8 0.99 93.89 80.51|7.50 6.12|13.72
Conf 17. |3 0.25 1 0.99 ]93.97 78.89 |7.45 6.03 |13.61
Conf 18. |3 0.75 8 0.99 |93.83 79.58 |7.35 6.17 |13.46
Conf 19. |3 0.25 2 0.99 ]93.91 79.81 |7.47 6.09 |13.66
Conf 20. |3 0.75 4 0.99 |94.05 80.05 |7.65 5.95 13.96
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parameter for the outcome. After examining the other parameters we were not
able to clearly describe their exact impact for the results. As shown in Table 6
validation results confirmed, Conf. 1 and Conf. 16 being the best in their cate-
gories, but slightly worse than the best two random forest configurations.

4.4 Sensitivity Analysis

Decision to conduct sensitivity analysis was motivated by our inability to indicate
the exact moment of the marking any particular account as fraudulent and
thus aggregated transactions data might be contaminated with transactions that
happened after an alert on Etherscan has been raised for a particular account.
This may lead to look-ahead bias since we are using data that was unknown at
the moment of detecting a fraudulent account. In our approach we investigated
what impact on the quality of the classifiers excluding the most important and
potentially biased variables might have.

Importance of considered variables is not as easily determined when using
SVM as in random forest or XGBoost. Furthermore, none of the SVM results
was as satisfactory (in terms of recall) as the best of random forests or XGBoost.
These two observations led to omission of SVM in our sensitivity analysis.

Explanatory variables importances were calculated separately for each of the
best configurations and are presented in the Fig. 2.

Considering random forests variable importance (sometimes called “gini
importance”) is defined as the total decrease in node impurity weighted by the
probability of reaching that node averaged over all trees in the forest. Impurity

is defined as:
c

G =Y p(i)*(1-p(i)) (12)
i=1
with C' being the number of classes and p(i) being the probability of picking a
datapoint with class i.

In case of XGBoost relative variable importance is measured as the Gain
which is contribution of the corresponding feature to the model calculated by
taking each feature’s contribution for each tree in the model. If we define G; =
> icr, 9i and Hy =37, h; (based on the Eq.11) where ; is the set of indices
of data points assigned to the j-th leaf, we can express Gain as:

G3 G% (GL + GR)?
H,+XA Hr+A Hp+Hp+A\

Gain = 1[

. -9 (13)

This formula can be decomposed as (1) the score on the new left leaf (2) the
score on the new right leaf (3) The score on the original leaf (4) regularization
on the additional leaf.

As we can see in Fig. 2 the most important variables for each classifier are
usually connected with the incoming and the least important with the outgoing
transactions. The only variable that is either first or second in terms of impor-
tance for all three classifiers is average time between incoming transactions. For
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the XGBoost we decided to apply a minor change to the chosen configurations.
Instead of stopping after having no decrease of error in 100 consecutive iterations,
XGBoost would do 2000 iterations regardless of the results.

As presented in Tables 7 and 8 random forest turned out to be more resistant
to cutting off important variables. Even though false positive rate for Conf. 19
is high, with 8 variables excluded we are still able to detect almost 70% of all
frauds.
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Fig. 2. Variable importance for: (a) XGBoost Conf. 1, (b) XGBoost Conf. 16, (c)
Random Forest Conf. 3

Table 7. Validation results for random forests with n most important variables
excluded

Validation results [%)]

Specificity | Recall | Precision | FPR | F1
Conf. 3 (n=2) [99.98 15.55 |81.71 0.02|26.12
Conf. 3 (n=4) [99.98 14.62 |84 0.02|24.90
Conf. 3 (n =28) [99.98 7.66 |71.74 0.02|13.84
Conf. 19 (n = 2) | 89.52 82.37 | 4.62 10.48 | 8.74
Conf. 19 (n = 4) | 89.38 81.67 | 4.52 10.62 | 8.57
Conf. 19 (n = 8) | 88.66 68.91 | 3.60 11.34| 6.86
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Table 8. Validation results for XGBoost with n most important variables excluded

Validation results [%]

Specificity | Recall | Precision | FPR | F1
Conf. 1 (n=2) [99.95 26.68 | 75.16 0.05 | 39.38
Conf. 1 (n=4) |99.95 17.63 | 68.46 0.05 | 28.04
Conf. 1 (n =28) [99.98 2.78 | 54.55 0.02| 5.30
Conf. 16 (n = 2) | 92.66 76.33 6.02 7.34111.15
Conf. 16 (n = 4) | 90.69 71.46 4.51 9.31| 8.49
Conf. 16 (n = 8)  87.03 62.41 | 2.88 | 12.97 5.50

5 Conclusions and Future Work

Due to the significant developments in blockchain technology, dedicated fraud
prevention systems are an important area of research. We proposed a machine
learning based method for predicting whether a particular account on Ethereum
blockchain might be fraudulent.

Three different classifiers were analyzed and out of them Random Forest
obtained the best results in terms of recall and false positive rate separately,
having the other statistics at the reasonable level (in one of the configurations
SVM had the best recall for the validation set but at the same time it had three
times worse false positive rate).

Best recall for Random Forest was 84.92%. It did not justify using this model
in any real-world anti-fraud system. The reason was significant amount of type
I error being made by that classifier where almost 10% percent of all accounts
would be alerted.

Configuration 3 for Random Forest that achieved 0.02% of false positive rate
was still able to detect 23.67% of all frauds. This result can be perceived as a
good candidate for an automated anti-fraud system. If we would like to deploy
such a system on any cryptocurrency exchange or within cryptocurrency wallet
we will mark as fraudulent one in five thousands accounts.

As for future work, we would like to obtain data from exchanges that will
help determine whether proposed method can be applied in the current form or
is needing further enhancements.

Conducted sensitivity analysis showed that proposed model are not too sen-
sitive for particular explanatory variables but one of future research directions
may include estimating exact moments of marking particular account as fraud-
ulent. Then, we would not take a risk of our training set being vulnerable to
look-ahead bias.
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Abstract. Hyperledger Fabric is a popular permissioned blockchain
platform and has great commercial application prospects. However, the
limited transaction throughput of Hyperledger Fabric hampers its per-
formance, especially when transactions with concurrency conflicts are
initiated. In this paper, we focus on transactions with concurrency con-
flicts and propose a novel method LMLS, which contains the following
two components, to optimize the performance of Hyperledger Fabric.
Firstly, we design a locking mechanism to discovery conflicting trans-
actions at the beginning of the transaction flow. Secondly, we optimize
the ledger storage based on the locking mechanism, where the database
indexes corresponding to conflicting transactions are changed and tem-
porally stored in ledger to improve the processing efficiency. Extensive
experiments conducted on three datasets demonstrate that the proposed
novel methods can significantly increase transaction throughput in the
case of concurrency conflicts, and maintain high efficiency in transactions
without concurrency conflicts.

Keywords: Hyperledger Fabric -+ Concurrency - Locking mechanism

1 Introduction

Blockchain technologies have become popular these years and can be applied
to different domains. Unlike a common database system, a Blockchain is a dis-
tributed, shared ledger system where the nodes do not fully trust each other.
Each node holds the copy of the ledger which is represented as a chain of blocks,
with each block being a sequence of transactions. With the characteristics of
decentralization, distrust and tamper-proof, blockchain is adopted in a wise
variety of industries. A number of blockchain platforms have been developed,
including Bitcoin [16], Ethereum [3], Hyperledger Fabric [5] etc. Among them,
Hyperledger Fabric is a representative blockchain platform and has attracted
much attention due to the wide application range of it.

Hyperledger Fabric is a permissioned blockchain platform which is highly
suitable for developing enterprise-class applications and has a modular design.
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In Hyperledger Fabric, the identity of each participant is known and authenti-
cated cryptographically. Different from many blockchains whose nodes are peer-
to-peer, nodes in Hyperledger Fabric are of different types. The nodes in Hyper-
ledger Fabric contain Client, Peer and Orderer, and each of them performs indi-
vidual duty in the transaction flow. A transaction is initiated by Client and send
to endorsing Peers. Endorsing Peers do endorsement and send response to Client,
then Client broadcasts the transaction proposal and response to Orderer which
orders them into blocks. The blocks containing some transactions are delivered
to all Peers. At last, Peers update the ledger and the transaction flow finishes. In
addition, Hyperledger Fabric has better scalability and security, and superior in
performance [18] such as latency and throughput to other blockchain platforms.
Hyperledger Fabric which our work focuses on is currently being used in many
different applications such as Global Trade Digitization [23], SecureKey [8] and
Everledger [4].

Hyperledger Fabric has received a lot of concerns, but has exposed many
problems at the same time. The main problem is the performance of transac-
tion processing, that is, blockchain system including Hyperledger Fabric can
only handle a huge volume of transactions with a low throughput. Some papers
analyze the performance of Hyperledger Fabric, Gupta et al. [14,15] present
two models to optimize the temporal query performance of Hyperledger Fabric.
Thakkar et al. [22] study the impact of various configuration parameters on the
performance of Hyperledger Fabric. Gorenflo et al. [13] improve the throughput
of Hyperledger Fabric by reducing computation and I/O overhead during the
transaction flow. Although these studies have made great contributions, their
proposed methods cannot be directly used to tackle the following task, i.e., mul-
tiple operations updating the same data in the ledger simultaneously. This is
because approaches developed in existing work can only conduct the operations
having no conflicting transactions. Unfortunately, this problem, which is called
concurrency conflicts, is ubiquitous in Hyperledger Fabric where the data is dis-
tributedly stored. We define the concurrency conflict in Hyperledger Fabric as
multiple proposals updating the same data in the ledger simultaneously. Since a
transaction passes through multiple nodes and the transaction flow is relatively
complicated, transactions with concurrency conflicts are discovered in the final
step, which leads to the inefficient processing of transactions in Hyperledger
Fabric.

To address above mentioned problem, we propose a novel method LMLS.
Firstly, a locking mechanism is proposed to discovery conflicting transactions at
the beginning of the transaction flow. For example, there are two transactions
that are transferred to the same account at the same time. Since the previous
transaction first updated the account data, the conflict of data inconsistency
occurred in the latter transaction, which caused the transfer to fail. If there are
multiple times of the above transactions, the processing efficiency will be low.
The locking mechanism can prevent some conflicting transactions from occupy-
ing resources of the nodes. We use redis [7] to implement the locking mechanism
which mainly contains locking and unlocking. When a transaction request is
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initiated, it is first checked to ensure if its corresponding key is locked, thereby
determining whether the transaction is a conflicting transaction. Moreover, a
listener is used to control the lock and unlock operations. Secondly, based on
the locking mechanism, database indexes corresponding to conflicting transac-
tions are changed and temporally stored to improve processing efficiency. In
Hyperledger Fabric, the data is stored as a key-value pair (k,v). We transform
the index of the data corresponding to the conflict transaction from k to (k,d),
where d is a unique identifier of a transaction and (k,d) is the composite key
generated by k and d. This allows conflicting transactions who share the same
key not to fail. That is to say, based on LMLS, we can address concurrency
conflicts in Hyperledger Fabric. To sum up, the contributions of this paper are
as follows.

e To the best of our knowledge, we are the first to improve the performance
of Hyperledger Fabric in transaction processing by considering concurrency
conflicts.

e To tackle the issue of concurrency conflicts, we design a novel method LMLS
which contains Locking Mechanism and Ledger Storage.

e The experimental results show that our method can significantly increase
transaction throughput in the case of concurrency conflicts and maintain
high efficiency in transactions without concurrency conflicts.

The rest of the paper is organized as follows: We present the related work in
Sect. 2 and formulate the problem in Sect. 3. Section 4 gives a brief introduction of
Hyperledger Fabric architecture. In Sect. 5 we propose LMLS method to improve
the performance of Hyperledger Fabric with concurrency conflicts. In Sect. 6,
experiments are conducted to validate the effectiveness of the proposed method.
Finally, we conclude this paper in Sect. 7.

2 Related Work

Efficient handling of concurrency conflicts is a hot research topic in distributed
database, and conflicting transactions are also existing in Hyperledger Fabric
which is a distributed system. Hyperledger Fabric is a recent system that is still
undergoing rapid development. Hence, there is relatively little work on the per-
formance analysis of the system or suggestions for architectural improvements.
Next, we will introduce the recent work related to this research.

Analyzing Blockchain Performance. Blockchain performance analysis is an
emerging area. Recently the BLOCKBENCH system [12] benchmarked the pop-
ular blockchain implementations - Hyperledger Fabric, Ethereum and Parity [6]
against a set of database workloads. Similar efforts include - benchmarking
Hyperledger Fabric and Ethereum against transactional workloads [18]. They
find that Hyperledger Fabric outperforms Ethereum in all metrics. Our paper
focuses on improve the performance of Hyperledger Fabric.
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Analyzing Hyperledger Fabric Performance. Some studies have also
looked at performance studies of Hyperledger Fabric, and analyzed the per-
formance from multiple perspectives. For example, Nasir et al. [17] compare the
performance of Hyperledger Fabric 0.6 and 1.0 which find that the 1.0 version
outperforms the 0.6 version. Baliga et al. [10] show that application-level param-
eters such as the read-write set size of the transaction and chaincode as well as
event payload sizes significantly impact transaction latency.

Optimizing Transaction Processing Performance. Many studies have pro-
posed the optimization of the performance for processing transactions in Hyper-
ledger Fabric. In recent work, Thakkar et al. [22] study the impact of various
configuration parameters on the performance of Hyperledger Fabric. They iden-
tify some major performance bottlenecks and provide some optimizations such
as MSP cache, parallel VSCC validation. Gupta et al. [14,15] present two mod-
els to optimize the temporal query performance of Hyperledger Fabric. Gorenflo
et al. [13] improve the throughput of Hyperledger Fabric by reducing computa-
tion and I/O overhead during the transaction flow. Sharma et al. [20] study the
use of database techniques to reorder transaction to remove serialization con-
flicts and abort transactions which have no chance to commit early to improve
the performance of Hyperledger Fabric.

Optimizing Other Aspects of Performance. In addition, Some papers have
optimized the performance of other aspects of Hyperledger Fabric, i.e., channel,
oderer component. As known to all, Hyperledger Fabric’s orderer component
can be a bottleneck so Sousa et al. [21] study the use of the well-known BFT-
SMART [11] implementation as a part of Hyperledger Fabric to improve it.
Androulaki et al. [9] study the use of channels for scaling Fabric. However, this
work does not present a performance evaluation to quantitatively establish the
benefits from their approach. Raman et al. [19] study the use of lossy compression
to reduce the communication cost of sharing state between Fabric endorsers and
committers. However, their approach is only applicable to scenarios which are
insensitive to lossy compression, which is not the general case for blockchain-
based applications.

However, only few studies have looked at the issues concurrency conflicts on
blockchain. Thus, to improve the performance of Hyperledger Fabric, we focuses
on concurrency conflicts of transactions on this platform.

3 Problem Definition

3.1 The Problem of Concurrency Conflicts in Hyperledger Fabric

Although Hyperledger Fabric has a higher transaction throughput than other
permissioned blockchain systems and some papers have studied its transac-
tion performance, they almost assume that multiple requests do not modify
the same data in the ledger at the same time. However, when multiple requests
want to modify the same data simultaneously, Hyperledger Fabric will process
one of the requests and successfully modify the value, and the rest will return
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“MVCC_READ_CONFLICT” errors, which cannot be successfully updated. In
detail, according to the transaction flow of Hyperledger Fabric, both requests
should be sent to Peers for endorsement, and the results of endorsement will
be sent to Orderer. Orderer packages and sorts the transaction proposals and
responses, then send them to all Peers for final validation. In the process of val-
idation, Peers need to ensure that the current state of the ledger is consistent
with the state of the ledger in which the transaction is generated. When multiple
requests are initiated at the same time, one of the requests update the value of
the data first, causing errors in the remaining requests when the requests ver-
ify consistency and returning failures. Such concurrency conflicts result in lower
efficiency in processing transactions.

Tx1: Tomto Amy 10
Tx2: John to Amy 10

Tom: 100
Deliver (Tx1) alidate (Tx1)[  jopn: 50  [Succeed (Tx1)

{ Tom: 100 ‘} \Ay—

CAmy: 0 ﬂ

X Tom: 90
Deliver (Tx2) | Validate (Tx2)[  john: 50 Fail (Tx2)

7777777777 Amy: 10

Request (Tx1, Tx2)

Endorse and Order

Process of Initiate,

Initial state:

Tom: 100
John: 50
Amy: 0

Peers Clients

Fig. 1. The instance for conflicting transactions (Tx1 represents Tom transfers $10 to
Amy and Tx2 represents John transfers $10 to Amy).

3.2 The Instance for Conflicting Transactions

Specifically, as shown in Fig. 1, there are three people Tom, John and Amy. In
the initial state, the account balance of Tom, John and Amy is $100, $50, and $0.
At some point Tom and John simultaneously transfer $10 to Amy, that is, there
are two requests to update Amy’s account balance at the same time. Here, they
are initiated almost simultaneously, through endorsement by Peers, ordering by
Orderers. Then, the two transactions are packed into the block and successively
delivered to Peers for verification. It should be noted that the transactions in the
block contain much information, one of them is the status of the ledger when the
transaction is initiated (here, the status of the ledger is the initial state shown in
Fig. 1). Without loss of generality, we assume that Tx1 arrives earlier, and Peers
compare the local ledger with the initial state in Tx1 (the values corresponding
to Tom are both 100 and to Amy are both 0) finding that they are consistent.
Therefore, the balance of Tom is successfully updated to $90 and the balance of
Amy is successfully updated to $10. However, at this time, Tx2 is delivered to
Peers, and repeating the above comparison, Peers find it is not consistent with
the current value of the local ledger (the value corresponding to Amy in local
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ledger is 10 while the value in Tx2 is 0). Thus, the request of Tx2 is failed to
update the ledger and it should be initiated again.

Problem Formalization. Given a set of transactions with concurrency con-
flicts in Hyperledger Fabric, a novel method LMLS is designed to tackle the
problem, where a locking mechannism and the optimization of ledger storage
are developed.

4 The Hyperledger Fabric Architecture

4.1 Nodes in Hyperledger Fabric

Nodes are the communication entities of the blockchain. Different from many
blockchains whose nodes are peer-to-peer, nodes in Hyperledger Fabric play dif-
ferent roles in the network. There are three types of nodes shown in Fig. 2:

Client. A Client represents an entity operated by the end user. A Client submits
transaction proposal to the Endorser Peer and broadcasts proposal and response
to Orderer.

Peer. A Peer is mainly responsible for reading and writing the ledger by exe-
cuting chaincode. All Peers are committing peers (Committers) responsible for
maintaining the state and the ledger. Peers can additionally take up a special
role of an endorsing peer (Endorser). The endorsing peer is a dynamic role, and
Peer is the endorsement node only when the application initiates a transaction
endorsement request to it, otherwise it is a normal committing peer.

Orderer. A number of Orderers make up ordering service. Since the Hyperledger
Fabric is a distributed system, a ledger is stored on each node. When each node
wants to modify the state of the ledger, there must be a mechanism to ensure
the consistency of all these operations, which is the orderer service. Orderers are
responsible for ordering the unpackaged transactions into blocks.

4.2 Transaction Flow

Figure 2 depicts the transaction flow which involves 5 steps. This flow assumes
that the application user has registered and enrolled with the organization’s
certificate authority (CA). The transaction flow is as follows:

(1) Initiating Transaction. Client using Fabric SDK constructs a transaction
proposal and sends the proposal which is signed with credentials to one or more
endorsement Peers simultaneously.

(2) Endorsement. First, the endorsing Peers verify the signature (using MSP).
Second, the endorsing Peers take the transaction proposal arguments as inputs
and execute the chaincode against the current state database to produce trans-
action results including a response, read set and write set. Third, the results,
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Fig. 2. The transaction flow of Hyperledger Fabric.

along with the endorsing Peer’s signature and a YES/NO endorsement state-
ment are passed back as a proposal response to Client. Client will collect enough
proposal responses from Peers and verify if the result are same.

(3) Ordering. Client broadcasts the transaction proposal and response within
a transaction message to the Orderer. The Orderer orders them chronologically
by channel, and creates blocks of transactions per channel.

(4) Validation. The blocks containing some transactions are delivered to all
Peers. Peers need to verify the signature by Orderer and need to do VSCC
validation. A VSCC validation will check if the endorsement policy is satisfied,
if not, the transaction will be marked invalid.

(5) Ledger Updated. Each Peer appends the block to the local ledger, and for
each valid transaction the write sets are committed to the state-db which stores
the current state of all keys.

5 Proposed Method LMLS

In order to solve the concurrency conflict problems in Hyperledger Fabric, we
propose the following novel method LMLS to optimize the transaction flow to
increase efficiency. Firstly, a locking mechanism is proposed so that conflicting
transactions can be discovered at the beginning of the transaction flow. Secondly,
based on the lock mechanism, we add a database index for conflicting transac-
tions and change the storage way of conflicting transactions, so that they can be
temporarily stored in the database. The above methods can effectively improve
the performance of Hyperledger Fabric with concurrency conflicts.
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5.1 Locking Mechanism

By analyzing the existing problems of Hyperledger Fabric, the main reason for
the inefficiency is that invalid transactions (which ultimately failed to success-
fully update the ledger) are found to be invalid after almost completing the
whole transaction flow. Therefore, we consider adding a locking mechanism at
the beginning of the transaction process. The locking mechanism can prevent
some of the conflicting transactions from occupying resources of the nodes, so
that some invalid transactions can be found in the early stage of the transaction
flow, thereby improving efficiency.

Implementation of the Locking Mechanism. In this paper, we use redis [7]
to implement the locking mechanism. Redis is essentially a database of key-
value types. Due to the advantages of redis in performance and concurrency,
the use of redis scenarios is mostly a highly concurrent scenario. The idea of
implementation is not complicated. In general, we can be divided into two steps:
locking and unlocking. First introduce the process of locking, the distinguished
name of a task in the request as a key to the redis. If there is a request with
the same distinguished name arriving, try to insert it into redis. If it can be
successfully inserted, return T'rue, that is, it is successfully locked and will get a
lock identifier. Otherwise, return False, that is, the other request with the same
distinguished name is operating, and the lock fails. The process of unlocking is
relatively simple. The lock identifier is passed as a parameter to check whether
the lock exists. If it exists, the lock identifier can be deleted from the redis.

Listener. To determine when to unlock, we used a listener which can be used to
know when the transaction was successfully written to the blockchain. Because of
knowing that the transaction has been written to the block, the identifier can be
unlocked. In this paper, we use Hyperledger Fabric officially provided listening
interface ChannelEventHub [2]. Transaction processing in Hyperledger Fabric
is a long operation. As a result the applications must design their handling of
the transaction lifecycle in an asynchronous fashion. We mainly use registerT'x-
Event interface to listen the transaction flow. When a transaction is initiated, a
transaction listener is registered and returns a specific sequence number as the
identifier. When the transaction is written to the blockchain, it will be listened to
by the listener, and the listener will call the function to unlock the lock identifier
corresponding to the transaction.

5.2 Optimization of Ledger Storage

Although the lock mechanism can cause invalid transactions to be discovered ear-
lier, users need to re-initiate these transactions which does not improve the user
experience. When multiple conflicting transactions are initiated simultaneously,
there will still be only one transaction that can be successfully updated to the
blockchain ledger and the other transactions need to be initiated again. There-
fore, based on the locking mechanism, we improve the storage of the blockchain
ledger and transform the database indexes to avoid concurrency conflicts.
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Fig. 3. The complete transaction flow with LMLS.

In Hyperledger Fabric, the data in ledger is stored in key-value pair. For a
key k, the latest pair is called the current state of the key k which is stored in
state-db, while all the pairs including the latest pair form the historical states of
key k which is stored in history-db. Obviously, the collection of current states for
all keys is termed as state-db, and the collection of historical states is termed as
history-db. In this paper, all the changes transactions initiated are in the current
state, so we only pay attention to state-db.

Usually, we modify the data in state-db by initiating a proposal. In this paper,
we assume that each time a proposal is initiated, only one data in state-db is
modified, that is, a transaction T generates a proposal P, which corresponds to
a key-value pair (k,v) in state-db. If two transactions T; and T} are initiated at
the same time, two proposals P; and P; will be generated, corresponding to the
key-value pairs (k;,v;) and (k;j,v;) in the state-db. If k; = k;, this is the case
of concurrency conflicts. In order to effectively avoid conflicts and enable both
proposals to be successfully executed, we transform the database indexes of state-
db. Specifically, for conflicting transactions, we transformed (k,v) to ((k,d),v)
where (k, d) is the composite key generated by k and d, and d is a transaction id
for transaction 7', which is a unique identifier that is randomly generated. For
transactions T; and T}, without losing generality, we assume that 7; is processed
before T, then we transform (k;, v;) to (k;, v;) where k; represents the composite

key (kj,d;). Thus, k; and k; are not equal and both transactions T; and T} can
update the ledger avoiding concurrency conflicts.
5.3 Steps of LMLS

Combining the ledger storage improvements with locking mechanism, the steps
of LMLS are shown in Fig. 3, which can be divided into the following steps.
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I. A user initiates a transaction, and Client pre-processes the transaction, includ-
ing obtaining the key k of the data that the transaction wants to update. Client
checks if k is locked. If it is, directly turn to III, otherwise, turn to II.

II. Lock k and get a lock identifier {.

III. Client opens the listener, generates the corresponding transaction proposal,
and sends the proposal to Peers.

IV (i). If k obtains the corresponding lock identifier [, Peers generate the key-
value pair (k ,v) according to the transaction id, and endorse to simulate the
execution of smart contracts.

IV (ii). If k& does not obtain [, Peers generate the key-value pair (k,v), and
endorse to simulate the execution of smart contracts.

V. Peers return the endorsement result to Client, and Client sends the proposal
and result to Orderer which order and package them to new block. Orderer send
the packaged block to Peers, and Peers perform the final verification.

VI(i). If k obtains the corresponding lock identifier I, Peers save (k',v) into
state-db to update ledger. Client listens to the operation and closes the listener.

VI(ii). If £ does not obtain [, Peers save (k,v) into state-db to update the ledger.
Client listens to the operation, then it unlocks the lock identifier [ corresponding
to k first and closes the listener.

VIL. After all the above steps are finished, (k',v) will merge with (k,v) by
chaincode safely and the former will be deleted.

Re

quest (T Tom: 1

o) Deliver (Tx1) [Validate (Tx1)| on '
Lock “Tom” ‘Amy’ JECEEErE ‘ ohn:

& Listen ! Tom:i00 | | Amy:0

R
% Pr

Oposa] (Tx1) Generate (Tom, 90) ‘t,,l,\T)i:,?,,J
}Lock ‘John’ & (Amy, 10)

& Listen } Endorse Tom: 90

Proposa; Tx2 Deliver (Tx2) Validate (TX2)| - john: 50
ponse (1<) Generate (John, 40 oo [ Amy:10 ]
Re! & ((Amy, Tx2),10) | =. 8 LoAmy:0 |
>< B ot I ’
(Tx2 B

esponse roadc.
- = (TX]) Tom: 90
Initial \ John: 40

tial state:
nitial state: B

J0IAIIS
SuLpio

Amy: 10

road
Tom: 100 €ast (Txz) (Amy, Tx2): 10
John: 50 e
Amy: 0 { Txl: Tomto Amy 10 |

| Tx2: John to Amy 10 |

Client Endorsing Committing Ledgers
Peers Peers

Fig. 4. The example for LMLS to process conflicting transactions (Tx1 represents Tom
transfers $10 to Amy and Tx2 represents John transfers $10 to Amy).
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5.4 Examples for LMLS

Continue the example in Sect. 3, we assume that Tx1 in Fig.4 arrives earlier,
then Client locks two keys (‘Tom’ and ‘Amy’) in Tx1 and starts listening. Sub-
sequently, the request of Tx2 is initiated, at this time Client only locks the key
‘John’ ;| then starts listening. When the above two proposals are sent to Peers,
Peers generate the corresponding key-value pair respectively and endorse them.
The difference is that for Tx1, two key-value pairs (T'om,90) and (Amy, 10)
are generated, but for Tx2, a key-value pair (John,40) and a composite index-
key-value pair ((Amy,Tz2),10) are generated. Then, the two transactions are
ordered and delivered to Peers where validation need to be done. In this example,
Peers first validate Tx1. They compare the local ledger with the initial state in
Tx1 (the values corresponding to Tom are both 100 and to Amy are both 0) find-
ing that it is consistent. Therefore, the balance of Tom is successfully updated to
$90 and the balance of Amy is successfully updated to $10. Next, Peers validate
Tx2, since it has be known as a conflicting transaction in the previous process
where the value corresponding to Amy is being operated by another request, a
composite key-value pair ((Amy, Tz2),10) will be added to the ledger instead
of (Amy,20). In addition, the balance of John will be successfully updated to
$40. As shown in Fig. 4, there are two indexes related to Amy in the final ledger
where the sum of them is 20. When we request to query Amy’s balance, it will
return 20 instead of 10.

6 Experiments and Analysis

6.1 Experiment Setup

Since there are many concurrencies in the trading scenario, we implement a
concurrency scenario, which can be used for trading, with a chaincode [1]. Our
chaincode enables users to register their accounts, deposit, withdraw and trans-
fer and check balances. In this paper, we mainly simulated saving money with
concurrency. We use Fabric release v1.2, single peer setup running on a Lenovo
T430 machine with 8 GB RAM, dual core Intel i5 processor. We use a single peer
but we keep the consensus mechanism turned on. We use all default configuration
settings to run our experiments.

6.2 Compared Methods and Metrics for Experiments

We compare the performance of our method LMLS with the original Hyperledger
Fabric system. Although existing methods [13,22] also work on the performance
of transaction processing, their results are not comparable here, as their methods
only work for transactions without concurrency conflicts.

In this paper, we compare the performance of LMLS and Fabric with fol-
lowing metrics: (1) Total time - the time cost to process all transactions. (2)
Success rate - the ratio of transactions successfully written to the ledger to all
transactions. (3) Throughput - the amount of transactions successfully written
into the ledger per unit time.
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6.3 Datasets

We carry out experiments with three synthetically generated datasets. We imple-
ment a data generator to generate sets of transactions. In each transaction
{username, operation, amount}, operation denotes the type of the transaction,
such as deposit and withdrawal. The generated datasets are as follows.

e DS1: In this dataset, the accounts for all transactions are the same, that is,
each transaction deposits for the same account. The number of transactions
is 10K.

e DS2: In this dataset, the accounts for all transactions are not necessarily the
same. The number of transactions and accounts are 10K and 1000.

e DS3: In this dataset, the accounts for all transactions are different, that
is, each transaction deposits for different accounts. Therefore, there is no
concurrency conflict in this dataset. The number of transactions is 1K.

6.4 Experiment Results

Experiment for DS1. First, we do experiment in DS1 which the accounts for
all transactions are the same. We change the transaction arrival rate, which is
the average of transactions initiated per second, from 10 tps to 200 tps. Four
groups of experiment are tested which with different transaction volume N of
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Fig. 5. Time cost and success rate of LMLS and Fabric at different transaction arrival
rates in DS1 (N denotes the transaction volume).
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10, 100, 1K and 10K. We test time cost and success rate, and the results can be
seen from Fig. 5.

As can be seen from Fig.5, on the one hand, regardless of the transactions
volume, the total time of the two methods is similar, which shows that LMLS
does not reduce the efficiency of the system in processing transactions. On the
one hand, LMLS obviously has a higher success rate and the success rate can
reach 100% no matter how high transaction arrival rate is. However, except
in the case of a transaction volume of 10, with the increase of the transaction
arrival rate, the success rates of Fabric have decreased significantly. Especially
when the transaction arrival rate rises to 200 tps, the success rate is close to
0%. This shows that LMLS can successfully handle almost all transactions in
the case of high concurrency conflicts, while Fabric cannot. Thus, LMLS is more
suitable for scenarios with concurrency conflicts and the efficiency is obviously
better than Fabric.

Experiment for DS2. To further validate the performance of our methods, we
do experiment in DS2 which the accounts for all transactions are not necessarily
the same. In the experiment, we initiate multiple transactions with concurrency
conflicts and these transactions will modify different accounts. We define the
average transaction number per user as n, the computation method as follows:

n— E?:l aq (1)

u

where u denotes the number of accounts modified in the experiment and a;
denotes the number of times the i-th account modified. For convenience, the
number of times of each account modified is the same in our experiment, that is,
Vi,j € {1,2,...,u}, a; = aj, thus, n = a; (1 =1,2,...,u). We test the throughput
for two methods varying n and the results can be seen from Fig. 6.
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Fig. 6. Throughput of LMLS and Fabric in DS2 varying n (r denotes the transaction

arrival rate).

In Fig. 6, n denotes the average transaction number per user and r denotes
the transaction arrival rate. First, we can see that with the increase of n, the gap
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of throughput between Fabric and LMLS is increased. The results illustrate that
LMLS is more suitable for scenarios with multiple concurrency conflicts. Second,
with the increase of n, the throughput of LMLS is generally on the rise, while
Fabric’s unchanged, moreover, when r = 200, its throughput drops significantly.
This shows that the efficiency of Fabric is greatly reduced in high-concurrency
scenarios, but LMLS not. Third, horizontally comparing the four line charts, we
can see that, as r increases, the throughput of LMLS is also increasing, which
illustrates LMLS also performs well in the case of high concurrency conflicts.
The experimental results show that our method is significantly more efficient
than fabric in complex trading scenarios involving concurrency conflicts.

Experiment for DS3. In order to verify the efficiency of our method in transac-
tions without concurrent conflicts, we do experiment in DS3 which the accounts
for all transactions are different, that is, no concurrency conflict in this dataset.
As shown in Fig.7, we test the throughput of two methods at different arrival
rates from 1 tps to 200 tps. We can see that as the transaction arrival rate
increases, the throughput of Fabric as well as LMLS is increasing. In the absence
of concurrency conflicts, LMLS performance is similar to Fabric. Although we
add a lock mechanism, our efficiency has not decreased. The experimental results
show that our methods are applicable regardless of whether there are scenarios
with concurrency conflicts or without.

80

—#— Fabric
60 | —A&— LMLS

Throughput (tps)
S
o

1 20 40 60 80 100 120 140 160 180 200
Transaction Arrival Rate (tps)

Fig. 7. Throughput of LMLS and Fabric at different transaction arrival rates in DS3.

The Cost Analysis. On the one hand, we consider the time overhead. LMLS
compared to Fabric have the cost of lock-mechanism construction time. However,
compared to the time it takes for the system to process the transactions, the
time to build a lock is negligible, as the experimental results show. In addition,
although LMLS changes the database indexing method, it does not increase the
time overhead of storage.

On the other hand, we analyze the storage cost of two methods. LMLS builds
composite key-value pairs for each transaction with concurrency conflicts, so the
number of key-value pairs on state-db increase. However, we eventually merge
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the composite pairs with the original pairs. Therefore, in general, storage cost
has not increased. Moreover, in Hyperledger Fabric, regardless of whether the
transaction is valid, it will be stored in the block if it has been sorted by Orderer.
Therefore, in the case of transactions with concurrency conflicts, Fabric will
package a large number of invalid transactions into blocks. In contrast, LMLS
can reduce the cost of block storage.

7 Conclusion

In this paper, we focus on optimize the performance of Hyperledger Fabric by
improving the handling efficiency of transactions with concurrency conflicts. We
propose a novel method LMLS to optimize the performance of Hyperledger Fab-
ric. Firstly, we design a locking mechanism to discovery conflicting transactions
at the beginning of the transaction flow. Secondly, we optimize the ledger storage
based on the locking mechanism, where the database indexes corresponding to
conflicting transactions are changed and temporally stored in ledger. To validate
the performance of the proposed solutions, extensive experiments are conducted
and results demonstrate that our method outperforms the original method.
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Abstract. As a popular consortium blockchain platform, Hyperledger
Fabric has received increasing attention recently. When conducting quer-
ies that meet some specific conditions on such platform, we need to search
ledger data which usually has multiple attributes. Although efficiently
handling conditional queries can be leveraged to support various use-
cases, it presents significant challenges as data on Hyperledger Fabric is
organized on file-system and exposed via limited API. To tackle the prob-
lem, we propose the following novel methods in this paper. In the first
one, we use all conditions of the query to create composite keys before
executing it. To further improve the performance of conditional queries
on Fabric, we build an index called AUP in the second method, where
we also study the update of AUP during transactions. The extensive
experiments conducted on the real-world dataset demonstrate that the
proposed methods can achieve high performance in terms of efficiency
and memory cost.

Keywords: Hyperledger Fabric - Ledger data + Conditional queries

1 Introduction

In recent years, blockchain technologies have attracted wide attention and been
used in many real applications. This is because they get rid of the central-
ized storage and can guarantee the data security. A blockchain is a shared,
distributed ledger that records transactions between different nodes in a verifi-
able and permanent way where nodes do not trust each other [18]. Each node
in the blockchain network holds the same ledger which contains multiple blocks.
A block usually has a list of transactions and encloses the hash of its immediate
previous block, where transaction data can be saved in a ledger only after it has
passed a series of validations. Note that, blockchain network can be divided into
three categories, namely private network, public network and consortium net-
work. In a public network, anyone can join the network to perform transactions.
In a private network, there are only a limited range of participating nodes; the
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access of data has strict rights management, and only participants have the write
permission. The consortium chain is available for participants of a specific group.
It internally specifies multiple pre-selected nodes as billers, and the generation
of each block is determined by all pre-selected nodes. The consortium network
is suitable for enterprise applications, each node in the network can be owned
by different organizations, and enterprises can integrate the values of multiple
systems without having to bring in a trusted third-party.

Hyperledger Fabric [4] is an enterprise-grade and open-source consortium
blockchain platform. Like many other blockchain systems (e.g., Ethereum [3],
Parity [6]), it divides data into two states: current and historical states. Data is
ingested on this system in form of key-value pairs. For a given key, the latest
pair is called current state and others are called historical states. Two typical
databases in the system are StateDB and HistoryDB. StateDB includes the
collection of current states for all keys. HistoryDB includes the collection of
historical states for all keys and can be used to quickly locate the position of data
in ledger. The historical data is distributed across a large number of blocks on
file-system, which leads to the low efficiency of a query with multiple conditions
(We refer to it as conditional query in this work). This is because, given a key,
the Hyperledger Fabric will return all the historical data of it, based on which
we can get the results meeting the given conditions, during an API call.

Obviously, an efficient method is necessary to conduct the conditional query
in aforementioned case. Note that, although existing studies have made great
contributions in blockchain query [12,13,20,21], the two main techniques, gran-
ular access control and indexes constructed based on StateDB, proposed by them
can not be directly used to efficiently handle conditional queries on blockchain.
This is because, on one hand, nodes are authorized to join in the Hyperledger
Fabric network, then there is no need to create additional granular access control
for it; on the other hand, it is time consuming to query the whole ledger data
before updating the index. Assuming that a user executes a conditional query
containing multiple conditions, the conventional query methods need to return
all data meeting the first condition and then filter the data according to other
conditions, which leads to large time cost. Additionally, conventional methods
usually bring a lot of data redundancy, which is demonstrated in Sect. 6. Having
observed these weaknesses, we propose the following novel methods, i.e., CCK
and AIM. In the first one, we create a composite key for the given query based on
the associated conditions of it. Then, we use the composite key to create a new
key-value pair before executing data insertion, which can avoid the filtration of
historical data. In the second one, to solve the data redundancy problem of the
first method, we build an index called AUP for HistoryDB based on LevelDB
[5], and the value of each key in AUP consists of corresponding keys of current
states.

Considering a use-case, an author « publishes a publication p in a venue v,
a key-value pair <a, (v,0)> is inserted into Hyperledger Fabric ledger, and o
denotes the other information of the publication, such as title, time and URL.
We are interested in querying all publications that are published in the venue
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v and belong to the author a. In the first method CCK, we use « and v to
create composite key («,v). By this way, we convert the above key-value pair
to <(a,v),0>. Based on this method, the processing of filtering publications
that belong to o but are not published in v can be avoided. However, we need
to create multiple key-value pairs for the publication with multiple authors in
this method, which leads to the problem of data redundancy. To solve it, in the
second method AIM, we build AUP to record all authors having relationships
with the publication to be stored. The key-value pairs in AUP are in the form
of <(a,v),e(S4)>, where S, represents all authors of the publication p, and
(S, ) denotes all authors that have co-authored with « in history. While insert-
ing a new key-value pair <(S,, v), 0> into blockchain, it inserts <S,, ””> into
HistoryDB firstly, and then create <(a,v),e(Sy)> in AUP for each author in
Sa-

In this study, we have designed novel methods to conduct conditional queries
on Hyperledger Fabric with high performance. To sum up, we make the following
contributions.

— We are the first to study the problem of efficiently handling conditional queries
on Hyperledger Fabric.

— To avoid the process of filtering candidates, we propose the method CCK.
To tackle the data redundancy problem brought by CCK, we build an index
AUP in the second method AIM.

— We conduct extensive experiments on DBLP, and the results demonstrate that
the proposed approaches can achieve high performance in terms of efficiency
and memory cost.

The rest of this paper is organized as follows. In Sect.2, we brefily view
existing work related to the research of blockchain. Section 3 presents the back-
ground of Hyperledger Fabric. In Sect. 4, we formulate the problem and present
notations used in this work. We introduce the proposed methods in Sect.5 and
report the experimental results in Sect. 6. This paper is concluded in Sect. 7.

2 Related Work

Though blockchain analysis is an emerging area, it has received significant atten-
tion and a lot of studies have been made on it. These studies are mainly divided
into two categories: security and performance. In terms of security, [14] makes a
survey of blockchain security issues and challenges, [15] discusses the applicabil-
ity of blockchain to intrusion detection, and identifies open challenges. There is
also a lot of work focused on the performance of blockchain, including [11,17,18].
They mainly concentrate on realizing higher throughputs and lower latencies by
using different consensus algorithms, encryption methods. In [8], authors analyze
how fundamental and circumstantial bottlenecks in Bitcoin [1] limit the ability of
its current peer-to-peer overlay network to support substantially higher through-
puts and lower latencies.
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2.1 Performance Modeling of Blockchain Networks

The authors of [19] contrast PoW-based blockchains to those BFT-based state
machine replication and discuss proposals to overcome scalability limits and out-
line key outstanding open problems in the quest for the “ultimate” blockchain
fabric(s). In [10], they first describe BLOCKBENCH, which is the first evalu-
ation framework for analyzing private blockchains and serves as a fair means
of comparison for different platforms and enables deeper understanding of dif-
ferent system design choices, and then they use BLOCKBENCH to conduct
comprehensive evaluation of three major private blockchains: Ethereum, Parity
and Hyperledger Fabric. They measure the overall performance of the platforms
and draw conclusions across the three platforms. [9] is similar to [10], they dis-
cuss several research directions for bringing blockchain performance closer to the
realm of databases. Zheng et al. [22] provide an overview of blockchain archi-
tecture firstly and compare some typical consensus algorithms used in different
blockchains.

2.2 Performance Evaluation of Hyperledger Fabric

In existing work, [7] introduces the design and the architecture of Hyperledger
Fabric, and presents the performance of a single Bitcoin like crypto currency
application on Fabric, called Fabcoin, which uses CLI command to emulate client
instead of using a SDK. [12,13,20,21] pay more attention to how to efficiently
handle queries in the blockchain platform. [20,21] handle the problem of flexible
queries by using granular access control, both of them improve performance by
changing encryption methods. [12,13] are the most similar work to our queries,
they both propose two method to processe temporal queries on Fabric.

In spite of the great contributions made by the aforementioned studies, none
of them consider conditional queries on Fabric. To tackle the problem, we propose
two methods in this paper, i.e., composite key based method CCK and AUP
index based method AIM, and details are presented in Sect. 5.

3 Background

A Hyperledger Fabric network contains peer nodes, ordering service nodes and
clients. A peer node in the network of Fabric is divided into an endorsing node
or a committing node. The endorsing node executes the chaincode (a.k.a. smart
contract [16]) logic to endorse a transaction, but the committing node does not
has the chaincode logic. Although they are different in this point, both of them
maintain the ledger in a file system. An ordering service node participates in the
consensus protocol and the process of block generation. The client can initiate
a transaction proposal to invoke a chaincode function, which can perform read
and write operations on shared ledger data by defined ledger APIs. Further, the
transaction flow in Hyperledger Fabric consists of 4 phases, (1) Endorsement
Phase - simulating the transaction on endorser nodes and collecting the state
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changes; (2) Orderering Phase - ordering transactions through a consesus proto-
col; (3) Validation Phase - verifying the block signature and all transactions in
a block; and (4) Commitment Phase - committing valid transaction data to the
ledger.

3.1 Data Storage Structure

Blockchain

Block Header (i) Block Header(i+1) Block Header(i+2)

Transactions Transactions Transactions

Block Metadata Block Metadata Block Metadata

Fig. 1. The structure of data storage in a single-chain.

In Fabric, all valid transactions are stored in blocks, and all blocks are stored
in the file system. A simple structure of single-chain data storage is presented
in Fig. 1. It contains StateDB, HistroyDB and block index. The StateDB stores
the current state of each key and supports LevelDB and CouchDB [2]. The
HistoryDB stores the historical state of each key. It records the change of each
key in StateDB and is implemented by LevelDB. In fact, it does not store the real
value of each key and can be used to quickly locate the position of transaction
in the block. Hyperledger Fabric provides a variety of block indexing methods.
The content of the block index is the file location pointer, which consists of
three parts: the file number, the offset within the file, and the number of bytes
occupied by the block. The block index can be used to quickly find the position
of blocks.

If we want to add a new state or change the current state of a key, we need
to initiate a transaction proposal, executing which successfully, a new key-value
pair will be added to a block. The value of the key in StateDB is changed, but
the previous key-value pair is still stored in the ledger if it had the value of
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the key before. Additionally, a new key-value pair will also be inserted into the
HistoryDB.

3.2 Accessing Historical States

Hyperledger Fabric provides specific APIs, such as GHFK and CK, which are
used in our proposed methods CCK and AIM.

GetHistoryForKey (k) (GHFK [13]): This is an API provided by Hyperledger
Fabric to access the historical states. For a given key k, this call returns all the
past states of key k in the history.

CreateCompositeKey(ob, ks) (CK): This is an API provided by Fabric to
combine the given attributes ks and object type ob to form a composite key,
which can be used as a key to access historical states.

Specifically, when initiating a transaction proposal to get historical states of a
given key k, we need to execute a GHFK call. During the execution of the GHFK
call, it retrieves all keys in HistoryDB and each key is start with £ firstly. Then it
analyses all these keys to get the list of block numbers and transaction numbers.
Next, it queries the block index to get the location of blocks and then deserializes
all blocks to access transaction data according to transaction numbers. Finally,
it extracts out all the values. That is to say, the GHFK call needs to retrieve
the historical data from multiple blocks and returns an iterator in the end. The
more values accessed through this iterator, the larger the number of blocks that
need to be deserialized.

4 Problem Statement

In this section, we present all the notations used throughout the paper in Table 1,
and then we formulate the problem.

In Fabric, handling conditional queries requires to deserialize blocks that
satisfy all query conditions. For example, in DBLP, given an author a and a
venue v, when we want to get all publications that belong to the author «
and published in venue v, we need to deserialize blocks that satisfy these two
conditions: (1) the block contains a transaction which ingests a key-value pair
with key equals to «; (2) this pair describes a publication which is published in
the given venue wv.

Currently, abovementioned conditional query is time-consuming on Fabric,
as such operation is not directly supported by Fabric. If intending to query all
publications that meet those conditions, we firstly need to query all publications
belong to the given author. During this process, we need to deserialize multiple
blocks. Then we still need to filter publications according to the venue. Therefore,
some deserialized blocks are useless. Larger the number we need to filter, more
time the operation will spend. Besides, if we create a key-value pair for each
author of a publication, it will lead to a large number of redundancy, since
a publication usually has multiple authors and Fabric does not provide any
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Table 1. Definitions of notations.

Notation | Definition

@ An author of a publication in DBLP
0 The other information of a publication in DBLP
Sa All authors of one publication of a, So = {1, a2, ...,an}

e(Sa) All authors of all publications of «

v The venue of a publication in DBLP

K The result of creating composite key by calling CK
v The value of a key in AUP

Sk The collection of the results of executing CK

«) The set of publications belonging to author «

(
e(a, v) | The set of publications belonging to o and published in v
(S«, v) | The set of publications belonging to S, and published in v

indexing capability on the data in HistoryDB. Due to the redundancy, it takes
a lot of time to ingest the publication on the ledger. However, if we don’t create
the key-value for each author, we can not get all information of the publication
with multiple authors, when we only know an author.

Problem Formulation. Given a query, which contains multiple conditions, our
goal is to obtain values that satisfy all conditions by conducting the query with
the proposed methods on Fabric.

5 Proposed Methods

In this section, we present three methods to execute conditional queries and
describe problems encountered during execution. The second method CCK is
designed based on composite keys to avoid filtration process and the third
method AIM can reduce redundancy by creating index. In order to better explain
the proposed methods, we discuss the details of them based on DBLP.

5.1 Baseline Method

In this subsection, we present our baseline method for executing conditional
queries on Fabric.

For each publication in €(S,, v), when we want to insert it into ledger,
firstly, we need to obtain all authors in S, = {a1,as,...,a,}, and then the
client initiates n transaction proposals to save this publication. Given a query
associated with an author o and a venue v, to search all publications belonging
to a and published in venue v, we firstly executes a GHFK call, then obtain the
set e(a). Next, we still need to remove all publications that are not published in
venue v from e(«). Finally, the remained publications in ¢(a) are the results of
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the query. Note that, with the increase of the number of publications that are
not published in the venue v, more publications should be removed, which leads
to a lot of time cost.

5.2 Composite Key Based Method CCK

To address the problem of the baseline method, we design a novel method CCK,
the details of which are discussed as follows, based on composite key.

For each publication in &(S,, v), we use each author in S, ={a1,aq,...,a,}
and a venue v to create a composite key K by calling CK firstly. Then, we create
n composite keys for this publication and invoke n transactions to save it. Based
on these composite keys, we can conduct the following query. For example, given
a query g associated with an author v and a venue v, with the goal of obtaining
all publications belonging to « and published in venue v. We firstly use the
author o and venue v to create a composite key K, then execute a GHFK call,
during which the key K will be compared with all composite keys generated in
CCK. Note that, each GHFK call precisely accesses those blocks that contain
corresponding publications belonging to o and published in venue v, on ledger.
Finally, we can directly get all publications e(a, v).

Compared with the baseline method, CCK is more efficient to query all pub-
lications that satisfy all conditions, since the filtration process has been avoided.
However, in CCK, the number of transactions to be invoked should equal to the
number of authors in a publication. That is to say, we have to save the same
publication multiple times, which results in massive redundancy.

5.3 AUP Index Based Method AIM

In this part, we build an index AUP to solve the problem of redundancy. For
each publication in £(Sy, v), we use each author « in S, ={a1,as,...,a,} and
venue v to create composite key K by calling CK. As an author may publish
multiple publications in a same venue, the value V of each K is also a com-
posite key, we create it with the Algorithm 1. The composite key consists of
corresponding keys of current states. We create a key-value pair for each author
a in Sy ={a1,a,...,a,} and insert it into AUP. Although a publication may
belong to multiple authors, we only need to save the same publication one times,
and then we invoke a transaction to save the publication. We do not use the CK
as the first parameter is meaningless in this method. In Algorithm 1, we use a
separator ‘#’ to split each key. For example, we add ‘#’ between key! and key?2,
and the final result is in the form of key! ‘#’key2. The reason for choosing ‘#’
as a separator is: there is no ‘#’ in the names of author and venue. By this way,
we can separate keys accurately.

Considering a example, when a new publication data need to be saved to
ledger, we first use each author in S, and v to create composite key K by
calling CK, then initiate a transaction proposal to commit data to ledger. Next,
we query the AUP to get the value V of key K. If V' is empty, we use all authors
of the publication as a key to create composite key by Algorithm 1, which used as
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Algorithm 1. Creating a Composite Key

Input: keys of current states(keyi,keys,....key;)(0 < i < n)
Output: composite key: V'
Receive keys;
namespace <« '#’;
for i=0 to n do

if key; does not contain ’#’ then

‘ V «— V+4namespace+key;;

end
end
Return V;

o N O A W N -

Algorithm 2. Splitting Multiple Values

Input: V(a value in AUP) and L(the length of the value)

Output: Sk: a collection of the splited keys

Receive value;

namespace « '#’;

index « 0;

for i=0 to L do

if Valuefi]==namsepace then

components < append(components, Value[index:i]);
index «— i+1;

end
append the components into Sk;

© 00 N O s W N

end
Return Sk;

e
= O

the value of K. Otherwise, we split the value V with the Algorithm 2, where we
still use ‘#’ as separator and get the collection Sk. If the new key is different
from any key in Sk, we append the new key to Sk, and then we use Sk to
create new composite key NV by Algorithm 1 and put this new key-value pair
<K, NV> into AUP. Otherwise, we don’t need to do anything. Finally, When
the transaction is completed sucessfully, the publication data is saved to ledger.

The process of a conditional query is shown in Algorithm 3 explicitly. Firstly,
we use the author o and venue v to create composite key K by calling CK. Then
we use K to query AUP and get the value V. Next, we need to separate V and
get the collection of keys Sk . Finally, we execute a group of GHFK calls based
on the keys in Sk and get the collection e(«, v), which is the result that we
want to get.

During the design of AUP, we use Mutex in the Go language. Mutex is a
commonly used method to control shared resource access, which ensures that
only one goroutine can access shared resources at the same time. For example, if
we use 4000 goroutines to execute transactions, after one goroutine queries the
AUP to get the value of a the given key, another goroutine updates the value of
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the key, which will make the value obtained by the previous goroutine incorrect.
Then, the incorrect value will lead to the loss of data. To solve the problem, we
use Mutex to create the index AUP. When a goroutine writes to the AUP, other
goroutines need to wait until the previous goroutine has finished writing.

Algorithm 3. Process of a Conditional Query

Input: an author(a)and the venue(v)
Output: £(a,v):All publications belong to a and published in v
Receive o and v;
K+ use a and v to create composite key by calling CK;
V.« query AUP with K;
Sk « split V with Algorithm 2;
L < get the length of keys;
for i=0 to L do
call GHFK with the i-th key in Sk;
append the result of GHFK to e(a,v);
end
Return e(a,v);

© 00 N0 A W N
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6 Experiment

6.1 Fabric Instance

We use Hyperledger Fabric v1.3 and the implemented network consists of a single
organization. The organization contains three nodes, a CA node, an endorsing
node and an ordering service node with one public channel avaliable for commu-
nication. The endorsing node is configured to use CouchDB as the StateDB. We
use Fabric SDK to emulate clients and run the entire system by using docker
containers on a server. The server is equipped with 24 Intel(R) Xeon(R) CPU
E5-2630 v2 processors at 2.60 GHz, for a total 256 GB of RAM. We keep all nodes
turned on and use all default configuration settings to run our experiments.

6.2 System Workload

We carry out our experiment evaluation using DBLP. The total number of pub-
lications in DBLP is 4146645. As each publication in DBLP usually has multiple
authors, we create a record with the same publication for those authors respec-
tively. Finally, the total number of records is 12508891, in which 8362245 records
are redundant. The total number of different authors publishing publications in
different venues is 7843756. We divide all these data into 7 groups according
to the ratio r(r=j/i, i represents the number of publications belong to «, j
represents the number of publications belong to a and published in v). Groups
are shown in Table2. In this paper, we measure the performance of methods
using the following metrics - (1) Query execution times - time taken to execute
the conditional query. (2) Insertion times - time taken to insert data into Fabric
ledger. (3) Memory cost - memory size occupied by all data.
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Table 2. All groups and the number of members of each group.

Group 1 2 3 4 5 6 7
r(%) 100-18|18-15{15-12|12-9 [9-6 6-3 3-0
Total number | 3218585 | 274878 | 421421 | 512382 | 612054 | 1034199 | 1770226

6.3 Experimental Evaluation

Table 3 shows the performance of three methods: baseline, CCK and AIM. We
randomly select 1000 records from each group to execute 1000 queries at a time,
which we execute 1000 times and take the average query time as the result. The
query time is calculated from the time when the query transaction proposal is
initiated until the response information is received.

Table 3. Query time of each method.

Group | Query time of baseline | Query time of CCK | Query time of AIM
1 29.03(s) 12.77(s) 9.57(s)
2 50.14(s) 12.31(s) 9.52(s)
3 55.44(s) 11.73(s) 8.51(s)
4 70.84(s) 11.70(s) 8.27(s)
5 80.92(s) 11.46(s) 7.93(s)
6 109.20(s) 10.85(s) 7.29(s)
7 174.74(s) 9.87(s) 6.07(s)

6.4 Time Cost of Baseline

As we can see from the Table 3, with the ratio r decreases, the baseline method
takes more time. This is because as the ratio r decreases, the author we used
to query has more publications. When we want to get all the publications that
meet the conditions, we need to call the GHFK. The Fabric firstly queries the
HistoryDB to get all keys that satisfy the conditions. The key in HistoryDB
consists of the key of a current data, block number and transaction number.
Then it uses block numbers to query block index to get all blocks and deserializes
the content of these blocks. Next, it uses transaction numbers to get transactions
and extracts out the values inserted. Finally, the GHFK call returns an iterator
and we get values from the iterator. The more values are accessed through this
iterator, the more blocks are deserialized. Therefore, given an author, the more
publications belong to the authors, the more blocks need to be deserialized, the
more time we will take to execute query transaction.
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Consider the query in baseline method, it needs to get all blocks that contain
publications belong to author a. It hence deserializes all these blocks and need
to remove publications that are not published in venue v. As the number of
publications that are not published in venue v increases, it needs to deserialize
more and more blocks and removes more and more publications that do not
satisfy the conditions. The bottleneck of the first method is that to retrieve
publications belong to author a and published in venue v, we need to deserialize
all blocks containing publications belongs to author «. Larger the number of
publications that are not published in venue v, worse is hence the performance
of baseline method.

6.5 Time Cost of CCK

The third column of Tabel 3 presents the performance of CCK. When we execute
queries in group 1, CCK takes 12.77s which takes 16.26s less time than the
baseline method. When we execute queries in group 3, CCK takes 11.73s which
takes 43.71s less time than baseline. As the ratio decreases, the performance
of CCK method becomes better. This is because with the decrease of ratio, the
number of publications belong to the author o and published in venue v becomes
smaller, and the number of blocks that we need to deserialize also becomes
smaller. We are able to achieve this improvement by using CCK because we
exactly know which block contains publications belong to author o and published
in venue v. That is to say, we just need to get blocks that contain publications
belong to author a and published in venue v. This effect becomes more severe,
when we execute queries in group 7. Considering the case when an author has
total x publications, in which y publications published in venue v and the data
of each publication is stored in different blocks. When we execute queries with
the baseline method, we need to deserialize z blocks and remove = — y(x >y)
publications from the result. However, if we use CCK, we only need to deserialize
y blocks. The larger x — y, the higher the performance of CCK. This is equivalent
to the smaller ratio, the higher the performance of CCK. The time-cost by using
CCK is much smaller than that by using the baseline method.

6.6 Time Cost of AIM

We next analyze the time-cost of using AIM to execute conditional queries, it
is not much different from CCK. This is because in the AIM, we also create
composite key and we exactly know which block contains the data that meets
our conditions. So the number of block we need to deserialize is same. However,
CCK has a big problem, it brings a lot of redundancy. We need to use each
author in a publication and the venue of the publication to create composite
key (o, v), and we need to take (o, v) and the other information o as a key-
value pair to insert into the ledger. So if a publication has n (n > 1) authors,
it will generate n key-value pairs and wherein n — 1 are duplicates, which lead
to the size of ledger created by using CCK is bigger than the ledger created
by using AIM and the cardinality of the ledger data that performs conditional
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queries becomes larger. That is the reason why AIM is a little better than CCK
in query performance. Besides, the redundancy causes us to spend a lot of time
inserting these key-value pairs into ledger. In our experiment, we ingest a pub-
lication in one transaction. So the total number of transaction is 12508891 by
using CCK and baseline methods, and we execute these transactions with 4000
goroutines. Both baseline method and CCK method cost more than 13 h to fin-
ish these transactions. However, when we use AIM method, the total number
of transaction is 4146646 and it costs 5h 29 m to finish these transaction. By
using AIM method, we save more than 2 times time, which we can see from
Table 4. We build the index during the process of a transaction. In fact, the data
is continuously streaming in. If we do not build the index during the process
of a transaction, when we execute queries, we may can not get the new data
immediately because it has not yet been saved to the index. Beside, if we do
not use this method, when we want to construct index, we will need to querying
ledger before, which will cost a lot of time.

6.7 Memory Cost of the Three Methos

In addition, by constructing the index AUP, we also save data storage space.
Specifically, let us use |P| and |I| to denote the average size of a transaction
data in block and the key-value pair in AUP (|P| > |I|) respectively. In baseline
method and CCK, the total size of all data is 12508891|P|. In AIM, the total size
of all data is 4146646|P| + 2234392|I|. The difference between these two values
is 8362245|P| — 2234392|1], and 8362245|P| — 2234392|1| > 0. Therefore, AIM
saves more data storage space than baseline method and CCK.

Table 4. The data insertion time of different methods.

Methods Baseline | CCK AIM
Transaction number | 12508891 | 12508891 | 4146646
Data insertion time | 13h 8m |13h 12m |5h 29m

6.8 Analysis

From the above three methods, we can see that the AIM has the best perfor-
mance. It solves the problem of redundancy, improves the efficiency of queries
and data insertion. Then, we get two conclusions. Firstly, when we execute condi-
tional queries, and the key which we want to use has a large number of unrelated
values need to be removed, the best method is to use all conditions to create a
composite key. Then we can use this composite key to execute queries, which
can help deserialize a small number of blocks and directly find blocks contain-
ing values that we want to get without the process of filtration. Secondly, when
multiple keys have a same value, we can create index to reduce the time of
data insertion and reduce redundancy. Just like the use-case in our experiment,
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multiple authors have a same publication, we reduce the time of inserting the
publication into the ledger by creating an index AUP. By combining the method
of creating composite key and building index, the performance of both queries
and inserting data have a significant improvement.

In addition, methods presented in this paper can also be generalized to other
conditional queries. For example, we can use the proposed methods to get a
medical history of a patient in a certain department in the medical field.

7 Conclusion and Future Work

In this paper, we present three methods to handle conditional queries on Hyper-
ledger Fabric. We use the first method as our baseline, both CCK and AIM easily
outperform the baseline. We benchmark these three methods and we also con-
duct a comprehensive study to understand and analyse the conditional queries
performance on Hyperledger Fabric by creating composite keys and building an
index. Besides, the process of building index is included in an transaction. Not
only does it saves more time during the process of insertion data, but also we
can get data in a timely manner.

In our future work, we can further improve the performance of conditional
queries in Hyperledger Fabric by using different methods of creating composite
key and building index. As the static structure of LevelDB consists of six main
parts and keys with the same prefix are adjacent in the file.
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Abstract. Stock price prediction is challenging due to the non-
stationary fluctuation of stock price, which can be influenced by the
stochastic trading behaviors in the market. In recent years, researchers
have focused on exploiting massive text data such news and tweets to
predict stock price, achieving promising outcomes. Existing methods
typically compress each text into a fixed-length representation vector,
whereas rich texts may involve multiple semantic aspect-level informa-
tion that has different effects on the future stock price. In this paper,
we propose a novel Multi-head Attention Fusion Network (MAFN) to
exploit aspect-level semantic information from texts to enhance pre-
diction performance. MAFN employs the encoder-decoder framework,
where the encoder adopts the multi-head attention mechanism to auto-
matically learn the aspect-level text representations via different atten-
tion heads. Furthermore, we subtly fuse the learned representations by
discarding the dross and selecting the essential. The decoder generates
stock price sequence by incorporating textual information and historical
price dynamically via the hierarchical attention. Experimental results
on real data sets show the superior performance of MAFN against sev-
eral strong baselines as well as the effectiveness of exploiting and fusing
fine-grained aspect-level textual information for stock price prediction.

Keywords: Stock price prediction + Multi-head attention -
Encoder-decoder

1 Introduction

The stock market is one of the largest financial markets in the world, attract-
ing millions of investors for stock trading, who aim to buy stocks at low price
and sell them at high price to maximize gains. Stock price prediction, trying to
determine the future selling price of a company stock, is indisputably important
© Springer Nature Switzerland AG 2019
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News Texts Aspects price
3.85 = == price trend

1 | The rate of non-interests has narrowed, Rate of non-interests

Revenue growth rebounded Revenue growth
2 | The growth rate of revenue further increased, Revenue growth 3.65 2019/3/14

Bad stable interest margin slightly higher Interest margin
3 | Stable profitability, Net interest margin Profitability 3.45

rebound Interest margin 2019/172 2019272 2019/3/2 2019/4/2

Fig. 1. Three pieces of news in 2019-3-14 and the stock price for the Bank of China.
Each news contains multiple semantic aspects, and they share some aspects such as
revenue growth and interest margin.

to help investors make good investment decisions [17]. However, predicting stock
price accurately is challenging due to the non-stationary fluctuation of the stock
price time series [1], which is typically influenced by the highly stochastic trading
behaviors from numerous stock investors in the market. Fortunately, the increas-
ing amount of text data accessible from social media, such as tweets and news,
has become an important source of information that sheds light on the trend of
future stock price [7,10,13]. This paper focuses on exploiting text information
towards more accurate stock price prediction.

Existing literature have applied various Natural Language Processing (NLP)
techniques to incorporate massive text data for enhancing stock price prediction,
which can be generally categorized into two groups: feature-based methods [21]
and neural network-based methods [10,23]. The former category involves hand-
crafted feature extraction from texts, such as sentiment words [21] and structural
events [6,7]. These approaches have two major drawbacks: (i) the identification
of discriminative features requires financial knowledge from domain experts, and
the set of useful features often evolves over time due to the high dynamics of
the stock market; (ii) the proposed prediction models can hardly capture deep
feature interactions due to the limited model capacity, thus resulting in unsatis-
factory performance. The second category introduces neural network models to
automatically learn features and their interactions for stock price prediction. Hu
et al. [10] proposed a hybrid hierarchical attention network to learn a weight for
each text indicating its quality and trustworthiness for stock price prediction.
Xu et al. [23] designed variational architecture with RNN network to capture
the stochastic latent factors of stock market in a generative manner.

While deep neural networks are effective in exploiting latent semantics from
text data, they typically compress all the textual information into a fixed-length
representation vector and fail to distinguish fine-grained aspects involved in the
texts. To be specific, text data such as news tend to contain multiple semantic
aspects about a company and these aspects can have diverse sentiment signals
that affect future stock price in different ways. For instance, consider the three
pieces of news for the Bank of China and its stock price within the same time
period in Fig. 1. There are mainly four aspects involved in the news, namely rate
of non-interest, revenue growth, profitability and interest margin. Each news
has commented on more than one aspects for the Bank of China. We notice
that the comments on revenue growth are quite positive while the comments on
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interest margin are negative. In practice, revenue growth is directly related to
the company’s income and is more accurate to reflect the true situation of the
company compared with interest margin. Therefore, the positive comments on
revenue growth is more significant, which is consistent with the growing trend of
the stock price. The above example highlights the importance of (i) identifying
multiple semantic aspects from massive texts and (ii) subtly fusing their influence
on stock price for future prediction. Intuitively, the ignorance of these two factors
would impede the development of an accurate predictor. However, to the best of
our knowledge, none of the existing methods have exploited fine-grained aspect-
level information from texts for stock price prediction.

To address the problem of multi-aspect identification and fusion, we propose
a Multi-head Attention Fusion Network (MAFN) for stock price prediction based
on text data. At a high level, MAFN employs the encoder-decoder framework.
During the encoding stage, we first supply the embeddings of text words into
a bidirectional recurrent neural network to form the primary representation of
each text. We then apply the Multi-head Attention mechanism [22] to extract
aspect-level information from the text representation automatically. The key idea
is to project the primary representation into different latent semantic subspaces
via learnable projection matrices, where each semantic subspace implicitly cor-
responds to a semantic aspect. A novel attempt of our approach is to enforce
the attention mechanism [15] to dynamically fuse multiple aspect-level text rep-
resentations based on the computed attention scores during each encoding step.
The decoder is implemented by an LSTM that absorbs both historical stock price
sequence and fused textual information to produce the final prediction result.
To be specific, we treat the fused text representations from previous time steps
as the contexts and introduce a new attentive read layer that discriminates the
importance of these contexts and generates an aggregated context vector at each
decoding step. The resultant context vector and the stock price will be combined
and fed to the decoder together. In addition, we introduce an attentive prediction
layer to attend to different hidden states of the decoder for final prediction.

The contributions of this paper can be summarized as follows:

— We propose to exploit fine-grained aspect-level information from massive texts
to enhance the performance of stock price prediction, and develop an end-
to-end neural network model, named Multi-head Attention Fusion Network
(MAFN). MAFN follows the encoder-decoder framework that encodes aspect-
level text information and decodes the stock price sequence effectively.

— We introduce a multi-head attentive fusion layer in the encoder to extract
different aspects from texts automatically and distinguish the importance of
different aspects via the attention mechanism. We then fuse aspect-level text
representations based on the computed attention weights.

— We design a hierarchical attention layer in the decoder to dynamically absorb
the fused text representations and stock price from previous time steps for
future stock price prediction.

— We conduct extensive experiments on two real datasets: A share and NAS-
DAQ stock markets. The results show that (i) on average MAFN achieves 10%
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and 3% improvement in RMSE and MAE respectively, compared with vari-
ous baseline methods; (ii) multi-head attentive fusion layer effectively extracts
aspects from texts and fuses these aspects according to their importance.

The remainder of this paper is organized as follows. We review the related
works on stock price prediction in Sect. 2. We provide the definitions and problem
in Sect. 3. We present our proposed method in Sect. 4. The experimental results
are described in Sect. 5, and we conclude the paper in Sect. 6.

2 Related Work

The increasing amount of text data contains rich information that indicates the
status of the listed companies and affects their stock price implicitly. Various
approaches have been proposed to enhance stock price prediction performance
based on massive text data, which in general, can be classified into two categories:
feature-based methods and neural network-based methods.

Feature-based methods typically require time-consuming feature engineer-
ing over texts. The features such as the number of sentiment words/phases and
events are extracted to develop a predictor for future stock price. Li et al. [13]
proposed a statistical model to detect financial sentiment words and studied
their influence on future stock price. In order to consider the structural infor-
mation among words, Ding et al. [6,7] proposed to extract structured events
from the news and combined them with the knowledge graph to enrich the text
representations. Si et al. [18] built a social network of stocks from tweets and
based on the mood of stocks from its neighbors for stock prediction. However,
requiring financial knowledge from experts and lack of deep feature interactions
limit the model capacity and can not coordinate the rapid evolution of stock
market (Table1).

Table 1. Comparison of different models

Category Model Features Literature

Feature-based SVR Sentiment words | Li et al. [13]
CNN Structural events | Ding et al. [6]
CNN Knowledge graph | Ding et al. [7]
VAR Social relation Si et al. [18]

Neural network-based | RNN Text content Chung et al. [5]
RNN with DFT | Price Zhang et al. [25]
HAN News content Hu et al. [10]
VAE Tweets and price | Xu et al. [23]

To address the aforementioned limitations of the feature-based methods,
another line of researches developed neural network models to learn text informa-
tion for stock price prediction. For instance, recurrent neural networks (RNNs)
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and its variants are widely applied to model the sequential information from
texts to enhance prediction accuracy [5]. Zhang et al. [25] adopted Recurrent
Neural Network to capture long term pattern and short term pattern of stock
price via Discrete Fourier Transform. Hu et al. [10] proposed a hybrid hierar-
chical attention network to learn different weights for the texts and constructed
an attentive recurrent layer to predict the stock price trend. In contrast to the
above discriminative models, Xu et al. [23] introduced a generative model based
on the variational architecture to utilize textual features and historical stock
price for future price prediction.

3 Preliminaries

3.1 Definitions and Problem

Definition 1 (Stock Price Data Dg). Let S denote the set of stocks in the
market. The stock price data Dg = {Ds}scs records price for all the stocks in
S over T time intervals. In this paper, we consider closing price, opening price,
lowest price and highest price as stock price information, of any stock obtained
in trading days. We have Dy = {d;}[_,, where dj = [yS,,y5 1,95 v5.,] means
above stock price of stock s € S during the t-th trading day, respectively.

Definition 2 (Text Data Mg). The text data refers to the textual information
that describes the companies of the stocks, such as news and tweets. Given a set
S of stocks, the text data Mg = {Ms}scs contains texts related to the stocks in
S. Specifically, we denote by My = {mi}_, all the text data for stock s over
T trading days. m; can include multiple texts, represented as mi = {n,’fZ é:l’
where | is the number of relevant texts. Each text ni, € mj is a sequence of

words, represented as {wy; ;}7_,, where p is the number of the involved words.

In this paper, we aim to exploit the rich text information for predicting future
stock closing price, which can be formulated as the following regression problem.

Definition 3 (Stock Price Prediction Problem). Let S be the set of stocks.
Given stock price data Dg = {Ds}ses and text data Mg = {Ms}ses obtained
from the previous T trading days, we aim to predict the stock closing price for
any stock in S during the next trading day, i.e., y; pq, for any s € 5.

3.2 Long Short-Term Memory

Before delving into the details of our proposed model, we first review an impor-
tant variant of recurrent neural networks (RNNs): Long Short-Term Memory
(LSTM), which is the basis for the following sections. LSTM [9] have been used
for various sequence modeling tasks, such as language translation [20], trajectory
prediction [2] and video classification [24]. Different from the conventional RNNs
that suffer from the gradient vanishing and exploding problems, LSTM enforces
the gating mechanism to control information flow in the network. Specifically,
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the regular LSTM involves a memory cell ¢ with the cell state h and three dif-
ferent gates: input gate i, forget gate f, output gate o. During the time step ¢,
LSTM absorbs the input x; and computes the updated memory cell c; and cell
state h; using the following equations:

it = 0(Wipxe + Wiphy 1 + W, ©ci—1 + by)

fi =0c(Wgox + Wephy 1 + Wee ©ci—1 + by)

ci =f ®ci_1 +itanh(Wepxs + Wephy 1 +b,) (1)
0 = 0(Woext + Worhi 1 + Wy, © ci + b,)

h; = o; ® tanh(cy)

where o is the sigmoid function, ® is the Hadamard product, W and b are the
weight matrices and biases to be learned, respectively.
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Fig. 2. The overview of the proposed model MAFN

4 MAFN: Fusing Aspect-Level Textual Information for
Stock Price Prediction

Figure 2 depicts the overview of our proposed stock price prediction model
called Multi-head Attention Fusion Network (MAFN), which follows the gen-
eral encoder-decoder framework [4,15]. Consider a stock s in S, the encoder in
MAFN takes the text data {mj} as input and learns to extract and fuse fine-
grained aspect-level textual information automatically. The decoder in MAFN
incorporates both textual information learned from the encoder and the histori-
cal stock price data {d;}, and finally produces the stock closing price in the next
trading day. As the text data and stock price are sequences of size T, we adopt
LSTM as the basic structure for both encoder and decoder. We next elaborate
the details of the proposed MAFN.
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4.1 Encoding with Multi-Head Attention

The encoder aims to capture the semantic information of text data {m;}1_, by
exploiting multiple aspect-level representations, which consists of three layers:
embedding layer, multi-head attentive fusion layer and sequential encoding layer.
Recall that m§ = {n; ;}\_, contains I texts for stock s at ¢-th day. The embedding
layer embeds n; ; into a low-dimensional latent vector nj ;. The multi-head atten-

tive fusion layer transforms ni,; into K different semantic subspaces {nff M
via projection matrices, and each semantic subspace is associated with a partic-
ular latent aspect-level representation. It then fuses multiple aspect-level repre-
sentations for all the texts in m; using the attention mechanism, and obtains a
unified vector mj that fuses the aspect-level semantics of m;. Finally, the sequen-
tial encoding layer feeds a sequence of the encoded text representations {m{}7_,
into an LSTM and obtains the corresponding hidden states {h§,--- ,h%}.

Embedding Layer. Given a text set m; = {nj, L_, for stock s at the t-th
trading day, the embedding layer aims to learn a latent vector representation

; for each text nj, € mj. Since each text composes a sequence of words,
we ﬁrst use the pre- trained Word2vec [12] as the initial word embeddings, i.e.,
{wii; . We then apply a bi-directional LSTM (Bi-LSTM) to explore the
latent semantlcs of the embed word sequence in two directions, forward and
backward, as follows:

— e— —

h;zy = LSTM(W;,z,y h;,z,jfl) (2)

s G EY, s s

ht,z,j =L TM(Wt,L,_p ht,z,]—l) (3)
s 1s s

e;;;=(hi,;+hj,.)/2 (4)

where j € [1,p]. LSTM and LSTM are respectively the forward and backward

=
LSTMs based on Eq. (1). The two hidden states hj, ; and ht 1i,; in each step j
are averaged to acquire the context-aware word embedding €7, ;. Then the final
text representation ny ; is computed by averaging over all the context-aware word

. ., } s __ 1 P s
embeddings as nj; = p 2j=1%tij-

Multi-Head Attentive Fusion Layer. Given a set of text representations
{nf’i}ﬁzl, we first aim to exploit multiple aspect-level representations for each
text automatically. Our insight is that (i) the text representations produced by
the embedding layer are expected to focus on the complete space of the latent
semantics, whereas a transformed subspace is useful to reflect the semantics for a
specific aspect; and (ii) each piece of the aspect-level information has its distinct
contribution to the future stock closing price as illustrated in Fig. 1. Following
our insight, we propose a multi-head attentive fusion layer to allow the encoder
to attend to multiple aspect-level semantics of the text data. The multi-head
attention mechanism has been widely applied in sequence modeling tasks [22],
where each head corresponds to a particular semantic subspace of sentences. In
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our context, we project the text representation nj; into different subspaces via
K learnable projection matrices {W*}X_| as follows:

nf;f =Wkn;,, ke[l K] (5)

where nff encodes the information from the perspective of the k-th aspect.

We find that in practice the number of texts in the ¢-th trading day varies
over different stocks and there exists redundant textual information for the same
stock. To keep the most significant information in each semantic subspace, we
use max pooling from every dimension over | projected text vectors as v; -
MaXPooling(n;’{C .-+ ,n5F), where viF retains the textual information for aspect
k over all the texts in m;.

To fuse the aspect-level textual information, we use the typical attention
mechanism to compute a probability distribution over all the aspects and dis-
tinguish the importance of aspect-level semantics on future stock closing price.
Specifically, we perform Luong attention [15] over the K latent vectors {v:"*}5
and compute the attention score for each vector as follows:

k exp(Vf’kthfl)
X = K s FWhe
> k=1 €xp(Vy f1)

(6)

where k € [1, K] and W is the weight matrix to be learned. h{_; is the hid-
den state of the LSTM encoder in the previous trading day which is computed
using the sequential encoding layer described below. It is worth mentioning that
incorporating hy_; into the computation of the attention scores allows the model
to filter insignificant or noisy textual information that is inconsistent with the
general short-term textual information.

We then compute the final text representation mj during the ¢-th trading day
by fusing all the aspect-level information using {a¥}X . Formally, we perform
weighted sum over {v{"*}K  as mj = Zszl akvik,

We summarize the key advantages of our multi-head attentive fusion layer.
First, the identification of latent aspect subspace is achieved via the multi-head
attention mechanism automatically, and the number of aspects can be acquired
via cross-validation. Second, we apply max pooling to address the problem of
different text numbers per day and is effective to eliminate duplicated textual
information. Finally, we take the temporal tendency of the textual information
into account to fuse the aspect-level information dynamically.

Sequential Encoding Layer. This layer is to capture the temporal depen-
dency among the fused aspect-level information over T time steps. To be spe-
cific, we employ the LSTM to implement the sequential encoding layer that
absorbs the sequence {m3}~ ; and outputs the corresponding encoder hidden
states {h¢}7_, for modeling the deep semantics of the fused text representations.
Formally, we have:

hg = LSTM(m§7 571)’ te [LT] (7)
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4.2 Decoding with Hierarchical Attention

The decoder aims to predict future stock closing price g; 1, ; based on the learned
textual information from the encoder {h{,--- ,h%} and the historical stock price
{d;}1_,. Tt consists of three layers: attentive reading layer, sequential decoding
layer and attentive prediction layer. The attentive reading layer aggregates the
hidden states from the encoder using the traditional attention mechanism for
each decoding step. The resultant vector at step ¢t € [1,7] can be considered
as the context to predict the stock closing price of the next trading day. This
follows our observations that not all the fused textual information from previous
days are equally important and the importance may change dynamically over
time. The sequential decoding layer takes the context vectors {c;}7_; and the
stock price {d;}1_, over T steps as input and generates the decoder hidden
states {h{,--- ,h%}. In the attentive prediction layer, we employ the temporal
attention to identify the importance of each decoder hidden state and feed the
aggregated state to a fully connected layer for producing the stock closing price
in day T+ 1.

Attentive Reading Layer. At each decoding step ¢t € [1,T], the attentive
reading layer takes as input the encoder hidden states {h$,---,h%} and the
previous hidden state h¢ ; produced by the sequential decoding layer below. We
first calculate the attention weight for each encoder hidden state h§, as follows:

exp(hy Wh{_,)
/Bt,t’ = T L o . 1d (8)
> - exp(hf Wh{ ;)

where W is the weight matrix to be learned. We then combine all the encoder
hidden states and obtain a context vector c¢; for the current decoding step t
as ¢; = ZtT,:l Bihy,. Note that c; changes as per decoding step due to the
dynamics of attention weights.

Sequential Decoding Layer. This layer adopts an LSTM to absorb both
the context vectors and stock price to extract features in a sequential manner.
Specifically, during each decoding step t, we concatenate the context vector c;
and the stock price df, and then update the hidden state h¢ of the decoder
LSTM using the following equation:

h¢ = LSTM([cy, d;], he'_)) )

Attentive Prediction Layer. Our goal is to predict the stock closing price
in day 7'+ 1. We observe that a simple aggregation over all the decoder hidden
states for final prediction may compromise the prediction accuracy because the
features in different time steps can have different effects on the future stock
closing price. This inspires us to employ the temporal attention to discriminate
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the importance of temporal features for final prediction. In this layer, we compute
the temporal attention for each decoder hidden state h¢ as follows:

exp(h{Wh.)
>i—1 exp(hfWhi)

Tt = (10)

We then compute the weighted sum over all the decoder hidden states using
{7}L, and feed the result into a fully connected layer for producing Yorit-
Formally, we have:

T
o= 3 )
=1
Yors1 = wro? 4 b (12)

where w; and b are respectively the weight vector and bias to be learned.

4.3 Learning and Optimization

In essence, stock price prediction can be formulated as a regression problem.
Compared with predicting an up/down label, we argue that predicting the exact
stock closing price is more accurate and valuable. Hence, we use the following
objective function for our model:

L= Z(gc(x) - yc(x))2 (13)

xEeS

where S denotes the training set in which each training example x includes the
historical stock price and the associated texts over continuous T trading days.
ye(x) and g.(x) denote the actual and the predicted stock closing price in day
T + 1, respectively.

To prevent overfitting, we use dropout [19] and Lo regularization techniques.
Specifically, we enforce dropout at the output layer of every time step in both
encoder and decoder, and add the Ly regularization term over all model param-
eters to the loss function. The final objective function is:

L= (je(x) = ye(x))* + A[[W|J? (14)

xeS

where W denotes all the model parameters and A is a hyperparameter to control
the regularization strength. Instead of using stochastic gradient descent (SGD),
we apply Adam optimizer [11] to minimize the above loss function, which is more
appropriate for non-stationary objectives and dynamically tunes the learning
rate to faster converge.
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5 Experiments

5.1 Experiment Settings

Datasets. We use two real datasets to evaluate the performance of our proposed
method.

— News&Price contains 131 stocks from 10 different fields and over 30,000
financial news collected from Sina'. The whole dataset starts from 2014/01/01
to 2018/01/01, which is split into training set (2014/01/01-2017/01/01), val-
idation set (2017/01/01-2017/06/01) and test set (2017/06/01-2018/01/01).

— Tweets&Price is published in [23], which contains 88 stocks from 9
different fields and tweets collected from twitter?. The whole dataset
starts from 2014/01/01 to 2016/01/01, which is split into training set
(2014/01/01-2015,/08,/01), validation set (2015/08/01-2015/10/01) and test
set (2015/10/01-2016,/01/01).

Settings and Compared Methods. As the scale of different stocks varies

sharply, we normalize the price of each stock into [0, 1] with its min and max

price. We adopt pretrained word embeddings for the news and tweets: 300-

dimension Chinese Financial News word vectors [12] for news and 50-dimension

Glove Twitter word vectors [16] for tweets. We use the validation set to early stop

the training process and perform grid search the best hyperparameter values.
We compare our proposed MAFN with the following methods:

— Average: a naive predictor using the mean of historical price data as the
prediction for future price. We use 10 as the size of time window for getting
historical price.

— Random Forest [14]: a classical regression tree method using stock price.

— XGBoost [3]: a highly effective and scalable tree boosting method using
stock price.

— SVR: a classical extended regression model based on support vector machine
with stock price.

— Attentive LSTM |[8]: attention-based LSTM model for stock price predic-
tion using stock price.

— HAN [10]: a strong classification model for stock price prediction, extracting
features from text with hierarchical attention.

— StockNet [23]: a state-of-the-art generative model for stock movement clas-
sification, which uses both price and text data.

N A . N {1 — .
Metrics. We use RMSE = %ﬁz’”)z and MAE = W as the
metrics for regression methods. NV is the total number of test instances. y.; and
Je,; are the actual and predicted closing price, respectively.

! finance.sina.com.cn.
2 .
twitter.com.
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Table 2. Comparison results for regression methods.

Dataset News&Price Tweets&Price

Metric MAE (x1072) |RMSE (x1072) | MAE (x10~2) | RMSE (x1072)
Average 2.807 6.291 3.881 6.791

Random forest |3.046 3.942 3.078 3.935

XGBoost 3.202 3.882 2.853 3.854

SVR 1.745 2.439 2.481 3.181
Attentive LSTM | 1.952 2.846 2.282 2.979

MAFN 1.524 2.181 2.223 2.889

To compare with classification methods, we obtain the same labels as in [23].
Specifically, we convert our predicted price into up and down labels using the
rule: 741 = 1{Jc, 741 > Ye,r}, where 1 is the indicator function.

Following the previous work [23], we adopt two metrics for classification meth-

ds: ACC = [{(z,l1)€ Test Set|[T:lT}\ d MCC = tpxtn—fpx fn
o N an V/ (tp+£p) (tp+ Fn) (tn+ fp) (tn+ fn)’

where I7 is the predicted label, and tp, tn, fp, fn are true positive, true negative,
false positive and false negative computed from confusion matrix, respectively.

5.2 Comparison Results

We first compare MAFN with five regression methods: Average, Random Forest,
XGBoost, SVR and Attentive LSTM. As shown in Table2, SVR and Attentive
LSTM perform best among all the baselines over News&Price and Tweets&Price
datasets, respectively. MAFN achieves 1.524 x 1072 MAE and 2.181 x 1072
RMSE on News&Price, outperforming SVR by 12.7% and 10.6% respectively.
As for Tweets&Price, MAFN achieves 2.6% and 3% improvement in MAE and
RMSE compared with Attentive LSTM. Attentive LSTM performs better than
Random Forest and XGBoost on both datasets, and is slightly worse than SVR
on News&Price, showing the advantages of neural networks over traditional
machine learning methods. Furthermore, MAFN performs better than Atten-
tive LSTM and SVR on both datasets, indicating the effectiveness of exploiting
fine-grained aspect-level textual information for stock price prediction.

Table 3. Comparison results for classification methods. The results labeled with * are
copied from [23] directly following the same setting.

Dataset News&Price Tweets&Price
Metric ACC/% | MCC |ACC/% | MCC
HAN 51.09 0.0071 |57.64* |0.0518"
StockNet 52.20 0.0171 |58.23* |0.0808"

Attentive LSTM | 52.89 0.0436 |56.45 0.1244
MAFN 53.61 |0.0561 | 57.36 0.1530
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Table 4. Ablation test results. The values in brackets are the performance loss against

MAFN.
Dataset News&Price Tweets&Price
Metric MAE(x1072) | RMSE(x1072) | MAE(x1072) | RMSE(x1072)
MAFN (-HA-MA) | 2.634 (+1.11) | 3.526 (+1.34) | 2.654 (4+0.43) | 3.521 (+0.63)
MAFN (-MA) 2.763 (+1.24) | 3.734 (+1.55) |2.804 (+0.58) | 3.531 (4+0.64)
MAFN (-HA) 2.186 (+0.66) | 2.961 (+0.78) |2.381 (+0.16) | 2.991 (+0.10)
MAFN 1.524 2.181 2.223 2.889

Next, we compare MAFN with two classification methods: HAN and Stock-
Net. From Table 3, we can see that MAFN performs the best on two datasets in
terms of MCC, which achieves over 20% improvement compared with HAN and
StockNet. On the News&Price dataset, MAFN achieves the highest accuracy
53.61%. HAN has the lowest accuracy and MCC than all the other models. One
possible reason is that HAN only uses news information, while historical stock
price is critical for predicting future value. Furthermore, Attentive LSTM which
only uses price information can beat StockNet which utilizes both price and
news, while MAFN consistently outperforms Attentive LSTM on both datasets.
The advantages of MAFN could be explained in two aspects: (1)) MAFN leverages
useful text data while Attentive LSTM does not; (i) MAFN adopts multi-head
attention to precisely extract aspect-level textual information and employs the
hierarchical attention to select relevant textual features, while StockNet performs
a simple concatenation over price data and text representations.

5.3 Ablation Tests

We conduct ablation studies to illustrate the rationality and effectiveness of the
proposed model architecture. We remove some parts from the complete model
architecture to identify the most crucial component as follows:

— MAFN (-MA): uses the encoder-decoder framework where the encoder com-
putes the average of text representations without multi-head attention.

— MAFN (-HA): uses the encode-decoder framework with multi-head attention
where the decoder does not use the hierarchal attention.

— MAFN (-HA-MA): uses the encoder-decoder framework without multi-head
attention in encoder and hierarchical attention in decoder.

As shown in Table4, removing either hierarchical attention or multi-head
attention would lead to performance loss. MAFN (-MA) achieves the worse
performance among all the counterpart models. This indicates that multi-head
attention contributes most to the performance gain compared with other com-
ponents. Meanwhile, MAFN (-HA-MA) performs slightly better than MAFN
(-MA), but is still much worse than the complete model. This implies that text
data may not always be informative for stock price prediction, and the inclusion
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Fig. 3. Visualization of multi-head attention.

of noisy textual features may hurt the prediction performance. As MAFN (-HA)
is the best model compared with other counterparts in MAFN, the lower perfor-
mance loss verifies the effectiveness of hierarchical attention in selecting useful
text information in temporal dimension.

5.4 Visualization of Multi-Head Attention Mechanism

To better illustrate the effectiveness of multi-head attention, we visualize the
aspect attention scores as well as the true price trend of the New Hope Group
in Fig.3. Table5 shows some example news in three days which have the cor-
responding aspect attention distributions in Fig.3. From the results, we have
the following observations: First, our model can automatically extract different
aspects from text data. On 2017-03-31 and 2017-09-27, the texts contain sim-
ilar aspects about transformation and chairman, and hence we obtain similar
attention distributions. On 2017-5-1, we observe completely different aspects
about integration and pass rate, and the corresponding attention distribution
is different than the other two days. Second, our model can dynamically assign
different importance weights to different aspects. The predictions on 2017-3-31
and 2017-9-27 are different: up and down, respectively. The only difference is the
sentiment about transformation: positive on 2017-3-31 and negative on 2017-9-
27. In terms of the attention scores in Fig. 3, both 2017-3-31 and 2017-9-27 have
the highest attention score in aspect 3 whereas their prediction results are dif-
ferent. Though we cannot figure out the exact semantics of each aspect, it is
reasonable to conjecture that aspect 3 is about the transformation plan for the
New Hope Group.
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Table 5. Different daily news examples.

Date News

2017-3-31 | Liu Yonghao, Chairman of New Hope Group, talks about the joint
venture of enterprises in the economic transition period

Liu Chang, chairman of the new hope, talked about the transformation
effect last year, and the profit-increasing pig strategy

2017-5-1 | New hope dairy industry talks about China’s quality, and seeks
integration

In the first quarter, the pass rate of dairy products was 100%, and the
milk enterprises opened low-temperature fresh cards

2017-9-27 | New hope Liu Yonghao hopes to launch a competition for outstanding
entrepreneurs

The new hope transformation plan is far from successful, with 30
billion yuan in revenue for 340 million net profit

6 Conclusion

This paper aims to incorporate rich text information to enhance stock price
prediction accuracy. Our key insight is to exploit multiple aspect-level informa-
tion from texts and subtly fuse these fine-grained information according to their
contributions on future stock closing price. We propose a Multi-head Atten-
tion Fusion Network (MAFN) that follows the general encoder-decoder frame-
work to encode aspect-level textual information and decode stock closing price
sequence accordingly. MAFN applies the multi-head attention mechanism to
learn aspect-level text representations via different attention heads and distin-
guish the importance of each representation dynamically. The decoder absorbs
the fused text representations and historical stock price by evaluating the dis-
criminative effects of features via the hierarchical attention. The experimental
results show that our model outperforms various baseline methods and can effec-
tively utilize aspect-level information for accurate stock price prediction.
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Abstract. Transfer learning has been successfully used in recommender
systems to deal with the data sparsity problem. Existing techniques
assume that the source and target domains share the same feature
space. This paper proposes a new direction in transfer learning where
the source and target domains can have different feature space. The pro-
posed technique, Feature Selection based Nonnegative Matrix Factoriza-
tion (FSNMF), selects the useful features that can minimize the cost
function of the target domain. The features of the source domain are
learned using NMF and their importance is measured using the gradient
principle. Experiments with real-world datasets show the effectiveness
of FSNMF in comparison to state-of-the-art relevant transfer learning
techniques.

Keywords: Transfer learning - Feature selection - Nonnegative matrix
factorization + Recommender systems

1 Introduction

With the massive amounts of data generated by Web 3.0 applications such as
Amazon, Netflix, Facebook, and Twitter, it is essential that users have quick
access to the information of their interest. A recommender system has become an
integral component of Information Filtering systems that recommends “selected”
items to users based on their previous and their “alike” users’ activities [1,10].
The dramatic growth of the internet population introduces new challenges to
recommender systems. Data sparsity is a key problem caused by the fewer inter-
actions of users with items [28]. For instance, only 10% of Twitter users create
about a total of 80% of contents on the network [23]. Around 80% of Amazon
users review only a single item [29]. Identifying users similarity or association,
a fundamental requirement of recommender systems, becomes a significantly
challenging task under these circumstances.

Fortunately, these web applications collect both explicit and implicit user
data that include auxiliary information like reviews and social trust along with
user ratings [27]. Researchers have used the auxiliary information in collaborative
filtering to improve the recommender system’s performance [15]. The auxiliary

© Springer Nature Switzerland AG 2019
R. Cheng et al. (Eds.): WISE 2019, LNCS 11881, pp. 82-97, 2019.
https://doi.org/10.1007/978-3-030-34223-4_6


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-34223-4_6&domain=pdf
https://doi.org/10.1007/978-3-030-34223-4_6

Transfer Learning via FSNMF 83

information can provide more features in addition to the features derived by the
explicit (sparse) feedback data and identify the similar users more effectively.

Transfer learning has been used to utilize auxiliary information in the collab-
orative filtering based recommender systems [17]. Transfer learning is a knowl-
edge transfer technique where the knowledge is transferred from one domain (i.e.,
source domain) to another domain (i.e., target domain) [16]. The performance is
improved because the knowledge from the source domain helps to improve the
learning ability of the target domain.

A fundamental requirement of transfer learning techniques is transfer the
required knowledge from the source to target domain effectively [16]. Usually, the
knowledge transfer occurs based on the assumption that both source and target
domains are strongly related according to the feature space that they share [18].
However, in the existing methods, the features learned from the source domain do
not reflect the features of the target domain if they are not closely related. Using
irrelevant features from the source domain can degrade the transfer learning
performance in the target domain [4,25,33].

This paper focuses on transferring relevant knowledge from the source domain
that can help to minimize the cost function in the target domain. As the knowl-
edge is transferred via the learned features, the feature selection technique based
on NMF, called as Feature Selection based Nonnegative Matrix Factorization
(FSNMF), is presented. We propose to calculate the feature importance for each
source feature using the gradient principle that measures how much a source
feature can minimize the cost function of the target domain. Based on the cal-
culated feature importance, a subset of source features are selected to transfer
knowledge to the target domain. We propose to use NMF based feature selec-
tion as factorization based methods have shown superior performance in han-
dling sparse data when compared to other collaborative filtering techniques [12].
Moreover, the input features generated from matrix factorization have shown
efficient recommendation generation in emerging deep learning techniques [§].

The selective transfer learning is an emerging research [25,30]. The differ-
ences between the proposed FSNMF and the existing selective transfer learning
are two-fold. Firstly, the existing selective transfer learning process focuses on
selected instances from multiple source domains that have higher transferability.
However, FSNMF selects a subset of features from the source domain. More-
over, selecting the source instances is a pre-processing task in existing methods,
while it is a learning task in FSNMF. Secondly, unlike other methods where an
appropriate source domain is selected from the multiple source domains, FSNMF
focuses on relevant knowledge transfer from a single domain.

The contributions of this paper are two-fold. Firstly, to our best of knowl-
edge, this is the first work that studies feature selection for relevant knowledge
transfer from the source domain to the target domain. Secondly, the proposed
gradient principle based feature importance measure determines how much a
source feature can minimize the cost function of the target domain.
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2 Related Work

Transfer Learning for Recommendation Systems: Data sparsity, due to
missing user ratings, is a significant challenge in recommender systems. Transfer
learning has emerged as a successful method to utilise auxiliary information that
can reduce the effect of sparsity [16,17,27].

Earlier attempts used transfer learning for recommender systems by only
using the closely related source knowledge to learn the target domain [18,19].
In [18], the rating information is converted into likes and dislikes to form binary
auxiliary information. This auxiliary information acts as the source domain that
adds like/dislike knowledge to the rating data (target domain). Similarly, in [22],
the features are learned from the labelled demographic data (i.e., source domain)
and transferred to the unlabelled data (i.e., target domain). In both the cases, the
source and target domain are derived from the same information and satisfies
the assumption of sharing common feature space. However, if the source and
target domains are completely different, these methods are reported to fail or
even lead to negative transfer [4,16,25].

There exist a handful of methods that focus on transferring knowledge from
distinct source domain. [31] proposed a technique to transfer knowledge from
the source domain with review text to the rating target domain. Recently, the
knowledge graph associated with movies is used as the source domain to recom-
mend movies to users in the target domain [20]. Tags associated with items have
also been used as auxiliary information to generate movie recommendations in
the target domain [6,7]. User-to-user social trust is another significant auxiliary
information that has been used previously [11]. Though the source domain is
distinct from the target domain, these methods transfer knowledge based on the
common assumption that both these domains share the same feature space and
transfer the entire knowledge between two sources.

However, not all the source features are relevant to the target domain, regard-
less the extent of the similarity between two domains. To improve the effective-
ness of transfer learning, we propose a method that transfers only the relevant
features from the source domain to the target domain.

Transfer Learning Techniques: Transfer learning techniques can be classi-
fied as parameter-based [32], instance-based [5] and factorization-based [18,20].
Parameter-based approaches using Support Vector Machine algorithm regular-
ize the parameters in the target domain based on the parameters learned in the
source domain [32]. In instance-based approaches [5], the useful source domain
instances are selected to boost the target domain learner. Factorization-based
approaches using NMF have been studied in recent years due to their superior-
ity in handling sparse data sets [18,20]. They have been found flexible to adapt
various constraints within two domains [2,14].

We summarise the existing factorization based methods in three categories as
shown in Table 1. Coordinate System Transfer (CST) [18] and TagMatrix [6] use
the principle coordinates as the bridge between the source and target domains.
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The source domain features are used as the initialization for the target domain
during factorization. Due to the additional bridging matrix, these matrix tri-
factorization methods become computationally expensive. Moreover, TagMa-
trix [6] is applicable only when tag information is available as the source domain.

Table 1. Summary of the existing work

Category Method Auxiliary information
Matrix tri-factorization | CST [18] Any
TagMatrix [6] Tags
Regularization Trust propagation [11] Social trust
Tag-inferred [7] Tags
GR [14] Any
Matrix co-factorization | SE'S [20] Any
Collective factorization [19] | Any

On the other hand, methods such as Trust Propagation [11], Tag-Inferred [7],
and Graph Co-Regularization (GR) [14] adapt a regularization technique for
transfer learning where the target features are learned with an additional con-
straint. For example, the features of target domain such as social trust and
tags are regularized in [11] and [7] respectively. However, these methods are
not generic and cannot be applied to other datasets with different auxiliary
information. Unlike other techniques, GR imposes regularization to preserve the
geometrical structure of the source domain in the target domain.

Methods such as Shared Feature Space (SFS) [20] and Collective Factoriza-
tion [19], learn the source and target domains together with a shared feature
space. These types of methods are applicable to any auxiliary information as
long as two domains share common features.

All these categories of methods have a common assumption that the source
and target domains are highly similar. They do not consider a situation where not
all the source features are essential in learning the target domain. This paper
proposes a new direction in transfer learning by transferring only a subset of
relevant features and proposes a novel concept and method of feature selection
technique based transfer learning via NMF.

3 Feature Selective Nonnegative Matrix Factorization
(FSNMF) Transfer Learning

3.1 Problem Definition

Let the source and target domains be denoted by & and 7 respectively. The
sparse data from 7 is modeled as a matrix, B € RV*M with missing values.
S can have multiple information, but we are only interested in the information
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that shares dimension N or/and M of B. Based on which dimension is shared
between the source and target domain, S can be represented in two different
ways. The components of source domain S sharing the knowledge on dimension
N with 7 is denoted as A € RV*T and sharing the knowledge on dimension
M with 7T is denoted as A2 € RM*T T indicates the un-shared dimension of
S that differentiates the source domain from the target domain.

Definition 1 (Transfer Learning): Transfer learning uses the knowledge (features)
from the source domain S to help improve the learning capability of the target
task in the target domain 7 where & # 7 but S and 7 are closely related. The
relevant source knowledge that should be transferred to the target domain is
learned by the feature selective factorization process.

Consider a recommendation problem where the task is to recommend items
to users based on the user-item interactions recording the user feedback (i.e.,
rating) on each item. This (highly-sparse) user-item interaction is the target
domain 7 that can be represented as a rating matrix B € RV*M where N
is the number of items and M is the number of users. According to previous
studies [18], a rating higher than 3 is considered as like/true/1 and less than 3 is
considered as dislike/false/0, and is fed as matrix value in B. There exist some
auxiliary information such as users’ written reviews on items and users’ social
trust that can be considered as the source domain S. The review information
can be represented as the document-term matrix weighted using a weighted
scheme denoted as A € RV¥XT for the common N items in 7 where T is
the number of terms. The social trust information can be represented as the
(binary) user-user matrix as A2 € RM*M for the common M users in 7. The
relevant knowledge from A and A can be transferred to predict missing
values in B. The predicted missing values assist in providing accurate top-K
item recommendations to the users.

3.2 Proposed Feature Selective Nonnegative Matrix Factorization

Figure 1 shows the overall process of FSNMF. The first task is to factorize the
source matrix (e.g., A(l)) into two low-ranked factor matrices, Wg and Hg,
with NMF. The NMF optimization process of the source matrix A can be
represented as [13],

(1)

where ||.|| indicates the frobenius norm and Hg indicates the transpose matrix of
Hs. Eq. (1) is a non-convex optimization problem. The well known Alternating
Least Square (ALS) algorithm is commonly used where each factor matrix is
updated alternatively using the following update rules [24].

f(Ws, Hg) = HA<1> ~ WgHL

AMVH,
Ws =Wg———5_ 2
S SWsHgH, (2)
A
Hg = Hg—S (3)
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Similarly, the NMF optimization of the target matrix B is formulated as,
f(Wr,Hr) = |B - WrHY| (4)

ALS Optimization until convergence

In'nializ_a}ipp_i ..... I pinivivien { ''''''''''' s R
> ;7 Ws n: Wy ‘EUpdaled features
Source (A")
Feature
importance
W Wr '\ calculation
— Target Domain
4 Objective Function
: 0 (NM : :
N : P o : : Wretinea :
.. : i K EEEH Selected |
s ) / \i : :
Hr i J Hr features :

Recommendation
generation

Matrix Multiplication
(Wretinea X H'7)

Fig. 1. The FSNMF process

Traditional transfer learning techniques assume that S and 7 share the same
features (ie. W <« Wg). Therefore, the factorization process to solve Eq. (4)
is initialized with Wg instead of W. Unlike traditional techniques that either
depend on the direct adaptation of source features [18] or impose the target
features to be similar to source features [14], we propose a novel feature selective
technique which carefully selects features that can effectively minimize the target
objective function Eq. (4). The proposed transfer learning via feature selection
consists of three steps.

1. Wr is randomly initialized to minimize the objective function Eq. (4). This
random initialization learns only the target domain (7) features as repre-
sented by B. This will generate the first set of R features.

2. We also adapt the features learned from the source domain Wg as the second
initialization to minimize the objective function Eq. (4). This is based on the
assumption that W «— Wg. This will generate the second set of R features.

3. From 2R features generated from Wyp € RN*E N Wg € RVXE top-R
features are selected using the gradient principle based feature selection tech-
nique [9]. Gradient principle enables to use the gradient values of all the
elements in a factor matrix to measure how much each element in the fac-
tor matrix can minimize the objective function. We propose to use this as
the feature importance value and select relevant features to learn the target
domain.
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It should be noted that the top-R features are selected from both domains
(Wt and Wg) that are found useful to minimize the target domain’s objective
function. We conjecture that these relevant features help to learn the target
domain to recommend top-K items to the users. We explain each step in detail.

Step 1 (Target Domain Features): The NMF optimization of the target
matrix B with randomly initialized Wt and Hr is represented as,

f(Wr,Hr) = |B - WrHy|| (5)

Solving Eq. (5) is equivalent to performing traditional NMF on B without
any transfer learning to identify two low-ranked factor matrices. The features
learned are only the features of 7.

Step 2 (Adapting Source Domain Features): The objective of transfer
learning is to use features of S in 7. We explain the scenario where the dimension
N of B is shared (i.e.,Wg).

If Wg is adapted from S, Wt in Eq. (5) is replaced with Wg. The modified
objective function can be formulated as [20],

f(Ws,Hr) = |B - WsH7| (6)

The transfer learning using Eq. (6) is based on the assumption that S and
T are closely related hence using Wg in target domain is effective only when
Wy shares common features with W. Using this technique when the source
and target domain are distinct can cause negative transfer, as feeding irrelevant
features from source domain to the target domain changes the original features
of the target domain. Therefore, an effective approach will be to transfer only
the relevant features from the source domain to the target domain. Moreover,
the negative transfer can be avoided if the source features that can minimize the
cost of target domain are carefully selected.

We propose to solve both Egs. (5) and (6) independently to calculate W
and Wg respectively. With both calculated matrices, we carefully select features
those are important to minimize the target domain objective function Eq. (4).
We first solve Eq. (5) using ALS [24] to calculate W as follows,

BH/,

Wr=Wrp—1t 7

T TWrHHY Q
Similarly, Eq. (6) is solved to calculate Wg as,
BH!,

Wg=Wgr— b 8

S SWgHH/, ®

Both Egs. (7) and (8) are solved by fixing Ht to the randomly initialized value.
This ensures that Hy is shared during the iterative computation of W and
Ws.

If the size of W is RV*E and Wg is RV*F we have a total of 2R features
for N items. We now propose to measure the feature importance of all the 2R
features and select top-R features among them.



Transfer Learning via FSNMF 89

Step 3 (Feature Importance Calculation): We propose a feature selection
technique based on gradient principle to select R relevant features from 2R
features. (Note: Each column of the matrix represents a feature.) Since the factor
matrices are updated using the gradient value, it is effective and efficient to
calculate the feature importance using gradient principle. The gradient principle
technique [9] measures how much each element (ie. cell) in a factor matrix can
minimize the objective function and it is denoted as element importance Eg
and Er for source and target factor matrix respectively. Therefore, for each
column of Eg and Er, the sum of elements in that column measures the feature
importance.
For simplicity let us represent,

Gt = Gs = BH}, 9)
Qr = WrHtH, (10)
Qs = WsHHY (11)

With the pre-computed Gt and Qr, the element importance matrix Et €
RN*E of W is calculated using the gradient principle [9] as,

ET = —(GT * WT) — 0.5 % (QT * WT * WT) (12)

Equation (12) is the difference between the target domain cost (Eq. (5))
before and after updating the factor matrix. It measures how much the target
domain cost (Eq. (5)) can be minimized by updating each element in Wr.

The column-wise sum of elements in Ex gives the feature importance vy €
R*E and is defined as,

N
ve(r) =Y Er(n,r) (13)

where v (r) indicates the feature importance value of 7" target feature.
Similarly, with the pre-computed Gg and Qg, the element importance matrix
Es € RV*E of Wy is calculated using the gradient principle as,

Es = —(Ggs * Wg) — 0.5 % (Qs * Wg * Wg) (14)

Equation (14) measures how much the target domain cost (Eq. (6)) can be
minimized by updating each element in Wg.

The column-wise sum of elements in Eg gives the feature importance vg €
R™ % and is defined as,

vs(r) = Z Es(n,r) (15)

where vg(r) indicates the feature importance value of 7" source feature.

Now, for 2R features from Wt and Wg, we have the feature importance
value calculated as vy and vg using Egs. (13) and (15) respectively. The 2R
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features are sorted based on the feature importance value and the top-R fea-
tures are selected. The selected features are represented as Wirefinea € RY ¥,
Selecting only the source domain features may lead to negative transfer learning
whereas selecting only the target domain features will lose additional knowledge
from the source domain. Therefore, this paper selects a subset of features from
both the source and target domains to effectively optimize the target domain
objective function.
W and Wy are concatenated together into Wy € RV*2E a5,

Wy = (Wr|Wsg) (16)

where | indicates the matrix horizontal concatenation.
Now the features of Wy is sorted in descending order based on vy and vy,
and it is defined as,

Wsorted - Sort(wall) (17)
The top-R features from Wgortea € RY ¥ is selected as,
Wicfined = O_SR(Wsorted) (18)

where o<p indicates that top-R features are selected.
Note that the learning process of Hr is same for both Egs. (5) and (6). With
the selected features Wefined, the update rule becomes,

!
B
Hr=H refined 19
T T ;eﬁned reﬁnedHT ( )

Since there is no transfer occurring on dimension M of B using Hr, there is
no requirement, of selecting features for Hr. So the overall update process is in
the order of (W, Wg, Wyefined, Ht). This is repeated cyclic until convergence
or stopped. Algorithm 1 details the process.

Algorithm 1. Feature Selection based Nonnegative Matrix Factorization
(FSNMF)

Input: Target matrix B € RN *™: Randomly initialized factor matrices
Wr € RV*E Hy e RM*E: Source features shared on dimension N of B,
Ws € RV*E: Rank R; v¢ = @; Vs = &; maxiters.
Compute: Gt, Gs, Qr and Qs using Egs. (9), (10) and (11);
Output: Learned factor matrices Wyefined, and Hr
for maxiters do
Update Wt via ALS update rule Eq. (7).
Update Wg via ALS update rule Eq. (8).
forr=1: R do
| Calculate feature importance (v¢(r) and vs(r)) by Egs. (13) and (15).
end
Select top-R features (Wrefined) using Eq. (18).
Update Hr using Eq. (19).
end
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4 Experiments and Results

Experiments are conducted to answer the following questions.

Q1. What is the effect of sparsity in top-K item recommendation generation
and how FSNMF helps to overcome sparsity problem?

Q2. How the (source and target) domain dissimilarity affects the transfer learn-
ing capability?

Q3. What is the accuracy and runtime performance of FSNMF and other bench-
mark methods in top-K item recommendation?

Datasets: Two real-world datasets (Table2) have been used in experiments.
The Amazon' review datasets consist of users and their feedbacks as ratings
about the corresponding products/items. The datasets also have users’ written
reviews for the items. We combine all the reviews from the users for an item
creating one review document for one item. The TF-IDF weighting scheme [21] is
used to represent item-review matrix. The rating matrix (i.e., target domain) and
item-review matrix (i.e., source domain) shares common items (ie. W «— Wg).
The Epinions? dataset consists of users and their feedbacks as ratings about the
products/items. It also consists of user reviews for the items. Similar to Amazon
dataset, we create the item-review matrix. It also consists of who-trust-whom
social trust information which is represented as a (binary) user-user matrix where
1 indicates users trust each other. The rating matrix (i.e., target domain) and
user-user matrix (i.e., source domain) shares common users (ie. Hr «— Hg).

Table 2. Statistics of the datasets. D1: Amazon instant video (ratings + review); D2:
Amazon musical instrument (ratings+ review); D3: Epinions (ratings + review); D4:
Epinions (ratings + social trust)

D1 D2 D3 D4
# of items (N) 1138 900 5000 9948 B ¢ RVxM
# of users (M) 4717 1429 7946 7900
# of ratings 23013 10261 11679 215294
Density 0.0042% | 0.0063% | 0.0002% | 0.0022%
% of Positive ratings 82.47% |87.92% |74.31% |71.07%
Auxiliary (item reviews) v v v X A g RNXT
# of terms (T) 38769 17290 37964 |-
Avg. # of terms per item |34.06 19.21 07.59
Auxiliary (user social trust) | X X X v A(2) ¢ RMXxM

Table 2 details the statistics of four datasets. In D1, the auxiliary informa-
tion is additional written reviews along with ratings on 1138 items. Out of 23013

! http://jmcauley.ucsd.edu/data/amazon/.
2 http://www.trustlet.org/downloaded_epinions.html.
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ratings, 82.47% are positive ratings. It also reflects that nearly 82% of written
reviews are positive opinions. Hence, the auxiliary domain and target domain
share a highly similar context. Similar to D1, D2 also shares a highly simi-
lar context among the source and target domain. Comparatively, the similarity
between the source and target domains for D3 falls below 75% and the auxiliary
domain of D4 is different from the source domain. Therefore, we conjecture that
it is more challenging to transfer the knowledge from the source domain to the
target domain for D3 and DA4.

We partition the dataset into 80% training and 20% test set to evaluate the
performance of FSNMF with all benchmarks.

Evaluation Metrics: The objective is to recommend items to the users, hence
the evaluation metrics are described in the context of top-K recommendations.
Five evaluation metrics are used.

Precision at K& (POK) i |{relevant items.}| N |{.retrieved items}| (20)
[{retrieved items}|

Recall at K (ROK) = [{relevant items}| N |{retrieved items}| (21)

|{relevant items}|

Precision x Recall
Precision + Recall

F1 score at K (F1QK) :=2 < (22)

Root Means Square Error (RMSE) := Z(bm — bui)?/z (23)
(u,7)

Mean Absolute Error (MAE) := Z(bm —bus) /2 (24)
()

where b,,; is the original ratings and lA)m is the predicted ratings. z indicates the
total number of ratings.

Experimental Setup and Benchmarks: All the experiments were executed
on Intel (R) Xeon (R) CPU E5-2665 0 @ 2.40 GHz model with 16 GB RAM.
The source of FSNMF is made available for academic research purpose®. We
choose a latest method from each category that can be applied with any auxiliary
information, as discussed in Table 1.

— Traditional NMF [3] with the multiplicative updating (ALS) algorithm (i.e.,
without transfer learning) is used to show the performance improvement
achieved with FSNMF that adds transfer learning in NMF.

— Coordinate System Transfer (CST) [18] is a Matrix Tri-Factorization based
transfer learning method. The user/item knowledge from the source domain
is used as the initialization to learn the target domain through the principle
coordinates (latent features).

3 https://github.com/thirubs/FSNMF.
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— Graph Co-Regularization (GR) [14] is a regularization based transfer learning
approach. GR learns the source and target domain together where the target
domain features are learned with an additional graph regularization.

— Shared Feature Space (SFS) [20] is a Matrix Co-Factorization based tech-
nique. The source and target domain features are learned together with a
shared latent space. For example, in D4, the user factor is shared with the
user-item rating matrix and user-user social trust matrix.

4.1 Results

Table 3 and Figure 2 show the top-K recommendation generation performance
of FSNMF and other benchmarks. Overall the FSNMF provides the best per-
formance compared to the other benchmarks.

Effect of Sparsity and Domain Similarity: All transfer learning techniques
achieve better performance over the NMF without transfer learning. The bench-
marked transfer learning techniques achieve 1-3% improvement in F'1 score for
D1 whereas FSNMF achieves up to 11% higher F'1 score. For D2, FSNMF
achieves up to 42% improved performance while other benchmarks achieve only
22-25% improvement. Reasons of better performance of transfer learning on D2
as compared to D1 are as follows. Firstly, the target rating matrix of D1 is more
sparser than D2. Secondly, the percentage of positive ratings is 5% higher for D2
when compared to D1. Since most of the reviews and ratings are positive in D2,
the source domain and target domain are highly similar and shares more common
features. Therefore, domain similarity have a positive influence in learning the
target domain. The target domain of D3 is highly spare when compared to D1
and D2. Due to this reason, the benchmark transfer learning, GR shows nearly
no improvement. This clearly shows the incapability of GR to deal with sparse
datasets. On the other hand, FSNMF shows up to 6% improved performance.

Effect of Domain Dissimilarity: Dataset D4 is different from the rest of the
datasets as social trust is used instead of reviews. The reviews and ratings are
closely related (highly similar) as one’s reviews reflect the ratings, whereas the
social trust is entirely a different context. The benchmark techniques show up to
11% higher performance in comparison to NMF, while FSNMF shows nearly 27%
higher performance. Due to the additional diagonal matrix required for CST, it
ran out of time (0.0.t) for bigger datasets like D4. This shows the superiority of
FSNMF in transferring knowledge from two different domains.

Accuracy and Runtime Performance: Tables4 and 5 show the accuracy
performance and running time respectively. FSNMF shows, on average, 2%
improved accuracy against the NMF. Though FSNMF is 2.5 times slower than
NMF, it is 2 to 22.6 times faster than other transfer learning techniques. This
shows that FSNMF is an accurate and efficient transfer learning technique.
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Table 3. top-K recommendation performance of each method on all datasets

D1 pP@l1 |PQ@5 |P@10|P@50|P@100 RQ1 |RQ@5 |RQ@10|RQ@50|RQ@100
NMF [3] |0.335 |0.251 |0.231 |0.221 |0.221 |0.065 |0.155 |0.192 |0.220 |0.221
CST [18]]0.519/0.292 |0.251 |0.236 |0.236 |0.165|0.233 |0.236 |0.236 |0.236
GR [14] |0.425 |0.297 |0.270 |0.257 |0.257 |0.105 |0.201 |0.232 |0.257 |0.257
SFS [20] [0.371 |0.277 |0.256 |0.247 0.247 0.081 [0.179 |0.217 |0.246 |0.247
FSNMF 0.446 |0.362/0.343|0.331/0.336 0.123 |0.273 |0.314|0.336|0.336
D2 pPQl |PQ5 |PQ@l10|PQ@50|PQ100|RQ@1 |RQ5 |RQ@10|RQ50|RQ@100
NMF (3] |0.348 |0.213 |0.198 |0.194 |0.194 |0.145 |0.189 |0.193 |0.194 |0.194
CST [18]]0.6500.460 [0.439 |0.435 |0.435 |0.324 |0.432 |0.435 |0.435 |0.435
GR [14] |0.550 |0.447 |0.444 |0.444 |0.444 |0.266 |0.413 |0.436 |0.444 |0.444
SFS [20] |0.521 |0.406 |[0.403 |0.403 |0.403 |0.244 |0.372 |0.395 |0.402 |0.402
FSNMF |0.637 |0.612|0.611|0.610/0.610 |0.345/0.577 0.603|0.610 0.610
D3 P@l | pPQ5 |PQ10|PQ@50  P@100|RQ@1 |RQ@5 |RQ10|R@50|RQ100
NMF [3] |0.242 |0.228 |0.227 |0.227 |0.227 |0.215 |0.227 |0.227 |0.227 |0.227
CST [18]]0.266 |0.244 |0.244 |0.244 |0.244 |0.239 |0.244 |0.244 |0.244 |0.244
GR [14] ]0.242 [0.229 [0.229 |0.229 [0.229 |0.215 [0.229 |0.229 |0.229 |0.229
SFS [20] |0.272 |0.252 |0.252 |0.252 |0.252 |0.247 |0.252 |0.252 |01252 |0.252
FSNMF 0.297/0.281|0.280|0.280|0.280 0.283/0.280 |0.280|0.280|0.280
D4 pP@l1 |PQ5 |P@10|PQ@50|P@100 RQ1 |RQ@5 |RQ10|RQ@50|RQ@100
NMF [3] |0.406 |0.243 |0.189 |0.153 |0.150 |0.064 |0.125 |0.141 |[0.153 |0.150
CST [18]|o.0.t |0.0.t |0.0.t |0.0.t |0.0.t 0.0t |0.0t |00t 0.0t |0.0.%
GR [14] |0.42 0.369 |0.216 |0.182 |0.181 |0.070 |0.1433|0.165 |0.180 |0.181
SFS [20] [0.521 [0.348 [0.295 |0.265 [0.266 |0.103 |0.205 |0.237 |0.264 |0.266
FSNMF | 0.607/0.475/0.437|0.422|0.422 0.127/0.304 |0.371|0.421|0.422

Table 4. RMSE and MAE

Method |RMSE MAE

DI |D2 [D3 [D4 [Avg DI |D2 |D3 [D4 [Avg
NMF [3] |0.988 |0.989 [0.997 [0.994 [0.992 |0.987 |0.989 |0.997 0.994 |0.992
CST [18]10.998 |0.994 |0.997 0.996 |0.998 |0.993 |0.997 0.996
GR [14] |0.962/0.969 [0.999 [0.992 [0.981 |0.988 [0.966 |0.999 0.991 |0.986
SFS [20] |0.988 |0.975 |0.995/0.983 [0.985 |0.988 [0.972 |0.995 0.982 |0.984
FSNMF |0.973 |0.944/0.998 |0.9810.974/0.972/0.939|0.997 |0.980 0.972

Sensitivity of the Parameter R (Rank): The selection of R in factorization,
to choose the number of features in the original data, is an NP-hard problem [26].
Based on the experiments with FSNMF, a rank >100 shows minimal change in
the RMSE. Hence the rank of the factorization process is set to 100.



Transfer Learning via FSNMF 95
Table 5. Running time (in seconds) of each dataset and method
Without transfer learning | Method | D1 D2 D3 D4 Avg.
NMF [3] | 32.10 |01.01 |01.85 |26.60 |15.39
With transfer learning CST [18] | 1658.81 | 881.97 | 912.32 | 0.0.t | 863.26
GR [14] | 110.78 |03.01 |664.74|168.89 | 236.66
SFS [20] | 134.75 |03.06 |131.84|39.70 |78.07
FSNMF |57.39 |02.23 54.73 | 35.38 | 38.09
D1 D2 D3 D4
0.6 o NMF 1 o~ NMF 0.35 —o— NMF 0.8 - NMF
—— CST — CST —- c;: :csn;;(;.e.z)
0.4 0.3
0.6
0.3 0.4
0 ¢ 04r e — 2 02 ﬁ
o1 02} oo o o, —_—— B ;4/H4:ka

T 5 0 50 100 T 5 0 50 100 T 5 0 50 100 1 5 10 50 100
top-K top-K top-K

Fig. 2. The F1QK performance of all the methods for item recommendations

5 Conclusion

In this paper, we propose a novel Feature Selection based Nonnegative Matrix
Factorization (FSNMF) technique for transfer learning, which carefully selects
features to transfer from source domain to a target domain. In particular, the
gradient principle based feature importance calculation measures how much a
source feature can minimize the objective function of a target domain. There-
fore, the features selected help to learn the target domain more effectively by
transferring only the relevant knowledge from the source domain. We believe
that FSNMF opens a new door to improve transfer learning by selective fea-
tures. Many research issues such as feature selective transfer learning for multiple
source domains can be further examined.
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Abstract. Regular expressions are widely used in various fields. Learn-
ing regular expressions from sequence data is still a popular topic. Since
many XML documents are not accompanied by a schema, or a valid
schema, learning regular expressions from XML documents becomes an
essential work. In this paper, we propose a restricted subclass of single-
occurrence regular expressions with counting (RCsores) and give a learn-
ing algorithm of RCsores. First, we learn a single-occurrence regular
expressions (SORE). Then, we construct an equivalent countable finite
automaton (CFA). Next, the CFA runs on the given finite sample to
obtain an updated CFA, which contains counting operators occurring in
an RCsore. Finally we transform the updated CFA to an RCsore. More-
over, our algorithm can ensure the result is a minimal generalization
(such generalization is called descriptive) of the given finite sample.

Keywords: Schema inference - Regular expressions - Counting -
Descriptive generalization

1 Introduction

Regular expression are widely used in information extraction, network security,
database management, programming languages, etc. Nowadays, mining poten-
tial knowledge from sequence data has become a common task in many research
areas and application scenarios [9,20,24,27]. The technologies of learning regular
expressions have also obtained more and more attention and development. For
example, many XML documents are not accompanied by a schema, or a valid
schema [1,4,5,23], learning regular expressions from XML documents will facili-
tate the diverse applications of XML Schema, such as data processing, automatic
data integration, and static analysis of transformations [10,21,22]. In this paper,
we focus on learning regular expressions from XML documents.

For any given positive data, Gold specified that the class of regular expres-
sions cannot be learned [15]. Even Bex et al. claimed that the class of
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deterministic regular expressions cannot be learned [3]. Therefore, there are
many works focusing on learning subclasses of deterministic regular expressions
[2,3,6,7,11,12]. Deterministic regular expressions [8] require that each symbol
in the input word can be unambiguously matched to a position in the regular
expression without looking ahead in the word. Single-occurrence regular expres-
sions (SOREs) [6,7] are classic subclass of deterministic regular expressions
(standard). However, SOREs do not support counting, which is an extension
of standard regular expressions used in XML Schema [14,16-19,25,26]. Then,
we propose a restricted subclass of single-occurrence regular expressions with
counting (RCsores). Our experiments (see Table 3) showed that the proportion
of RCsores is 89.45% for 425,275 regular expressions extracted from XSD files,
which were grabbed from Open Geospatial Consortium (OGC) XML Schema
repository!. Le., the majority of schemas in above real-world XSD files use
RCsores. Therefore, it is necessary to study a learning algorithm for RCsore.
Compared with Gold-style learning [15], the descriptive generalization [12,13]
does not require to learn an exact representation of the target language, but
can lead to a compact and powerful model [13]. Thus, our learning algorithm is
based on the descriptive generalization [12,13].

For learning algorithms of SORESs, Bex et al. [7] proposed RWR and RWR%
[7]. Freydenberger et al. [12] presented the learning algorithm Soa2Sore [12].
Additionally, [7] (resp. [12]) mentioned the future work, which is that SOREs
extended with counting can be learnt by an additional post-processing step
following the algorithm RWR, (resp. Soa2Sore). However, the additional post-
processing may result in the problem of overgeneralization [25]. For solving this
problem, Wang et al. [25] proposed the class ECsores (see Definition 2), and the
corresponding learning algorithm InfECsore [25]. However, although the ECsore
learnt by InfECsore is descriptive of any given finite sample, the recall of InfEC-
sore is lower?. Additionally, every possibly repeated subexpression of the ECsore
can be extended with counting, then the algorithm InfECsore needs plenty of
accurate counting such that it is not efficient to process larger samples. Wang
et al. [26] also proposed a subclass cSOREs, which are a subclass of ECsore, and
the corresponding learning algorithm InfcSORE [26], but the learnt ¢SORE is
not descriptive of any given finite sample®. Therefore, we propose a new subclass
RCsore and the corresponding method for learning RCsore. Although RCsores
are also subclass of ECsores, for any given finite sample, our algorithm not only
can ensure the learnt RCsore is descriptive of the given finite sample (w.r.t.
the class of RCsores), but also can ensure that the recall for the expression
derived by our algorithm can be higher than that for the expression learnt by

1 http://schemas.opengis.net/.

2 For instance, the original expression in XSD can be denoted by 79 = (a|b)[1’6], given
sample {ba, aa,abaa,aabaa}, the ECsore learnt by InfECsore is r1 = (b?alt2 12,
However, the learnt RCsore can be r» = (b%a)™4. Let Sy = {s|s € L(ro),s € L(r1)}
and Sa={s|s€ L(r9),s€ L(r2)}. Then, |S1|=14 and |S2| =25. Thus, ‘Llsm‘)l < wl“(gfo‘)

3 Let S={b,abd, ad, cddcdd}, the cSORE learnt by InfcSORE is r3 = ((a?b?|c)d?),
however, there is a cSORE 74 = (a?b?|c?(d™#)?)12 such that £(r3) D L(rs) D S.
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InfECsore. Moreover, for a smaller sample, the learnt RCsore has better gener-
alization ability (higher precision and recall) than the learnt ECsore. And the
learning algorithm of RCsore is more efficient than that of ECsore for processing
larger samples.

The main contributions of this paper are as follows.

— We infer a SORE and construct an equivalent countable finite automaton
(CFA) [25].

— The CFA runs on the given finite sample to obtain an updated CFA, which
has updated the counting operators that will occur in an RCsore.

— We convert the updated CFA to an RCsore and prove that the generated
RCsore is descriptive of any given finite language.

The paper is structured as follows. Section2 gives the basic definitions.
Section 3 presents the learning algorithm of the RCsore, and proves the RCsore
generated by our algorithm is descriptive of any given finite language. Section 4
presents experiments. Section 5 concludes the paper.

2 Preliminaries

2.1 Regular Expression with Counting

Let X be a finite alphabet of symbols. R. is a set (non-empty) of regular
expressions with counting over X. e, a € X are regular expressions in R..
For regular expressions 11,72 € R, the disjunction (ri|rs), the concatenate
(r1-7r2), the Kleene-star r}, and counting (numerical occurrence constraints [14])
T[lm’n] are also regular expressions in R.. m € N, n € Ny, N={1,2,3,---},
N = {2,3,4,..} U{4o0}, and m < n. For a regular expression r € R,
Ly = {wy - wiwy, - -+ ,w; € L(r),m <i <n}. Note that v+, 7?2, and r*
are used as abbreviations of 1+l r|e, and #[1:T%|e, respectively. Usually, we
omit concatenation operators in examples. |r| denotes the length of r, which is
the number of symbols and operators occurring in r plus the sizes of the binary
representations of the integers [14]. For a finite sample S, |S| denotes the number
of strings in S. @ denotes the empty set. For space consideration, all omitted
proofs can be found at http://github.com/GraceFun/InfRCsore.

2.2 SORE, ECsore and RCsore

SORE is defined as follows.

Definition 1 (SORE [6,7]). Let X be a finite alphabet. A single-occurrence
reqular expression (SORE) is a standard regular expression over X in which
every terminal symbol occurs at most once.

Ezample 1. (ab)™ is a SORE, while (ab)Ta is not.
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Definition 2 (ECsore [25]). Let X be a finite alphabet. An ECsore is a reqular
expression with counting over X in which every terminal symbol occurs at most
once. For a regular expression r, an ECsore forbids immediately nested counters,
expressions of form (r?)? and (r?)m7l,

ECsore does not use the Kleene-star and the iteration operations. And
ECsores are deterministic by definition.

Definition 3 (RCsore). Let X be a finite alphabet. An RCsore is an ECsore
over X. For regular expressions r1, ro and r3, an RCsore forbids expressions of
form (ryrors)mimil where e € L(r1), e € L(r3) and o € {el™272] e?} for regular
expression e (€ & L(e)).

According to the definition, RCsores are a subclass of ECsores. ECsores are
deterministic regular expressions, so are the RCsores.

Ezample 2. (a|blt2)BA(c2q)Hool - (oBAp) 12 and ((a?b?|c)(d?2))?)12 are
RCsores, also ECsores, while a?b%a is not a SORE, therefore neither an RCsore
nor an ECsore. However, the expressions (a?bb2¢?)[12 and (a?b?¢?)2 are
ECsores, not RCsores. (alb2)12 ((a%2)?7)[12] and ((al*2)?)? are forbidden.

2.3 Descriptivity
We give the notion of descriptive expressions and automata.

Definition 4 (Descriptivity [12]). Let D be a class of regular expressions
or finite automata over some alphabet Y. A 6 € D is called D-descriptive of
a non-empty language S C X* if L(§) D S, and there is no v € D such that
L) D L(y)2S.

If a class D is clear from the context, we simply write descriptive instead of
D-descriptive.

Proposition 1. Let X be a finite alphabet. There exists an RCsore-descriptive
RCsore v for every language L C X*.

2.4 Countable Finite Automaton

Definition 5 (Countable Finite Automaton [25]). A Countable Finite
Automaton (CFA) is a tuple (Q,Qc, X,C,q0, qf,P,U,L). The members of the
tuple are described as follows:

- X is a finite and non-empty alphabet.

— qo and gy : qo is the initial state, g5 is the unique final state.

~ Q is a finite set of states. Q@ = X U {qo,qs} U {+i}ien-

- Q. C Q is a finite set of counter states. Counter state is a state q (q € X') that
can directly transit to itself, or a state +;. For each subexpression (excluding
single symbol a € X) under the iteration operator, we associate a unique
counter state +; to count the minimum and mazimum number of repetitions
of the subexpression, respectively.
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— C is finite set of counter variables that are used for counting the number of
repetitions of the subexpressions under the iteration operators. C = {c4|q €
Qc}, for each counter state g, we also associate a counter variable cq.

- U={u(q)|lg € Q.}, L={l(9)|lqg € Q.}. For each subexpression under the iter-
ation operator, we associate a unique counter state q such that l(q) and u(q)
are the minimum and mazximum number of repetitions of the subexpression,
respectively.

- @ maps each state €@ to a set of tuples consisting of a state p€ @ and two
update instructions. : Q — p(Q x ((L x U — (Min(L x C), Max(U x C))) U
{0}) x ((C — {res,inc}) U{0})). (@ denotes empty instruction.)

Definition 6 (Transition Function of a CFA [25]). The transition function
d of a CFA (Q,Qc, %, C,q0,q7,P,U,L) is defined for any configuration (g,,0)
and the letter y € X U {1}

(1) y € X :0((q,7,0),9) = {(2, fa(7,0),95(0)|(2,, ) € P(q) A (2 = y V
((y?a7ﬁ> ¢ Q(Q) A Ze{+i}i€N))}‘

(2) y =+ 0((q,7,0), ) = {(2, fa (7, 0),95(0))|(2,0,8) € P(q) A (2 = g5 V 2 €
{+i}tien)}-

3 Inference of RCsores

Our learning algorithm works in the following steps.

(1) We infer a SORE for a given -
finite sample. (2) A CFA is equivalently Algorlthm. 1. InfRCsore
transformed from the SORE obtained Ionftli)t:l: f;ﬁltficsjori?feiriptive RCsore:
fom st (5) rums on the samme. fme 1 A SORE 1. shSore(SOA(S));

. . CFA A = ConsCFA(rs);
sample used in stfsp (1) to obtain an CFA A'=Counting(A, S);
updated CFA, which has updated the r = GenRCsore(A');
counting operators that will occur in return 7;
an RCsore. (4) We convert the updated
CFA in step (3) to an RCsore.

Algorithm 1 is the framework of our learning algorithm. Algorithm SOA
[12] constructs the single-occurrence automaton (SOA) [7,12] for the given finite
sample S. Algorithm InfSore is described in Sect. 3.1, algorithm ConsCFA is
given in Sect. 3.2, algorithm Counting is showed in [25], algorithm GenRCsore is
presented in Sect. 3.4.

3.1 Inferring Standard Deterministic Regular Expression: SORE

The problem of learning SORE was solved by Bex et al. and Freydenberger
et al. Bex et al. proposed the learning algorithm RWR [7] and its variants.
Freydenberger et al. [12] proved the results of RWR with its variants are not
descriptive of any given finite sample, and then presented the learning algorithm
Soa2Sore [12]. However, the SORE learnt by Soa2Sore is descriptive of the
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language, which is the set of the strings accepted by the SOA that is built for
the given finite sample [12]. Despite of that, we still can infer a SORE such that
an RCsore, which is descriptive of the given finite sample, can be derived from
the obtained SORE.

Algorithm 2 learns a SORE from the given finite sample. First, a SORE is
inferred by Soa2Sore. Then, the SORE is converted to a normal form (SORE).
Theorem 1 demonstrates that the normal form is more approximate to the given
finite sample than the SORE learnt by Soa2Sore.

Algorithm 2. InfSore
Input: a finite sample S;
Output: a SORE rg;

1: A SORE ro=S0a2Sore(SOA(S));

2: Let vy, = (r1?---me?)" (k> 2);//ri (1<i<k) is a regular expression

3: Let rpy=(r1]---|rk)t where r;€{e],e;} (k>i>1);//e; is a regular expression
4: Let ry, = (r1i75rs)™ where e€ L(r1) and e € L(r3);

5: if Case (1): ro contains the expression of the form ry, then

6: for all expressions of form rg,: 74, is converted to s, = (r1|---|re)™;
7: if Case (2): o contains the expression of the form ry,, where r; =e; then
8: for all expressions of form rp,: 7, is converted to 7, =(ef |- e} )T;
9: if Case (3): ro contains the expression of the form ry, then
10: for all expressions of form rg,: 74, is converted to '}, = (rirars)™;
11: Let rs = ro; return ry;

In Algorithm 2, if the SORE 7y does not contain any one expression of the
forms ry,, 4, and ry, (which are specified in lines 4, 2 and 3, respectively), then
InfSore directly outputs rg, i.e., rs = rg. Note that, except for case (1) (in line
5), other cases are equivalent conversions for ry. The conversion in case (2) (in
line 7) is mainly used to easily construct a CFA in the next section and track
as many subexpressions as possible (which can be repeated) in a SORE. For
processing 7 to a normal form rg, it takes O(|ro|) time. Let the built SOA in
line 1 contain ng nodes and ¢, transitions. Soa2Sore takes O(nts) time to infer
a SORE. Thus, the time complexity of algorithm InfSore is O(nsts) (nsts>|rol).

Ezample 3. For sample S ={a, acc, acbb, bab}, the result of algorithm Soa2Sore
is 70 = ((a(c™)?)[b)". Let the SORE ry :=InfSore(SOA(S)), then the SORE
rs=((a(c)?)pF)*.
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Theorem 1. For any given finite sample S, let rg = Soa2Sore(SOA(S)), and
let ry :==InfSore(SOA(S)), then L(rg) 2 L(rs) 2 S.

According to Theorem 1, L£(r) is more approximate to the given finite sample
than L(rg). Therefore, we can obtain a descriptive RCsore, which is extended
from the expression of form 7.

3.2 Translating SORE to CFA

To avoid plenty of accurate counting in a CFA, the CFA should be constructed
from a specific structure, instead of being learnt from a given finite sample [25].
Therefore, in this section, we present how to translate a SORE to a CFA. First,
we construct the state-transition diagram of a CFA by traversing the syntax tree
of the SORE, which is obtained from Sect.3.1. Then, the detailed descriptions
of the CFA are similar with that described in [25]. Theorem 2 shows that an
equivalent CFA can be transformed from an RCsore.
Algorithm 3 first constructs the state-

transition diagram of a CFA by using Algo- +
rithm 4, then presents the detailed descriptions T
of the CFA. The state-transition diagram of a + T
CFA is a finite directed graph, denoted by G. PN ” b
Algorithm 4 constructs a directed graph G by & _&_
traversing a syntax tree. The entire process is &

similar to the preorder traversal of the binary

tree. For a syntax tree I', T.L and T'. R denote the Fig.1. The syntax tree of

left subtree and the right subtree of T, respec- expression ((a(c™)?)[bT)*.

tively. For a graph G, G. < (v) denotes the set of

all immediate predecessors of v in G, G. > (v) denotes the set of all immediate

successors of v in G. Some subroutines in Algorithm 4 are as follows.
Conng(t,G1,G2). Accord-

ing to label ¢, a new graph G

is constructed by connecting

graphs G; and Gs. If t="", I: G = Consa(T);

then add edges {(vi,v2)[v1 € 5. cpA A= (0, Q.. ¥,C, G.q0, Gqy, B(R), U, L);

Gi. < (g7),v2 € Ga. = (90)}; 3. return A,

remove nodes Gi.qr, G2.qo

and their associated edges; let

G.qo=G1.q0. If t="¢|", then add new nodes ¢, ¢r; add edges {(qo, v1)|v1i€ G1. >~

(g0)UG2.>(go)}, and {(ve, q5)|v2 € G1. < (q5)UG2. < (gs)}; remove nodes G1.qo,

G1.95, G2.90, G2.q5 and their associated edges; let G.qo=qo.

Algorithm 3. ConsCFA

Input: a syntax tree T';
Output: a CFA A;
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Add*(G,+;). G is a i
graph, and +; (a counter Algorithm 4. Consg
state in CFA) is a node. Input: a syntax tree T’
Add* adds node +; (ini- Output: a directed graph G(V, E);
1: if T = 0 return 0;
2: if T.label € X then
3: Add new nodes ¢ = T.label, qo, and gy;
4: return G({qo,9,9r},{(90,9), (¢:97)});
5: if T.label =~ then
6: G1 = Consg(T.L); G2 = Consg(T.R);
7
8

tially, ¢ = 1) into the graph
G. Add new node gy; let
Ry, = {vlv € G. > (q0)}
add edges {(+i,v1)lv1 €
G. > (qo)}; add edges
{(v2, +i)lv2 € G. = ((If).}; return Conng(T.label, G1,G2);
remove node G.gy and its . if Tlabel € {+,7} then
associated edges; add edge . G = Consc(T.L);

(+isq7). The set of Ry, 10.  if T.label = ‘+ then

is established to specify 11: if T.L.label € X then

the transition entrances for 12: add edge (G.T.L.label, G.T.L.label);
state +; to count the mini- 13. else G = Add* (G, +;); inc i;

mum and maximum number 4. if T.label =7’ then

of repetitions of the subex- 15. add edge (G.qo, G.qy);

pression under the iteration . return &

operator. Each Ry, is a 17: if T.label = then

global variable. Let R = 18: G1=Consg(T.L); Ga=Consc(T.R);
{R+, bien- 19: G = Conng(T.label, G1,G2);

In Algorithm 3, after the 20: return G;
state-transition diagram G
of a CFA is constructed, the CFA A is then obtained. In line 2, [25] shows
the detailed descriptions of the CFA A. Note that, #(R) denotes that R is a
parameter in @.

For any SORE r obtained in Sect. 3.1, the time complexity of constructing
the corresponding syntax tree is O(|r|), and the preorder traversal of the syntax
tree used to construct the state-transition diagram of a CFA also requires O(|r|)
time. Therefore, the time complexity of constructing a CFA is O(|r|).

Ezample 4. For the expression ((a(ct)?)™|b™)T, the syntax tree can be seen in
Fig. 1. The corresponding state-transition diagram can be seen in Fig.2(a).

Theorem 2. For any given SORE r, there is a CFA A such that L(A) = L(r).

3.3 Counting with CFA

The constructed CFA in Sect. 3.2 runs on the given finite sample, which is the
same set of strings used to generate the SORE in Sect.3.1. The CFA counts
the minimum and maximum number of repetitions of the subexpressions under
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a/b/=;0;0

aq i (I(e), u(e)) — (Min(l(c), cc), Max(u(c), cc)); ag :
(U(+1), u(+1)) = (Min(l(41), ey ), Max(u(+1), ¢4 ,))-
ag : (U(b), u(b)) = (Min(l(d), cp), Max(u(b), cp)); ay :
(U(+2), u(+2)) = (Min(l(+2), c4,), Max(u(+2); c4,));
B1 : ce w+ inc; By : cc > res; B3 ¢ cpq inc;

By ¢ €4, > res; By, By : Chy inc; Bg : ¢ — inc;

B7 i cp > res; Bg ey, > res.

b;0;88
b;0:86

(a) CFA A (b) Update instructions

Fig. 2. (a) is the CFA A for regular language £(((a(ct)?)*|b™)™). The label of the
transition edge is (y; ou; 55) (4,7 €N), y (ye€ X U {H}) is a current letter; (b) specifies
that, «; is an update instruction for the lower bound and upper bound variables, and
[; is an update instruction for the counter variable.

the iteration operators. Counting rules are given by transition functions of the
CFA. We use the algorithm Counting proposed in [25] to run the CFA. Let A
denote the constructed CFA and S denote the given finite sample. After the CFA
A recognized the sample S, let A’ denote the CFA A which has updated the
the minimum and maximum number of repetitions of the subexpressions under
the iteration operators. Let A" = Counting(A,S), and C = {(I(q), u(q))|i(q) =
A’ Li(q),u(q)=A"U.u(q),q € A".Q.}. The elements in C are counting operators,
which will be introduced into an RCsore. The time complexity of Counting is
O(NL) time, where N = |S| and L is the average length of the strings in S [25].

Ezample 5. For the sample S = {a, acc, acbb,bab}, rs = ((a(ct)?)T|bT)T is the
SORE obtained from Sect. 3.1, the CFA A showed in Fig. 2 runs on the sample
S. Then, the tuples in C are listed as follows: (I(c),u(c)) =(1,2), (I(b),u(b)) =
(1, 1)%, ((+1), u(+1)) = (1,1), (I(+2), u(+2)) = (1,3). I(+1) and u(+1) (vesp.
I(+2) and u(+2)) are the minimum and maximum number of repetitions of the
subexpression (a(c™)?) (resp. (a(c™)?|b)), respectively. Note that the minimum
numbers of repetitions of symbol ¢ are both 0 in strings a and bab. In Sect. 3.4,
we will convert expression ™2 to (c[1:2)?.

3.4 Generating RCsore

In this section, we transform the updated CFA A’ obtained in Sect. 3.3 to an
RCsore. Since the algorithm GenECsore can convert a CFA to an descriptive
ECsore (w.r.t. the class of ECsores). We still can use the algorithm GenECsore

* Note that, the CFA A runs on S, the direct counting result for b is (1(b), u(b)) = (1, 2).
However, (I(b),u(b)) is subsequently updated by Counting that b can be repeated
by using the counting operator [I(+2), u(+2)]=[1, 3].
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to derive an RCsore, the constructed CFA in this paper is equivalent to an
RCsore, not an equivalent representation of an ECsore. Then, for an updated
CFA A’, the algorithm GenECsore can convert the CFA A’ to an descriptive
RCsore (w.r.t. the class of RCsores).

Algorithm 5 converts the updated CFA
to an RCsore. Theorem 3 demonstrates the Algorithm 5. GenRCsore
ﬁnally. obtam.ed RCsore is descriptive of Input: the updated CFA A’
any given finite sample. Assume that the Output: an RCsore r:
updated CFA contains n. nodes and t. tran- 7. ,. =GenECsore(A');
sitions. GenECsore takes O(ncl.) time to 9. return r;
infer an ECsore [25]. Then, the time com-
plexity of generating RCsore is O(n.t.).

Example 6. The tuples in C obtained from algorithm Counting are as fol-
lows. (l(C),U(C)) = (172)a (l(b)vu(b)) = (131)a (l(+1)au(+1)) - (171) and
(I(+2),u(+2)) = (1,3). For the updated CFA A’, the generated RCsore is
((a(c2)?7)[b)I131.

Theorem 3. For any given finite language S, let r :=InfRCsore(S), the time
complexity of algorithm InfRCsore is O(ncte + NL) and r is an RCsore-
descriptive RCsore for S.

Let A, and A, denote the CFAs constructed in this paper and in literature
[25], respectively. Assume that the CFA A, contains n, nodes and ¢, transitions.
The time complexity of InfECsoreis O(nyt,+NL) [25]. A. and A, are equivalent
representations of RCsore and ECsore, respectively. The CFA A, can contain
more nodes labeled +; (i € N) than the CFA A.. And the transitions in A, can
be also more than that in A.. Thus, n.t. < ngt,.

4 Experiments

In this section, we validate our algorithm on real-world XML data and generated
XML data. We also provide evaluations of our algorithm in terms of generaliza-
tion ability and time performance.

4.1 Data and Experiments

Table 3 demonstrates the practicability of RCsores, then we evaluate our algo-
rithm on XML data. We obtained XML documents (dblp-2018-04-01.zml)
conforming to DTD from DBLP Computer Science Bibliography corpus®,
from which we extracted the elements: inproc(eedings), article, phdth(esis),
incolle(ction), and procee(dings). We obtained XML documents conforming to

5 http://dblp.org/xml/release/.


http://dblp.org/xml/release/

108 X. Wang and H. Chen

XSD form Mondial corpus®, from which the elements count(ry), provin (ce) and
city are extracted. In order to validate on diverse XSDs, a number of real-world
XSDs listed in Table2 are searched from Google. However, we do not find the
corresponding XML data, so we randomly generated them by using ToXgene”.
The samples employed in the experiments are available at http://github.com/
GraceFun/InfRCsore.

Table 1 lists the results of the learning algorithms Soa2Sore, InfECsore and
InfRCsore on real-world XML data. Note that, based on descriptive general-
ization, Soa2Sore is the first algorithm being used to infer a SORE [12], and
InfECsore is the algorithm being applied to learn a most practical subclass of
deterministic regular expressions with counting: ECsore [25]. For each of the
elements inproc(eedings), article and procee(dings), the corresponding expression
learnt by InfRCsore is not only more precise than the corresponding expres-
sion in original DTD, but also more precise than the corresponding expression
computed by Soa2Sore. Also, the result of InfRCsore is more general than the
result of InfECsore, such that the learnt RCsore covers more XML data satis-
fying the corresponding original DTD than the learnt ECsore. For phdth(esis)
and incolle(ction), the learnt RCsores are identical to the corresponding expres-
sions computed by InfECsore. For each of elements count(ry), provin(ce) and
city, the result of InfRCsore and the result of InfECsore are the same, and the
corresponding RCsore and ECsore both are more precise than the corresponding
expression generated by Soa2Sore and the corresponding expression in original
XSD.

Table 2 lists a number of the expressions extracted from real-world XSDs and
the results of the learning algorithms Soa2Sore, InfECsore and InfRCsore on
generated XML data. For epl, the learnt RCsore is identical to the learnt ECsore,
they both indicate that more symbols or subexpressions can have numerical
occurrence constraints, but are allowed to occur more times by the nested coun-
ters. For ep2, the learnt RCsore is identical to the learnt ECsore, they both are
identical to the corresponding original XSD. This implies the original XSDs such
as shown by ep2 could be precisely learnt by InfRCsore and InfECsore. For ep3
and ep4, although the learnt RCsores forbid the expressions learnt by InfECsore,
which are more precise than the corresponding original XSD, even are identical
to the corresponding original XSD for ep3, the learnt RCsores are more general
than the learnt ECsores. Especially, for ep4, the learnt RCsore covers more XML
data satisfying the corresponding original XSD than the learnt ECsore. For epb5,
the learnt RCsore has the same higher nesting depth of counting operators with
the learnt ECsore.

5 http://www.dbis.informatik.uni-goettingen.de/Mondial /#XML.
7 http:/ /www.cs.toronto.edu/tox/toxgene/ .
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Table 1. Results of Soa2Sore, InfECsore and InfRCsore on real-world XML data. The
left column gives element names, sample size for Soa2Sore, InfECsore and InfRCsore,
respectively. The right column lists original DTD/XSD, the results of Soa2Sore, the
results of InfECsore and the results of InfRCsore, respectively.

Element Original segment of DTD/XSD

Sample size | Result of Soa2Sore
Result of InfECsore
Result of InfRCsore

inproc. (alb|---|v)*

2153167 (b*(ck?)?('r\a|m)?(o|(dj?)|f|n|q\e\l)*)+

2153167 (b7(ck?)?((r|all43) |m[L:31) 181y 2 (01187 (dj7)| £ nqle|t) (1:61)2)[1:5]

2153167 ((bl(ck?)|rlalt 34 m 131161511 (dj2) | F|nlt2T g e [5- 1)) ?

article (alb|---|v)*

1796920 (6™ (((a* (cle)?) ImIn|a) (G ((£]r)d?) h]i)k?)|p|1)*0*)F)

1796920 (2h2 (a9 2 (cle)) 12 fmn | ) 3L (G ((F1r)d?) [R] 1) k2) 3] pl 1y (13T 2
(0[1,116])?)[1,3])

1796920 (@212 (a5 |cle|g|m!t 2 n|((G1((£]7)d?) |hli)k?) 4] p|1 o[t 1161 [1.9]) 2

phdth. (alb|---|v)*

64943 (a* c((((PI(FR)[u)t257) ) (ilL|m]|s)*) T q?)

64943 ((alt3y2e((el ((ul(£E2)p)1757)) (13 ml1:8T j1)4)1:3])7) [1:5] g7)

64943 (a3 7e((e] ((ul (£ R)t75 7)) (s3] [m 151 1]4) 13Ty 7) 151 g7)

procee. (alb|---|v)*

58959 (((a?(ble)) T h?)?(ils|d)?(jlall|(fr?)|tle|(pg?)|m)*)*

58959 ((((a?(ple)) 321 Ry 2 (i) s ) 21y 2 (Gl gl (£72) [t el (pg?) |mIE-3T) [1:3]y ) [L.4]y2

58959 (((a?(b]e)) 232 n2) || 5121 d| | q[1] (Fr7) ¢ le] (pg?)H 2 | (m[1:2])[3:9] )2

incolle. (alb] -+ |v)*

46750 (a*c((d(P) D) fIr|(ev?)|UIm)* (0T In|q)?)

46750 (a4 2e(((d(3|p)?) | FI7] (ev?)|1|m) B:61)2(0[2:104) n| ) 7)

46750 (alV 49 2e(((d(G1P) D) | £I7] (ev?) [1m) 3:61)2 (012104 | ) 7)

count. (a+b?c*d? e k?(l?|m?)n?o+p* e s*(t* \u*))

244 (ab?ct (de?)?(f(g(hi)?)?5?7k2)?2(m?|l)n2oT p* - - - t*ut)

244 (ab?c! 1251 (de?)?(f(g(hi)?)?57k?)?(I|m?)n70l 2] (plt:12])2(4[1:8] )7 (5 [1:8])7(4[1.16])7
(t[l,z])?u[l,iSOG])

244 (ab?c! 125 (de?)?(f(g(hi)?)?57k?)?(1|m?)n70l 2] (p[t:12])2(4[1:8] )2 (5 [1:8])7(4[1.16])7
(t[l,z])?u[1,306]>

provin. (u+b?c7d*e*)

1443 (aTb?c?2d*e*)

1443 (alV 4 p7c7(dl1:61)7(el1:51)7)

1443 (alb4p7c2(alt-6ly7(el1:5]y7)

city (atTb?c?d?e?f*g*h*)

3383 (atb?(cde?)?f*g*h*)

3383 (al*51p7(cde?) 7 (£[1:101)2 (gL 4]y 2(n[1:3])7)

3383 (alt+51p7(cde?) 7 (F11:101y2 (14l 2(p[1:3])7)
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Table 2. Results of Soa2Sore, InfECsore Table 3. Proportions of SOREs, ECsores,
and InfRCsore on generated XML data. and RCsores.

Element Original segment of XSD Subclasses| % of XSDs
Result of Soa2Sore SOREs |80.74
Sample Result of InfECsore ECsore 93.53
size Result of InfRCsore RCsore 89.45
epl ((alblc|d|e| )07
941 (alblcld|e|f)T .
941 (a[LB] \b[l"l] |c[1’3] |d[1’4] |
ol18]| flLal) 2.0
941 ([13‘b14|013]|d14]| i
| )[2 6] i
ep2 (a [10 20] {30,407 [3.5]
188 (a]b)™
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as a function of the sample size for each of
InfECsore and InfRCsore.

4.2 Performance

Generalization Abilities. Since the corresponding results of the algorithms
InfECsore and InfRCsore have different generalization abilities for the same
sample (such as ep3 and ep4 showed in Table?2), we evaluate the algorithms
InfECsore and InfRCsore by computing the precision and recall. We specify that,
the learnt expression with higher precision and recall has better generalization
ability. The average precision and average recall, which are as functions of sample
size, respectively, are the average values over 1000 expressions.

We randomly extracted the 1000 expressions from XSDs, which were grabbed
from OGC XML Schema repository®. Each one of the 1000 expressions contains
the counters, where the upper bounds are less than 100. To learn each extracted
expression eg, we randomly generated corresponding XML data by using ToX-
gene, the samples are extracted from the XML data, each sample size is that

8 http://schemas.opengis.net /.
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listed in Fig.3. And we define precision (p) and recall (r). Let positive sample
(S4) be the set of the all strings accepted by e, and let negative sample (S_)
be the set of the all strings not accepted by eq. Let e; be the expression derived
by InfECsore or InfRCsore. A true positive sample (Sy,) is the set of the strings,
which are in S and accepted by e;. While a false negative sample (S¢,) is the
set of the strings, which are in S; and rejected by e;. Similarly, a false posi-
tive sample (Syp) is the set of the strings, which are in S_ and accepted by e;.
While a true negative sample (Syy,) is the set of the strings, which are in S_ and

rejected by e;. Then, let p = % % Note that, for an
RCsore, we can construct an equivalent counter automata [14]. The constructed
counter automata can decide whether the samples S and S_ can be recognized
or not, then we can obtain |Sy,|, |Ssp| and [Sy,|.

As the sample size increases, compared with the results of InfECsore, the
plots in Fig.3(a) demonstrate that the precision for the expression learnt by
InfRCsore is higher for a smaller sample, but is lower for a larger sample. How-
ever, the plots in Fig. 3(b) illustrate that, for any given sample, the recall for the
expression learnt by InfRCsore is higher than that for the expression derived by
InfECsore. The reason is that, for the same sample, the learnt RCsore can have
more constrains than the learnt ECsore such that some subexpressions without
counting operators. This will reduce that the learnt RCsore is expressive enough
to cover more XML data. In summary, InfRCsore has better generalization abil-
ity for a smaller sample.

and r =

Time Performance. Although Theorem 3 implies that, for learning a RCsore,
the algorithm InfRCsore can be faster than the algorithm InfECsore, the quanti-
tative analyses of time performance about the algorithms InfRCsore and InfEC-
sore should be given. Then, we present the evaluation about running time in dif-
ferent size of samples and different size of alphabets. Our experiments were con-
ducted on a ThinkCentre M8600t-D065 with an Intel core i7-6700 CPU (3.4GHz)
and 8G memory. And all codes were written in C++.

Table4(a) shows the average running times in seconds for InfRCsore and
InfECsore as a function of sample size, respectively. Table 4(b) shows the average
running times in seconds for InfRCsore and InfECsore as a function of alphabet
size, respectively. We still randomly extracted expressions from XSDs according
to the above mentioned method. 1000 expressions of alphabet size 15 are chosen
that, to learn each one of them, we randomly generated corresponding XML
data by using ToXgene, the samples are extracted from the XML data, each
sample size is that listed in Table4(a). The running times listed in Table4(b)
are averaged over 1000 expressions of that sample size. Another 1000 expressions
with distinct alphabet size listed in Table4(b) are chosen that, to learn each
one of them, we also randomly generated corresponding XML data by using
ToXgene, the samples are extracted from the XML data, but the corresponding
sample size is 1000. The running times listed in Table4(a) are averaged over
1000 expressions of that alphabet size.
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The running times of InfRCsore as compared with that of InfECsore are
reported in Table4(a). They show that InfRCsore is more efficient than InfEC-
sore on large samples. However, Table 4(b) illustrates that the speed of InfRCsore
varies widely when the alphabet size is over 20. Thus, the time performances of
InfRCsore and InfECsore demonstrate that the algorithm InfRCsore is more
efficient for processing large data sets.

Table 4. (a) and (b) are average running times in seconds for InfRCsore and InfECsore
as the functions of sample size and alphabet size, respectively.

(a) (b)
Time(s) (|51 = 15) time(s) ([S] = 1000)
sample | 1 p Csore| InfECsore| | 2P | 1 ep Coore| InfECsOTe
size size
00 0.044 0.043 5 0.049 0.071
1000 0.052 0.079 10 0.054 0.075
10000 0.142 0.304 20 0.067 0.141
100000 |  0.989 3.488 50 0.631 0.280
1000000 | 11.389 21.22 100 1.711 1.269

5 Conclusion

This paper proposed a restricted subclass of deterministic regular expressions
with counting: RCsores and the corresponding learning algorithm. The main
steps include learning a SORE, constructing an equivalent CFA, running the
CFA to obtain an updated CFA, and converting the updated CFA to an RCsore.
Compared with previous work, for any given finite language, our algorithm not
only can learn a descriptive RCsore, which has higher recall for any sample, but
also has better generalization ability for smaller sample, and is more efficient for
processing larger sample. A future work is extending the SORE with counting,
interleaving, and unorder concatenation, studying the practical issues and the
learning algorithms.
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Abstract. Semi-Supervised Learning (SSL) has exhibited strong effec-
tiveness in boosting the performance of classification models with the
aid of a large amount of unlabeled data. Recently, regularizing the clas-
sifier with the help of adversarial examples has proven effective for semi-
supervised learning. Existing methods hypothesize that the adversarial
examples are based on the pixel-wise perturbation of the original sam-
ples. However, other types of adversarial examples (e.g., with spatial
transformation) should also be useful for improving the robustness of
the classifier. In this paper, we propose a new generalized framework
based on adversarial networks, which is able to generate various types
of adversarial examples. Our model consists of two modules which are
trained in an adversarial process: a generator mapping the original sam-
ples to adversarial examples which can fool the classifier, and a classifier
that tries to classify the original samples and the adversarial examples
consistently. We evaluate our model on several datasets, and the exper-
imental results show that our model outperforms the state-of-the-art
methods for semi-supervised learning. The experiments also demonstrate
that our model can generate adversarial examples with various types of
perturbation such as local spatial transformation, color transformation,
and pixel-wise perturbation. Moreover, our model is also applicable to
supervised learning, performing as a regularization term to improve the
generalization performance of the classifier.

Keywords: Semi-supervised learning - Adversarial networks -
Adversarial examples

1 Introduction

Deep learning has launched a profound reformation in both supervised learn-
ing [12,13] and semi-supervised learning [23,25]. Basically, semi-supervised learn-
ing aims to improve the generalization performance of the classification models
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> Loss for Unlabeled Samples

Generator

Fig. 1. Overview of the proposed framework.

based on a large amount of unlabeled data but a small amount of labeled data.
Recently, there have been proposed two classes of promising techniques: (1)
deep generative models based methods [3,15] and (2) perturbation based meth-
ods [17,24]. Deep generative models based methods benefit from the effectiveness
of unsupervised learning models, capturing the underlying data distribution by
training on the unlabeled data. On the other hand, the idea of perturbation
based methods is to smooth the model prediction by forcing the classifier to
output consistent results between the original samples and the corresponding
perturbed variants.

Recently, virtual adversarial training (VAT) [20], a different perturbation
based method, has been proposed and achieved great success in semi-supervised
learning. Unlike previous methods [17,24] that apply random perturbation to the
input data, VAT imposes the perturbation in the most adversarial direction. In
particular, VAT first generates adversarial examples by perturbing the original
samples to most greatly deviate the output distribution of the classifier, and
then enforces the classifier to minimize the distributional divergence between
prediction on the original samples and the corresponding adversarial examples.
This improves the robustness of the classifier against the adversarial examples
of both labeled and unlabeled data.

However, the objective function of VAT limits itself to only utilizing the
adversarial examples with pixel-wise perturbation. Indeed, other types of adver-
sarial examples (e.g., spatial transformation) should also be useful to improve
the smoothness of the output distribution, since convolutional neural networks
have been proven to be very sensitive to the spatial transformation [2,29].

To overcome this limitation, in this paper we propose a generalized frame-
work of using adversarial examples for semi-supervised learning based on adver-
sarial networks. Unlike VAT which limits the adversarial examples as the type
of pixel-value based perturbation, our model is able to learn various adversar-
ial examples with different types of perturbation. Inspired by the generative
adversarial networks (GAN) [10], our model consists of two players, a generator
and a classifier, which are trained in an adversarial manner: the generator aims
to generate adversarial examples to fool the classifier, while the target of the
classifier is to classify the original samples and the adversarial examples consis-
tently. This framework is applicable to unlabeled data by making the classifier
minimize the distance between the output distribution on the original samples
and their corresponding adversarial examples. Minimizing this distance based



Generating Adversarial Examples by Adversarial Networks for SSL 117

on unlabeled data improves the generalization performance of the classifier for
semi-supervised learning.

As Fig. 1 shows, the generator is designed as an encoder-decoder architecture,
and the adversarial examples originate from the encoded latent space instead of
the input space, allowing the model to learn different transformations in the
latent space. Moreover, we concatenate a noise vector with the encoded vector,
making it possible to output multiple adversarial examples for each input sample.

We present comprehensive experiments to show that our model outperforms
VAT for both semi-supervised and supervised learning. The experimental results
also demonstrate that our model is able to create adversarial examples with
various types of perturbation such as local spatial transformation, color trans-
formation, and pixel-wise perturbation. These adversarial examples are able to
regularize the model from more diverse directions.

Our contributions in this paper can be summarized as follows:

— We propose a new semi-supervised learning framework by adversarially train-
ing a classifier and an adversarial example generator.

— We design an encoder-decoder architecture for the generator, allowing the
model to learn various types of perturbation such as local spatial transfor-
mation and color transformation. These types of adversarial examples can
further regularize the model for semi-supervised learning.

— We evaluate the proposed model on both synthetic data and three benchmark
datasets, and the experimental results demonstrate that our model outper-
forms the state-of-the-art methods for both semi-supervised and supervised
learning.

2 Related Work

2.1 Adversarial Examples

Neural network based machine learning models have been discovered to be vul-
nerable to adversarial examples [27]. By adding a carefully designed slight per-
turbation to the original sample, adversarial examples can mislead the model
to make significantly different decisions. Several works have been dedicated to
explaining the cause of adversarial examples. Initially, Szegedy et al. [27] con-
jectured the existence of adversarial examples is due to the high nonlinearity
of the models. Later, Goodfellow et al. [11] introduced the linear hypothesis
stating that the linear nature in high-dimensional spaces is the reason for the
model’s vulnerability to adversarial perturbations. Cisse et al. [5] stated that
the robustness of models to adversarial examples is highly related with the Lip-
schitz constant of the networks. Gilmer et al. [9] argued the model behavior on
adversarial examples is a natural result in the high-dimensional data manifold.

Some works are investigating how to craft adversarial examples to effectively
attack classification models. Szegedy et al. [27] created an adversarial example
for a given input by iteratively optimizing the objective function, i.e., minimiz-
ing the probability of correct class for the norm-constrained adversarial example,
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using the L-BFGS algorithm. Goodfellow et al. [11] introduced the fast gradient
sign method based on their proposed linear hypothesis. The adversarial trans-
formation network [4] generated targeted adversarial examples with a generator
architecture whose objective is to minimize the L2 loss between the adversarial
examples and the original samples. Xiao et al. [28] adopted a GAN to generate
the adversarial perturbations.

In this paper, we employ the adversarial examples to facilitate semi-
supervised learning, instead of pursuing the highest attack success rate and best
perceptual similarity as in above works on adversarial example generation.

2.2 Deep Models for Semi-supervised Learning

Generative Models Based Methods. Recently, GAN [10] has achieved great
success in generative models due to its capability of generating high-quality
images [1,19,22], and has shown the effectiveness of applying to semi-supervised
learning. Existing methods [8,25,26] adversarially optimized a generator and a
classifier. In particular, the generator tries to generate realistic samples, while the
classifier tries to correctly predict labels for true data and discriminate the true
data from the generated ones. Kumar et al. [16] further penalized the variation of
the classifier along the tangent directions around the real samples. However, Li
et al. [18] found that combining the twos roles, classification and discrimination,
may cause some incompatible problems. Thus they proposed to decouple the two
roles to two independent networks to achieve better optimization of the classifier
for semi-supervised learning. Moreover, Dai et al. [7] theoretically showed that
good semi-supervised learning requires a bad generator, and proposed the com-
plement generator, which generated samples in low-density regions, to further
improve the generalization ability of the classifier.

Perturbation Based Methods. Perturbation based methods facilitate semi-
supervised learning by encouraging the model to learn a decision boundary
smooth enough in the local neighborhood of each data sample. Sajjadi et al. [24]
proposed to minimize the difference between the network outputs on multiple
passes of the same input sample, with each pass associated with a random trans-
formation and perturbation. Laine et al. [17] proposed a similar II model by
enforcing the classifier to have consistent predictions for two input realizations
with different random perturbation, and a temporal ensembling model push-
ing the current prediction to approach predictions from history. However, such
isotropic smoothing over random perturbations is found to be insufficient to
defend the perturbations in the adversarial direction [11,27]. Focusing on the
adversarial examples, Goodfellow et al. [11] proposed the adversarial training,
aiming at improving the model robustness by teaching the classifier to correctly
classify both original training samples and their adversarial examples. Miyato
et al. [20] further proposed VAT to extend the concept on unlabeled data. In
particular, VAT smooths the output distribution (as in [17,24]) of the classifier
by enforcing it to output similar distribution for pairs of the original sample and
its corresponding virtual adversarial sample.
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Our proposed model is related to both generative and perturbation based
methods. Specifically, unlike other generative models trying to synthesize sam-
ples from underlying data distribution, the generator in our framework is to
create the adversarial examples. Then the adversarial examples are utilized to
regularize the smoothness of the classifier together with the original samples.

3 Method

In this section, we first present the problem definition, and then introduce some
background of the current pixel-value based perturbation methods for semi-
supervised learning. Lastly, we present our approach and discuss the advantages
of our approach.

3.1 Problem Definition

We start with defining a set of notations. Let D; = {(z},4})|i = 1,..., N;} and
D, = {z¥]i = 1,..., Ny} be respectively a labeled dataset and an unlabeled
dataset, where z; denotes an input vector, and y; denotes an output label. Our
objective is to learn a classifier C' based on D; and D,,, and we use C(:|z) to
represent the output distribution of the classifier conditional on the input.

3.2 Current Pixel-Value Based Perturbation for SSL

Current state-of-the-art perturbation based method for semi-supervised learning
is VAT [20]. VAT is based on the adversarial training model proposed in [11],
which adds the pixel-wise perturbation in the most anisotropic direction that
causes misclassification for the labeled data. VAT extends this to the unlabeled
data by defining the current inferred labels as the virtual labels for the unlabeled
data. Then VAT enforces the classifier to output similar distribution for pairs of
the original sample and the corresponding adversarial sample. This can smooth
the output distribution of the classifier, which in turn improves the robustness
of the classifier against the adversarial examples of both labeled and unlabeled
data.
The objective function of VAT is defined to minimize

Lnll(c) + ﬁ[-:vat(c) (1)
with
Enll(c) = E(z,y)NDl [_ log C(y‘x)] )

Lat(C) = Epopyup, [DIC([2), O (|2 + vaav)]], 2)
Tvady = aﬁg”ijD[C(-M), C(-lx + 7")],

where £,1(C) is the typical negative log-likelihood loss for the labeded data,
Lat(C) is the regularization term to penalize the inconsistency between the
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model predictions on z and its adversarial example = + Tyaqv, 0 is a hyper-
parameter trading off the two loss terms, € > 0 is the norm constraint for the
adversarial perturbation 7.4y, and DIp, q] is a non-negative function that mea-
sures the divergence between two distributions p and gq.

From Eq. 2, we can see that ry,qy directly modifies pixel values. However, this
will limit VAT to adversarial examples with pixel-wise perturbation. We argue
that other types of adversarial examples (e.g., spatial transformation) should also
be useful to improve the robustness of the classifier, since convolutional neural
networks have been proved to be very sensitive to global transformations [2] or
local transformations [29].

3.3 Our Approach

As Fig.1 shows, our model consists of two players: a generator and a classi-
fier. The original sample z is first mapped by an encoder-decoder architectured
generator G to the adversarial sample G(x, z), where z is a noise vector added
to the encoded vector F(z), making the generator able to generate multiple
adversarial examples for each x. The generator and the classifier are trained in
an adversarial process [10]: the generator tries to generate adversarial examples
to fool the classifier into making different decisions with those on the original
samples, while the target of the classifier is to classify the original samples and
adversarial examples consistently. As a result, in addition to the basic negative
log-likelihood loss for the labeled data, our model involves an adversarial loss
and a reconstruction loss, as the following describes, to achieve the regularization
with the generated adversarial examples.

Adversarial Loss. The adversarial loss, which is the most critical one in our
model, defines the minimax game between the generator and the classifier. For
both labeled and unlabeled data, the loss is defined based on some divergence
methods D to measure the difference between the output distribution of the
classifier C' on the original samples and their corresponding adversarial exam-
ples: D[C(:|z),C(-|G(x, 2))]. In particular, we enforce the classifier to minimize
this divergence to achieve smooth output distribution in the local neighborhood
around each training sample, while enforcing the generator to maximize this
divergence to generate effective adversarial examples. Thus the adversarial loss
can be formulated as

min max Loge(G, C) = Evnpup, [DIC(|2), C(|G(x,2))], (3)

where Dl[p, q] is a non-negative function that measures the divergence between
two distributions p and q. The adversarial loss does not require ground-truth
labels of training samples, making it applicable to semi-supervised learning as
well as supervised learning. One alternative choice is that the objective of the
generator for labeled data can be formulated as maximizing the negative log-
likelihood loss, however, we find this strategy does not provide further improve-
ment on the performance in our preliminary experiments.
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Algorithm 1. Minibatch stochastic gradient descent training of our model.

for number of training iterations do
e Sample minibatches of labeled samples from D; and unlabeled samples from D,,.
e Sample minibatches of noise samples from noise prior p(z).
e Update the classifier by descending its stochastic gradient according to Equation
5.
e Update the generator by ascending its stochastic gradient according to Equation
5.

end for

Reconstruction Loss. Recall that the adversarial examples refer to slightly
perturbed variants of original input samples. Therefore, the generated adversar-
ial example is required to look similar to its corresponding original sample. We
employ a reconstruction loss to impose such similarity. Formally, we can define
the reconstruction loss as

mci‘n [’reconst(G) = E:L’ND;,U’Du [”{17 - G(l’, Z)H%} (4)

Full Objective. Based on the adversarial loss and the reconstruction loss, we
define the full objective of our model as

mcip Hlé}X E(G, C) = Enu(C) + aﬁadv(G, C) - /\chconst(G)a (5)

where Lu1(C) = E(;y)~p, [~ 1og C(y|x)] is the typical negative log-likelihood
loss for the labeled data. o and A are used to control the weights of the adversarial
loss and the reconstruction loss. In fact, A is similar to the hyperparameter e
in VAT which constrains the norm magnitude of the perturbation. The training
procedure of our model is illustrated in Algorithm 1.

Latent Space Based Adversarial Example Generation. To generate
adversarial examples beyond the pixel-wise perturbation, we adopt an encoder-
decoder architecture for the generator. In particular, we generate the adversarial
examples from the encoded latent space, instead of the input space directly. This
makes it possible to learn high-level transformations such as spatial transforma-
tion and color transformation. We achieve this by differentiating the responsi-
bilities between the encoder and the decoder: the encoder is only responsible
for mapping the samples to a latent space and the decoder is responsible for
reconstructing the samples and producing the adversarial examples. Therefore,
we associate the encoder only with Lyeconst (G), while associate the decoder with
the full loss of GG. Moreover, we concatenate a noise vector z with the encoded
vector E(z), which makes the generator able to output multiple adversarial
examples for each input sample. In our experiments (see Sect.4.4), we show
that our model is able to generate adversarial examples with spatial transfor-
mation, color transformation, or pixel-wise perturbation. Such diverse types of
adversarial examples are expected to provide better regularization power.
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Table 1. The network architectures of the adversarial example generator and classifier
used on synthetic data. “fc.” stands for “fully connected”.

Generator Classifier

2D input
Encoder: fc. 10 tanh | fc. 100 ReLLU
Decoder: fc. 2 fc. 50 ReLU
2D output fc. 10 Softmax

4 Experiments

In this section, we first validate the proposed model on synthetic data for semi-
supervised learning, and then compare our model with various strong baselines
on three benchmark datasets, i.e., MNIST, SVHN, and CIFAR-10, for both
semi-supervised and supervised learning. Finally, we visualize some adversar-
ial examples generated by our model, which exhibit more diversities and thus
explains the superiority of our model in semi-supervised learning.

4.1 Implementation Details

We implement our model with PyTorch [21]. The network architectures of the
generator and the classifier used for the synthetic data and the three benchmark
datasets are shown in Tables 1, 2, and 3. We adopt Adam optimizer [14] to update
the model parameters. The batch sizes of labeled and unlabeled data are set to
100 and 300 respectively for MNIST, 32 and 128 for SVHN and CIFAR-10, and
8 and 500 for synthetic datasets. For the divergence measurement D in Eq. 3,
we adopt L2 distance for MNIST and SVHN, and Kullback-Leibler divergence
for CIFAR-10 and synthetic datasets. The weight for the adversarial loss «a is
set to 1.0 for synthetic datasets, MNIST and SVHN, and 2.0 for CIFAR-10. The
weight for the reconstruction loss A is set to 1.0 for synthetic datasets, 0.01 for
MNIST, and 0.02 for SVHN and CIFAR-10. The learning rate is set to 0.001 for
synthetic datasets, MNIST and SVHN, and 0.003 for CIFAR-10.

4.2 Semi-supervised Learning on Synthetic Data

We first evaluate our proposed model on two synthetic datasets to provide an
intuitive explanation of our model. The synthetic data are based on two circles
with two different radiuses, 0.2 and 0.5. We created two synthetic datasets by
applying zero-mean Gaussian noise with two different standard deviations ¢ =
0.01 and o = 0.06, as shown in the first column of Fig. 2. Each dataset contains
8 labeled data points and 1500 unlabeled data points. We abbreviate the two
datasets as Circles (0.01) and Circles (0.06).

For both our model and VAT, we adopt identical network architecture for the
classifier, which consists of three fully connected layers. Moreover, the generator
of our model is a neural network with two fully-connected layers. Details of
the network architectures are shown in Table1l. We fixed the weights for the
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Table 2. The network architectures of the classifiers used on the MNIST, SVHN, and
CIFAR-10 datasets. “fc.” stands for “fully connected”.

MNIST

SVHN CIFAR-10

28 x 28 Gray Image

32 x 32 RGB Image | 32 x 32 RGB Image

fc. 1200 ReLLU

3 x 3 conv. 128 IReLU (a) = 0.1
3 x 3 conv. 128 IReLU (a) = 0.1
3 x 3 conv. 128 IReLU (a) = 0.1
2 x 2 stride 2 max-pool, dropout 0.5
3 x 3 conv. 256 1ReLU («) = 0.1

@)
@)

fc. 600 ReLU 3 x 3 conv. 256 1ReLU («) = 0.1
fc. 300 ReLU 3 x 3 conv. 256 1ReLU («) = 0.1
fc. 150 ReLU 2 x 2 stride 2 max-pool, dropout 0.5

3 x 3 conv. 512 IReLU (a) = 0.1
1 x 1 conv. 256 IReLU («) = 0.1
1x 1 conv. 128 IReLU («) = 0.1

global average pool

fc. 10 Softmax

Table 3. The network architectures of the adversarial example generators used on the
MNIST, SVHN, and CIFAR-10 datasets. “fc.” stands for “fully connected”.

MNIST

SVHN

CIFAR-10

28 x 28 Gray Image

32 x 32 RGB Image

32 x 32 RGB Image

Encoder

3 x 3 conv. 16 ReLU
3 x 3 stride 2 conv. 32 ReLU

fc. 1000 ReLLU 4 x 4 stride 2 conv. 64 ReLU 3 x 3 stride 2 conv. 64 ReLU
fc. 500 ReLU 4 x 4 stride 2 conv. 128 ReLLU
3 x 3 conv. 128 ReLLU Residual block with
3 % 3 conv. 64 ReLU
3 % 3 conv. 64
Decoder
Residual block with
3 % 3 conv. 64 ReLU
fc. 500 ReLLU 3 X 3 conv. 128 ReLLU 3 X 3 conv. 64
fc. 1000 ReLU 4 x 4 stride 2 deconv. 64 ReLU
fc. 784 tanh 4 x 4 stride 2 deconv. 3 tanh 3 x 3 stride 2 deconv. 32 ReLLU

3 x 3 stride 2 deconv. 16 ReLU
3 x 3 conv. 3 tanh

28 x 28 Gray Image

32 x 32 RGB Image

32 x 32 RGB Image
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Synthetic Datasets ~ VAT (e =0.1) VAT (e = 1.0) Ours (A = 1.0)

14

© (@ (@ ©

(a) Circles (0.01).

(b) Circles (0.06).

Fig. 2. Comparison between VAT and our model on the Circles (0.01) and Circles
(0.06) datasets. Green and orange points denote unlabeled data from two different
classes, and labeled data are marked with black crosses. The first column shows the
datasets, and the last three columns show the decision boundaries learned by different
models for the two datasets. (Color figure online)

Table 4. Test performance of semi-supervised learning methods on Circles (0.01) and
Circles (0.06).

Models Test error rate (%)
Circles (0.01) | Circles (0.06)
VAT (e = 0.1) | 0.00 (£0.00) | 24.61 (£4.58)
VAT (e = 1.0) | 4.59 (£5.64) | 5.10 (£4.28)
Ours (A = 1.0) | 0.00 (£0.00) | 4.75 (£5.31)

regularization terms of VAT and our model (i.e., § in Eq.1 and « in Eq.5) as
1.0, and searched the optimal hyper-parameter ¢ in VAT and A in our model for
each dataset.

The results are shown in Fig. 2, and we have the following three major obser-
vations. First, VAT (e = 0.1) and VAT (e = 1.0) learn the decision bound-
ary correctly on Circles (0.01) and Circles (0.06), respectively. However, VAT
(e = 0.1) fails to learn on Circles (0.06), and VAT (e = 1.0) fails to learn on
Circles (0.01). Second, our model is able to learn the decision boundary correctly
on both datasets with the same A = 1.0. This demonstrates the robustness of
our model in hyper-parameters. Third, the decision boundary learned by VAT
(e = 1.0) on Circles (0.06) contains a green area outside the red circle area.
This is not reasonable although this decision boundary can classify the samples
correctly. The reason for this phenomenon is that: The adversarial examples of
the inner circle points will reach the outer green area when € is large, and VAT
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Table 5. Test performance of semi-supervised learning methods on MNIST, SVHN,
and CIFAR-10, with 1000, 1000, and 4000 labeled data samples respectively. No data

[13R})

augmentation is utilized. Our results are averaged over 5 runs.

not reported by the corresponding paper.

means the result is

Models Test error rate (%)
MNIST SVHN CIFAR-10

TSVM [6] 5.38 - -
Pseudo Ensembles Agreement [3] 2.87 - -

Deep Generative Model [15] 2.40 (£0.02) - -
Ladder Networks [23] 0.84 (£0.08) - 20.4 (£0.47)
CatGAN [26] 1.73 (£0.18) - 19.58 (£0.58)
ALI [8] - 7.42 (£0.65) | 17.99 (+1.62)
Improved GAN [25] - 8.11 (£1.3) | 18.63 (£2.32)
Triple GAN [18] - 5.77 (£0.17) | 16.99 (0.36)
I model [17] - 5.43 (£0.25) | 16.55 (£0.29)
FM-GAN+Jacob.-reg+Tangents [16] - 4.39 (£1.2) | 16.20 (£1.6)
GoodSSLwithBadGAN [7] - 4.25 (£0.03) | 14.41 (40.03)
VAT [20] 1.27 (£0.11) | 4.28 (£0.10) | 13.15 (£0.21)
Our Model 1.17 (£0.10) | 3.93 (£0.07)  12.97 (£0.10)

will classify this area as the same type of the inner circle points. In contrast, our
model is able to learn the red area correctly.

To further verify the advantage of our model against VAT, we run 10 times
for each model and report the average test error rate in Table 4. We can observe
that VAT classify the samples correctly on Circles (0.01) and Circles (0.06) with
e = 0.1 and € = 1.0, respectively, but they fail to learn on the other dataset. On
the contrary, our model is able to classify the samples correctly on both datasets
with the same A = 1.0.

4.3 Semi-supervised and Supervised Learning on MNIST, SVHN,
and CIFAR-10

We evaluate our model on three widely used benchmark datasets: MNIST,
SVHN, and CIFAR-10. While our model is proposed for semi-supervised learn-
ing, it can be seamlessly applied to the supervised learning task. Therefore, we
validate its performance on both semi-supervised and supervised learning on all
three datasets. The network architecture of the classifier is the same as VAT [20]
for fair comparison. Specifically, the classifier for MNIST is a neural network
with five fully-connected layers. For SVHN and CIFAR-10, we follow the net-
work architecture used in [17,18,20].
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Table 6. Test performance of supervised learning methods on MNIST, SVHN, and
CIFAR-10. Data augmentation has been applied on SVHN and CIFAR-10. Our results
are averaged over 5 runs. “-” means the result is not reported by the corresponding

paper.

Models Test error rate (%)
MNIST SVHN CIFAR-10

Superivised-only 1.09 (£0.02) | 2.79 (£0.08) | 6.58 (%0.10)
Ladder Networks [23] 0.57 (+0.02) - -
I model [17] ] 2.54 (£0.04) | 5.56 (+0.10)
Temporal Ensembling [17] - 2.74 (£0.06) | 5.60 (£0.10)
Adversarial Training [11] 0.78 - -
RPT [20] 0.84 (£0.03) - 6.30 (£0.04)
VAT [20] 0.64 (40.05) - 5.81 (£0.02)
Our Model 0.61 (£0.04) | 2.49 (£0.06) | 5.51 (£0.02)

Semi-supervised Learning. We randomly select 1000, 1000, and 4000 labeled
data samples for MNIST, SVHN, and CIFAR-10 from the full training data
samples (which include 60,000, 73,257, and 50,000 training samples for MNIST,
SVHN, and CIFAR-10) and use the rest as unlabeled data. Following VAT [20],
we also adopt an additional conditional entropy loss Lent:

Lent(C) =Epnpup, [~ Y Clylz)log Clylz)], (6)

which has been proven helpful for semi-supervised learning.

Table5 shows the test performance of our model against state-of-the-art
methods on the three datasets. The most related work to our model is VAT [20]
which also utilizes the adversarial examples for model regularization, and the
other baselines are based on random perturbations or generative models. From
Table 5, we have the following two major observations. First, our model outper-
forms VAT for all the three datasets. Second, our model also outperforms all the
random perturbation based and generative model based methods, except Ladder
Networks [23] on MNIST, which we conjecture is because the skip connections
in Ladder Networks [23] can best fit the MNIST dataset, making the Ladder
Networks the strongest method for MNIST.

Supervised Learning. Following [20], we apply data augmentation for SVHN
using random translation and for CIFAR-10 using random translation and hor-
izontal flip. The results for supervised learning are shown in Table6. Similar
to the semi-supervised learning, our model also outperforms all the baseline
methods except Ladder Networks [23] on MNIST, which demonstrate that our
model can also benefit supervised learning by regularizing the classifier with the
generated adversarial examples.
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Fig. 3. Selected types of perturbation on SVHN learned by our model.
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Fig. 4. Selected types of perturbation on CIFAR-10 learned by our model.

4.4 Visualization of Generated Adversarial Examples

As stated in the previous sections, our model is not restricted to the pixel-
value based perturbation. Unlike VAT [20], we decouple the adversarial example
generation from the classifier with our generator. In Figs. 3 and 4, we show some
types of adversarial examples on SVHN and CIFAR-10 generated by our model
in the learning process. We can observe that our model is able to generate various
types of perturbation such as color transformation, local spatial transformation,
as well as the pixel-wise perturbation. Our adversarial example types are more
diverse than those in VAT (see Fig. 5 in [20]), which implies better regularization
and explains our advantage over VAT in semi-supervised and supervised learning.
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5 Conclusions and Future Work

In this paper, we propose a generalized semi-supervised learning framework by
regularizing the classifier with adversarial examples yielded from a generator.
The classifier and the generator are optimized in an adversarial manner, at the
end of which the generalization performance of the classifier gets improved. The
effectiveness of our framework has been validated on both synthetic datasets
and benchmark datasets. For our subsequent study, we plan to integrate our
proposed model with other GAN-based semi-supervised learning methods, so as
to further improve the robustness of the classifier. Extending our framework to
other domains such as text is also worth studying.
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Abstract. Student performance prediction is of great importance to
many educational domains, such as academic early warning and person-
alized teaching, and has drawn numerous research attention in recent
decades. Most of the previous studies are based on students’ histori-
cal course grades, demographical data, in-class study performance, and
online activities from e-learning platforms, e.g., Massive Open Online
Courses (MOOCs). Thanks to the widely used of campus smartcard, it
supplies an opportunity to predict students’ academic performance with
their off-line behavioral data. In this study, we seek to capture three
student behavioral characters, including duration, variation and peri-
odicity, and predict students’ performance based on the three types of
information. However, it is highly challenging to extract efficient features
manually from the huge amount of raw smartcard records. Besides, it is
not trivial to construct a good predictive model for some majors with
limited student samples. To address the above issues, we develop a novel
end-to-end deep learning method and propose Dual Path Convolutional
Neural Network (DPCNN) for student performance prediction. More-
over, we introduce multi-task learning to our method and predict the
performance of students from different majors in a unified framework.
Experimental results demonstrate the superiority of our approach over
the state-of-the-art methods.

Keywords: Student performance prediction - Campus behavior -
Convolutional Neural Networks (CNN) - Multi-task learning

1 Introduction

As one of the most popular topics in educational data mining, student perfor-
mance prediction plays a crucial role in many educational domains, e.g., student
academic early warning and personalized teaching [1-3]. For example, based
on the results of a predictive model, the instructor can provide personalized
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intervention and guidance to improve student learning, especially for those low-
performance students [2]. In recent decades, extensive research effort has been
devoted to student performance prediction [4]. Owing to the convenience of
collecting data, a large portion of studies focus on e-learning platforms, e.g.,
MOOC:s [5,6], and predict students’ performance based on online study activity
logs. However, these data concerned with online activities is hardly captured in
off-line learning scenarios. With students’ historical course grades, demograph-
ical data, and their study records on target course (i.e., the course to be pre-
dicted), the other series of researches construct predictive models by direct use
of part or whole of the aforementioned data [2,3,7]. However, these studies gen-
erally suffered from limited efficient features/predictors.

Thanks to the development of information technology, campus smartcards
are widely used in colleges, which record about students’ campus activities in an
unobtrusive way. It supplies an opportunity to predict students’ academic per-
formance from the new perspective of campus behaviors. Recent studies illus-
trate that such real-time digital records generally can reveal some behavioral
factors correlated with student academic performance [8,9]. Intuitively, a cer-
tain swiping card behavior of a student may reflect an incident that happened
to him/her, e.g., swiping smartcards in the library, campus supermarket and
dormitory generally means studying, shopping and relaxing, respectively. Each
implicit incident may be correlated with students’ academic performance, e.g.,
if a student spends long time in library, there is a very high probability that
he/she is a diligent student and will achieve good academic performance.

Motivated by the aforementioned analysis, in this paper, we aim to model
three behavioral characters, including duration, variation and periodicity, and
construct predictive models for students’ performance with the three types of
information. Besides, considering inconsistent course settings across majors, we
view constructing predictive model for different majors as different tasks. How-
ever, it is highly challenging to construct good predictive models owing to the
two following issues:

(1) Traditional handcrafted features are highly dependent upon human experts
and domain knowledge, and it is thus highly challenging to extract efficient
features manually from huge amount of raw smartcard records.

(2) The number of students varies from major to major. For the majors with
limited student samples, it is not trivial challenging to train a good predictive
model.

To address the above issues, in this study, we exploit a novel end-to-end
deep learning approach to predict student academic performance. Recent results
indicate that the implicit features extracted from the Convolutional Neural Net-
works (CNN) are very efficient [10], and it has been empirically illustrated that
CNN has powerful ability to hierarchically capture the spatial structural infor-
mation [11]. Benefiting from these findings, we employ CNN to learn features
from the raw smartcard records, and propose a Dual Path CNN method, called
DPCNN, to model the aforementioned three behavioral characters. Specifically,
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we represent students as tensors by direct use of raw records, each dimension
of which denote time, location and date of swiping card behaviors, respectively.
Then two types of filters are designed according to the size of student tensor, and
utilized in the dual path network to model duration and variation, respectively.
By taking the date axis as the depth of convolutions, periodicity can be modeled.
Besides, given limited student samples in some majors, we introduce multi-task
learning [12] to our method. Through the shared convolutional layers followed
by task-specific fully-connected networks, predictive models for different majors
can be trained in a unified framework. In this way, the problem of data scarcity
can be alleviated. Our contributions are four-fold:

e Instead of extracting features manually, we exploit end-to-end learning style
to predict students’ performance. To the best of our knowledge, such a deep
learning approach for student performance prediction in traditional teaching
scenarios has not been previously reported.

e We propose a dual path CNN method, which is comprised of dual path convo-
lutions followed by three-layer fully-connected networks, and three aforemen-
tioned behavioral characters can be modeled based on well-designed filters.

e We construct predictive models for different majors simultaneously following
the idea of multi-task learning. Benefiting from relatedness between majors,
the problem of data scarcity can be effectively alleviated.

e Experimental results demonstrate the superiority of our approach over the
state-of-the-art methods.

In the following, we will briefly review related works, then the proposed
method DPCNN is detailed in Sect. 3. We report experimental results and anal-
ysis in Sect. 4, followed by the conclusion and future work in Sect. 5.

2 Related Work

As one of the most important research branches of educational data mining,
there has been a large body of work on student performance prediction in
recent decades. Owing to the convenience of collecting data, many efforts have
been devoted to predicting performance based on online activity logs from e-
learning platforms, including MOOCs [5,6,13-17], Intelligent Tutoring Systems
(ITS) [18-20], Learning Management Systems (LMSs) [1,21-24], Hellenic Open
University (HOU) [25,26], and other platforms [27-31]. For example, Ren et al.
predicted grades using data from MOOC server logs, such as the average num-
ber of daily study sessions, total video viewing time, number of videos a student
watches, and number of quizzes [6]. Macfadyen et al. developed predictive mod-
els of student final grades based on LMS tracking data, including the number
of discussion messages posted, number of mail messages sent, and number of
assessments completed [23]. Zafra et al. predicted students’ performance (i.e.,
pass or fail) with the information about quizzes, assignments and forums stored
in Moodle, which is a free learning management system [24]. As can be seen,
the above studies for e-learning platforms have mainly relied on the data about
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students’ online activities, which is hardly accessed in off-line study scenarios.
Another line of studies utilized students’ demographical data, in-class study per-
formance, and their past course grades to construct predictive models for student
performance [2,3,7,32-36]. To name a few, Huang et al. predicted students’ final
grades for a course based on scores in three mid-term exams and grades in four
pre-requisite courses [2]. Meier et al. predicted students’ final grades based on
the performance assessments on homework assignments, mid-term exam, course
project, and final exam [3]. Ma et al. predicted students’ performance prior to
a course’s commencement with their historical course grades as well as course
description [7]. Marbouti et al. utilized the in-class performance factors, includ-
ing grades for attendance, quizzes, and weekly homework, to predict at-risk
students [32]. However, these researches generally suffer from limited efficient
features.

Recently, there is a growing trend to predict students’ performance based on
their behavioral data, which is instantly recorded in campus smartcards [8,9].
In [8], the authors extracted two high-level behavioral characters, including
orderliness and diligence, to predict students’ GPA ranking. In [9], besides
orderliness and diligence, two more factors, i.e., sleeping pattern and friend fac-
tors, were extracted to construct predictive models. However, these features are
extracted in a manual way, which are highly dependent upon human ingenuity
and prior knowledge.

3 Framework

In this section, we first represent student samples as tensors based on their
smartcard records, then the DPCNN framework is proposed, followed by multi-
task learning and the implementation Details.

3.1 Student Representation

In our dataset, smartcard records cover the period from September 01, 2013
to August 31, 2015 (i.e., 730 days totally), and the time of swiping card in
each day varies from 6am to 12pm (i.e., 18 h totally), which may occur at
12 campus places, e.g., the library, canteen and dormitory. As aforementioned,
instead of extracting features manually, we seek to learn representations for
student samples with deep learning methods. Therefore, we denote a student
sample as a tensor X € R**!X4 by using the raw records directly. Here, ¢ denotes
the number of time intervals that a day is split into, [ denotes the number
of campus places where swiping card behaviors may occur, and d denotes the
number of days during the period covered by smartcard records. If a student X
has a record of swiping smartcard at the j** campus place in the i*" time interval
of the k*" day, Xiji equals 1, otherwise it equals 0. As can be seen easily, in this
study, the value of | and d is 12 and 730, respectively. Additionally, we divide
the swiping card period in a day into 18 time bins, each of which spans 1 h.
Thus, t is equal to 18. With tensors, we can analysis students’ behavioral data
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from multiple views, i.e., temporal dimension, spatial dimension and periodic
dimension.

3.2 Dual Path CNN

As aforementioned, CNN has powerful ability to hierarchically capture the spa-
tial structural information. We thus choose CNN as the backbone to construct
our framework. In this part, we first analyze how to adopt convolutional opera-
tions to model the behavioral characters, and then details the proposed method.

Given a student tensor X € R**!*4 we attempt to employ filters of different
size to model different behavioral characters. They are as follows: (1) filters of size
a x [ with taking the date axis as the depth of convolutions. Here, [ equals to the
width of the tensor, which denotes the number of campus places (i.e., 12 in this
work), and « < t is a hyperparameter, which means how many time intervals can
be observed per convolution. Trough convolutional operations upon the tensor
X along the axis of time intervals, swiping smartcard behaviors at different
time in a day can be observed, and the changing patterns of these behaviors in
temporal domain can be captured. In this way, the behavioral character duration
can be modeled; (2) filters of size ¢ x 1 with taking the date axis as the depth
of convolutions. Here, ¢ is consistent with that in X € R**!*? both of which
equal the number of time intervals a day split into (i.e., 18 in this study), and
the width of such filters is set to be one. The reason is that we consider only
one campus place per convolutional operation. Similarly, with the proceeding
of convolutions along the axis of location, swiping card behaviors at different
places can be observed, and the changing patterns of these behaviors in spatial
domain can be captured. In this way, the behavioral character variation can be
modeled. Additionally, the depth of both the above-mentioned convolutions are
the date axis, and thus periodicity of campus behaviors can be modeled.

Based on the above analysis, we propose a novel Dual Path Convolutional
Neural Network, called DPCNN, to model the aforementioned high-level behav-
ioral characters. Figurel presents the architecture of DPCNN, which is com-
prised of dual path convolutional layers followed by a three-layer fully-connected
neural network. The aforementioned two types of filters are exploited as a start
in dual path convolutions, i.e., filters of size o x [ for the top path (i.e., Pathl) to
model duration, and filters of size ¢ x 1 for the bottom path (i.e., Path2) to model
variation. Here, [ and ¢ is equal to 12 and 18, respectively, as aforementioned.
The hyperparameter « is empirically set to be 3 based on the data used in our
study. In order to fetch more information, more filters of size a x 1 / t X 1 can be
adopted in the Pathl/Path2 as the first-level convolutional layer. Besides, it was
empirically observed that layerwise stacking of convolutions often yielded better
representations [37]. Thus more levels of convolutional layers are employed in
the dual path structure. Due to limited storage, the first level of convolutions
in dual path both exploit 64 filters, which is followed by three more levels of
convolutions with 128, 256, 512 filters, respectively. Finally, the output features
generated from pathl and features from path2 are both rearranged to be feature
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Fig.1l. DPCNN architecture. Cov: Convolution; @: Concatenation operation; FC:
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vectors, which are concatenated and then fed into a three-layer fully-connected
network to make predictions.

In our study, the labels are the ranking of students’ accumulated Grade
Point Average (GPA), and thus we follow the idea of learning-to-rank to train
our model. Formally, we denote each pairwise comparison by a triple (X;; X;;y),
where X;, X; € R4 are two student samples, and y € {+1,—1} is a label.
y = +1 denotes that the former student (i.e., X;) is ahead of the latter X,’s
ranking, and y = —1 means the reverse. We denote the dataset consisted of
n pairwise comparisons as D = {(Xf,Xj’-",yk)}Zzl. The goal of our task is to
learn a mapping function f(X) — R that can give the predictive real value for
each student sample. The desired mapping function is obtained by minimizing
the hinge loss function as follows:

L= Y maz(0, y(f(X;) = (X)) +1) (1)

(Xi,X;,y)€D

3.3 Multi-task Learning

The data used in this study are behavioral records of 8199 undergraduate stu-
dents from 19 majors, and the label of a student is his or her ranking based on
students’ GPA in his or her major. Due to inconsistent course settings across
majors, it may be irrational to construct a common predictive model with mix-
ing data of different majors brutally. Therefore, we view constructing models
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for different majors as different tasks. However, the number of students varies
across majors from 100 to 600. For the majors with limited students, it is highly
challenging to train a good predictive model. Multi-task learning is an empiri-
cally good solution, which can train classifiers for multiple related tasks simul-
taneously [12]. Though we view constructing classifiers for different majors as
different tasks, these tasks may be correlated owing to the similarity of courses
and teaching styles from similar majors, such as computer science and electronic
engineering [9]. We thus introduce multi-task learning to our framework. Hard
parameter sharing is the most commonly used approach to multi-task learning in
neural networks, which generally applied by sharing the hidden layers between
all tasks, while keeping several task-specific output layers [38]. Motivated by this,
we let all the tasks share representation learning layers (i.e., the dual path convo-
lutional layers of DPCNN) while remaining the final three-layer fully-connected
networks task-specific. Extension experiments illustrate the appealing effective-
ness of multi-task learning, which is reported later.

3.4 Implementation Details

The python libraries, including “torch” and “torchvision”, are used to build
our network. As aforementioned, in our study, student samples are denoted by
tensors of size 18 x 12 x 730. Thus, filters of size a x 12 and 18 x 1 are utilized to
model duration and variation, respectively. The hyperparameter « is empirically
set to be 3. Additionally, we take the axis of date as the depth of convolutions
to model periodicity. With the limited storage, we utilize 64 filters to fetch more
information in the first-level convolutions, and three more levels of convolutions
are exploited to yield a better representation, with 128, 256 and 512 filters,
respectively. More specifically, in DPCNN, the top path (i.e., Pathl) starts with a
64 filters of size 3x 12 convolutional layer, followed by three levels of convolutional
layers with 128, 256 and 512 filters of size 3 x 1, respectively. Similarly, the Path2
starts with a 64 filters of size 18 x 1 convolutional layer, followed by three levels
of convolutional layers with 128, 256 and 512 filters of size 1 x 1, respectively.
In our framework, the output of the fully connected layer is a single real value
corresponding to the predictive score of a student. The stride of convolutions is
1. The network can be effectively optimized with the Adam method.

4 Experiments

In this section, we first details the data used in our study, and then introduce two
performance measures. Finally, the proposed framework DPCNN are compared
with the state-of-the-art methods, and the effects of dual path structure and
multi-task learning are studied.

4.1 Data Description

The data used in this paper has been publicly accessed on a national undergrad-
uate big data competition platform. It consists of 13,700,000 smartcard records
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of 8199 undergraduate students from 19 majors, which cover the period from
September 01, 2013 to August 31, 2015. These data records a large volume
of students’ campus behaviors, such as paying for meals, entering/exiting the
dormitories, and entering the library. These behaviors may occur at 12 differ-
ent campus places, including cafeterias, campus supermarket, library, dormitory,
laundry room, campus bathroom, boiled water room, printing center, academic
affairs office, school bus, campus hospital, and card center. Besides, academic
performance data is also supplied, which denotes a student’s GPA ranking in his
or her major. Following the idea of learn-to-rank, the input samples are pairs
of student. In the implements, due to limited computational resources, we ran-
domly select approximately 200,000 pairs of student. 70% and the remained 30%
are utilized to train and test our model, respectively.

4.2 Evaluation Metrics

Since we follow the idea of learning-to-rank to train our model, we exploit Spear-
man’s rank correlation coefficient [39], which is one of most important ranking-
based methods, to evaluate the performance of the proposed method. Spearman
coefficient can measure the correlation between the predicted rank and the actual
rank, which can be defined as

m(m? — 1) @
where m is the number of students under consideration, #(X;) and r(X;) are the
predicted rank and the actual rank of the student X, respectively. The higher
the Spearman coefficient, the better the prediction performance.

Besides Spearman coefficient, we also care about accuracy of our model.
Given a data set D = {(Xf, X]’?, yk) }Zzl, the accuracy is defined as below.

acc = % Z ]I(g}k' = yk) (3)
k=1

Here for predicate 7, I(7) equals 1 if 7 holds and 0 otherwise, §* and y* are the
output label and the actual label, respectively.

4.3 Performance Comparison with State-of-the-Art Methods

In this part, to demonstrate the effectiveness of the proposed network, we com-
pare the DPCNN model against the following two state-of-the-art methods for
student performance prediction.

e RankNet, a well-known supervised learning to rank algorithm, was utilized
to predict the ranking of students with two high-level behavioral charac-
ters including orderliness and diligence [8]. The two features were extracted
from smartcard records in a manual way. Specifically, the authors calculated
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orderliness based on two behaviours: taking showers in dormitories and hav-
ing meals in cafeterias, and roughly estimated diligence based on two other
behaviours: entering/exiting the library and fetching water in teaching build-
ings. More details can be found in [8].

e MTLTR-APP is a multi-task predictive framework based on a learning-
to-rank algorithm proposed in [9]. This method took both the difference of
majors and the difference of semesters into account, and considered construct-
ing predictive models for students’ performance in different semesters as dif-
ferent tasks, even if the students came from the same major. MTLTR-APP
can thus capture inter-semester correlation, inter-major correlation with con-
straints upon model parameters. Three handcrafted behavior features (i.e.,
orderliness, diligence, and sleep pattern) as well as student similarity, were
employed to predict student performance.

Table 1. Comparison of DPCNN with the state-of-the-art methods

Methods acc (Accuracy) | p (Spearman coeflicient)
RankNet 0.5980 0.2800
MTLTR-APP | 0.6012 0.2905
DPCNN 0.7658 0.6964

We implement the two above methods on our dataset, to demonstrate the
effectiveness of the proposed method. It is necessary to mention that in our
dataset, the label information is the ranking based on students’ accumulated
GPA rather than GPA in each semester. Inter-semester correlation is thus dis-
carded when we implement the MTLTR-APP method. Table1 shows the per-
formance of DPCNN and the two above methods. It can be observed that the
proposed DPCNN has the highest accuracy as well as Spearman coefficient.
Compared with the RankNet method, the proposed DPCNN further improves
the accuracy and Spearman coefficient by an absolute value 16.78% and 41.64%,
respectively. Likewise, DPCNN also makes large improvements against MTLTR-
APP, i.e. 16.46% on accuracy and 40.59% on Spearman coefficient. The better
results demonstrate the proposed dual path network is capable of learning bet-
ter representation from huge amount of raw smartcard records, compared with
handcrafted features used in the RankNet and MTLTR-APP approaches.

4.4 Effect of Dual Path Structure

In order to demonstrate the appealing effectiveness of the dual path architecture,
we intentionally design two kinds of networks, which merely owns the top path
(i.e., the bottom path is discarded) and the bottom path (i.e., the top path is dis-
carded), respectively. For convenience, we denote them as Single-Pathl network
and Single-Path2 network, respectively. The results are reported in Table 2.



142 Y. Ma et al.

Table 2. Comparison of DPCNN with single path networks

Methods acc (Accuracy) | p (Spearman coefficient)
Single-Path1 network | 0.7540 0.6353
Single-Path2 network | 0.7326 0.5990
DPCNN 0.7658 0.6964

As can be seen from Tabel 2, the DPCNN is obviously superior to both
Single-Pathl network and Single-Path2 network on the two evaluation metrics.
In particularly, the DPCNN obtains the Spearman coefficient of 0.6964%, which
makes large improvements, i.e. 6.11% compared with Single-Pathl network and
9.74% compared with Single-Path2 network. The reason may be that Single-
Pathl network merely utilize filters of size 3 x 12, and it thus only can capture
the two behavioral characters including duration and periodicity, i.e., variation
is missing. Likewise, Single-Path2 network merely utilize filters of size 18 x 1,
and it thus can capture variation and periodicity, but lose duration. Benefitting
from the dual path structure, DPCNN can capture all of the three behavioral
characters, and thus make a better prediction.

4.5 Contribution of Multi-task Learning

As aforementioned, we take student performance prediction for different majors
as different tasks due to the consistent course settings across majors. To alleviate
the issue of data scarcity, we follow the idea of multi-task learning and construct
predictive models for multiple majors in a unified framework, i.e., a novel deep
network of sharing the convolutional layers (i.e., representation learning layers)
while keeping the final three-layer fully-connected networks (i.e., output layers)
task-specific. In this part, we care about the benefits from multi-task learning.
To this end, we predict student performance with the two following single-task
methods. The results are reported in Table 3.

e Single-task network constructs predictive models for each major separately
without considering the relatedness between tasks. Specifically, we divide the
data set into 19 subsets corresponding to 19 majors. Each task owns the whole
network DPCNN (i.e., without sharing convolutions), and predictive model
for each major is trained one by one. In this method, the average performance
is reported.

e Mixed-data method views constructing predictive models for all majors as
a whole task. In other words, the whole DPCNN framework are shared, and it
trains a common model for all majors through mixing data of different majors
brutally, i.e., the whole DPCNN framework are shared, without task-specific
layers.

As can be seen from Table 3, the DPCNN achieves obviously better perfor-
mance compared with Single-task network as well as the Mixed-data method.
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Table 3. Comparison of DPCNN with single-task methods

Methods acc (Accuracy) | p (Spearman coeflicient)
Single-task network | 0.7507 0.5889
Mixed-data method | 0.7259 0.6100
DPCNN 0.7658 0.6964

Specifically, first, Mixed-data method obtains the worst performance on accu-
racy, and thus illustrate that it is irrational to train a common model for different
majors. Second, the performance of DPCNN makes a great improvement com-
pared with that of Single-task network, i.e., 1.51% for accuracy and 10.75% for
Spearman coefficient. The reason may be that DPCNN constructs different pre-
dictive models for different majors in a unified framework, and the relatedness
between tasks can be implicitly exploited. Third, intuitively, higher accuracy is
generally accompanied by a higher Spearman coefficient. Surprisingly, when we
compare Single-task network with Mixed-data method, we find that the Single-
task network is superior to the Mixed-method on accuracy, while inferior to
Mixed-method on the Spearman coefficient. The result may be that in the imple-
ments, we sample some pairs of student from each major rather than utilizing
all the pairs to construct predictive models.

5 Conclusion and Future Work

In this paper, we predict academic performance based on a large-scale students’
behavioral data. Instead of using handcrafted features, we exploit end-to-end
deep learning method. To model the three behavioral characters including dura-
tion, variation and periodicity, we propose dual path convolutional neural net-
works. Through dual path convolutions upon student samples, which are repre-
sented as tensors, duration and variation can be modeled, respectively. Besides,
by taking the date dimension of tensors as the depth of convolutional operations,
periodicity can be modeled. Then we introduce multi-tasking learning into our
framework, and let multiple tasks share the common convolutional layers while
remaining the final three-layer fully-connected networks task-specific. By com-
paring with two baselines, we show the effectiveness of our proposed DPCNN
for predicting academic performance. Moreover, extension experiments illustrate
the effectiveness of both dual path structure and multi-task learning.

Though the proposed approach DPCNN can achieve a better presentation
automatically as well as better performance, it fails to show the relationship
between campus behaviors and academic performance. Thus more deep learning
methods, e.g., attention model, can be explored and exploited for our future
study. Besides, it should be noted that there exist many other factors affecting
student performance, such as psychological status, in-class study behaviors, and
historical course grades. Thus, it is also highly appealing to consider more factors
to predict student performance in the future.
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Abstract. Despite its popularity, the decision making process of a Deep
Neural Network (DNN) model is opaque to users, making it difficult to
understand the behaviour of the model. We present the design of a Web-
based DNN interpretability framework which is based on the core notions
in case-based reasoning approaches where exemplars (e.g., data points
considered similar to a chosen data point) are utilised to help achieve
effective interpretation. We demonstrate the framework via a Web based
tool called Deep Explorer (DeX) and present the results of user accep-
tance studies. Our studies showed the effectiveness of the tool in gaining
a better understanding of the decision making process of a DNN model
as well as the efficacy of the case-based approach in improving DNN
interpretability.

Keywords: Deep neural network interpretability - Visualisation -
Decision boundaries - Interpretable machine learning

1 Introduction

Despite having the capability to outperform humans in many tasks, the inner
workings of DNN models often lack transparency and interpretability, leading to
a black box like behaviour [1]. For a user, it is difficult to understand the path
DNN models take to come to a decision. An interesting question that remains
unanswered is: What training data influenced the result?

A common approach to examine the behaviour of a DNN model is by a trial-
and-error based method where users would guess what types of training data or
features might be added or tweaked to affect the model. This approach tends to
be ad-hoc and time consuming. It would thus be useful to have an assisting tool
which help users to see and understand the decision making process of a DNN
in an intuitive manner.

In this work, we propose DeX, which is an interactive Web tool that helps
users better understand the decision making process of a DNN. The tool visu-
alises the similarity of data points in a DNN model transformed space for users
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to infer the decision criteria of the model. The visualisation elements of DeX
include (i) numerical values representing the probability distribution of these
data points among labels, (ii) clusters of data points in the DNN transformed
space, (iii) k-nearest neighbours of a specified data point, and (iv) boundaries
characterized by the model. DeX visualises a model’s training, test points and
decision boundaries, allowing users to carry out an interactive exploration of dif-
ferent models utilizing the dataset, as well as a visual comparison of two different
models. Using this tool, users can also spot potential weaknesses of models. We
have conducted user studies of the tool to demonstrate the effectiveness of the
proposed system.!

2 Related Work

There is an immense amount of related work relating to the domain of inter-
pretability of Deep Learning Models. We have selected the following topic areas
as closely related work.

Prototype Finding and Criticisms: A case-based reasoning approach [2] aims to
find examples or prototypes of the solutions of similar past problems that could
help solve new problems. In the context of deep learning interpretation, this
approach aims to find training data points that are close to other data points
within their own classes and far away from those in different classes. Prototype
methods involves presenting a minimal subset of “representative” samples from
a data set that can serve as a condensed view of the data set. For example,
prototype finding is solved as a set cover optimization problem by Bien et al. [3].

Another similar approach is criticisms, where data points that do not quite fit
the model are identified and referred to as criticism samples. Together with pro-
totypes, criticism can help humans build a better mental model of the complex
data space. For example, Kim et al. [4] make use of Maximum Mean Discrepancy-
critic which intends to find outliers in a class (referred as criticisms) that differ
the most to other data points belonging to the same class.

However, we argue that criticisms and prototypes alone cannot give users
sufficient information about why a model makes a certain classification deci-
sion on a data point. We can give more contextual information to the users in
terms of presenting other similar data points in the neighbouring classes and
characterising the differences between classes.

Visualization: Various visualisation techniques are used to explain the decision
making process of a deep learning model. The works in [5-7] present visualisation
techniques that aim to identify the most important training data that led to
certain model predictions (e.g., highlighting different areas of input images that
could help reveal the fact that the model factor in the local structure of an image
rather than the general scene). Yosinki et al. [8] also introduced a visualisation
tool that shows the activations formed on each layer of a trained deep learning

! A video presentation of the system is available from: https://youtu.be/E87X9U53
sXg.
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model as it processes input data. Looking at the evolution of live activations
during training helps shape valuable insights about how the model works.

In our system, we allow for a visual comparison between two different mod-
els and their decision boundaries resulting from their training data. The tool
also allows easy identification of model weaknesses such as training and testing
errors. Subsequently, it will work towards providing answers to some of the fre-
quently asked questions users normally have in regards to the black-box workings
of DNN. We apply the work of Wu et al. [9] to improve the interpretability of
the DNNs through visualising the training & test data along with the model’s
decision boundaries, which will enable users to have a significantly better under-
standing of the model predictions and their decision-making process.

Interpretable Decision Boundaries: In this work, we make use of the previous
work done by Wu et al. [9] a method to enhance users’ understanding of a shared
DNN model. Given a training dataset and a model, the algorithm proposed in
this approach selects a small set of training data that best characterizes the
model’s decision boundaries. These data points are meant to give useful infor-
mation to the users to infer how a model prediction is made in relation to them.
They employed a max-margin based approach to select the most representative
training data that largely contributed to the forming of the decision boundaries
of a DNN model referred as interpretable decision boundaries. These training
data points are organized via an Explicable Boundary Tree (EB-tree) based on
the distances in the DNN transformed space.

3 Case-Based Interpretability Framework

The proposed framework is comprised of two parts: core interpretability process-
ing layer and Web-browser based visualisation and interactivity layer. Figure 1
illustrates the DeX architecture.

Input Interpretability Framework Core Processing Layer Web-based Visualisation and
Interactivity Layer
An
Existing Feature
Deep [ »| | Extraction Decision Dlmer_vslon— Compute | [ JavaScript Web
Learning (e.g., Boundary ality K-NN Modules for — Browser
Model softmax Analysis Reduction Visualisation

layer)

Fig. 1. An overview of the framework

3.1 The Core Processing Layer

To start, a dataset? is processed by a chosen DNN model and a Tensorflow
module extracts the features - the data representation in the hidden layers and

2 We used MNIST [10] in our case study implementation.
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the softmax layer of the model - from the model transformed space. The features
are in high dimension which is not ideal for visualisation. We use the following
three techniques to aid the visualisation of the features:

— t-SNE [11] for dimensionality reduction: the t-SNE algorithm is known to
preserve the local distances of the high-dimensional data. Using t-SNE, we
present the model’s representational data points in clusters, showing the most
similar data points as learned by the model. This forms the basis of our case-
based approach to interpretation where we enable users to view examples of
similar or dissimilar cases to infer the positioning of a new data point within
the model,

— pre-calculation of K Nearest Neighbours for each data point: K-NN searches
the data for the K instances that most resemble the point of interest. These
K instances can essentially be seen as the points the model looked at in
order to place/classify the point of interest, highlighting a model’s decision
process. To obtain the nearest neighbours for the models at hand, we use
the FALCONN [12] library for Python which is based on Locality-Sensitive
Hashing and a Euclidean distance nearest neighbour search,

— the decision boundary analysis: as mentioned before, we utilised the algorithm
proposed in [9] for this task. The analysis selects the most representative train-
ing data that largely contributed to the forming of the decision boundaries of
the DNN model. The results of this analysis is used by the visualisation layer
as another way to inspect the model’s behaviour. The boundary inspection
can help users better understand the classification results, as the nodes in
the boundary show examples of data points that the model considered most
ambiguous in making decision. It can highlight weaknesses of the model.

3.2 Web-Based Visualisation and Interactivity

Figure 2 shows the home screen of the application, which is implemented as a
set of browser-based Javascript modules using an MNIST trained model.

We can see the clustering of each of the classes for the training data points and
the relation between each of the predictions made by the model. Users can toggle
between showing data points of their choice, using the legend in Fig.3a. This
functionality allows toggling between showing only the training data points, the
test points or individual classes from each of the training or test data. Figure 3b
shows the visualisation with only testing points.

Upon clicking on a data point, the data point’s k-NNs are highlighted where k
is set to 5 by default (Figs. 4a and b). The raw image of the data point clicked on
is also displayed in a larger format on the top left corner of the visualisation with
a button to ‘Explore k-NN’. With this feature users can visually see the relative
distance of the points in a 2D mapping gained from the higher dimensional
space. Hovering over each of the data points on the plot shows a tool-tip with
the raw image corresponding to the data point (Fig.4b). This is to fulfil the
main aim of interpretability as the users will find it useful to know what each
of the data points actually looks like. This makes it more intuitive to the user
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Fig. 2. Home screen of the application
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Fig. 3. Available visualisation controls

which features of the image may have lead to the classification decision, whether
it be mis-classified or correct.

The application allows spotting of two kinds of errors, training and test errors.
Training error refers to the incorrect predictions a model makes on training data.
This training data has been utilised to train the model and this essentially does
not imply that the model once trained will have 100% accurate performance
when connected back on the training data itself. In Fig. 5a, we can see two blue
training points predicted wrongly into the grey cluster. This itself will reveal to
the user a weakness in their model and using the feature of hovering over the
data points to look at the image associated with the points, the user can work
towards improving their model.

The second is a test error, which is the error received whilst running the
trained model on the test data. This data is used to reveal the true accuracy
of the model. In Fig. 5b, we can observe an orange test point mis-classified into
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Fig. 4. Visualisation showing k-NN points

{ f B YAl X }

(a) Example of Training Error (b) Example of Test Error

Fig. 5. Visualisation highlighting errors (Color figure online)

the blue class cluster highlighting a test error. Once again, the easy spotting of
different colours with one cluster reveals a weakness in the model.

Another feature available is the exploration of the decision boundaries of the
model (Fig.6a). The decision boundaries presented is the region of the model
in which the output label of a classifier is ambiguous. The decision boundaries
should help users better understand the similarity or dissimilarity of features
embodied in the boundary and in the test data. Observing if the nodes in the
decision boundaries are clearly separated or not can reveal the weakness of a
model. To improve their model users can use the data in the congested areas
where nodes are found close together as a seed to fine tune the model.

Seeing the k-NN and the corresponding raw images, users can more eas-
ily infer how the model classified the data point based on their similarities. In
Fig. 6b, we see an interesting example of the k-NN render of a data point. The
data point selected with true label 0 (red cluster) is predicted incorrectly to be
of class 4 (purple cluster). Looking at the raw image of this point, a human can
interpret this number as either a 4, a 9 (brown cluster) or a 0. We can see this is
exactly what the model thought as well as the k-NN appear in 3 of the clusters
and hence a weak point can be pinpointed in the model in this area.
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(a) Visualisation of Decision Boundaries (b) Interesting case of k-NN

Fig. 6. Other visualisation effects (Color figure online)

When selecting a data point, users can further inspect the data point’s k-NN
by clicking on the ‘Explore k-NN’ button to see more detailed display of the raw
images and labels corresponding to the k-NN. This will be useful in the case
when a user wants to better interpret the relationships and similarities within
decisions made by the model.

We also implemented a feature of uploading a test data point to show its
k-NN in the boundaries. This is similar to an instant visualisation of exactly the
path the model takes in making a decision depending on input data. Currently
the test points allowed to be uploaded are from the existing test dataset only.

Single View  Model Comparison

Show boundaries ~ Upload Test Point £ k-NN~  Comparison Mode ~
o) (23 Model2
7

Fig. 7. A model comparison view

The model comparison feature (Fig.7) allows the rendering of a side-by-side
comparison of two different models. Users have a variety of options available
to choose from in the comparison mode (permutation of different models and
layers). All the features mentioned before are also available in this visualisation
mode. Whatever action a user performs on one of the models will render the
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same action to be performed on the other: An interactive visualisation that
allows users to carry out and interpret model comparison more efficiently. This
makes evaluation of models much easier by dealing with behaviour rather than
numerical values. DeX also have various other features including the option to
choose the value of k for the k-NN render, zooming in and out of the visualisation,
a help menu, ability to view different layers, all of which have been aimed at
mitigating the black-box phenomenon of DNN.

4 Experiments

We have conducted user acceptance studies using the case study implementation
with the MNIST dataset. We describe the testing setup and summary result,
followed by detailed descriptions of the findings by user tasks/goals.

Setup: We invited 13 participants having basic understanding of neural networks
and machine learning for a user acceptance study. The participants who took
part had a wide range of experience levels with neural networks and similar
themes, which was shown to affect the results of this user study. The study was
carried out at 3 different locations, all on displays of 1920 x 1200 resolution. We
aimed to answer the following two research questions in this study:

1. Determine if the DeX application allows users to gain a better insight about
the DNN model they are exploring.
2. Evaluate how efficient the user interface of DeX is.

We designed 8 tasks in total. The testing is concluded by a few follow up
questions. The first part of completing the task allowed us to gain insight into the
usability of DeX, whereas the second part of answering the follow up questions
highlighted the usefulness of DeX in improving the interpretability of DNN. For
each user, 5min were allocated to introduce them to the aim of the research
project and the DeX application. 30 min were allocated to complete the tasks,
including the answering of the follow up questions. At the end of each user study
session, participants were given an online post-questionnaire to complete in their
own time. Some participants exceeded the 30 min time due to curiosity of some
of the features i.e. they asked many questions in between.

Result Summary: We recorded the time took by each participant in completing
each of the task. Average task completion times (in seconds) are reported in
Table 1. The participants took longest to carry out task 4 (finding the train-
ing/test errors) while users struggled most with task 6 covering the decision
boundaries.

4.1 Detailed Results

Exploring k-NN (Tasks 2—3): In these tasks, participants were asked to use
the application to explore the k-NN of a random point of their choice from
the presented model and then later change the number of k-NN being displayed.
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Table 1. Tasks and result summary for user acceptance testing

Task No./Description Results Time
1. Which one is a better 13/13 people correctly guessed the better N/A
model? (Using numerical model

statistics)

2. Find and explore the k-NN | 13/13 people found k-NN helpful for 54.9
of a random point understanding model decisions

3. Change the number of 13/13 people correctly completed the task 16.7

k-NN being explored

4. Find a train and test error | 13/13 people found it helpful to discover the | 72.3
error points using the visualisation in
understanding model behaviour

5. Upload a test data point 12/13 people correctly completed the task 37.8

6. Explore the decision 12/13 people found the decision boundaries | 71.2
boundaries to be insightful in discovering model
behaviour
7. Look at a different layer 12/13 people found it useful having the 22.2
option to look at different layers
8. Compare models using 13/13 people preferred this comparison 61.5
Model Comparison feature method over numerical comparison

Whilst the participants carried out the required tasks, we were able to determine
the usability of the feature and were able to gain knowledge of the practicality
of this method through our follow up questions.

The users were required to carry out these tasks by using the mouse pointer
to click over a data point in order to highlight the required neighbours. The user’s
first interaction with the application consisted of hovering over the data points to
explore the tool tips containing their corresponding images. Many participants
thought they had to use their own knowledge to calculate the k-NN of a point.
Once they were guided that the application would do this automatically and
that they can utilize the help menu, they proceeded to figure out how to display
the k-NN. Some of the participants did not require any assistance to complete
these tasks. Moreover, a few of the users found that the ‘Explore k-NN’ was not
obvious as it did not looked like a click-able button. So when asked to look at the
k-NN in a different view, the participants spent plenty of time looking around the
user interface and using the help menu. Other than this when asked to change
the number of neighbors being shown, 100% of the participants succeeded to do
so without any assistance. All participants found the result of the k-NN to be
similar to what they expected and liked the ability to see the two different views.

In the follow up questions, when the participants were asked whether the abil-
ity to view the k-NN of a chosen point is helpful in understanding the behavior
of the model, all of the replies were in favour (Table1). This accentuated the
practicality and convenience of using k-NN as a method to improve the inter-
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pretability of Deep Learning Models. Participants highlighted that outliers would
be easy to spot and interesting to explore the similar cases. A point was also
raised about how this methodology would allow understanding complex models
more easily as the k-NN represent what the model deems most ‘similar’ when
looking at data points. A few participants highlighted the problems with the
black-box behaviour of a model and how this representation gave them a better
insight into the model’s ‘thinking’.

Spotting of Errors (Task 4): Before beginning these tasks to spot the errors,
participants asked for an explanation for what train and test errors were. Some
even went to the help menu to find this information. This highlighted that we
may need to include this type of information in the how-to and help menu. A few
participants complained that it was hard to see the test points in combination
with the train points, since there were so many. Participants did not figure out
the functionality of the toggle buttons as toggles existed between the test and
train data points. A few users also struggled to find the errors since there existed
none for train but some for test.

However, after understanding the definitions of training/test errors, some
commented that it was very useful that the visualisation in DeX basically high-
lighted the errors for them, that it was easy to spot the errors due to the colour
differences in clusters in comparison to just reading the accuracy values.

Another approach participants took in identifying errors was to look at the
k-NN and search for mislabeled points in the ‘Explore k-NN’. Furthermore they
hovered over the data points in the visualisation to see the corresponding images
in the clusters. When designing the tool, we did not anticipate that these meth-
ods could be used to spot errors, so it was very insightful in observing participants
doing so.

Also, using the same approach, two participants discovered human errors
which consisted of training data being labeled incorrectly: a 5 was found in
the 3 cluster because it was labeled as a 3. This was not the models fault and
highlighted how human error can affect a models behavior. In fact, we were not
aware of this human error ourselves until it was pointed out by the participants
during the study. This underlined the effectiveness of visualising the dataset
along with similar images for each data point.

Participants suggested that we provide additional information such as the
true vs. predicted labels in order to make training or test errors more explicit.
Another suggestion was made to consider colour-blind users and how they may
not be able to spot errors in the current colour scheme involving red and green.

During the testing for this feature, we also found a bug in the toggles and
how the colours did not match up to the toggle actions.

100% of the participants highlighted that they would rather use DeX to
discover errors existing in their models (as shown in Table 1), since the errors
were easy to spot and complimented by the k-NN feature. Feedback was received
regarding the k-NN feature in DeX revealing more information about what data
points the model considered similar and discover the reason why the error may
be labeled as is. The metric results in Table 1 and feedback received emphasized
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the effectiveness of the t-SNE clustering and test error spotting mechanism as
well as re-validated the feasibility of using k-NN as methods to improve the
interpretability of deep learning models.

Uploading a Test Point (Task 5): Participants found this technique very
useful, as it would allow for fast revealing of the result of model classification for
a test point. All participants agreed that the tool would be very useful if new
unseen test points could also be classified using the same method of uploading
a test point. Participants revealed that they would use the tool to see if test
points are correctly placed and further be able to explore the point of interest’s
neighbours. Many appreciated the fact that this visualisation allows doing such
exploration, as the conventional way of feeding the point to a classification work-
flow, e.g., Tensorflow, gives a black-box result and does not reveal much about
the decision of the model. Users liked the feature of being able to quickly figure
out if the model classified a funny looking digit wrong before technically improv-
ing the model to classify the digits correctly. The result and feedback confirmed
the efficiency of the upload test point feature within the DeX application.

One user suggestion was to change the name of “upload test point” to ‘check
test point’ to better describe what it does currently as no new test points can
be currently uploaded for evaluation.

Decision Boundaries (Task 6): Participants found this feature to be the
most confusing. This was because when asked to look at the decision boundaries
they went in with the pre-conceived idea that the term ‘boundaries’ referred
to the edges of each of the class clusters. Furthermore, when the interpretable
boundaries were displayed they could not spot the information icon to find out
what boundaries were actually telling them. Once aided to look at the help
information they were able to understand what was happening. The feedback
given was that having to look at the ‘boundaries’ as such was confusing due to
previous knowledge of boundaries being the gap between two differing clusters.
A few participants were not able to grasp the meaning of the line connecting
two nodes. Since it was called decision boundaries, they thought that the line
outlined a boundary where in fact the line was just a connection between two
nodes which the model finds most ambiguous. The participants suggested that
the lines should not be called ‘decision boundaries’ but something along the lines
of an ‘ambiguity tree’.

After reading the explanation through the information icon, participants
understood what the decision boundaries were actually showing: Many saying
that it seems to tell you a big picture/overview of how the model is performing
and how to improve the model accordingly. After viewing the boundaries, some
even went on to identify a few cluster areas where improvement can be made by
adding more data points. Overall, 12/13 participants found the decision bound-
aries insightful in discovering the model at hand (Table 1) which signified the
effectives of using decision boundaries as a method to better interpret deep
learning models.
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Viewing Different Layers of a Model (Task 7): Users found the option
to view different layers highly beneficial. After being explained the functionality
of different layers in a model, even the participants with little knowledge of
the purpose of different layers found the visualisation to be highly useful. The
feature of viewing different layers was highlighted to explain the incremental
improvement nature of a DNN model in terms of generating the final results,
which the users found insightful. This showed the practicality and benefits of
allowing exploration of different layers as a feature in DeX. This was further
supported by the number of people who found it a useful option to understand
the model (12/13 metric, in Table 1).

Model Comparison (Task 1 and 8): One of our main goals was to test the
advantage of comparing models visually, using the comparison feature we offered
in DeX, over a conventional method such as reading the numerical accuracy of
the models. For this, we set the participants to carry out a comparison of two
models using only the numerical accuracy of the models vs. using the DeX’s
model comparison feature. All of the participants answered correctly as to which
model was better using both methods. The participants revealed their thinking
process whilst answering our follow up questions. In the numerical accuracy
method, the participants explained they chose the model with the higher number
as being better of the two. In the visual method using DeX, users stated that
the visual component allowed them to explore the model better and grasp better
information about it, which is what lacked in the numerical comparison method.
Various participants also expressed that using the visualisation in combination
with the numerical details of the model will make a very powerful comparison
technique. DeX indeed offers this, the numerical details were omitted during
the testing in order to draw an effective comparison between comparing models
using numerical analysis vs. comparing models using our visualisation methods.

When using the visualisation for model comparison, the expected path taken
was to explore the models using all the features evaluated prior to this feature i.e.
k-NN, decision boundaries, finding errors etc. However most participants based
their judgement on the visualisation and visibility of clustering and errors only.
Most of the users who had basic yet limited knowledge of neural networks were
able to intuitively arrive at the decision of which model was better due to the
“neatness” of the clustering. Three participants also went on to use the decision
boundaries due to the understanding they gained through the information they
gained from Task 7. These observations brought attention to the most useful
features (t-SNE visualisation and decision boundaries) of DeX that were used
to understand a model in order to make a comparison.

There were also some cases where users did not notice the model compari-
son tab in the navigation bar and proceeded to compare models by switching
between viewing the different models from the model dropdown menu. At the
end of the model comparison when the user had come to a decision, they high-
lighted how it was a bit annoying having to switch between two of the models to
compare details. When the facilitator pointed out they could carry out the model
comparison side by side, the participants were intrigued and appreciative of the
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feature. Although already having arrived at a decision for the better model, they
used the Model Comparison feature to re-explore both models side-by-side and
complimented on the practicality of such a feature, further validating the utility
of the Model Comparison feature.

Table 2. Post task questionnaire. All the answers were given in a 5-point scale of
agreement scores (1: strongly disagree, 2: disagree, 3: neither agree nor disagree, 4:
agree, 5: strongly agree). The ‘™’ next to the average score indicates the higher the
score the better whereas the *’ indicates the lower the score the better.

Statement Avg. | Std. Dev.
1 - T found the system unnecessarily complex 3.22* | 1.13
2 - I found the system very cumbersome to use 1.90" | 0.99

3 - I think that I would need the support of a technical person to | 1.78* | 0.63
be able to use this system

4 - T needed to learn a lot of things before I could get going with | 2.00* | 0.94
this system

5 - I found there was too much inconsistency in this system 1.89" | 0.74
6 - I think that I would like to use this system frequently 4.00% | 0.67
7 - I thought the system was easy to use 3.807 | 0.87
8 - I found the various functions in this system were well 3.80% | 0.31
integrated

9 - I would imagine that most people would learn to use this 4.11% 1 0.87
system very quickly

10 - I felt very confident using the system 3.70" | 0.82
11 - T would use this system to evaluate models of my own 4.671]0.67

12 - The user interface is a great tool to understand DNN models | 4.227% | 0.92
better

4.2 Post-questionnaire

The result of the post-task questionnaire is presented in Table2. The goal of
these questions was to get the users experience and opinion during the user
study and capture any insights we may have missed. The first 10 questions are
selected from the Software Usability Scale (SUS) questionnaire [13]. These results
of the participant’s answers to the questions demonstrates the effectiveness and
usefulness of the proposed system for better interpreting of deep learning models
and a better technique to carry out model comparison. For the first 4 statements
the lower is the score the better it is and for the remainder the higher the better.
Out of the results shown in Table 2, 11/12 statements achieved desirable scores.
Statement 1 received an average of 3.22 which was borderline, whilst we were
looking for a lower score. This response can be linked to the observation that
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users found the system a little difficult to learn at the beginning due to not being
able to navigate the help menu.

4.3 General Discussion

Although a pre-requisite of participating in the user study was to have a basic
understanding of neural networks, machine learning and clustering, we had a
wide range of knowledge levels within our participants. This is because we asked
the participants to self-rate their proficiency and experience on the topics. Inter-
estingly, participants doing research in the domain of NN asked many questions
while performing the tasks resulting in increase in their total completion time.
Experienced participants were positively surprised by the immediate effects of
the visualisation and being able to find out vital information about a model.

On the other hand, many of the users with limited knowledge of neural net-
works also asked questions i.e. what the data set was, what the visualisation was
showing, while reading the help information spread throughout the application.
After learning about what was going on, they were also positive about the tool.
All participants on average spent the least time on tasks 3 and 7 because these
involved selecting menu items only.

The participants also had some concerns regarding the loss of information
that may be caused due to the dimensionality reduction as they were not familiar
with what t-SNE does, once explained they were content with the work. Many
users used the phrase ‘like de-bugging the DNN model’ to describe their expe-
rience with the tool, after exploring the various aspects of the model using the
application.

Users had the general feedback of the placement and visibility of action but-
tons being improved: clickable buttons and menus were most times unnoticed by
the users despite the clear headings. For some of the tests carried out, the inter-
face took some time to load features, which was affected by the long-distance
between the hosting server and a client machine. During the other half of the
tests we were situated at the same location as the server and the interface did
not show lagging. Users who experienced the slow interface suggested imple-
menting a loading feedback mechanism so users are not confused as to thinking
the interface is not working. Another feedback provided was to have a short
video introducing the functionality of the system along with the help menu for
a fast learning of all of the features.

The visualisation was highly appreciated by all of the users. There was a
highly positive reflection on being able to identify various errors; weaknesses and
ways a model could be improved. Most users commented on being visual learners
so being able to see the clustering of a model was highly effective for them.
Features that require improvement included speed/responsiveness, feedback and
placement of some action items (mentioned above).
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Conclusion

DNN interpretability is becoming an increasingly important concept in deep
learning research. In this paper, we presented the design and implementation of
a Web-based DNN interpretability framework which takes a case-based reasoning
approach where similar data points and decision boundaries are utilised to help
achieve intuitive interpretation. Our user acceptance studies showed that the
tool is effective in gaining a better understanding of the inner workings of a
DNN model.

Acknowledgements. The authors thank all participants who took part in the appli-
cation user study.
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Abstract. Reading books is one of the widely-adopted methods to
obtain knowledge. Through reading books, one can obtain life-long
knowledge and maintain them. Additionally, if multiple sources of infor-
mation can be obtained from various books, then obtaining relevant
books is desirable. This can be done by book recommendation. There are,
however, a number of challenges in designing a book recommender sys-
tem. One of the challenges is to suggest relevant books to users without
accessing their actual content. Unlike websites or blogs, where the crawler
can simply scrape the content and index the websites for web search,
book contents cannot be accessed easily due to copyright laws. Because
of this problem, we have considered using data such as book records,
which contains various metadata of a book, including book description
and headings. In this paper, we propose an elegant and simple solution
to the book recommendation problem using a deep learning model and
various metadata that can infer the content and the quality of books
without utilizing the actual content. Metadata, which include Library
Congress Subject Heading (LCSH), book description, user ratings and
reviews, which are widely available on the Internet. Using these metadata
are relatively simple compared to approaches adopted by existing book
recommender systems, yet they provide essential and useful information
of books.

Keywords: Book recommendation + Deep learning - Metadata

1 Introduction

Reading books enhances our understanding on the content covered in a book
and offer us an opportunity to learn new knowledge. According to [8], many of
the college students believe reading book is directly linked to academic success
in college. For people who are not in college, reading books helps them learn
throughout their lives.

Instead of accessing the content of a book using its hard-copy archived in
a library or made available in a book store, electronic copies became available
online through online services such as Google Books or Amazon. In addition,
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book reviews and ratings can be downloaded by customers and users so that
they can filter sub-standard books and make the best choice. Several book rec-
ommendation systems have been developed to recommend relevant books to
users [7] based on machine learning algorithms or other techniques such as data
mining. However, these algorithms require accessing the actual book content
which is not widely available due to the copyright law. Instead, we propose an
elegant and effective solution to the problem by using metadata associated with
books. Metadata are useful, since they offer useful information of the correspond-
ing books. We consider book descriptions, LCSH, user ratings, and reviews to
rank books.

Our book recommender is designed for solving the information overload prob-
lem while minimizing the time and efforts imposed on readers in discovering
unknown, but suitable, books for pleasure reading or knowledge acquisition. Our
recommender first identifies a set of candidate books, among the ones archived at
a website, with topics related to a number of books preferred by the user U. Our
recommender is a self-reliant recommender which, unlike others, does not rely on
personal tags nor access logs to make book recommendation. It is unique, since
it explicitly determines categories of books that match the one preferred by users
using a deep learning algorithm, besides considering the subject headings, user
ratings, content descriptions, and sentiment on books that are available online.

Our proposed solution provides book stores and libraries diverse and effective
book recommendation. In addition, the users can have a satisfying experience
with the book recommendation system in terms of saving time and efforts in
searching for relevant and interested books to read. Furthermore, our book rec-
ommender system is significantly differed from existing approaches, since we do
not consider any data mining technique. By simply aggregating the informa-
tion provided by metadata of books, we effectively recommend books that are
relevant to the user’s information needs.

2 Related Work

A number of book recommenders [6,15] have been proposed in the past. Ama-
zon’s recommender [6] suggests books based on the purchase patterns of its users.
Yang et al. [15] analyze users’ access logs to infer their preferences and apply the
collaborative filtering (CF) strategy, along with a ranking method, to make book
suggestions. Givon and Lavrenko [4] combine the CF strategy and social tags to
capture the content of books for recommendation. Similar to the recommenders in
[4,15], the book recommender in [12] adopts the standard user-based CF frame-
work and incorporates semantic knowledge in the form of a domain ontology to
determine the users’ topics of interest. The recommenders in [4,12,15] overcome
the problem that arises due to the lack of initial information to perform the recom-
mendation task, i.e., the cold-start problem. However, the authors of [4,15] rely
on user access logs and social tags, respectively to recommend books, which may
not be publicly available and are not required by our recommender. Furthermore,
the recommender in [12] is based on the existence of a book ontology, which can
be labor-intensive and time-consuming to construct [2].
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Zhu and Wang [17] adopt relational data mining algorithm for recommending
books. They apply the Apriori data mining algorithm to eliminate mismatched
book records and effectively perform data mining using optimization. This app-
roach reduces the amount of book data to be considered. Mooney and Roy [7]
apply the contend-based book recommendation approach to obtain the descrip-
tions of books and develop a machine learning algorithm to categorize the text.
After categorizing the text, they utilize user profile and use the Bayesian learn-
ing algorithm to find the appropriate book for the specific user. Sohail et al. [14]
solve the book recommendation problem by constructing an opinion-mining algo-
rithm which relies on the reviews written by users to extract the users’ opinions
on books for making recommendation. All of these approaches are significantly
differed from ours, since the latter simply relies on topic analysis and matadata
of books in making book recommendation to its users.

3 Our Book Recommender System

We first utilize a deep neural network model to classify a book B given by a
user U who also provides a number of preferred books in a profile. Based on the
category of B, we filter books in a collection that are in the same category as B,
called candidate books CB. Hereafter, we consider different features (presented
in Sects. 3.2 to 3.5) of books in C'B to rank them (in Sect.3.6) accordingly.

3.1 The Recurrent Neural Network (RNN) Model

We employ a recurrent neural network (RNN) as our classifier, since RNNs pro-
duce robust models for classification. Similar to other deep neural networks,
RNNs are both trained (optimized) by the backpropagation of error and com-
prised of a series of layers.

— An input layer is a vector or matrix representation of the data to be modeled.

— A few hidden, or latent, layers of activation nodes, sometimes referred to
as “neurons”, are included. Each of the hidden layer is designed to map its
previous layer to a higher-order (and often higher-dimensional) representation
of the features which aims to be more useful in modeling the output than the
original features.

— An output layer produces the desired output for classification or regression
tasks.

The output is produced by propagating numeric values forward. The network is
trained by backpropagating the error' from the output layer backwards. Unlike
other network structures, a RNN takes into account the ordering of tokens within
sequences, rather than simply accounting for the existence of certain values or
combinations of values in that sequence. For example, the terms ‘car’ and ‘repair’
may appear in a sentence, but the sentiment of that sentence depends on whether

! An error is the relative divergence of the produced output from the ground truth.
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or not they appear adjacent to each other and in that order. For complex textual
tasks such as this example, RNNs tend to outperform bag-of-words models which
are unable to capture important recurrent patterns that occur within sentences.

RNNs achieve the recurrent pattern matching through its recurrent layer(s).
A recurrent layer is one which contains a single recurrent unit through which
each value of the input vector or matrix passes. The recurrent unit maintains
a state which can be thought of as a “memory”. As each value in the input
iteratively passes through the unit at time step ¢, the unit updates its state h;
based on a function of that input value x; and its own previous state h;_; as
he = f(ht—1,2¢), where f is any non-linear activation.

Recurrent layers are designed to “remember” the most important features
in sequenced data no matter if the feature appears towards the beginning of
the sequence or the end. In fact, one widely-used implementation of a recurrent
unit is thus named “Long-Short Term Memory”, or LSTM. The designed RNN
accurately classifies our data set of books solely based on their sequential text
properties.

Table 1. Dimensions and number of parameters of layers in the RNN

Layer Output dimensions | Total parameters | Trainable
parameters
Input 72 0 0
Embedding 72 x 300 1,950,000 0
Bi-directional GRU 72 x 128 140,160 140,160
Global Max Pooling (1D) | 128 0 0
Dropout 1 128 0 0
Dense Hidden 64 8,256 8,256
Dropout 2 64 0 0
Dense Output 31 845 845
Total 2,099,279 149,261

Feature Representation. To utilize a RNN, we need to provide the network
with sequential data as input and a corresponding ground-truth value as its
target output. Each data entry has to first be transformed in order to be fed
into the RNN. Attributes of book entries were manipulated as follows:

Label. The label consists of the category of a book, each of which is the top 31
categories pre-defined by Thriftbooks?. Since RNN cannot accept strings as an
output target, each unique category string is assigned a unique integer value,
which is transformed into a one-hot encoding® to be used later as the network’s
prediction target.

2 https://www.thriftbooks.com /sitemap/.

3 A one-hot encoding of an integer value i among n unique values is a binarized
representation of that integer as an n-dimensional vector of all zeros except the ‘"
element, which is a one.
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Features. Features are extracted from the data set S as the brief description of
a book, which is called a sentence of an entry, and is accessible from the book-
affiliated websites such as Amazon?. Words in a brief description are transformed
into sequences, or ordered lists of tokens, i.e., unigrams and special characters
such as punctuation marks. Each sequence is padded with an appropriate number
of null tokens such that each sequence was of uniform length. We have considered
only the first 72 tokens in each sentence when representing the features, since
over 90% of sentences in S contain 72 or fewer tokens. We considered the 6,500
most commonly-occurring tokens in S.

Text. While extracting features, we have chosen not to remove stopwords, since
we prefer not to lose any important semantic meaning, e.g., ‘not’, within term
sequences nor punctuation, since many abstracts include mathematical symbols,
e.g., ‘|, which especially correlate to certain categories. We did, however, convert
all of the text in a sentence to lowercase because the particular word embedding
which we used did not contain cased characters.

Network Structure. We first discuss our RNN used for classifying book cate-
gories. Table 1 summaries different layers, their dimensions, and their parameters
in our RNN.

The Embedding Layer. A design goal of our neural network is to capture
relatedness between different English words (or tokens) with similar semantic
meanings. For example, the phrase “he said” has a similar semantic meaning
to the phrases “he says” or “she said”. Our neural network begins with an
embedding layer whose function is to learn a word embedding for the tokens in
the vocabulary of our dataset. A word embedding maps tokens to respective
n-dimensional real-valued vectors. Similarities in semantic meanings between
different tokens ought to be captured in the word embedding by corresponding
vectors which are also similar either by Euclidean distance, or by cosine simi-
larity, or both. For example, the n-dimensional vector for ‘he’ may be similar to
the vector for ‘she’ by cosine similarity, or the vector for ‘says’ may be close in
Euclidean space to the vector for ‘said’.

The embedding layer contains 1,950,000 parameters, since there are 6,500
vectors, one for each token in the vocabulary, and each vector comes with 300
dimensions, and all of which could be trained. Due to the large amount of
time it would take to properly train the word embedding from scratch, we have
performed two different tasks: (i) we have loaded into the embedding layer as
weights an uncased, 300-dimensional word embedding, GloVe, which has been
pre-trained on documents on the Web, and (ii) we have decided to freeze, i.e.,
not train, the embedding layer at all. The pre-trained vectors from GloVe suf-
ficiently capture semantic similarity between different tokens for our task and
they are not required to be further optimized. Since the embedding layer was not
trained, it simply served to transform the input tokens into a 300-dimensional

4 WWwWWw.amazon.com.
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space. Therefore, instead of the 72-element vector which we started with, the
embedding layer outputs a 72 x 300 real-valued matrix.

The Bi-directional GRU Layer. Following the embedding layer in our net-
work is one type of recurrent layer — a bi-directional GRU, or Gated Recurrent
Unit, layer. A GRU is a current state-of-the-art recurrent unit which is able to
‘remember’ important patterns within sequences and ‘forget’ the unimportant
ones.

This layer effectively ‘reads’ the text, or ‘learns’ higher-order properties
within a sentence, based on certain ordered sequences of tokens. The number
of trainable parameters in a single GRU layer is 3 x (n? + n(m + 1)), where n
is the output dimension, or the number of time steps through which the input
values pass, and m is the input dimension. In our case, n = 64, since we have
chosen to pass each input through 64 time steps, and m = 300 which is the
dimensionality of each word vector in the embedding space. Since our layer is
bi-directional, the number of trainable parameters is twice that of a single layer,
ie, 2 x 3 x (642 + 64 x 301) = 140,160, the greatest number of trainable
parameters in our network.

The recurrent layer outputs a 72 x 128 matrix, where 72 represents the
number of tokens in a sequence, and 128 denotes the respective output values of
the GRU after each of 64 time steps in 2 directions.

The Global Max-Pooling Layer (1D). At this point in the network, it is
necessary to reduce the matrix output from the GRU layer to a more manage-
able vector which we eventually use to classify the token sequence into one of the
31 categories. In order to reduce the dimensionality of the output, we pass the
matrix through a global max-pooling layer. This layer simply returns as output
the maximum value of each column in the matrix. Max-pooling is one of several
pooling functions, besides sum- or average-pooling, used to reduce the dimen-
sionality of its input. Since pooling is a computable function, not a learnable
one, this layer cannot be optimized and contains no trainable parameters. The
output of the max-pooling layer is a 128-dimensional vector.

The Dropout Layer 1. Our model includes at this point a dropout layer.
Dropout, a common technique used in deep neural networks which helps to
prevent a model from overfitting, occurs when the output of a percentage of
nodes in a layer are suppressed. The nodes which are chosen to be dropped out
are probabilistically determined at each pass of data through the network. Since
dropout does not change the dimensions of the input, this layer in our network
also outputs a 128-dimensional vector.

The Dense Hidden Layer. Our RNN model includes a dense, or fully-
connected, layer. A dense layer is typical of nearly all neural networks and is
used for discovering hidden, or latent, features from the previous layers. It trans-
forms a vector  with N elements into a vector y with M inputs by multiplying
z by a M x N weight matrix W. Throughout training, weights are optimized
via backpropagation.
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The Dropout Layer 2. Before classification, our RNN model includes another
dropout layer to again avoid overfitting to the training sequences.

The Dense Output Layer. At last, our RNN model includes a final dense
layer which outputs 31 distinct values, each value corresponding to the relative
probability of the input belonging to one of the 31 unique categories. Each
instance is classified according to the category corresponding to the highest of
the 31 output values.

3.2 LCSH

The Library of Congress provides a unique tag, known as Library of Congress
Subject Heading, denoted LCSH, for each book prior to its publication. Unlike
social media, where users can create a tag to a post suitable to their taste,
Library of Congress maintains standardized tags, which come from a controlled
vocabulary, from where a subject heading is constructed [3]. Based on this fact,
we can effectively measure the closeness of two books in terms of their subject
areas by applying our word correlation factor (WCF') to compute the similarity
between their corresponding tags, which consists of a sequence of keywords, in
LCSH.

The word-correlation factor between keywords ¢ and j, denoted Sim(i, 7), is
pre-computed using 880,000 documents in the Wikipedia collection (wikipedia.
org/)® based on their frequency of co-occurrence and relative distance in each
Wikipedia document.

1
2owieV (i) Dow; eV () Awru)TL
V(@) x [V (5)]

Sim(i,j) = (1)
where d(w;,w;) is the distance between words w; and w; in any Wikipedia
document D, V(i) (V(j), respectively) is the set of stem variations of i (7,
respectively) in D, and |V (i)| x |V (4)] is the normalization factor.

Although WordNet® provides synonyms, hypernyms, holonyms, and anton-
yms for a given word, there is no partial degree of similarity measures (closeness),
i.e., weights, assigned to any pair of words. For this reason, word-correlation
factors are more sophisticated in measuring word similarity than word pairs in
WordNet.

The word correlation factor of keywords w; and ws is assigned a value
between 0 and 1, such that ‘1’ denotes an exact match and ‘0’ denotes total dis-
similarity between w; and ws. Note that even for highly similar, non-identical
words, they are on the order of 5 x 1074 or less. For example, the degree of
similarity between “tire” and “wheel” is 3.1 x 1075, which can be treated as
0.00031% similar and 99.99% dissimilar. As we prefer to ascertain how likely
the words are on a scale of 0% to 100% in sharing the same semantic meaning,

5 Words within the Wikipedia documents were stemmed and stopwords were removed.
5 wordnet.princeton.edu/.
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we further scale the word-correlation factors. Since correlation factors of non-
identical word pairs are less than 5x 10~4 and word pairs with correlation factors
below 1 x 1077 do not carry much weight in the similarity measure, we use a
logarithmic scale, i.e., ScaledSim, which assigns words w; and ws the similarity
value V of 1.0 if they are identical, 0 if V < 1 x 1077, and a value between 0
and 1if 1 x 1077 <V <5 x 1074, which is formally defined as

1 if w1 = Wy
ScaledSim(wy, w) Maz(0,1 — %) Otherwise @
M k107

where Sim(wy,ws) is the word-correlation factor of wy and wy defined in Eq. 1.
We computes the degree of similarity of any two LCSHs L and C using

™ Min(1,Y"_, ScaledSim(i, j
i1 ) . S Min(L S W

m

where m and n denote the number of keywords in the LCSHs L and C, respec-
tively, ¢ and j are the keywords in L and C, respectively, and ScaledSim(i, j) is
as defined in Eq. 2.

Using the LimSim function, instead of simply adding the ScaledSim value
of each keyword in L with respect to each keyword in C, we restrict the highest
possible sentence-similarity value between L and C to 1, which is the value
for exact matches. By imposing this constraint, we ensure that if L contains a
keyword K that is (i) an ezact match of a keyword in C, and (ii) similar to (some
of) the other words in C, then the degree of similarity of L with respect to C
cannot be significantly impacted/affected by K to ensure a balanced similarity
measure of L with respect to C.

3.3 User Ratings

Making recommendations for users based on their past behaviors is crucial and
is in essence learning hidden factors which drive users’ decision-making process,
and rating prediction is such an approach. In this paper, we apply rating pre-
diction for making book recommendations. The higher a predicted rating on a
book B for user U using the ratings of books previously viewed by U is, the
more likely B is appealed to U. To reduce the problem of finding a user’s deci-
sion latent-factor model to finding the set of users who make similar decisions,
matrix factorization (MF) is a sophisticated rating prediction approach to use
such a decision latent-factor model.

To predict unknown ratings on books, a recommender is given a m X n sparse
matrix of known user-book ratings. Singular value decomposition (SVD) [5] can
be employed to deduce each user and book latent-factor vectors by factoring
out the user and book latent-factor matrices from the user-book rating matrix.
Traditional SVD, however, requires the given matrix to be dense. Assuming that
all the missing entries are either zero or averages of other entries and applying
classical SVD to fill the matrix is going to result in intolerable inaccuracy in the
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predictions. To handle the sparseness problem, we apply the Funk SVD Learning
Algorithm, which is the current state-of-the-art SVD algorithm popularized by
Simon Funk in solving the Netflix 100M rating problem. The basic idea is to
employ techniques of gradient descent to iterate through the set of known ratings
to minimize the squared error of the predicted rating. This iterative process
involves the following steps: (i) before the training starts, a predicted rating was
guessed to be the average book rating plus the user offset, (ii) for each given user-
book rating, the prediction in the previous iteration is updated in the opposite
direction of the gradient, and (iii) step (ii) was repeated until prediction error
converges to zero.

3.4 User Reviews

In addition to user ratings, we consider common user reviews on books, which can
be used for measuring the overall sentiment [12] towards books, to determine the
most desirable books to be recommended. Quite often a user writes a user review
on a book without providing a rating, and vice versa. Given that user ratings
offer only an absolute value without any additional information on a book, while
the user reviews contribute additional sentiments to the book. For example,
assume that a user gives the same ratings on two different books. Based on the
ratings we have to assume that the two books are equally good or equally bad.
However, suppose the user makes the comment “Decently written” on the first
book, and “Decently written, but I liked the concept” on the second book. With
the additional comments, we can claim that the second book is more desirable
than the first, since positive sentiment is made towards the second book. For this
reason, users’ reviews can be used as a supplement to the users’ ratings to make
suitable book recommendations to users. Sentiment book reviews can easily be
found through multiple book websites.

In order to apply users’ book reviews in our recommender system, we first
determine the polarity of each word w in each review r of a book BK such
that w is positive (negative, respectively) if its positive (negative, respectively)
SentiWordNet” (sentiwordnet.isti.cnr.it) score is higher than its negative (posi-
tive, respectively) counterpart. We calculate the overall sentiment score of the
reviews made on BK, denoted StiS(BK), by subtracting the sum of its nega-
tive words’ scores from the sum of its positive words’ scores, which reflects the
overall sentiment orientation, i.e., positive, negative, or neutral, of the reviews
on BK. As the length of the comments on BK can significantly affect the overall
sentiment on BK, i.e., the longer each review is, the more sentiment words are
in the review, and thus the higher (lower, respectively) its sentiment score is, we
normalize the sentiment score of BK by dividing the sum of the SentiWordNet
scores of the words in the reviews with the number of sentiment words in the
reviews on BK, which yields

" SentiWordNet, a lexical resource for opinion mining, assigns to each word in Word-
Net three sentiment scores: positivity, objectivity (i.e., neutral), and negativity. A
SentiWordNet score is bounded between —1 and 1, inclusively.
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Table 2. TF-IDF weighting scheme used in the enhanced cosine similarity measure in
Eq.6

Condition Weight assignment
B; € Band P, € Pg | VB, =tfp, B X idfp, and Vp, = tpri,pB X idpri

. cEHSp. tfe,pg Xidfc
B; € B and PBi Q Pp VB,v, = thivB X dequ and VP31 = L

|HSp, |
ZCEHSPB, tfe, B Xidfe

B; Q B and PBi € Pg VBi = |HSlPB_| and VpBi = tpri,pB X idpri

" ST SentiWordNet(Word;
StiS(BK) =Y 2= o (Word ;)

=1

(4)

where n is the number of reviews on BK, m is the number of words in the k"
(1 <k <n)review on BK, Word; ; (1 <i<mn,1<j<m)is the jth word in
the i*" review, and |Rev;| is the number of words in the i*" review of BK.

As the highest (lowest, respectively) SentiWordNet score of any word is 1 (—1,
respectively), LS < StiS(BK) < HS, where —09 < HS <1, -1 < LS < 0.9,
and HS — LS = 0.1. StiS(BK) is further scaled so that its value, denoted
StiSscaled(BK), is bounded between 0 and 1, since a negative StiS(BK) value
can be returned if the overall sentiment of BK leans towards the negative region.
Equation 5 assigns the normalized value to StiS(BK).

0.9 — FL(StiS(BK))
2

,FL(StiS(BK)) =

StiSScaled(BK) = CL(StiS(BK)) +

[StiS(BK) x 10]
10

CL(StiS(BK)) = [StiS (ﬁé{ ) x 10y

3.5 Content Similarity Measure

We depend on the user profile P of a user U®, which is a set of books preferred
by U, to infer U’s interests/preferences. To determine the degree to which the
content of a candidate book B in appeals to U, we compute the content sim-
ilarity between B and each book Pg in P, denoted C'Sim(B, P) as defined
in Eq.6, using a “bag-of-words” representation on the brief descriptions of B
and Pp obtained from book-affiliated websites, such as Amazon®. To compute
CSim(B, P), we employ an enhanced version of the cosine similarity measure,
which relaxes the exact-matching constraint imposed by the cosine measure and
explores words in the description of B that are analogous to, besides the same
as, words in the description of Pg.

CSim(B, P) = max > iy VBi x VPp,
Prel S VB % \/m

8 If a user does not offer a user profile P, then we simply treat the book provided by

the user as the only book in P.

9 WwWWw.amazon.com.

(6)
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where B and Pp are represented as n-dimensional vectors VB =< VBy,...,
VB, > and VP =< VPp,,...,VPp, >, respectively, n is the number of
distinct words in the descriptions of B and Pg, and V B; (V Pg,, respectively),
which is the weight assigned to word B; (Pp,, respectively), is calculated as
shown in the equations in Table 2.

HS,, in Table2 is the set of words that are highly similar to, but not the
same as, a given word w in the description of a book Bk, which is either B

or Pg, |HS,| is the size of HSy,, tfu.Brx = % is the normalized term
weEBk JW, Bk

frequency of w in Bk, and idf,, = log% is the inverse document frequency for
w in the collection of books N archived at a social bookmarking site, where n,,
is the number of books in N that include w in their descriptions. Relying on
the tf-idf weighting scheme, we prioritize discriminating words that capture the
content of its respective book.

The max function in Eq. 6 emulates the “most pleasure” strategy (commonly
applied in game theory and group profiling [10]). Applying this strategy, we
select the highest possible score among the ones computed for each Pg in P
and B. The larger the number of exact-matched or highly-similar words in the
descriptions of both B and Pg is, the more likely B is a relevant recommendation
for U, and guarantees that B is highly similar to at least one of the books of
interest to U. We adopt the cosine measure (in Eq. 6), which has been effectively
applied to determine the degree of resemblance between any two items in content-
based recommenders.

3.6 Combining Ratings

Based on computed scores of LCSH, user ratings, user reviews, and content
similarity measure for each candidate book B, we apply the Borda Count voting
scheme [1] to determine the ranking score for B. The Borda Count voting scheme
is a positional-scoring procedure such that given k (> 1) candidates, each voter
casts a vote for each candidate according to his/her preference. A candidate
that is given a first-place vote receives k-1 points, a second-ranked candidate k-2
points, and so on up till the last candidate, who is awarded no points. Hereafter,
the points assigned to each candidate across all the voters are added up and the
candidate with the most points wins.

We employ the Borda Count strategy to generate a single ranking score
for B, denoted Borda(B), that regards all the features scores of B as equally
important in determining the degree to which a user is interested in B. Using
Eq.7, we assign (i) k = |CandBks|, which is the number of candidate books
selected for a user U, and (ii) C' = 4, which is the number of voters, i.e., the four
ranked lists of the four features. Candidate books with the top-10 Borda scores
are recommended to U.

C
Borda(B) = (k- SF) (7)

c=1
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where S2 is the position on the ranking of B based on the c!* ranked list to be
fused.

We adopt Borda, since its combination algorithm is simple and efficient,
which requires neither training nor compatible relevance scores that may not be
available [1], and its performance is competitive with other existing aggregation
strategies [1].

4 Experimental Results

In this section, we evaluate our recommender and compare its performance
with others.

4.1 Datasets

We have chosen a number of book records included in the Book-Crossing dataset
to conduct the performance evaluation of our recommender'?. The book-crossing
dataset was collected by Cai-Nicolas Ziegler [18] in 2004 with data extracted from
BookCrossing.com. It includes 278,858 users who provide, on the scale of 1 to
10, 1,149,780 ratings on 271,379 books. Each book record includes a user_1D,
the ISBN of a book, and the rating provided by the user (identified by user_ID)
on the book. We used Amazon.com AWS advisement API to verify that the
ISBNs from the book-crossing dataset are valid. The 271,379 books in the Book-
Crossing dataset is denoted as BKC_DS.

4.2 Accuracy of Our RNN Classifier

Using a 80/10/10% training/validation/test split of the data as mentioned in
Sect. 4.1, we achieved 73% classification accuracy on book test data. The accu-
racy could not be higher likely because of the high amounts of overlap between
distinct keywords in the brief description of books with different categories, such
as “Deep Learning Computing” and “Theory of computation”. With 73% accu-
racy, we still successfully classify 3 out of 4 articles, which is way above the
baseline “best-guesser” classifier. Other bag-of-words modeling techniques with
which we have experimented, i.e., logistic regression, SVM, and Multinomial
Naive Bayes [10], showed lower results.

4.3 Evaluation Using Individual Versus Combined Features

In order to justify the necessity of employing all of the four features adopted by
our recommender for identifying and ranking appealing books for a user, we have
conducted an empirical study which analyzes the capability of each individual
feature in making useful book recommendations and compares its performance

10 Other datasets can be considered as long as they contain user_IDs, book ISBNs, and
ratings.
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with employing all the features. As shown in Fig. 1, our book recommender that
consider all the features significantly outperforms each of the individual features
in terms of obtaining the lowest prediction error rates among all the features
and thus in making useful suggestions to its users based on the rating prediction
errors. The combined feature model achieves the highest prediction accuracy,
which is less than half a rating (out of 10) away from the actual rating. The
results clearly indicate that we take the advantage of the individual strength
of each feature and greatly improves its effectiveness and the ranking of its
suggested books. The overall prediction error of using all the features is 0.41 (see
Fig. 1), is a statistically significant improvement (p < 0.01) over the prediction
error achieved by any individual feature based on the Wilcoxon signed-ranked
test.

4.4 Comparing Book Recommendation Systems

In this section, we compared our recommender with exiting book recommenders
that achieve high accuracy in recommendations on books based on their respec-
tive model.

1.52
4 1.37

0.91

2 B e e

LCSH Ratings Reviews Content Combined

Prediction Error Rate (RMSE)

Fig. 1. Prediction error rates of the individual features and the combined prediction
model

— MF. Yu et al. [16] and Singh et al. [13] predict ratings on books and movies
based on matrix factorization (MF), which can be adopted for solving large-
scale collaborative filtering problems. Yu et al. develop a non-parametric
matrix factorization (NPMF) method, which exploits data sparsity effectively
and achieves predicted rankings on items comparable to or even superior than
the performance of the state-of-the-art low-rank matrix factorization meth-
ods. Singh et al. introduce a collective matrix factorization (CMF) approach
based on relational learning, which predicts user ratings on items based on
the items’ genres and role players, which are treated as unknown values of a
relation between entities of a certain item using a given database of entities
and observed relations among entities. Singh et al. propose different stochas-
tic optimization methods to handle and work efficiently on large and sparse
data sets with relational schemes. They have demonstrated that their model is
practical to process relational domains with hundreds of thousands of entities.

— ML. Besides the matrix factorization methods, probabilistic frameworks have
been introduced for rating predictions. Shi et al. [11] propose a joint matrix
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Fig. 2. The MAE and RMSE scores for various book recommendation systems based
on BKC_DS, the BookCrossing dataset

factorization model for making context-aware item recommendations.'! Sim-
ilar to ours, the matrix factorization model developed by Shi et al. relies not
only on factorizing the user-item rating matrix but also considers contextual
information of items. The model is capable of learning from user-item matrix,
as in conventional collaborative filtering model, and simultaneously uses con-
textual information during the recommendation process. However, a signif-
icant difference between Shi et al.’s matrix factorization model and ours is
that the contextual information of the former is based on mood, whereas ours
makes recommendations according to the contextual information on books.

— MudRecS [9] makes recommendations on books, movies, music, and paintings
similar in content to other books, movies, music, and paintings, respectively
that a MudRecS user is interested in. MudRecS does not rely on users’ access
patterns/histories, connection information extracted from social networking
sites, collaborated filtering methods, or user personal attributes (such as gen-
der and age) to perform the recommendation task. It simply considers the
users’ ratings, genres, role players (authors or artists), and reviews of differ-
ent multimedia items. MudRecS predicts the ratings of multimedia items that
match the interests of a user to make recommendations.

Figure 2 shows the Mean Absolute Error and RMSE scores of our and other
recommender systems on the BKC_DS dataset. Root Mean Square Error (RMSE)
and Mean Absolute Error (MAE) are two performance metrics widely-used for
evaluating rating predictions on multimedia data. Both RMSE and MAE mea-
sure the average magnitude of error, i.e., the average prediction error, on incor-
rectly assigned ratings. The error values computed by RMSE are squared before
they are summed and averaged, which yield a relatively high weight to errors of
large magnitude, whereas MAE is a linear score, i.e., the absolute values of indi-
vidual differences in incorrect assignments are weighted equally in the average.

11 The system was originally designed to predict ratings on movies but was implemented
by [9] for additional comparisons on books as well.
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RMSE\/Z?—l(.f(zi)_yi)z’MAEii”(xi)y” (8)

where n is the total number of items with ratings to be evaluated, f(z;) is the
rating predicted by a system on item z; (1 <4 < n), and y; is an expert-assigned
rating to x;.

As the MAE and RMSE scores shown in Fig. 2, our book recommender sig-
nificantly outperforms other book recommender systems on rating predictions
of the respective books based on the Wilcoxon Signed-Ranks Test (p < 0.05).

4.5 Human Assessment on Our Recommender

We further evaluated our recommender to determine whether its suggestions are
perceived as preferable by ordinary users, which offers another perspective on
the performance of the recommender. The additional evaluation is based on real
users’ assessments of the recommender which goes beyond the offline perfor-
mance analysis conducted and presented in previous subsections. To accomplish
this task, we conducted a user study using Amazon’s Mechanical Turk (MT)'?
a “marketplace for work that requires human intelligence” ; which allows individ-
uals or businesses to programmatically access thousands of diverse, on-demand
workers and has been used to collect user feedback for multiple information
retrieval tasks.

Table 3. Sampled books and their corresponding subject area employed in the user
study conducted using Mechanical Turk

Book title Subject area

The Autobiography of Benjamin Franklin | History
Fast Food Nation: The Dark Side of ... | Cooking
The 7 Habits of Highly Effective Teens Parenting
Think and Grow Rich: The Landmark ... | Business

Code Complete Computer & Tech
Healthy Sleep Habits, Happy Child Medical
Scary Stories to Tell in the Dark Horror

In the user study, we used a set of 100 randomly-sampled books with diverse
subject areas. (A number of sampled books used in this study and their corre-
sponding subject areas is shown in Table 3.) We created a HIT (Human Intelli-
gent Task) on MT so that for each sampled book, each appraiser was presented
with a list of five ranked recommended books suggested by our recommender,

2 https://www.mturk.com /mturk /welcome.
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Fig. 3. Evaluation using Mechanical Turks for our book recommender

CMF, Shi, and MudRecS, respectively and asked to select the ones that are rele-
vant to the sampled book. The user study was conducted between March 12 and
March 23, 2019 on MT. Altogether, there were 715 responses among the HITs
used in the study. Based on the corresponding set of responses provided by MT
appraisers, we have verified that users tend to favor our recommended books for
a given book. (See Fig. 3 for the results of the empirical study.)

We evaluated and compared the performance of our recommender with CMF,
Shi, and MudRecS based on average PQ1 (Precision at rank position 1), PQ3,
and P@5, and MRR (Mean Reciprocal Rank). These values are easy to compute
to produce a single performance value and is readily understandable. Figure 3
shows the performance ratios computed using MT appraisers, which indicates
that highly-ranked books recommended by us were treated as relevant by the
MT appraisers, and the results are statistically significant (p < 0.03).

5 Conclusions

Reading books can enrich one’s life with knowledge and deep understanding of
various topics, and over the years the book industry has become an influen-
tial global consumer market. According to Statista'?, approximately 74% of the
population in the U.S.A. consumed at least one book and books published in
the higher education market generated nearly 4 billion US dollars in the year
of 2017. With the huge amount of books available these days, various book rec-
ommendation systems have been proposed to meet user’s book searching needs.
Unlike many of the existing book recommender systems, our proposed book rec-
ommender simply relies solely on a deep learning model and book metadata to
make personalized book recommendations. The empirical study demonstrates
that our recommender outperforms well-known book recommenders.

13 https://www.statista.com/topics/1177/book-market/.
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Abstract. Recommending appropriate APIs for Mashup creation has become a
challenge as the number of APIs from different sources grows fast. In order to
understand the relationships among multiple ecosystem APIs, most existing API
recommendation methods focus on semantic similarity relationships but
underutilize the composition and cooperation relationships between APIs, which
may lead to low recommendation precision. In view of this problem, a Deep
Interest Network based API Recommendation approach (DINRec) for Mashup
development is proposed in this paper. In this approach, APIs are chosen
incrementally for compositing into a Mashup and in that process the embedding
vector of the Mashup’s existing composition features will be updated adaptively
by using Deep Interest Network. Moreover, a Doc2simu model is used to help
training industrial deep networks with relatively small amounts of dataset.
Finally, some experiments on real-world dataset are implemented to verify the
efficiency of our proposed approach.

Keywords: Deep Interest Network - Doc2simu model - API recommendation -
Mashup

1 Introduction

Mashup technique has got a far-reaching impact in recent years which provides a
flexible way for fulfilling dynamic and customized Web service developer require-
ments and tackles the functional limitations of individual Application programming
interfaces (APIs). However, as the number of APIs grows rapidly, how to recommend
appropriate ones for Mashup creation to satisfy users’ requirements becomes a chal-
lenge. For example, as of May 16, 2019, the dominant website ProgrammableWeb has
published 21,552 web APIs under 484 categories. If a developer wants to build a
Mashup related with messaging, ProgrammableWeb search engine will return a list
containing 1,576 Web APIs. It is a difficult task to go through these lists of results and
select the desired APIs.
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Some existing methods focus on keyword or semantic matching while others are
based on Quality of Service (QoS) prediction [1] for service recommendation. How-
ever, keyword-based matching is usually imprecise while semantic-based matching is
expensive to construct in practice. In addition, QoS is unstable and lagging that may
affect the precision of real-time prediction. In view of these shortcomings, in recent
years, some machine learning techniques such as Latent Dirichlet Allocation (LDA)
[2, 3] or Relational Topic Model (RTM) [4, 5] were used to learn topic from the
services’ descriptions or the users’ requirements. In some other studies, Word2vec and
Doc2vec [6] were used to extract deep semantic features between words and vectorize
descriptions of API and Mashups.

In this paper, we also apply machine learning techniques to recommend APIs to
Mashup, while considering the cooperation and composition relationships between
APIs simultaneously. Generally, the function of a Mashup is implemented by several
APIs, or all APIs realize the complex function of the Mashup. Therefore, the prior
chosen APIs may affect the selection strategy of the subsequent APIs while creating a
Mashup. For example, a Mashup BBC Browser described as “Maps channel program
information to relevant Twitter account” contains three APIs, i.e., BBC Nitro, Twitter
and Facebook. Suppose that BBC Nitro API and Twitter API have been chosen for
creating this Mashup, then the probability of Facebook API being recommended to the
Mashup would increase. The first reason is that an API which is category-similar to the
prior selected APIs would not likely to be recommended to the same Mashup. Second,
it is more reasonable to recommend an API that can complete the function of the
Mashup that have not been completed by the prior selected APIs. For these reasons,
Facebook API will be recommended to BBC Browser Mashup according to the prior
selected BBC Nitro API and Twitter APL

To realize this conception, we proposed a Deep Interest Network (DIN) [7] based
API recommendation approach, called DINRec. By introducing a local activation unit,
DINRec adaptively learn the representation vector of composition and cooperation
relationships between selected APIs and candidate API, moreover, this representation
vector varies over different candidate APIs, which makes it possible to update
embedding vector of the prior selected APIs when gradually add APIs into the
Mashup. Through this mechanism, the prior selected APIs with higher cooperation to
the candidate API will get higher activated weights before they get into the multilayer
perceptron. We conduct some experimental studies to gain insight about this phe-
nomenon. The final results show that DINRec perfectly integrates the functional
semantics and composition relationship of Mashups.

A recent check of ProgrammableWeb.com’s statistics shows that the number of
APIs used by Mashups only covers a quarter of the amounts of total APIs, and most
Mashups only contain less than 3 Web APIs. However, training industrial deep net-
works with few features is prone to over-fitting. To solve this problem, in this paper, we
present a Doc2simu model to train the text vectors of all Web APIs, and choose the
ones with high similarities as the extended dataset help to support effective training in
industrial networks. The process of the method proposed in this paper is illustrated in
Fig. 1. The contributions of this paper are summarized as follows:
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(1) We propose a recommendation method based on Deep interest Network (DIN-
Rec), which can improve the expressive ability of feature model and better capture
the diversity characteristics related to functional semantics and composition
relationships of Mashups.

(2) We present a Doc2simu model to help training industrial deep networks by
extending dataset based on the Doc2vec model and cosine similarity.

(3) We conduct experiments on a real-world dataset crawled from ProgrammableWeb
to evaluate the effectiveness of DINRec.

The rest of this paper is organized as follows. Section 2 presents the process and
structure of DINRec. Section 3 discusses and analyzes the experimental results and
variable parameters. Section 4 describes the related works and Section 5 draws a
conclusion of the paper.

U
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Fig. 1. The framework of DINRec.
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2 Process of DINRec

2.1 Feature Representation

Feature Description. Describing the features of Mashups and their member APIs is
the fundamental task to obtain the functional semantics and composition relationships
of Mashups. Formally, the feature of a Mashup is defined as follow:

Definition 1 (Feature of a Mashup). The feature of a Mashup can be defined as a tuple
F = (FM F*). . In this tuple, FM = (NM, T™ C™ DM), where N™ is the name of the
Mashup, T is the tags of the Mashup, CM is the category of the Mashup and D is the
description text of the Mashup; F4 = {FA|0<i<N;} (N*,T*,C*,D"), where N* =
{mail1<i<n}, T ={n]1<i<n}, C*={ca|1<i<n} and D* = {dy;[1<i
<n}, N4, tAi> CAi» da; Tepresent the i-th API’s name, tag, category and description text
feature, respectively, n is the number of member APIs for each Mashups.
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Feature Representation. As the above shows, features in our recommendation tasks
is mostly in a multi-group categorial form, based on this, we use one-hot encoding to
represent features in this paper. One-hot encoding is simple to compute and understand,
and employed frequently when it is necessary to represent a categorical variable in a
neural network, which is normally transformed into high-dimensional sparse binary
features [8, 9]. Mathematically, encoding vector of i-th feature group is formularized as
t; € RKi. K; denotes the dimensionality of feature group i, which means feature group i
contains K; unique APIs. #;[j] is the j-th element of # and #[j] € {0, 1}, Z,I(:l Llj] = k.
Vector #; with k = 1 refers to one-hot encoding and k > 1 refers to multi-hot encoding.
Then one instance can be represent as x = [/, %, ...7L]" in a group-wise manner,
where M is number of feature groups, Z?il K; = K, K is dimensionality of the entire
feature space. In this way, the aforementioned instance with one-hot encoding and
multi-hot encoding of features are illustrated as:

0,..1,..,0] [0,...1,...,1,...,0]

NM=PropRover NA={FeedBurner,GoogleMaps}

The whole feature set used in our system is described in Table 1. It is composed of four
categories, among which Mashup’s MemberAPIs features are typically multi-hot
encoding vectors and contain rich information of Mashup preferences. Note that in our
setting, there are no combination features. We capture the interaction of features with
deep neural network.

Table 1. Simple indications of the representation of feature representation.

Category Feature Group GROUP | Dimension | Type Ids per Instance
Mashup Features Name ~10* One-hot | 1
Tag ~10° One-hot | 1
Cate ~10° One-hot |1
Mashups’ MemberAPIs features | APIs_Names ~10? Multi-hot | ~10?
APIs_Tags ~10 Multi-hot | ~10
APIs_Cates ~10 Multi-hot | ~10
Candidate API features API_Name ~10* One-hot |1
API_Tag ~10° One-hot | 1
API_Cate ~10° One-hot |1
Content features Map ~10? One-hot | 1
Game ~10% One-hot | 1

2.2 Deep Interest Network

In this section, we will introduce the framework of Deep Interest Network (DIN). The
architecture of it can be illustrated in the Fig. 2, which consists of several parts:

Embedding Layer. As the inputs are high dimensional binary vectors, embedding
layer is used to transform them into low dimensional dense representations. For the i-th
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feature group of f;, let Wi = [w’i, e Wh ->Wi11q} € RP*K: represent the i-th embed-
ding dictionary, where wi € R” is an embedding vector with dimensionality of D.
Embedding operation follows the table lookup mechanism, as illustrated in Fig. 2.

e If #; is one-hot vector with j-th element ;[ j] = 1, the embedded representation of t; is
a single embedding vector t; = w]l
e If #; is multi-hot vector with 4[j] =1 for j € {i,ia,...,ix}, the embedded repre-

sentation of t; is a list of embedding vectors: {e;,,e;,,...¢; } = {wﬁ1 W W }
Pooling Layer and Concat Layer. Notice that different Mashups have different
numbers of APIs. So that the number of non-zero values for multi-hot behavioral
feature vector t; varies across instances, causing the lengths of the corresponding list of
embedding vectors to be variable. As fully connected networks can only handle fixed-
length inputs, it is a common practice [8, 10] to transform the list of embedding vectors
via a pooling layer to get a fixed-length vector:

e; = pooling(e;, , e, . . .€;,) (1)

average pooling, which apply element-wise sum/average operations to the list of
embedding vectors. Both embedding and pooling layers operate in a group-wise
manner, mapping the original sparse features into multiple fixed length representation
vectors. Then all the vectors are concatenated together to obtain the overall repre-
sentation vector for the instance.

Activation Unit. From the above steps, we obtain a fixed-length representation vector
of Mashup composition by pooling all the embedding vectors over the Mashup com-
position feature group, as Eq. (1). This representation vector stays the same for a given
Mashup, in regardless of what candidate APIs are. In order to solve this problem, DIN
pay attention to the representation of locally activated intentions to recommend APIs
for Mashup. Instead of expressing all Mashup’s diverse composition with the same
vector, DIN adaptively calculate the representation vector of Mashup’s composition by
taking into consideration the relevance of existing composition to recommend candi-
date APIs for Mashup. And this representation vector varies over different candidate
APIs, so that we can select novel APIs for Mashup incrementally based on the com-
position relationship information.

From the Fig. 2, we can observe that DIN introduces a novel designed local acti-
vation unit. Specifically, activation units are applied on the Mashup composition fea-
tures, which performs as a weighted sum pooling to adaptively calculate Mashup
representation vy given a candidate API A, as shown in Eq. (2):

vu(A) =f(va,e1,ea,....en) = ZH . a(ej,va)ej = ZH wje; (2)

j=1

where {e,es,...,ey} is the list of embedding vectors of composition of Mashup U
with length of H, v, is the embedding vector of API A. In this way, vy (A) varies over
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Fig. 2. DIN model structure.

different APIs. a(-) is a feed-forward network with output as the activation weight, as
illustrated in Fig. 2. Apart from the two input embedding vectors, a(-) adds the out
product of them to feed into the subsequent network, which is an explicit knowledge to
help relevance modeling. Local activation unit of Eq. (2) shares similar ideas with
attention methods which are developed in NMT task [11]. However different from
traditional method, the constraint of Zi w; = 1 is relaxed in Eq. (2), aiming to reserve
the intensity of Mashup composition. That is, normalization with softmax on the output
of a(-) is abandoned. Instead, value of ), w; is treated as an approximation of the
intensity of activated Mashup composition to some degree. For example, if a Google
Maps API has been chosen for creating a Mashup of travel class. Given two candidate
APIs of Bing Maps and World Weather Online, World Weather Online may get larger
value of vy (higher intensity of preference) than Bing Maps, because it complements
the function of this Mashup and avoids choosing category-similar APIs for the
Mashup. Traditional attention methods lose the resolution on the numerical scale of vy
by normalizing of the output of a(-). We have tried LSTM to model Mashup’s invoked
APIs dataset in the sequential manner. But it shows no improvement, we leave it for
future research.

MLP. Given the concatenated dense representation vector, fully connected layers are
used to learn the combination of features automatically. Recently developed methods
[8, 12, 13] focus on designing structures of MLP for better information extraction.

Loss. The objective function used in base model is the negative log-likelihood func-
tion defined as:

L= _]l\lz(x,y)es (vlogp(x) + (1 —y) log(1 — p(x))) (3)
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where S is the training set of size N, with x as the input of the network and y € {0, 1} as
the real label, p(x) is the output of the network after the softmax layer, representing the
predicted probability of sample x being recommended.

3 Experiment

3.1 Dataset Description and Doc2simu Preprocess

Dataset Description. To evaluate the performance of different APIs recommendation
methods, we crawled 6415 real Mashups which invoke 1595 APIs from the Pro-
grammableWeb site and the overall statistics of our datasets is show in Table 2. For
each Mashups or APIs, we firstly obtained their descriptive text and then performed a
preprocessing process to get their standard description information. Figure 3 presents
the statistics of APIs distribution in Mashups on the crawled dataset. From the Fig. 3,
we can see that, 53.1%/25.1%/10.4% Mashups respectively invoke 1/2/3 APIs. Totally,
more than 99% Mashups invoke 1-10 APIs. Therefore, we report experiment results
obtained by recommending 1 to 10 APIs for target Mashup in this section.

Table 2. Statistic of our ProgrammableWeb dataset.

Projects Mashup | API
Number of entities 6415 1595
Number of categories | 375 127

Number of tags 996 964

60.00%
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Q
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Fig. 3. Web APIs distribution of Mashups in the crawled dataset.

Doc2simu Preprocess. As the Fig. 3 shows, the dataset mentioned above is relatively
small and most Mashups invoked only a small amount APIs which to a great extent
will cause over-fitting in industrial depth network, and it may not be tolerated for our
recommendation system. To remit this problem, we set up a Doc2simu model to
expand our dataset. We followed several steps to clean and preprocess them.
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First, we retrieved the three sections for each invoked APIs, including the name,
primary category, primary tag and description. Then we processed the description
document of all APIs by using tokenizer and stemming, meanwhile we removed those
illegal characters including digits and special characters (e.g., &, % and $, etc.), and
removed general or stop words in the end. The rest of the words were validated using
dictionary.

l Description Document Extracting

ﬂodel Training \

e
Preprocess Doc2vec Simulating
rer— Model
—1 1
Pr— Cosine Threshold Setting
Stopwords Similarity —) Expanded Data
Removal

CaIcuIatio

Fig. 4. Doc2simu preprocess.

Next, we put the ultima corresponding description document of each API into the
Doc2vec [14] model for training and get the corresponding word vector, then the cosine
similarity between each API and all other APIs word vectors is calculated, and the
semantic similarity matrix is obtained. Finally, we select APIs, whose cosine similarity
is more than 0.88 with the member APIs of each Mashups, as the extended simulation
dataset of the corresponding Mashup. Cosine similarity is calculated as follows:

> it (% X i) ()
V) x /T )

where x; and y; represent the elements in the word vector between two different APIs x
and y. Figure 4 gives a detailed introduction to the Doc2simu Preprocess. In addition,
in order to ensure that the composition relationship of Mashups can be taken into
account when training our model, we must filter out Mashups which contain three or
more APIs.

After the above treatment, our dataset has become rich, and with more than 3
MemberAPIs for each Mashups. Features include API_id, cate_id, Mashup’s invoked
APIs_id_list and cate_id_list. Let all MemberAPIs of a Mashup be (by,by,...,
by, . . .,b,), the task is to predict the (k + 1)-th MemberAPIs by making use of the first
k MemberAPIs. Training dataset is generated with k =1, 2, ..., n-2 for each Mashups.
In the test dataset, we predict the last one given the first n-1 MemberAPIs. For all
models, we use SGD as the optimizer with exponential decay, in which learning rate
starts at 1 and decay rate is set to 0.1. The activation function is set to be sigmoid
function.

cos(x,y) =
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3.2 Metrics

In recommendation field, Area Under Receiver Operator Characteristic Curve (AUC) is
a widely used metric [15]. It measures the goodness of order by ranking all the APIs
with recommendation, including intra-Mashups and inter-Mashups orders. A variation
of Mashups weighted AUC is introduced in [16, 17] which measures the goodness of
intra- Mashups order by averaging AUC over Mashups. We adapt this metric in our
experiments. For simplicity, we still refer it as AUC. It is calculated as follows:

Y| #impression; x AUC;

AUC = = il _
> oy Fimpression;

(5)

where n is the number of Mashups, #impression; and AUC; are the number of
impressions and AUC corresponding to the i-th Mashup.

Besides, we introduce Average Precision (AP) to evaluate the performance of all
methods. AP is calculated as the area under the precision-recall curve. AP considers
two measurements (i.e., precision and recall) simultaneously. It has been widely used in
Information Retrieval [18] and Computer Vision [19]. Hence AP is defined as:

AP = %Zi (Pre(i) + Pre(i — 1)) x (Re(i) — Re(i — 1)) (6)

where Pre(i) and Re(i) are the precision and recall at the i-th threshold, respectively.
Larger AUC and AP values indicate better performance.

3.3 Performance Comparison

We compare DINRec with the following strong baselines that are designed for Service
Recommendation:

e LR [20]. Logistic regression (LR) is a widely used shallow model before deep
networks for recommendation task. We implement it as a weak baseline.

e NMF (nonnegative matrix factorization) [21]. This approach employs matrix fac-
torization to user-item matrix with a constraint that the factorized matrix is positive.

e FM [19]. This approach is the traditional factorization machine. It concatenates user
id and item id as sparsity feature, and learns the interactions between users and
items to complete the user-item matrix.

e Wide&Deep [8]. In real industrial applications, Wide&Deep model has been widely
accepted. It consists of two parts: (i) wide model, which handles the manually
designed cross product features, (ii) deep model, which automatically extracts
nonlinear relations among features. Wide&Deep needs expertise feature engineer-
ing on the input of the “wide” module. We follow the practice in [13] to take cross-
product of Mashups composition and candidates as wide inputs. For example, in our
dataset, it refers to the cross-product of Mashup rated APIs and candidate APIs.

e DeepFM [13]. This approach combines the power of factorization machines for
recommendation and deep learning for feature learning in a new neural network
architecture.
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In this part, we conduct experiments by randomly removing a part of Mashup-API
pairs from the Mashup-API interaction matrix to make the matrix with different den-
sities (i.e., 10% to 90%) in diverse models. For example, 10% denotes that we remove
90% entries on the Mashup-API matrix. And then we set the 10% entries as training
set, the remaining 90% entries as testing set [22]. The results of performance com-
parison on our dataset is shown in Table 3. Obviously, all the deep networks beat LR
model significantly, which indeed demonstrates the power of deep learning. DeepFM
with specially designed structures preforms better than Wide&Deep. The performance
of FM is better than NMF due to learning the interactions between Mashups and APIs.
In addition, the performance of DeepFM is better than FM due to applying deep neural
network to learn the high-dimensional interactions between Mashups and APIs.
DINRec performs best among all the competitors. We owe this to the design of local
activation unit structure in DIN. DIN pays attentions to the locally related Mashup
composition relationship by soft-searching for parts of Mashup invoked APIs that are
relevant to candidate API. With this mechanism, DIN obtains an adaptively varying
representation of Mashup composition relationship, greatly improving the expressive
ability of model compared with other deep networks. The table only presents the results
of training data sparsity that is 10%, 20%, 80% and 90%, all results and impact of
training data sparsity will be described and discussed in the next subsection.

3.4 TImpact of Training Dataset Sparsity

The training dataset sparsity is an important factor to impact recommendation per-
formance. It represents how much information considered by Mashup on APIs we can
utilize. To study impact of training data density, we set it from 10% to 90% with a step
value of 10%. From Fig. 5, it can be found that our DINRec model achieves the best
performance under all training data density. The performance of FM based approaches
(e.g., FM and DeepFM) is better than LR and NMF. The performance of Wide&Deep
is only worse than DINRec and DeepFM. Moreover, the AUC and AP values grow up
with the increasing of training dataset sparsity. It is reasonable because when there is
more training dataset, there is more information between Mashups and APIs will be
collected, which is benefit for improving the recommendation accuracy.

3.5 Impact of Cosine Similarity Setting

In this subsection, we performed an empirical study on the effect of different cosine
similarity setting of DINRec on the results. As mentioned in Section 1, it is necessary
to find a suitable cosine similarity threshold when we extend our datasets by using
Doc2simu model. To investigate the effect of this threshold, we performed an exper-
iment under different setting of the threshold including 0.80, 0.82, 0.84, 0.86, 0.88,
0.90, 0.92, 0.94, 0.96. The results are listed in Fig. 6. It can be observed that when
increasing similarity setting value from 0.80 to 0.96, the AUC and AP value show an
upward trend at first, and then a downward trend. Obviously, the best performance of
AUC and AP value is achieved when the value is set as 0.88. This phenomenon
demonstrates that larger similarity setting values bring better recommendation results.
But why the AUC and AP values drop when the cosine similarity value is greater than
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Table 3. Performance comparison.

Methods Sparsity of training dataset

Training Training Training Training

dataset = 10% | dataset = 20% | dataset = 80% | dataset = 90%

AUC | AP AUC | AP AUC | AP AUC | AP
LR 0.6302 | 0.5353 | 0.6383 | 0.5364 | 0.6331 | 0.5293 | 0.6354 | 0.5345
NMF 0.655210.5291 | 0.6953 | 0.5358 | 0.7724 | 0.5814 | 0.7921 | 0.5867
M 0.7814 1 0.6742 | 0.7987 | 0.6811 | 0.8184 | 0.6994 | 0.8219 | 0.7067
Wide&Deep | 0.8166 | 0.7198 | 0.8251 | 0.7282 | 0.8479 | 0.7473 | 0.8581 | 0.7526
DeepFM 0.8403 1 0.7317 | 0.8488 | 0.7402 | 0.8773 | 0.7677 | 0.8831 | 0.7754
DINRec 0.8573 1 0.7686 | 0.8652 | 0.7714 | 0.8934 | 0.7934 | 0.9052 | 0.8016
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Fig. 5. Impact of training dataset sparsity.
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Fig. 6. Impact of cosine similarity setting.

0.88 is a question that worth thinking about. Indeed, in theory, the higher the similarity
the higher the final result should be better, but it can’ be ignored that the corresponding
amount of training dataset will be less. In the depth learning model, the amount of
training dataset is proportional to the good results. For example, when the similarity is
set to 0.86, there are 199314 training datasets, but when the similarity is set to 0.96, the

training dataset is only 43832.
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4 Related Works

Web API recommendation technique plays an important role in service-oriented
computing and effectively improves the quality of service discovery [23]. A number of
research works have been done on Web API recommendation. They are mainly clas-
sified into three types: Collaborative filtering-based methods, Semantic based methods,
and network based methods.

Collaborative filtering-based methods make use of user activities and past inter-
actions to learn preferences and generate recommendations. [24] incorporated func-
tional interest, QoS preference and diversity feature to recommend top-N diversified
Web services to users. [25] proposed a collaborative filtering approach to predict
missing QoS based on the information of similar Web users and services. [26] incor-
porate user, topic, and service-related latent factors into service discovery and
recommendation.

The semantic based approaches aimed at finding the highest matching degree
services via semantic similarity computation. [1] proposed a semantic content-based
recommendation approach by analyzing the context of intended service. [26] consid-
ered simultaneously both rating dataset and semantic content dataset of Web services
using a probabilistic generative model. [25] proposed a semantic-based service dis-
covery framework, consisting of user model, context model, service model and a
service discovery process. The similarity usually calculates from services’ functionality
description with some topic model, such as LDA topic model. [27] presented a rec-
ommendation system to design Mashup applications, relying on the multi-dimensional
information, such as similar Mashups, similar Web APIs, cooccurrence and popularity
of Web APIs. [28] advanced the current state of the art for Web API search and ranking
from mashups developers’ point of view, by addressing two key issues: multi-
dimensional modeling and multi-dimensional framework for selection.

The network based approaches consist of two parts: social network and information
network. The social network based approaches tend to apply user interest, social
relationship and link prediction. [29] proposed a combined approach that improves
description-based techniques with these social ranking measures. [30] proposed to
combine current discovery techniques (exploration) with social information (ex-
ploitation). [31] proposed a social-aware service recommendation model by exploring
multi-dimensional social relationships among potential users, topics, Mashups, and
services. [27] presented an approach based on user interest from their Mashup usage
history and social relationships information. [32] proposed a social network-based
service recommendation method with trust enhancement by employing matrix factor-
ization and random walk algorithm. The information network based approaches mainly
employ different kinds of information and multiple semantic meanings of meta paths to
recommend service. [33] proposed an efficient consistent regularization framework to
enhance Mashup discovery by leveraging HIN between Mashups and their compo-
nents. [34] proposed to recommend services for Mashup creation by exploiting dif-
ferent types of relationships in service related HIN. Inspired by the above approaches
and in view of their shortcomings, we propose a novel recommendation approach that
integrates Mashup functional semantics to composition structure approach.
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5 Conclusion and Future Work

This paper introduces an effective service recommendation approach for Mashup
creation based on DIN. Excessive reliance on functional semantic information in
previous research work is a bottleneck for capturing the diversity of Mashups com-
position relationship. To improve the expressive ability of the traditional models, a
novel approach named DINRec is proposed to activate related Mashup composition
relationships and obtain an adaptive representation vector for prior selected APIs which
varies over different candidate APIs. Besides, a novel technique is introduced to help
training industrial deep networks with small-scale dataset and further improve the
performance of DINRec. Our method was examined on extended ProgrammableWeb
dataset. The results demonstrate that our method outperforms several state-of-the art
methods. In future work, neoteric activation unit and textual features of APIs under our
framework deserves further investigation.
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Abstract. Although recommending co-purchasers for a target buyer on
the group buying is an interesting problem, existing studies haven’t paid
attention to this topic. Different from the collaborator recommendation
that only considers users with high similarity to the target user, co-
purchaser recommendation takes both users with high and weak similarity
into account, and the recommendation results can achieve high recall and
diversity. However, the task turns out to be a challenging problem since it
is hard to make a precise recommendation for buyers with weak similar-
ity. To address the problem, we propose the following two methods. In the
first one, we directly impose a penalty to the weakly similar co-purchasers
in the embedding space. To further improve the recommendation perfor-
mance, in the second one, we smoothly increase the co-occurrence prob-
ability of the weakly similar co-purchasers by truncated bias walk. Our
experimental results on real datasets show that the proposed methods,
particularly the latter, can effectively complete the co-purchaser recom-
mendation and has a high recommendation performance.

Keywords: Group buying - Collaborator recommendation - Network
embedding - Truncated walk

1 Introduction

Co-purchase, also known as group buying, in which people with the same mer-
chandise interests form a group and conduct the purchase together to achieve
discounts [1]. In recent years, we have witnessed the prosperity of it in some
online shopping services (e.g., Taobao!, Groupon?, and PDD?) benefit from the
advanced electronic payment technology and convenient express service.

In real applications, the co-purchase usually includes the following steps:
Firstly, merchants promise to offer products or services with discount on the

! https://www.taobao.com/.
2 https://www.groupon.com/.
3 https://www.pinduoduo.com/.
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(a) Co-purchase pattern (b) Similarity of co-purchasers

Fig. 1. A toy example of copurchase: (a) simple co-purchase pattern; (b) similarity of
co-purchasers in one co-purchase on the TaoBao. The distance between nodes o their
shortest path and sim represents cosine similarity of their shopping history.

condition that a certain number of customers would make the purchase; Then, an
initiator manually invite friends, followers, and like-minded people to participate
in the purchase; Finally, co-purchasers accept the invitation and benefit from
lower price which is unavailable to the individual buyer [2].

Most group recommendation algorithms generate an item suggestion for a
group [3]. However, as the above discussion shows, the co-purchase is a dis-
tinctive group activity, in which members of the group are uncertain until the
purchase order is submitted, that is to say, we need to pay more attention to
who is the appropriate co-purchaser for an initiator, rather than focusing on
what is the right item for a group like the traditional group recommendation.
How to choose the appropriate co-purchasers? There are two methods for the
problem: the manual invitation of the initiator and the automatic recommen-
dation of the recommendation system. Although the former is a classic solution
commonly used by industry [2], it still has many flaws, such as inefficiency,
insufficient demand for co-purchaser, and the limited quantity of participants.
Compared with the first method, the latter one is a more promising method, as
the superiority of the recommendation system has been proven in many other
areas [4].

If we consider a co-purchase transaction as a collaboration between the ini-
tiator and the co-purchaser, then we can solve the co-purchaser problem build
upon the positive experiences of previous collaborator recommendation tasks.
Much literature has been published [5—7] on collaborator recommendation sys-
tems as well as their real-world applications, such as co-author recommendation
in the academic social network [5,6,8], developer recommendation in the open
source community [7], and co-star recommendation in the film industry [9].

In the above collaborator recommendation tasks, finding robustly similar users
for the target user is a core task, for example, in an academic network, people
tend to repetitively collaborate with fellow researchers with close researcher top-
ics [6,8]. Tt is also a classic idea in many recommendation algorithms, such as
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the typical user-based collaborative filtering approach distinguish the target users
interests and preferences by aggregating the highest similar users [4]. However, the
co-purchaser recommendation is a special scenario, in which not all co-purchasers
have high similarity with the initiator. As shown in Fig. 1b, a large number of
weakly similar users also participated in the co-purchase transaction, but they
are usually not noticed by existing recommendation methods.

The co-purchaser recommendation is a challenging task, since the identi-
fication of potential co-purchasers from the weakly similar users is not easy.
To tackle the problem, two embedding strategies are proposed, which capture
weakly similar co-purchasers from different perspectives. In the first one, we
propose a multi-layered learning architecture with PathSim [5] diffusion, namely
PathSim Diffused Structural Deep Network Embedding (PDSDNE), which con-
nects weakly similar users by PathSim and directly impose a penalty to the
mapping error of the weakly similar users. Obviously, it is a forthright strategy
that is beneficial to the weakly similar user, but it will inevitably damage the
original network structure. In the second one, we devise a co-occurrence model
based on truncated walking paths, namely co-purchasers to vectors (cop2vec).
More specifically, cop2vec can smoothly improve the co-occurrence probability
of the weakly similar co-purchasers by truncated bias walk, and thus learn a
more reasonable representation for co-purchasers. In this way, not only those
co-purchasers who are highly similar to the initiator are close to the initiator,
but also the potential co-purchasers with weakly similar to the initiator.

The contributions of our paper are summarized as follows:

— To the best of our knowledge, this is the first work that shows how to recom-
mend co-purchasers in group buying. This is an important subject because
co-purchaser recommendation has been proved to be more effective than the
handcrafted invitation.

— We propose PDSDNE and cop2vec, two efficient co-purchaser recommenda-
tion strategies, which effectively perceive weakly similar co-purchasers.

— Through extensive experiments, demonstrates the efficacy and scalability of
the presented methods in the co-purchaser recommendation task.

The rest of the paper is organized as follows. Section 2 presents related work.
Section 3 introduces the embedding methods (PDSDNE and cop2vec) with the
details of how to capture the weakly similar users for the co-purchaser recom-
mendation. Section 4 describes the experimental setup and presents qualitative
and quantitative results. Section 5 gives the conclusion with future work.

2 Related Work

2.1 Similarity Search

Similarity search is a basic operation in collaborative filtering, and it can be
directly used as a simple strategy to find a collaborator [5,11]. When the input
is in the form of a scoring matrix, the common similarity search approach includ-
ing Cosine Similarity and Pearson Correlation Coefficient [11]. In the network
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analysis task [12], a large number of similarity search methods with different def-
initions of similarity have been proposed such as Common Neighbors, Jaccard
Index, and Adamic-Adar Index, In addition to the above mentioned local-based
function, Sun et al. [5] proposed a path-based similarity measure to suit peer
objects.

2.2 Network Embedding

The low-dimensional representation learning of recommendation objects is a clas-
sic approach to the recommendation system [8,13,14], for example, one of the
most efficient and best used recommend methods is matrix factorization in which
users and items are represented in a low-dimensional latent factors space [4]. Net-
work embedding aims at learning low-dimensional vectors for the vertices of a
network [10,15,16], such that the proximities among the original network are
preserved in the low-dimensional space.

Recent progress in neural embedding methods for linguistic tasks has dra-
matically advanced state-of-the-art Natural Language Processing (NLP) capa-
bilities. These methods attempt to map words and phrases to a low dimensional
vector space that captures semantic relations between words [17]. Specifically,
Skip-gram with Negative Sampling (SGNS), also known as word2vec, set new
records in various NLP tasks. Inspired by it, DeepWalk [15] is proposed as a
method for learning the latent representations of the nodes of a social network.
The method aims to transplant the word-context concept in documents into net-
works, and combines truncated random walk with Skip-gram model to achieve
this. We can utilize the model to learn the low-dimensional and distributed
embedding of nodes as it facilitates the preservation of its structural context—
local neighborhoods—in the original network. On this basis, WALKLETS [18§]
and node2vec [19] further extend DeepWalk utilize high-order proximities and
bias walk. LINE [16] is recently proposed embedding approach for large scale
networks. By design, LINE learns two representations separately, one preserv-
ing first-order proximity and the other preserving second-order proximity. Then,
Wang et al. extended the method using a deep autoencoder [20].

3 Co-purchaser Recommendation

3.1 Formalizations

In this section, we first introduce the concept of interaction networks, and then
give a formal definition of the co-purchase recommendation problem.

Interaction Networks. An interaction network is defined as a graph G =
(V, E), where V and E represent the node set and the edge set. For example,
one can represent the interaction network in Fig. 1la with buyers and products
as nodes, wherein edges indicate the interactions, such as the purchase (buyer
to product) and the trust (buyer to buyer). In order to ensure data consistency,
the edges are unweighted.
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Co-purchaser Recommendation. Network embedding is to learn a low-
dimensional vector for each node. Let U be the vector set of all buyers and
let P be the vector set of all possible products. On the basis, we define the co-
purchaser recommendation goal as follows: Given a buyer ¢ and a product j, we
can now assign a co-purchase score S to each buyer c, it can be written as

S(e, (i,§) = Ue - U;T + U, - P;" (1)

3.2 Multi-layered Learning Architecture with PathSim

In this section, we first define the notation of PathSim diffusion. Then we intro-
duce the multi-layered learning model of PDSDNE. At last we present some
discussions and analysis on the model.

Fig. 2. The PathSim diffused network (The initiator links to the weakly similar users
by PathSim).

Given a network G = (V, E), we can obtain its adjacency matrix S € RV*V.

we have s;; = 1 if there exists a link between ¢ and j, and s;; = 0 otherwise. for
each row s; = {s;; };L:l. In reality, the observed links only account for a small
portion. There exist many co-purchasers who have some connectivity with the
initiator but no direct links, especially weakly similar co-purchasers. we define
the PathSim diffused matrix P € RV*Y by extending PathSim measurement
proposed in [5] as follows:

Sij if Sij 75 0

2 h(i,j . . .
pij = #}% if the shortest length between 7 and j < R (2)

0 otherwise

Where path(i, 7) is the number of paths between ¢ and j, path(i, ) is the number
of paths between ¢ and ¢, path(j,j) is the number of paths between j and j.
Notice the length of all paths is the shortest length of the path between ¢ and j.
Where R is the range of the PathSim diffusion. In theory, the score of the p can
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measure the connectivity between vertexes and normalized by the visibility of
vertexes. As shown in Fig. 2, there is 1 path between uy and uy, 1 path between
uy and uyg and 3 paths between uy and us. We can calculate that the score of
the p is 0.5.

Intuitively, if two vertexes share many common neighbors, they tend to be
similar. As shown in Fig. 2, u; has the same shopping history as us, so they are
similar and can be purchasing together. to model the neighbor structure, also
known as the second-order proximity, autoencoders have emerged as one of the
commonly used building blocks [20,21]. An autoencoder performs two actions,
i.e. the encoder and decoder. The encoder consists of multiple non-linear func-
tions f(+) = fo, (- - -fo, (*)) that map the input data to the representation space.
The decoder also consists of multiple functions g(-) = g5 (---g4, (-)) mapping the
representations in representation space to reconstruction space. Let us assume
that fp, (v) = o(Wiz +b1) and g; (v) = o(Wya + by), where o is the activation
function, @ = (W,b) are the parameters involved in the encoder, and 0= (W, 5)
are the parameters involved in the decoder. The goal of the autoencoder is to
minimize the following reconstruction loss function

Lo =Y i = gl (s )

Naturally, it is necessary for network embedding to preserve the link struc-
ture. We wish to see that the stronger the link between the two vertexes, the more
similar their embedding vectors. Many classical recommendation algorithms have
the objective, for example, in matrix factorization techniques, the higher the
user’s rating of the item, the more overlapping their latent vectors. In addition,
by adding the penalty of PathSim score, these weakly similar co-purchasers will
be close to the initiator in the embedding space. The loss function for this goal

is defined as follows: ,
L= pijlf(si) = £(s)ll5 (4)
%7

To preserve both neighborhood structure and link structure, we jointly min-
imize the objective function by combining Eqs. 4 and 3:

L=1IL,+alL, (5)

As shown in previous works [20], we use stochastic gradient descent (SGD) to
optimize the model. The key step is to calculate the partial derivative of the

parameters {97 é} Ultimately, the embedding vectors can be computed by the

encoder. However, While the PathSim diffusion can be beneficial to weakly sim-
ilar co-purchasers. It can also damage the original network structure and bring
some negative impact on the general reconstruction of the network. We want to
use a smoother way to perceive weakly similar co-purchasers and minimize the
impact on the basic network features.
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3.3 Co-occurrence Model Based on Truncated Walk

For the consideration of being self-contained, we briefly review the key idea of
the co-occurrence model. The co-occurrence model is first used for linguistic
tasks, and attempt to map words to a low dimensional vector space that cap-
tures semantic relations between words. Specifically, the SGNS model aims to
maximize the co-occurrence probability among the words that appear within a
window. Inspired by it, DeepWalk [15] is proposed as a method for learning the
latent representations of the nodes of a social network. The method samples a
set of paths from the input graph using the truncated random walk. Each path
sampled from the graph corresponds to a sentence from the corpus, where a
node corresponds to a word. Given a path consisting of nodes wl — wk, The
co-occurrence model objective is to maximize the following term:

1 K
EZ > log Pwiy|wi) (6)

i=1 —c<j<c

Where c¢ is the context window size. Applying negative sampling [17], P is defined

as:
Plwisjlw) = o(afug) + 3 o(—uluy) (7)
teNs
Where o(z) = 1/(1 + exp(—z)), and NS is the negative samples for w;.

By applying the co-occurrence model in formula 6, Frequently co-occurring
nodes in a path share similar neighborhoods (In this section, the definition of
neighborhoods is slightly different from PDSDNE, it usually refers to the window
in paths, not just the one-hop neighbors in networks.) and get similar embed-
ding [13,15]. For example (see Fig. 3a), u; may co-occur with us most frequently,
we will naturally recommend u; as a co-purchaser to us. However, it is still chal-
lenging to recommend weakly similar co-purchaser like ug. Unfortunately, a large
number of co-purchaser have distributed the long tail of similarity, and they are
difficult to be perceived by the existing recommendation approaches.

@@

(a) Interaction networks (b) Truncated walk

Fig. 3. Overview of co-occurrence model
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To address the weakly similar co-purchaser problem, We propose a novel
neighborhoods sampling strategy that is beneficial to the weakly similar co-
purchasers, Which can smoothly improve the co-occurrence probability of the
weakly similar co-purchasers by truncated bias walk.

General Neighborhoods Sampling Strategy. Network embedding methods
based on the SGNS architecture reconstructs network features by learning the
notion of neighborhoods. We first briefly introduce the general neighborhoods
sampling strategy—truncated random walk, formally, a random walk begins at
the source node s and gets a node sequence of fixed length le, let n; denote the
1th node in the sequence, starting with ng = s. The node n; is generated by the
following distribution.

P(n; =v[ni—1 = u,i <le) = wEI(w) e (8)
0 otherwise

where I'(u) is the one-hop neighbors of node w, and 7, is the unnormalized
transition probability between nodes u and v (e.g., the edge weights w,; ).

However, the simple way not allow us to account for the network structure
and guide our search procedure to explore different types of network neighbor-
hoods. Additionally, the farther nodes are difficult to capture, and may not even
be touched in the finite number of the truncated walk. As shown in Fig. la,
consider a truncated random walk arrived at the purchaser node uo, after which
the walk will have multiple paths to reach another purchaser node w1, that is,
ug will frequently coexist with u; in the node sequence generated by walks, and
finally the SGNS model maps two nodes that frequently coexist into two close
feature vectors. In contrast, there are rare opportunities to travel from us to us,
that is, us will rarely coexist with ugz, and finally the SGNS model maps two
nodes that rarely coexist into two irrelevant feature vectors.

Biased Neighborhoods Sampling Strategy. Prior studies have found the
equivalence between word-context and node-neighborhood and transplanted the
SGNS model to the network embedding. The daily corpus can only represent the
common word feature, likewise, the truncated random walk con only preserve the
basic and general network feature. We want to get more information that benefits
weakly similar users. For example, a student may face the following scenarios on
the group buying platform: he may co-purchase with his classmates, which is very
intuitive because they are robustly similar; he may also co-purchase with buyers
of a safety helmet because they have a consistent need for helmets; he might even
co-purchase with buyers of a rucksack, however, there are incongruities between
their shopping behavior. In reality, the last scenario is very common. There is
no aligned preference between co-purchasers, just an intersection under a large
category (e.g., outdoor activities).
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(a) DeepWalk (b) cop2vec

Fig. 4. The number of times co-occurrence of co-purchaser in one co-purchase on the
TaoBao (e: initiator, e: co-occurrence> 100, e: co-occurrence> 50, e: co-occurrence>
10, e: co-occurrence<= 10). (Color figure online)

Building on the above observations, we design a flexible neighborhood sam-
pling strategy which allows us to perceive the weakly related nodes effectively
and sensitively. We achieve this by developing a flexible bias walk procedure that
can explore farther neighborhoods with co-purchase tendencies. For example, a
bias walk that just traversed edge (¢, u) and now resides at node u. The walk now
needs to decide on the next step so it evaluates the transition probabilities m,,
on edges (u,z) leading from u. We set the unnormalized transition probability
t0 Tyz = pii(t, U, T) - Wy, where

D if t===x
k-sim(t,z) if te€l and xze€l

apri(t,u, x) = w . 9)
1 otherwise

In the equation, p, k, and [ are the preset biased parameters that control the
tendency of truncated walks. w; is the purchase edge associated with ¢. U
and I are the users set and the items set. sim(¢,z) denotes the approximate
index between item nodes ¢t and x. We simply set the approximate index to
sim(t,z) = (L(A) N I'(5))/(I'(¢) UI'(j)), a