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Preface

Welcome to the proceedings of the 20th International Conference on Web Information
Systems Engineering (WISE 2019), held inHongKong, China, duringNovember 26–30,
2019. This year marks the 20th anniversary of the conference, which was first held in
Hong Kong in 2000. The series of WISE conferences aims to provide an international
forum for researchers, professionals, and industrial practitioners to share their knowledge
in the rapidly growing area of web technologies, methodologies, and applications. The
first WISE event took place in Hong Kong, China (2000). Then the trip continued to
Kyoto, Japan (2001); Singapore (2002); Rome, Italy (2003); Brisbane, Australia (2004);
New York, USA (2005); Wuhan, China (2006); Nancy, France (2007); Auckland,
New Zealand (2008); Poznan, Poland (2009); Hong Kong, China (2010); Sydney,
Australia (2011); Paphos, Cyprus (2012); Nanjing, China (2013); Thessaloniki, Greece
(2014); Miami, USA (2015); Shanghai, China (2016); Puschino, Russia (2017); Dubai,
UAE (2018); and this year, WISE 2019 returns to Hong Kong, China, supported by the
Hong Kong Polytechnic University and City University of Hong Kong.

A total of 211 research papers were submitted to the conference for consideration,
and most of them were reviewed by three reviewers. Finally, 50 submissions were
selected as regular papers (an acceptance rate of 23.7%). The research papers cover the
areas of blockchain, deep learning, machine learning, recommender systems, data
mining, web-based applications, graph learning, knowledge graphs, graph mining, text
mining, and crowdsourcing.

In addition to regular research papers, the WISE 2019 program also featured the
International Workshop on Web Information Systems in the Era of AI. This year’s
tutorial program included: (1) Knowledge Graph Data Management: Models, Methods,
and Systems; (2) Intelligent Knowledge Lakes: The Age of Artificial Intelligence and
Big Data; and (3) Local Differential Privacy: Tools, Challenges, and Opportunities.

The Organization Committee members of WISE 2019 included: the general
co-chairs, Prof. Christian Jensen, Prof. Qing Li, and Prof. Tamer Ozsu; the program
co-chairs, Prof. Reynold Cheng, Prof. Nikos Mamoulis, and Prof. Yizhou Sun; the
workshop co-chairs, Prof. Leong Hou U and Prof. Jian Yang; the industry chair,
Prof. Feifei Li; the tutorial and panel chairs, Prof. Kamal Karlapalem and Prof. Yunjun
Gao; the demo chair, Dr. Yi Cai; the sponsor chair, Prof. Henry Chan; the finance chair,
Prof. Howard Leung; the local arrangement co-chairs, Prof. Hong Va Leong, Prof. Man
Lung Yiu, and Mr. Andrew Jiang; the publication chair, Dr. Xin Huang; the publicity
co-chairs, Dr. Panagiotis Bouros, Dr. An Liu, and Dr. Wen Hua; and the WISE
Steering Committee Representative, Prof. Yanchun Zhang.



We would like to sincerely thank our keynote speakers:

– Professor Wei Zhao, Chief Research Officer, American University of Sharjah, UAE;
and

– Professor Mohamed Mokbel, University of Minnesota at Twin Cities, USA.

Special thanks are due to the members of the international Program Committee and
the external reviewers for a rigorous and robust reviewing process. We are also grateful
to the Hong Kong Polytechnic University, City University of Hong Kong, Springer
Nature Switzerland AG, and the International WISE Society for supporting this
conference. The WISE Organizing Committee is also grateful to the workshop
organizers for their great efforts in helping promote web information system research to
broader domains.

We expect that the ideas that have emerged in WISE 2019 will result in the
development of further innovations for the benefit of scientific, industrial, and social
communities.

November 2019 Christian Jensen
Qing Li

Tamer Ozsu
Reynold Cheng
Nikos Mamoulis

Yizhou Sun

The original version of cover and frontmatter was revised: The conference date was
postponed by the organizers from November 26–30, 2019 to January 19–22, 2020.
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GroExpert: A Novel Group-Aware
Experts Identification Approach in

Crowdsourcing

Qianli Xing1(B), Weiliang Zhao1, Jian Yang1, Jia Wu1, Qi Wang1,
and Mei Wang2

1 Department of Computing, Macquarie University, Sydney, Australia
qianli.xing@students.mq.edu.au,

{weiliang.zhao,jian.yang,jia.wu}@mq.edu.au, qi.wang20@students.mq.edu.au
2 School of Computer Science and Technology, Donghua University, Shanghai, China

wangmei@dhu.edu.cn

Abstract. Measuring workers’ abilities is a way to address the long
standing problem of quality control in crowdsourcing. The approaches
for measuring worker ability reported in recent work can be classified
into two groups, i.e., upper bound-based approaches and lower bound-
based approaches. Most of these works are based on two assumptions: (1)
workers give their answers to a task independently and are not affected by
other workers; (2) a worker’s ability for a task is a fixed value. However
realistically, a worker’s ability should be evaluated as a relative value
to those of others within a group. In this work, we propose an approach
called GroExpert to identify experts based on their relative values in their
working groups, which can be used as a basis for quality estimation in
crowdsourcing. The proposed solution employs a fully connected neural
network to implement the pairwise ranking method when identifying
experts. Both workers’ features and groups’ features are considered in
GroExpert. We conduct a set of experiments on three real-world datasets
from the Amazon Mechanical Turk platform. The experimental results
show that the proposed GroExpert approach outperforms the state-of-
the-art in worker ability measurement.

Keywords: Crowdsourcing · Group-aware · Worker ability

1 Introduction

In recent years, crowdsourcing has proven to be an efficient and cost-effective way
to handle tasks that are hard for computers to carry out [13], e.g., sentiment anal-
ysis, answer selecting and ranking, and natural language understanding. When
crowdsourcing is used in these tasks, most of the existing crowdsourcing studies
and online crowdsourcing platforms, such as Amazon Mechanical Turk1, employ a

1 https://www.mturk.com/.

c© Springer Nature Switzerland AG 2019
R. Cheng et al. (Eds.): WISE 2019, LNCS 11881, pp. 3–17, 2019.
https://doi.org/10.1007/978-3-030-34223-4_1
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4 Q. Xing et al.

redundancy-based strategy that assigns multiple relatively inexpensive workers to
a task and aggregates the answers given by these workers to work out the correct
answer [27]. However, the workers are normally with diverse skills, interests, per-
sonal objectives, and technological resources [4]. As a result, low-quality or even
noisy answers can be introduced that can compromise the practicability of the
applications built upon the crowdsourcing result [6,9,18]. Thus, a large number
of works in the literature are dedicated to mitigating the impact of low-quality or
noisy answers. The main objective of these works is to measure the ability level
of workers that indicates the probability of workers to handle a task correctly in
crowdsourcing. We refer to workers with high ability as experts.

The existing worker’s ability measurement approaches can be classified
into two groups, i.e., upper bound-based approaches and lower bound-based
approaches. Upper bound-based approaches aim to improve the upper bound of
answers quality. These approaches mainly focus on identifying high ability work-
ers by considering their answering accuracy in the context of task features and
worker features, such as task difficulty [17], task topics [7,17,22], task types
[5,16,19,20], and worker demographics information [14]. The common drawback
of these approaches is that they are usually designed for some specific types
of tasks which may not suitable for others [23]. For example, the approaches
designed for speech understanding tasks are not suitable for vision understand-
ing. On the other hand, lower bound-based approaches try to guarantee the lower
bound of answers quality in crowdsourcing. They try to identify and filter out
the spammers and malicious workers who provide noisy answers [1,10]. All legit-
imate workers are equally treated in the label aggregation.

Most of the above works take the worker ability as an absolute value rather
than a relative one. And these works have two main drawbacks. Firstly, these
approaches aim to find high ability workers (experts) among all the workers. The
long-tail phenomenon indicates that lots of tasks receive very few answers [11,27].
As a result, the experts identified using these approaches may not actually give
answers to most of the tasks. In order to get the quality answer for a specific task,
we need to identify those workers with relatively high ability values in answering
this task among a group of workers. Secondly, these approaches only consider
worker features and ignore group features. When employing redundancy-based
methods, multiple workers who answered the same task virtually form a group.
The ability of a worker should be evaluated as a relative value in the group of
workers by considering both features of workers and groups. We will not consider
task features in this work due to the constraint that the tasks do not have a rich
set of features in these datasets we are experimenting.

In this work, we develop an approach called GroExpert that identifies experts
in their working groups. We employ a fully connected neural network to imple-
ment the pairwise ranking method to assign an ability score to each worker.
This score represents his/her expertise level comparing to other workers in the
group. Both workers’ features and groups’ features are considered. We have the
assumption that experts provide more accurate answers than non-experts, which
adopted by most of the works in crowdsourcing.
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The contributions of this work are summarized as follows:

– We propose a group-aware experts identification approach to evaluate the
ability of workers in crowdsourcing environments. Our approach considers
both worker features and worker group features. Worker features and worker
group features are extracted from their historical information in the dataset.
To the best of our knowledge, this is the first work to evaluate the worker
ability as a relative value in crowdsourcing.

– A deep neural network is employed to implement the pairwise ranking
method. Each worker is assigned an ability score which represents his/her
expertise level comparing to other workers in the group. Based on these scores,
experts in groups could be identified.

– Experiments against three real-world datasets from Amazon Mechanical Turk
platform have been conducted. Experimental results show the improvement
of the answer quality of the proposed approach compared with the existing
state-of-the-art approaches.

The paper is organized as follows. In Sect. 2, we review the related worker
ability approaches in the crowdsourcing environments. Section 3 provides the
notations and problem specification for our approach. Section 4 proposes our
group-aware approach for measuring worker ability. Section 5 presents the exper-
imental results and discussions. Finally, we conclude this paper in Sect. 6.

2 Related Work

There has been quite a lot of work on evaluating worker ability in the research
area of crowdsourcing. Existing approaches fall in the group of upper bound-
based approaches or the group of the lower bound-based approaches.

2.1 Upper Bound-Based Approaches

The upper bound-based approaches mainly focus on identifying high ability
workers by considering their answering accuracy in the context of task features
and worker features. One of the important features of tasks is their difficulty. The
work in [17] evaluated the worker ability which was directly affected by the task
difficulty. [7,17] believed that workers have different ability degrees across differ-
ent tasks. They proposed a framework to estimate the different ability degrees of
workers and assigned tasks to them accordingly. [26] used the knowledge base,
e.g., Wikipedia, to analyze the domains of tasks. By contrast, [22] classified
different tasks into different latent topics, and evaluated the ability degrees of
workers for different latent topics.

Different from the above studies, some works focused on dealing with differ-
ent types of tasks. [5,16,20] focused on single-choice or decision making tasks.
[19] focused on general tasks such as image description and language translation.
They proposed an estimation method with workers referred to as evaluators who
assessed answers given by other workers. They used the pairwise-based method



6 Q. Xing et al.

to evaluate the ability of both workers and evaluators. [15] identified experts for
knowledge intensive tasks. [14] identified experts by considering worker demo-
graphic information (major, education level, age, etc).

2.2 Lower Bound-Based Approaches

The lower Bound-based Approaches mainly focus on identifying and filtering out
the spammers and malicious workers who provide noisy answers [1,10]. And these
workers were excluded to get involved in any tasks. These workers are harmful
to crowdsourcing platforms and would lead a crowdsourcing platform to a failure
[8]. All the legitimate workers were equally treated in the label aggregation in
these approaches.

In order to reduce the impact of spammers, traditional trust management
techniques could be used in crowdsourcing but they seldom can be used directly
[24]. [24] evaluated workers’ trustworthiness by extending existing trust mod-
els. [21] enhanced their trust model with a fusion method. They fused untrust-
worthy answers from the crowd while simultaneously learning the trustworthi-
ness of workers. [1] proposed a reputation system that considered the ability
of requesters and the number of tasks completed. In this reputation system,
they proposed a graph data model to analyze the relations between workers
and requesters. Unlike most of the existing approaches, [10] considered a much
broader class of adversarial workers. They assigned a trust score for every worker
and filtered out spammers.

Most of the above works have two main drawbacks. Firstly, these approaches
aim to find high ability workers (experts) among all workers, which can be
inaccurate since these identified experts may not give answers to the interested
tasks. Research shows that many tasks actually have received very few answers
[11,27]. Secondly, these approaches only consider worker features and ignore
group features. When employing redundancy-based methods, multiple workers
who answered the same task virtually form a group, in which group dynamics
can contribute to workers’ performance. Therefore the ability of a worker should
be evaluated as a relative value to other workers in the group.

The proposed solution belongs to the group of upper bound-based
approaches. However different from the existing approaches, in this work, we
propose a group-aware experts identification approach by evaluating the ability
of a worker as a relative value to other workers in the group. Furthermore, both
features of the workers and their groups are considered.

3 Notations and Problem Specification

In this section, we provide the notations in this work and describe the problem
specification of measuring worker ability.
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Notations: In a crowdsourcing platform, a common scenario is that a data
requester has a set of workers to answer a set of tasks. A worker has a set of
features. Normally, there are several to answer one task. Multiple workers groups
are formed according to the tasks they have answered. Each group has its own
features which are composed of features of workers in the group. A score function
assigns each worker a value according to the features and group features of this
worker. In this work, we have the following notations:

– T = {t1, · · · , tn} denotes the set of n tasks.
– W = {w1, · · · , wm} denotes the set of m workers.
– Gti denotes the set of workers who answered ti.
– WFwj

= {wf1
wj

, · · · , wfp
wj

}, wf i
wj

(i = 1, 2, ...p) is a single feature of worker
wj , p is the total number of features.

– GFGti
= {WFwj

|wj ∈ Gti} denotes the set of group features of Gti .

– V
Gti
wj is the feature vector for worker wj in group Gti with all features in

WFwj
and GFgi as its components.

– stiwj
= FK(V Gti

wj ), FK(V Gti
wj ) is the score function with V

Gti
wj as its input.

– SGti
= {stiwj

|wj ∈ Gti} is the set of scores for workers in Gti .

Problem Specification: Given a set of workers W = {w1, · · · , wm}, a set of
tasks T = {t1, · · · , tn}. Task ti ∈ T is answered by u workers (u = |Gti |); group
Gti is for task ti; worker wj ∈ Gti has the feature vector V

Gti
wj . The stiwj

is the

ability score of worker wj , stiwj
= FK(V Gti

wj ). Gti = {stiwj
|wj ∈ Gti} is the set of

ability scores of workers in the group Gti .

4 GroExpert Approach

In this work, we propose a group-aware experts identification approach to mea-
sure worker ability, referred to as GroExpert. In order to calculate the ability
scores of workers, we employ a fully connected neural network to implement the
pairwise ranking method. As shown in Fig. 1, the GroExpert approach can be
divided into three phases, i.e., Phase 1: Pre-process datasets, Phase 2: Train the
score function and Phase 3: Calculate the ability scores of workers. Based on
the scores, we are able to identify experts in individual groups. In the following
sections, we describe Phase 1, Phase 2 and Phase3. Based on the ability scores,
we are able to identify the experts in individual groups.

4.1 Phase 1: Pre-process Datasets

In Phase 1, we pre-process worker answering records in datasets and construct
feature vectors with features of individual workers and features of individual
task groups. When the worker wj answers the task ti, we use WFwj

and GFti

to construct the feature vector V ti
wj

. This procedure is shown in Fig. 2.
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…

…

…

……
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Worker 
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……
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1st

3rd

2nd

Input 
Layer

Hidden 
Layers

Output 
Layers

…………

Phase 3: Calculate
Ability Scores

Fig. 1. GroExpert approach: Phase 1: Pre-process; Phase 2: Train score function; Phase
3: Calculate ability scores.

For the vector V ti
wj

, We use the a one-hot encoding-based method to represent

it. As the vector V
Gti
wj contains all features in WFwj

and GFgi , the dimensions

of the V
Gti
wj is p×(m+1). We use the first p dimensions to represent the features

of wj , p × m dimensions to represent the features of workers in the task group
Gti .

In this work, we focus on two features of the worker as Reputation and
Quantity Ratio. These two features are commonly considered in the worker
ability problem.

Reputation: Crowdsourcing platforms often establish a system to quantify the
worker ability. For the worker wj , we use Rmj

to represent this feature.

Quantity Ratio: The ratio between the number of tasks answered by a worker
and the number of total tasks. For the worker wj , we use Qmj

to represent
this feature. For worker wj , WFwj

= {Reputaion,QuantityRation} and p = 2.
Figure 3 shows the details. Here we suppose m = 9 and denote w1, w4 and w7

with 1 (they have answered t3 (Gt3 = /w1, w4, w7/)), other workers with 0 (they
have not answered). We also show the construction procedure of V t3

w7
.

4.2 Phase 2: Train the Score Function

We develop a fully connected deep neural network to learn the relations between
the feature vectors and ability scores. The deep neural network is trained in the
Feed-forward and the Back-propagation processes. Phase 2 in Fig. 1 illustrates
the neural network architecture. The input vectors of our approach are {V ti

wj
}

(for j = 1, 2, ...,m; i = 1, 2, ..., n). We denote the output of hidden layers with
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t …

worker

Worker Features Group Features

Feature Vector

Fig. 2. Construct feature vectors for workers in groups

1 0 0 1 0 0 1 0 0

0 0 0 0 0 0 0 0 0 0 0 0

Feature Vector

0 0 0 0 0 0

Fig. 3. Vector example of w7 in group Gt3

lk, k = 1, 2, ..., N − 1, the kth weight with Weightk, the bias term with biask,
and the final output is score sets stiwj

(for j = 1, 2, ...,m; i = 1, 2, ..., n). We use
the SELU2 as the activation functions at the hidden layers and use the linear2

2 https://keras.io/activations.

https://keras.io/activations
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as the activation function at the output layer.

l1 = Weight1 × V ti
wj

+ b1

lk = f(Weightklk−1 + biask), k = 2, . . . , N − 1 (1)

stiwj
= f(WeightN lN−1 + biasN )

Loss Function. In our approach, there are two goals: (1) predict scores for
workers accurately; (2) assign relative high scores to experts.

We use ¯stiwj to represent the ground truth. If the worker wj gives the right
answer for a task ti, ¯stiwj = 1 and ¯stiwj = 0 otherwise. For the first goal, We
employ the cross entropy loss as:

Lacc =
∑

wj∈W

crossen(stiwj
, ¯stiwj ) (2)

crossen(stiwj
, ¯stiwj ) = −( ¯stiwj logs

ti
wj

+ (1 − ¯stiwj )log(1 − stiwj
)), (3)

where the stiwj
represents the predicted the ability score for the worker wj in the

group Gti and ¯stiwj represents the ground truth.
For the second goal, we compare the worker-pairs extracted in Gti . We only

consider the worker-pairs that one’s answer is correct and another worker’s
answer is incorrect. The architecture we used in this work should be differ-
entiable. The popular pairwise loss functions such as 0/1 ranking loss and the
NDCG are discrete. We choose a differentiable loss function named hinge ranking
loss to make our approach be differentiable. As shown in Eq (4), wa, wb denotes
a pair of workers and stiwa

, stiwb
denote the scores of wa, wb. The stiwa

� stiwb
means

that wa gives the correct answer and wb gives the incorrect answer for ti in the
ground truth information.

Lhinge =
2

n(n − 1)

∑

wa,wb:s
ti
wa�s

ti
wb

max(1 − stiwa
+ stiwb

, 0) (4)

The whole loss function of our approach is:

L = Lacc + Lhinge. (5)

In this work, we utilize Stochastic Gradient Descent [25] to minimize L.

4.3 Phase 3: Calculate the Ability Score

The score function FK(V Gti
wj ) is carried out by a fully connected neural network.

After training the score function, we could measure the ability of the worker.
For the new group Gti , we measure the ability of worker wj by calculating the
ability score stiwj

. Based on the scores, we are able to identify the experts in the
group.
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5 Experiments

We implement the experiments in Python on a server with CPU 3.6 GHZ and
100 GB memory. The neural network used in GroExpert (Phase 2) is imple-
mented in Keras [3]. For all the experiments, we run them five times and calculate
the average over these results.

5.1 Experimental Settings

Datasets. In the experiments, we use three real-world datasets collected from
Amazon Mechanical Turk platform. These three datasets named Product, Emo-
tions, and Face Sentiment. All of them are provided by [27]. We select these
datasets among many public datasets3 with two reasons. Firstly, these 3 datasets
cover three common types of tasks. The tasks of Product are decision making
tasks which ask workers to give a true or false answer to a specific task. Emo-
tions belong to the type of numeric tasks. Each task is composed of a text and a
range [−100, 100]. And workers are asked to estimate the degree of emotion by
assigning an indication number. Face Sentiment belongs to the type of single-
choice tasks, which workers are asked to select an option among four choices for
a given task. Through the experiments on different types of tasks, we evaluate
the effect of different task types on the performance of our approach. Secondly,
the selected datasets have ground truth labeled. The details of these datasets are
shown in Table 1 where we list statistics for each dataset: total number of tasks
|T |, the total number of workers |M | and the size of worker group |g| which is
the number of workers answering the same task.

Table 1. Statistics of the datasets

Dataset |T | |W | |g|
Product 8315 176 3

Emotions 700 38 10

Face sentiment 572 27 9

Worker Features and Group Features. For each worker, we obtain worker
reputation and quantity ratio as their features by exploiting the whole datasets.
Due to the limited information in datasets, we take the answering accuracy
of workers to represents their reputation. For the worker wj , we use Rmj

to
represent worker reputation, and we use Qmj

to represent Quantity Ration,
where |T | denotes the number of all tasks, |TC | denotes the number of correctly
answered tasks, and |TA| denotes the number of tasks answered by wj . For the
task ti, we get group features after we got all workers features in this group.

3 http://dbgroup.cs.tsinghua.edu.cn/ligl/crowddata/.

http://dbgroup.cs.tsinghua.edu.cn/ligl/crowddata/
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Then, we combine the worker feature and group feature to construct V ti
mj

(see
Figs. 2 and 3).

Rwj
=

|TC |
|T | (6)

Qwj
=

|TA|
|T | (7)

Evaluation Metrics. The main objective of measuring the ability level of
workers is to improve the answer quality collected from crowdsourcing platform.
We use the metric named Accuracy in Eq. (8) to represent the quality of answers.
We use |TC | to denote the number of correctly predicted tasks and use |TP | to
denote the total number of predicting tasks.

There are several metrics that measure the ranking quality, such as Precision
at position (P@n), Mean Average Precision (MAP) and Normalized Discounted
Cumulative Gain (NDCG@n). However, these metrics mainly focus on the qual-
ity of the whole ranking of workers instead of the quality of answers.

Accuracy =
|TC |
|TP | (8)

Comparison Methods. We compare our GroExpert method with the following
four baseline methods:

– Confusion Matrix (CM): this is the most widely used baseline method
for worker ability modeling, which represents the probability distribution of
workers who correctly answer the task [5,16]. A variety of worker features
are incorporated to enhance the power of CM. We did not compare to these
methods as we don’t use the features they incorporate.

– Basic Accuracy (Basic-Acc): this method models the worker ability
according to their accuracy which is obtained from the ground truth. The
method is extremely similar to the approval rate in Amazon Mechanical Turk.

– RankSVM: this linear method compares each pair of workers and transfers
the ranking problem to the classification problem by leveraging the SVM
classifier [12].

– RankNET: this is a pairwise-based ranking method which takes advantage
of the neural network [2].

The confusion matrix and the basic accuracy methods are classical accuracy-
based approaches, and RankSVM and RankNET are two state-of-the-art pair-
wise ranking approaches. We do not compare our method with the reputation-
based methods because these methods focus on filtering out the bad workers
while our method aims to find out the best workers.
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Table 2. Accuracy(%) of GroExpert approach compared with baseline methods

Dataset Product Emotions Face sentiment

Basic-Acc 63.12 22.05 59.39

CM 90.54 - 65.06

RankSVM 92.17 17.96 64.19

RankNET 92.64 20.020 65.06

GroExpert 93.59 31.22 67.25

Fig. 4. Performance at different worker numbers

5.2 Performance Comparison

In this section, we compare our GroExpert method with 4 baseline methods and
evaluate the performance. The results are summarized in Table 2. Our proposed
GroExpert method performs the best against three different types of datasets.
For simplicity, we select one expert in the group and take his/her answer as the
predicted answer. Specifically, GroExpert method outperforms the 4 baseline
methods in Product by an average of 8.9725%, ranging from 0.95% to 30.47%.
In Emotions, our method outperforms the other 4 methods by an average of
11.15%, ranging from 9.17% to 13.26%. And in Face Sentiment, our method
outperforms the 4 baseline methods by an average of 2.89%, ranging from 2.19%
to 4.13%. RankNET and RankSVM perform similarly over all three datasets.
By leveraging the power of the neural network, RankNET performs better than
RankSVM. However, RankNET doesn’t consider the group feature as we do.
For accuracy-based methods, Confusion Matrix always performs better than
the basic accuracy methods. However, the confusion matrix is not suitable for
numeric tasks. As shown in Fig. 4, we improve the Accuracy a lot when the
number of workers is small (we use 38 as an example). And when the number of
workers is large (we use 176 as an example), we also achieve the best performance.

The Accuracy of our GroExpert varies in three types of tasks. It achieves the
best performance in Product (93.59%), medium performance in Face Sentiment
(67.25%) and worst performance in Emotions (31.22%). The reason is that the
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worker quality varies in these three types of tasks. The average worker accuracy
can indicate worker quality, which is 78.57% in Product, 60.19% in Face Senti-
ment and 28.78% in Emotion. When we take all the workers in the dataset as
a big group, the quality of this big group strongly affect the performance of our
GroExpert.

5.3 Training Size

In order to measure the performance of our GroExpert approach, we conduct
experiments on different training size over three datasets. The training size varies
from {10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90%} of the total records in
datasets and the comparison results are shown in Fig. 5 for Product, Emotion,
and Face Sentiment, respectively. In Product, the Accuracy of all the methods are
stable and are above 90% except the Basic Accuracy method. All the methods
only need to rank 3 workers in Product, which may lead to high Accuracy. The
Accuracy of GroExpert and RankNET fluctuates with the increase of the training
size both in Emotion and Face Sentiment. Because the neural network used in
these two models suffers data sparsity and overfitting problems. By contrast, the
Accuracy of RankSVM increases slightly with the increase of the training size
in Emotion. As can be seen in Fig. 5, for most of the training size, our method
outperforms the baseline methods, this is because we leverage the neural network
and take the group feature into consideration.
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5.4 Sensitivity to Number of Hidden Layers and Number of Hidden
Units

Fig. 6. Performance comparison for different hidden layers and hidden units

In this subsection, we discuss the influence of two important parameters as the
number of hidden layers and the number of hidden units. The results over the
three datasets are shown in Fig. 6(a), (b) and (c) respectively. To improve the
performance of our method, a basic idea is to increase the number of hidden
layers and hidden units. Therefore, we conduct experiments to investigate the
influence of different hidden layers and hidden units. The number of hidden
layers varies from 4 to 32 and the number of hidden units varies from 8 to 64.

For the dataset Product, the performance achieves the best (94.10%) when
the number of hidden layers is 4 and the number of hidden units is 32. While
the worst performance (90.21%) occurs when the number of hidden layers is 16
and the number of hidden units is 8. For the dataset Emotion, the performance
achieves the best (33.06%) when the number of hidden layers is 8 and the number
of hidden units is 16. While the worst performance (22.04%) occurs when the
number of hidden layers is 32 and the number of hidden units is 32. For the
dataset Face Sentiment, the performance achieves the best (63.88%) when the
number of hidden layers is 4 and the number of hidden units is 8. While the
worst performance (56.50%) occurs when the number of hidden layers is 8 and
the number of hidden units is 8. The performance is not obviously improved as
the increase in the number of hidden layers over all three datasets.

6 Conclusions

In this work, we propose an approach called GroExpert to identify experts in
their working groups as a basis for future quality estimation in crowdsourcing. A
fully connected neural network is employed to implement the pairwise ranking
method when identifying experts. We take into consideration of both worker and
group features. The experimental results against three real-world datasets show
that our approach is effective and outperforms the existing baseline methods.

The proposed GroExpert approach provides a foundation for a wide range
of solutions to problems in crowdsourcing environments, e.g., task assignment,
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truth inference, and reward mechanism development. Task requesters can assign
tasks to workers with high ability scores, reward more to workers with higher
ability scores, or have a higher trust degree on workers with higher ability scores.

Acknowledgements. This work was supported in part by the MQNS (No.
9201701203), the MQEPS (No. 96804590), the MQRSG (No. 95109718), and in part
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Abstract. Applications of blockchain technologies got a lot of atten-
tion in recent years. They exceed beyond exchanging value and being a
substitute for fiat money and traditional banking system. Nevertheless,
being able to exchange value on a blockchain is at the core of the entire
system and has to be reliable. Blockchains have built-in mechanisms that
guarantee whole system’s consistency and reliability. However, malicious
actors can still try to steal money by applying well known techniques like
malware software or fake emails. In this paper we apply supervised learn-
ing techniques to detect fraudulent accounts on Ethereum blockchain. We
compare capabilities of Random Forests, Support Vector Machines and
XGBoost classifiers to identify such accounts basing on a dataset of more
than 300 thousands accounts. Results show that we are able to achieve
recall and precision values allowing for the designed system to be appli-
cable as an anti-fraud rule for digital wallets or currency exchanges. We
also present sensitivity analysis to show how presented models depend
on particular feature and how lack of some of them will affect the overall
system performance.

Keywords: Blockchain · Anti-fraud · Supervised · Xgboost · Random
forests · SVM · Ethereum

1 Introduction

Recent developments in digital currencies gave birth not only to a completely new
way of exchanging value, but also to such areas like distributed trust manage-
ment. Those advances may replace traditional notary services or payment pro-
cessing companies in the near future [12]. Such advances are possible to achieve
thanks to technology called blockchain that, in its basis, is as an immutable,
distributed database. First public blockchain, called Bitcoin, was launched in
2009 and, not surprisingly, from the very beginning attracted fraudulent actors
that tried to take advantage of other participants. These actors very often try
to convince others to send them digital currency to their accounts by using
different techniques like malware or fake emails. Due to the publicly available
data, information about account once denoted as fraudulent can be shared and
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available without limitations. Quite contrary to traditional financial systems, all
the transfers to and from such account can be freely viewed and analyzed. The
availability of this data gives us an opportunity to verify if there is a mean-
ingful relation between operations done on the account and this account being
fraudulent.

In this paper, we propose a novel approach for detecting fraudulent accounts
on Ethereum network. Ethereum is a blockchain that has some significant
improvements over Bitcoin [5]. Those improvements allow to write and execute
contracts (called smart contracts) more easily. These contracts give an oppor-
tunity for many different actors to engage in complex agreements that are fully
executable and can be verified with the use of the underlying protocol. More
details on Ethereum can be found in [11].

In the first stage, we automatically gathered available data about accounts
and transactions. Then, we created explanatory variables out of raw data. They
represent aggregates and statistics computed over volumes and time. In the next
stage, we tested three classifiers and compared their results in the context of
possible applications. They can strongly depend on different use cases that may
put more importance on precision than on recall or the other way round. The
contribution of this study can be summarized as follows:

– We proposed a novel approach for identifying fraudulent accounts on Etherum
blockchain that is easily transferable to other blockchains, like Bitcoin.

– We conducted a thorough analysis of three different machine learning algo-
rithms for the task of classification accounts to “fraudulent” or “not fraudu-
lent” class.

– We conducted a sensitivity analysis in order to verify how much we depend
on particular explanatory variables. This is a test that allow us to address
the potential problem of a look-ahead bias that may or may not exist within
the data that we gathered.

2 Related Work

Detecting fraudulent activity in financial operations is a well known problem.
Both researchers and practitioners put a lot of attention to developing new tools
that would correctly identify new attack vectors. This is an endless battle in
which both sides use their creativity and new technologies. A comprehensive
survey on fraud detection techniques can be found in [8]. More recent surveys
on fraud prevention systems and detecting financial fraud through data mining
algorithms can be found in [1] and [2] respectively.

Quah and Sriganesh [10] used Self Organizing Maps (SOM) to detect credit
card frauds. They took an approach that if a transaction is similar to all trans-
actions in a set of genuine transactions, it is also considered genuine. On the
other hand, if it looks like any of the transactions in a set of fraudulent, then
it is also considered fraudulent. In addition to the basic task of clustering input
data, Self Organizing Maps are also used to detect and extract hidden patterns.
According to the authors, in real financial systems that verify each transaction
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on multiple layers, SOM may also serve as a filter for the layers following it. In
the case described by the authors, SOM receives an input data vector consisting
of client, account and transaction features.

In [6] authors used supervised learning methods to tackle similar problem.
They used logistic regression, Support Vector Machine (SVM) and random for-
est. Apart from using typical transaction features as an algorithm’s input (e.g.
order value, type of items ordered, payment method), through abstraction and
combination they engineered several new variables such as binary evaluated com-
pliance of the country of the card transaction with the country to which the
purchased items are to be delivered. Eventually, the authors used 71 features to
describe each transaction. The best results were obtained using random forest
method, which is why it was used in further analysis. As it turned out, despite
quite good results in recognizing frauds, they were not good enough to fully
automate verification of transactions.

In case of transfers done through blockchain transactions, fraud detection
can be a more complicated task as most of the time we are not in possession of
geographical and personal data of participants. Pham and Lee [9] in their article
dealt with detecting frauds in the Bitcoin network. The network data was mod-
eled as two graphs: a user graph and a transaction graph which were used to
detect anomalies (e.g. fraudulent and suspicious users). They had information
about 30 cases of theft in the Bitcoin network, which were later used to ver-
ify their results. In both graphs, each vertex was represented with 12 features,
such as the input and output stage, the average time between transactions, the
creation date and activity time. As the first step in the analysis they applied
k-means algorithm to group all graph nodes. As the authors pointed out, this
algorithm is not used to find anomalies, but it may be useful, because the points
that diverge from the rest are expected to be found far from the centroids calcu-
lated with k-means algorithm. They wanted to investigate if anomalies in user
graph, clearly refer to anomalies in the transaction graph, i.e. whether “sus-
picious” users were involved in “suspicious” transactions. To find anomalies in
these groups authors used a method based on the Mahalanobis distance and
Support Vector Machine (SVM). Suspected users and transactions indicated by
both algorithms overlapped to a large degree. In both methods extreme values
were indicated as suspicious, i.e. vertices with the largest or smallest degrees.
That approach allowed to detect two authentic anomalies: one theft (detected
by the Mahalanobis distance based method) and one loss caused by a corruption
in a hashing function (detected by the SVM). These results do not seem to be
statistically significant primarily due to a limited number of known thefts (or
anomalies in general).

3 Methodology

3.1 Data Preparation

The data used in the analysis came from the Etherscan.io website, which is one of
the most popular Ethereum blockchain browsers. It provides information about
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all transactions in the network, mined blocks and user accounts. Over 2 500 wal-
lets were reported by the users as related to illegal activities and marked as
“Hack/Phishing”. Using the Etherscan API it was possible to download infor-
mation about all transactions in which given wallet participated. Some of the
wallets tagged as fraudulent had no transactions at all or were involved mostly in
ERC20 token trade. They were not included in the dataset. After this correction
we analyzed 2 200 wallets marked as involved in illegal activity. In addition to
fraudulent transactions data, we also collected information about transactions
from 349 999 randomly selected wallets out of the 65 564 460 existing (as of 28th
May 2019) in the Ethereum network. They were not marked as suspicious and
were considered non-fraudulent.

Based on the work of [9] we decided to create 13 explanatory variables con-
cerning transaction data of each account. Explanatory variables are presented
in Table 1. The dataset was divided into two parts: a training set with 281 760
samples and a validation set with 70 439 samples.

Table 1. Explanatory variables

Variable name Variable description

IT Amount of incoming transactions

OT Amount of outgoing transactions

UIT Amount of unique incoming transactions

UOT Amount of unique outgoing transactions

AVIT Average value of the incoming transaction

AVOT Average value of the outgoing transaction

VIT Total value of all incoming transactions

VOT Total value of all outgoing transactions

ATIT Average time between incoming transactions

ATOT Average time between outgoing transactions

AGP Average gas price

AGL Average gas limit

DUR Active duration (time in days since the first until the last
transaction)

3.2 Experiment Setup

The prediction problem definition here is a classic example of a binary clas-
sification. We examined following classifiers: Random Forests, Support Vector
Machines and XGBoost in order to determine their capabilities of making accu-
rate predictions for a given dataset. Figure 1 presents data and system architec-
ture for the conducted experiment. As a first step we downloaded data using
the Etherscan API, which then was aggregated to create 13 variables presented
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in the Table 1. In the next step, using grid search with 10-fold cross-validation
we tried to find set of parameters that could give the best results for the three
supervised learning algorithms that we chose.

Data gathered from Etherscan did not allow to accurately determine the
moment of marking particular account as a fraudulent one. It can be possible
that certain aggregates that we use for training are biased and data used to
compute them was gathered after the moment of marking a particular account
as fraudulent. It is possible that some of the transactions can be a result of
the public exposure of an account. This would not be a problem if were only
interested in devising a method for simple classification of account. However, if
we would like to use proposed method as an early warning system then we will
have to take a moment of an exposure into consideration. We address this issue
by conducting performance analysis after removing most important explanatory
variables. As the final step we did a validation check on a part of a dataset that
was not used for the training purposes. Result from this step were reported in
the following sections.

Fig. 1. System and data architecture for the conducted experiment

3.3 Prediction Models

The Support Vector Machine (SVM) classifier is a binary classifier algorithm
that looks for an optimal hyperplane as a decision function in a high-dimensional
space [3]. Having a training dataset {xk, yk} ∈ IRn × {−1, 1} where xk are the
training examples and yk are the class labels at first we map x into a higher
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dimensional space via a function Φ, then computing a decision function in the
form of:

f(x) = 〈w, Φ(x)〉 + b (1)

by maximizing the distance between the set of points Φ(xk) to the hyperplane
parameterized by (w, b). The class label of x is given by the sign of f(x). The
optimization problem for the SVM classifier with penalized misclassified exam-
ples can be written as:

min
w,ξ

1
2
||w||2 +

m∑

i=1

Cξi, (2)

subject to:
yif(xi) ≥ 1 − ξi, (3)

With variables αi defined such that:

w =
m∑

i

αiyixi, (4)

by solving for the Lagrangian dual of the problem 2, we obtain the simplified
problem:

max
α

Q(α) =
m∑

i=1

αi − 1
2

m∑

i=1

m∑

j=1

αiαjyiyjϕ(xi)ϕ(xj) (5)

subject to:
m∑

i=1

αiyi = 0, (6)

αi ≥ 0. (7)

Random Forest is a classifier consisting of a collection of tree-structured
classifiers {h(x, Θk), k = 1, ...} where {Θk} the are independent identically dis-
tributed random vectors and each tree casts a unit vote for the most popular
class at input. [4] For each tree in the random forest new training set is generated,
by drawing with replacement from the original training set. Tree is grown on the
new training set using random feature selection at each node. The resulting trees
are not pruned.

XGBoost is a scalable machine learning system for tree boosting proposed by
Chen and Guestrin [7]. The impact of this system has been lately recognized in
a number of machine learning and data mining challenges. For example, among
the 29 challenge winning solutions published at Kaggle’s blog during 2015, 17
solutions used XGBoost.

Considering training dataset {xk, yk} ∈ IRn×{−1, 1} where xk are the train-
ing examples, yk are the class labels and n is number of features, the output of
model is voted or averaged by a collection F of k regression trees:

ŷi = φ(xi) =
k∑

i=1

fk(xi), fk ∈ F (8)
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Each regression tree contains a continuous score on each of the leaves (wi rep-
resents score on the i-th leaf). To learn the set of functions used in the model,
the following objective needs to be minimized

L(φ) =
∑

i

l(ŷi, yi) +
∑

k

Ω(fk) (9)

l is the training loss function which measures how well the model fits on training
data. The second term Ω penalizes the complexity of the model and is defined
as:

Ω(f) = γT +
1
2
λ||w||2 (10)

where the γ is the complexity of each leaf, T is the number of leaves in a decision
tree and λ is a parameter to scale the penalty. If we apply the second-order
Taylor expansion to the loss function and remove the constant terms we obtain
the objective at the t-th iteration in the form of:

L̃(t) =
n∑

i=1

[gift(xi) +
1
2
hif

2
t (xi)] + Ω(ft) (11)

where gi and hi are respectively first and second derivative of the loss function.

4 Empirical Results

Our objective was to find a prediction model that could be used as a real-world
fraud detection system. Due to the high class imbalance we decided to focus our
assessment of a particular algorithm on analyzing recall and precision statistics.
For different parameters configurations we obtained results with either high recall
and low precision or low recall and high precision. The former one has an obvious
advantage of capturing most of the frauds that were present in a dataset. On
the other hand, it is completely useless for a real world applications in which all
the alerts have to be manually analyzed by a human being.

As we included almost all of the fraudulent transaction and only minor sample
of non-fraudulent, we had distribution in which probability of a random account
being a fraudulent one was significantly higher than in the real-world. Because of
that, we could not rely on precision statistic as it is vulnerable to this problem.
Instead of using precision as a false alarm verification cost estimator we decided
to use false positive rate. It fits our purpose since it does not depend on the total
amount of frauds in the dataset.

4.1 Random Forest Results

For random forest we decided to tune number of variables randomly sampled as
candidates at each split (mtry), minimum size of terminal nodes (min.node.size)
and different cut-off probabilities i.e. probability above which sample is actually
predicted as a non-fraud.
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As we can see in Table 2 biggest impact on the results has threshold which
determines final predicted class. Larger threshold causes less samples to be clas-
sified as non-fraud and therefore an increase of recall and at the same time
increase in FPR which we would like to keep low.

Instead of choosing one configuration which would be a trade-off between
recall and false positive rate, we decided to distinguish classifiers able to find as
many actual fraudulent accounts as possible (maximizing recall) and a classifiers
that make as few mistakes in predicting fraud class as possible (minimizing false
positive rate). Validation results presented in Table 2, are similar to the ones
we got with cross-validation and confirm, the best configurations are: Conf. 3
in terms of FPR and Conf. 19 in terms of recall. For chosen configurations of
random forest we created confusion matrices (presented in Tables 3 and 4) that
help to better analyze performance of this classifier on the dataset that is highly
imbalanced.

Table 2. Validation results for random forests

Configuration value Cross-validation results [%]

mtry min.node.size Probability Specificity Recall Precision FPR F1

Conf.1 3 1 0.5 99.97 24.36 83.33 0.03 37.7

Conf.2 6 1 0.5 99.96 25.52 80.29 0.04 38.73

Conf.3 3 10 0.5 99.98 23.67 85.71 0.02 37.09

Conf.4 6 10 0.5 99.97 24.59 83.46 0.03 37.99

Conf.5 3 1 0.65 99.93 30.16 72.63 0.07 42.62

Conf.6 6 1 0.65 99.92 32.02 70.41 0.08 44.02

Conf.7 3 10 0.65 99.94 30.16 76.47 0.06 43.26

Conf.8 6 10 0.65 99.93 32.02 72.63 0.07 44.44

Conf.9 3 1 0.8 99.79 42 55.35 0.21 47.76

Conf.10 6 1 0.8 99.73 44.08 50 0.27 46.86

Conf.11 3 10 0.8 99.81 41.76 57.32 0.19 48.32

Conf.12 6 10 0.8 99.75 44.32 52.47 0.25 48.05

Conf.13 3 1 0.9 99.31 54.06 32.5 0.69 40.59

Conf.14 6 1 0.9 99.19 54.52 29.3 0.81 38.12

Conf.15 3 10 0.9 99.34 54.52 33.76 0.66 41.7

Conf.16 6 10 0.9 99.24 55.22 30.95 0.76 39.67

Conf.17 3 1 0.99 90.67 83.53 5.22 9.33 9.83

Conf.18 6 1 0.99 90.79 83.06 5.26 9.21 9.89

Conf.19 3 10 0.99 90.31 84.92 5.12 9.69 9.65

Conf.20 6 10 0.99 90.63 83.29 5.19 9.37 9.77
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Table 3. Confusion matrix for Conf. 3
random forest

Prediction Actual value Total

Fraud Non-fraud

Fraud 102 17 119

Non-fraud 329 69991 70320

Total 431 70008 70439

Table 4. Confusion matrix for Conf. 19
random forest

Prediction Actual value Total

Fraud Non-fraud

Fraud 366 6786 7152

Non-fraud 65 63222 63287

Total 431 70008 70439

Table 5. Validation results for SVM

Configuration value Cross-validation results [%]

Cost Gamma Specificity Recall Precision FPR F1

Conf 1. 1 0.077 72.62 87.47 1.93 27.38 3.77

Conf 2. 1 0.100 75.03 86.77 2.09 24.97 4.09

Conf 3. 1 0.500 79.52 84.69 2.48 20.48 4.82

Conf 4. 1 1.000 84.38 83.99 3.20 15.62 6.17

Conf 5. 1 2.000 85.84 82.60 3.47 14.16 6.65

Conf 6. 5 0.077 76.78 84.92 2.20 23.22 4.29

Conf 7. 5 0.100 77.72 84.92 2.29 22.28 4.47

Conf 8. 5 0.500 84.00 83.99 3.13 16.00 6.04

Conf 9. 5 1.000 85.60 83.76 3.46 14.40 6.64

Conf 10. 5 2.000 87.38 79.35 3.72 12.62 7.12

Conf 11. 10 0.077 77.64 84.69 2.28 22.36 4.44

Conf 12. 10 0.100 78.33 85.38 2.37 21.67 4.61

Conf 13. 10 0.500 85.07 83.29 3.32 14.93 6.39

Conf 14. 10 1.000 85.99 83.06 3.52 14.01 6.76

Conf 15. 10 2.000 88.00 76.80 3.79 12.00 7.23

Conf 16. 50 0.077 78.87 85.15 2.42 21.13 4.71

Conf 17. 50 0.100 79.44 85.15 2.49 20.56 4.83

Conf 18. 50 0.500 86.09 83.06 3.55 13.91 6.80

Conf 19. 50 1.000 87.35 80.05 3.75 12.65 7.17

Conf 20. 50 2.000 89.41 75.87 4.23 10.59 8.01

4.2 Support Vector Machine Results

For the purpose of training Support Vector Machines we chose the radial basis
function as a kernel and additionally we increased cost of misclassifying sam-
ples to better address the problem of class imbalance in the dataset. The
tuned parameters were: cost of constraints violation (cost) and kernel parame-
ter gamma. As shown in Table 5 SVM achieved high recall, but with quite low



Detecting Fraudulent Accounts on Blockchain 27

precision for almost all configurations. If we only consider recall, Conf 1. was
better than random forests’ Conf 19. with significantly higher false positive rate.
Actually, no set of parameters was able to get false positive rate lower than 10%.
If we also had to choose configuration with the lowest FPR, Conf. 20 would be
the best candidate.

4.3 XGBoost Results

In case of XGBoost we analyzed following hyperparameters in different con-
figurations: maximum depth of a tree (max.depth), minimum sum of instance
weight needed in a child (min.child.weight), subsample ratio of columns when
constructing each tree (colsample) and, as in random forests, cut-off probability.
As for the training itself, we set maximum number of iterations to 2000 with
learning rate parameter set to 0.1 using early stop if error does not decrease in
100 consecutive iterations.

Even though we built classifiers for 240 combinations of hyperparameters we
decided to present only 20 most interesting. In Table 6 Conf. 1 - Conf. 10 have
the smallest false-positive rate and the other 10 configurations have significantly
larger recall. Looking at the classification results we can draw a similar conclu-
sion as in the case of random forest - cut-off probability is the most important

Table 6. Validation results for XGBoost

Configuration value Cross-validation results [%]

max.depth colsample min.c.w prob. Specificity Recall Precision FPR F1

Conf 1. 6 0.25 1 0.50 99.95 31.32 78.03 0.05 44.70

Conf 2. 9 0.25 1 0.50 99.95 30.16 78.30 0.05 43.55

Conf 3. 3 0.25 2 0.50 99.94 31.32 76.27 0.06 44.41

Conf 4. 3 0.25 1 0.50 99.95 32.02 78.41 0.05 45.47

Conf 5. 3 0.50 1 0.50 99.94 32.71 77.05 0.06 45.93

Conf 6. 6 0.50 1 0.50 99.94 32.02 76.24 0.06 45.10

Conf 7. 9 0.50 1 0.50 99.94 32.48 76.09 0.06 45.53

Conf 8. 3 0.75 1 0.50 99.95 33.18 79.89 0.05 46.89

Conf 9. 6 0.75 1 0.50 99.94 31.32 77.14 0.06 44.55

Conf 10. 9 0.75 1 0.50 99.94 32.71 77.05 0.06 45.93

Conf 11. 3 0.50 8 0.99 93.79 79.35 7.30 6.21 13.36

Conf 12. 3 0.25 8 0.99 93.58 80.51 7.16 6.42 13.16

Conf 13. 3 0.25 4 0.99 93.74 80.05 7.30 6.26 13.37

Conf 14. 3 0.50 4 0.99 93.99 79.58 7.54 6.01 13.77

Conf 15. 3 1.00 4 0.99 94.20 78.42 7.68 5.80 14.00

Conf 16. 3 1.00 8 0.99 93.89 80.51 7.50 6.12 13.72

Conf 17. 3 0.25 1 0.99 93.97 78.89 7.45 6.03 13.61

Conf 18. 3 0.75 8 0.99 93.83 79.58 7.35 6.17 13.46

Conf 19. 3 0.25 2 0.99 93.91 79.81 7.47 6.09 13.66

Conf 20. 3 0.75 4 0.99 94.05 80.05 7.65 5.95 13.96
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parameter for the outcome. After examining the other parameters we were not
able to clearly describe their exact impact for the results. As shown in Table 6
validation results confirmed, Conf. 1 and Conf. 16 being the best in their cate-
gories, but slightly worse than the best two random forest configurations.

4.4 Sensitivity Analysis

Decision to conduct sensitivity analysis was motivated by our inability to indicate
the exact moment of the marking any particular account as fraudulent and
thus aggregated transactions data might be contaminated with transactions that
happened after an alert on Etherscan has been raised for a particular account.
This may lead to look-ahead bias since we are using data that was unknown at
the moment of detecting a fraudulent account. In our approach we investigated
what impact on the quality of the classifiers excluding the most important and
potentially biased variables might have.

Importance of considered variables is not as easily determined when using
SVM as in random forest or XGBoost. Furthermore, none of the SVM results
was as satisfactory (in terms of recall) as the best of random forests or XGBoost.
These two observations led to omission of SVM in our sensitivity analysis.

Explanatory variables importances were calculated separately for each of the
best configurations and are presented in the Fig. 2.

Considering random forests variable importance (sometimes called “gini
importance”) is defined as the total decrease in node impurity weighted by the
probability of reaching that node averaged over all trees in the forest. Impurity
is defined as:

G =
C∑

i=1

p(i) ∗ (1 − p(i)) (12)

with C being the number of classes and p(i) being the probability of picking a
datapoint with class i.

In case of XGBoost relative variable importance is measured as the Gain
which is contribution of the corresponding feature to the model calculated by
taking each feature’s contribution for each tree in the model. If we define Gj =∑

i∈Ij
gi and Hj =

∑
i∈Ij

hi (based on the Eq. 11) where Ij is the set of indices
of data points assigned to the j-th leaf, we can express Gain as:

Gain =
1
2
[

G2
L

HL + λ
+

G2
R

HR + λ
+

(GL + GR)2

HL + HR + λ
] − γ (13)

This formula can be decomposed as (1) the score on the new left leaf (2) the
score on the new right leaf (3) The score on the original leaf (4) regularization
on the additional leaf.

As we can see in Fig. 2 the most important variables for each classifier are
usually connected with the incoming and the least important with the outgoing
transactions. The only variable that is either first or second in terms of impor-
tance for all three classifiers is average time between incoming transactions. For
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the XGBoost we decided to apply a minor change to the chosen configurations.
Instead of stopping after having no decrease of error in 100 consecutive iterations,
XGBoost would do 2000 iterations regardless of the results.

As presented in Tables 7 and 8 random forest turned out to be more resistant
to cutting off important variables. Even though false positive rate for Conf. 19
is high, with 8 variables excluded we are still able to detect almost 70% of all
frauds.

Fig. 2. Variable importance for: (a) XGBoost Conf. 1, (b) XGBoost Conf. 16, (c)
Random Forest Conf. 3

Table 7. Validation results for random forests with n most important variables
excluded

Validation results [%]

Specificity Recall Precision FPR F1

Conf. 3 (n = 2) 99.98 15.55 81.71 0.02 26.12

Conf. 3 (n = 4) 99.98 14.62 84 0.02 24.90

Conf. 3 (n = 8) 99.98 7.66 71.74 0.02 13.84

Conf. 19 (n = 2) 89.52 82.37 4.62 10.48 8.74

Conf. 19 (n = 4) 89.38 81.67 4.52 10.62 8.57

Conf. 19 (n = 8) 88.66 68.91 3.60 11.34 6.86
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Table 8. Validation results for XGBoost with n most important variables excluded

Validation results [%]

Specificity Recall Precision FPR F1

Conf. 1 (n = 2) 99.95 26.68 75.16 0.05 39.38

Conf. 1 (n = 4) 99.95 17.63 68.46 0.05 28.04

Conf. 1 (n = 8) 99.98 2.78 54.55 0.02 5.30

Conf. 16 (n = 2) 92.66 76.33 6.02 7.34 11.15

Conf. 16 (n = 4) 90.69 71.46 4.51 9.31 8.49

Conf. 16 (n = 8) 87.03 62.41 2.88 12.97 5.50

5 Conclusions and Future Work

Due to the significant developments in blockchain technology, dedicated fraud
prevention systems are an important area of research. We proposed a machine
learning based method for predicting whether a particular account on Ethereum
blockchain might be fraudulent.

Three different classifiers were analyzed and out of them Random Forest
obtained the best results in terms of recall and false positive rate separately,
having the other statistics at the reasonable level (in one of the configurations
SVM had the best recall for the validation set but at the same time it had three
times worse false positive rate).

Best recall for Random Forest was 84.92%. It did not justify using this model
in any real-world anti-fraud system. The reason was significant amount of type
I error being made by that classifier where almost 10% percent of all accounts
would be alerted.

Configuration 3 for Random Forest that achieved 0.02% of false positive rate
was still able to detect 23.67% of all frauds. This result can be perceived as a
good candidate for an automated anti-fraud system. If we would like to deploy
such a system on any cryptocurrency exchange or within cryptocurrency wallet
we will mark as fraudulent one in five thousands accounts.

As for future work, we would like to obtain data from exchanges that will
help determine whether proposed method can be applied in the current form or
is needing further enhancements.

Conducted sensitivity analysis showed that proposed model are not too sen-
sitive for particular explanatory variables but one of future research directions
may include estimating exact moments of marking particular account as fraud-
ulent. Then, we would not take a risk of our training set being vulnerable to
look-ahead bias.
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Abstract. Hyperledger Fabric is a popular permissioned blockchain
platform and has great commercial application prospects. However, the
limited transaction throughput of Hyperledger Fabric hampers its per-
formance, especially when transactions with concurrency conflicts are
initiated. In this paper, we focus on transactions with concurrency con-
flicts and propose a novel method LMLS, which contains the following
two components, to optimize the performance of Hyperledger Fabric.
Firstly, we design a locking mechanism to discovery conflicting trans-
actions at the beginning of the transaction flow. Secondly, we optimize
the ledger storage based on the locking mechanism, where the database
indexes corresponding to conflicting transactions are changed and tem-
porally stored in ledger to improve the processing efficiency. Extensive
experiments conducted on three datasets demonstrate that the proposed
novel methods can significantly increase transaction throughput in the
case of concurrency conflicts, and maintain high efficiency in transactions
without concurrency conflicts.

Keywords: Hyperledger Fabric · Concurrency · Locking mechanism

1 Introduction

Blockchain technologies have become popular these years and can be applied
to different domains. Unlike a common database system, a Blockchain is a dis-
tributed, shared ledger system where the nodes do not fully trust each other.
Each node holds the copy of the ledger which is represented as a chain of blocks,
with each block being a sequence of transactions. With the characteristics of
decentralization, distrust and tamper-proof, blockchain is adopted in a wise
variety of industries. A number of blockchain platforms have been developed,
including Bitcoin [16], Ethereum [3], Hyperledger Fabric [5] etc. Among them,
Hyperledger Fabric is a representative blockchain platform and has attracted
much attention due to the wide application range of it.

Hyperledger Fabric is a permissioned blockchain platform which is highly
suitable for developing enterprise-class applications and has a modular design.

c© Springer Nature Switzerland AG 2019
R. Cheng et al. (Eds.): WISE 2019, LNCS 11881, pp. 32–47, 2019.
https://doi.org/10.1007/978-3-030-34223-4_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-34223-4_3&domain=pdf
https://doi.org/10.1007/978-3-030-34223-4_3


Locking Mechanism for Concurrency Conflicts on Hyperledger Fabric 33

In Hyperledger Fabric, the identity of each participant is known and authenti-
cated cryptographically. Different from many blockchains whose nodes are peer-
to-peer, nodes in Hyperledger Fabric are of different types. The nodes in Hyper-
ledger Fabric contain Client, Peer and Orderer, and each of them performs indi-
vidual duty in the transaction flow. A transaction is initiated by Client and send
to endorsing Peers. Endorsing Peers do endorsement and send response to Client,
then Client broadcasts the transaction proposal and response to Orderer which
orders them into blocks. The blocks containing some transactions are delivered
to all Peers. At last, Peers update the ledger and the transaction flow finishes. In
addition, Hyperledger Fabric has better scalability and security, and superior in
performance [18] such as latency and throughput to other blockchain platforms.
Hyperledger Fabric which our work focuses on is currently being used in many
different applications such as Global Trade Digitization [23], SecureKey [8] and
Everledger [4].

Hyperledger Fabric has received a lot of concerns, but has exposed many
problems at the same time. The main problem is the performance of transac-
tion processing, that is, blockchain system including Hyperledger Fabric can
only handle a huge volume of transactions with a low throughput. Some papers
analyze the performance of Hyperledger Fabric, Gupta et al. [14,15] present
two models to optimize the temporal query performance of Hyperledger Fabric.
Thakkar et al. [22] study the impact of various configuration parameters on the
performance of Hyperledger Fabric. Gorenflo et al. [13] improve the throughput
of Hyperledger Fabric by reducing computation and I/O overhead during the
transaction flow. Although these studies have made great contributions, their
proposed methods cannot be directly used to tackle the following task, i.e., mul-
tiple operations updating the same data in the ledger simultaneously. This is
because approaches developed in existing work can only conduct the operations
having no conflicting transactions. Unfortunately, this problem, which is called
concurrency conflicts, is ubiquitous in Hyperledger Fabric where the data is dis-
tributedly stored. We define the concurrency conflict in Hyperledger Fabric as
multiple proposals updating the same data in the ledger simultaneously. Since a
transaction passes through multiple nodes and the transaction flow is relatively
complicated, transactions with concurrency conflicts are discovered in the final
step, which leads to the inefficient processing of transactions in Hyperledger
Fabric.

To address above mentioned problem, we propose a novel method LMLS.
Firstly, a locking mechanism is proposed to discovery conflicting transactions at
the beginning of the transaction flow. For example, there are two transactions
that are transferred to the same account at the same time. Since the previous
transaction first updated the account data, the conflict of data inconsistency
occurred in the latter transaction, which caused the transfer to fail. If there are
multiple times of the above transactions, the processing efficiency will be low.
The locking mechanism can prevent some conflicting transactions from occupy-
ing resources of the nodes. We use redis [7] to implement the locking mechanism
which mainly contains locking and unlocking. When a transaction request is
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initiated, it is first checked to ensure if its corresponding key is locked, thereby
determining whether the transaction is a conflicting transaction. Moreover, a
listener is used to control the lock and unlock operations. Secondly, based on
the locking mechanism, database indexes corresponding to conflicting transac-
tions are changed and temporally stored to improve processing efficiency. In
Hyperledger Fabric, the data is stored as a key-value pair 〈k, v〉. We transform
the index of the data corresponding to the conflict transaction from k to (k, d),
where d is a unique identifier of a transaction and (k, d) is the composite key
generated by k and d. This allows conflicting transactions who share the same
key not to fail. That is to say, based on LMLS, we can address concurrency
conflicts in Hyperledger Fabric. To sum up, the contributions of this paper are
as follows.

• To the best of our knowledge, we are the first to improve the performance
of Hyperledger Fabric in transaction processing by considering concurrency
conflicts.

• To tackle the issue of concurrency conflicts, we design a novel method LMLS
which contains Locking Mechanism and Ledger Storage.

• The experimental results show that our method can significantly increase
transaction throughput in the case of concurrency conflicts and maintain
high efficiency in transactions without concurrency conflicts.

The rest of the paper is organized as follows: We present the related work in
Sect. 2 and formulate the problem in Sect. 3. Section 4 gives a brief introduction of
Hyperledger Fabric architecture. In Sect. 5 we propose LMLS method to improve
the performance of Hyperledger Fabric with concurrency conflicts. In Sect. 6,
experiments are conducted to validate the effectiveness of the proposed method.
Finally, we conclude this paper in Sect. 7.

2 Related Work

Efficient handling of concurrency conflicts is a hot research topic in distributed
database, and conflicting transactions are also existing in Hyperledger Fabric
which is a distributed system. Hyperledger Fabric is a recent system that is still
undergoing rapid development. Hence, there is relatively little work on the per-
formance analysis of the system or suggestions for architectural improvements.
Next, we will introduce the recent work related to this research.

Analyzing Blockchain Performance. Blockchain performance analysis is an
emerging area. Recently the BLOCKBENCH system [12] benchmarked the pop-
ular blockchain implementations - Hyperledger Fabric, Ethereum and Parity [6]
against a set of database workloads. Similar efforts include - benchmarking
Hyperledger Fabric and Ethereum against transactional workloads [18]. They
find that Hyperledger Fabric outperforms Ethereum in all metrics. Our paper
focuses on improve the performance of Hyperledger Fabric.
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Analyzing Hyperledger Fabric Performance. Some studies have also
looked at performance studies of Hyperledger Fabric, and analyzed the per-
formance from multiple perspectives. For example, Nasir et al. [17] compare the
performance of Hyperledger Fabric 0.6 and 1.0 which find that the 1.0 version
outperforms the 0.6 version. Baliga et al. [10] show that application-level param-
eters such as the read-write set size of the transaction and chaincode as well as
event payload sizes significantly impact transaction latency.

Optimizing Transaction Processing Performance. Many studies have pro-
posed the optimization of the performance for processing transactions in Hyper-
ledger Fabric. In recent work, Thakkar et al. [22] study the impact of various
configuration parameters on the performance of Hyperledger Fabric. They iden-
tify some major performance bottlenecks and provide some optimizations such
as MSP cache, parallel VSCC validation. Gupta et al. [14,15] present two mod-
els to optimize the temporal query performance of Hyperledger Fabric. Gorenflo
et al. [13] improve the throughput of Hyperledger Fabric by reducing computa-
tion and I/O overhead during the transaction flow. Sharma et al. [20] study the
use of database techniques to reorder transaction to remove serialization con-
flicts and abort transactions which have no chance to commit early to improve
the performance of Hyperledger Fabric.

Optimizing Other Aspects of Performance. In addition, Some papers have
optimized the performance of other aspects of Hyperledger Fabric, i.e., channel,
oderer component. As known to all, Hyperledger Fabric’s orderer component
can be a bottleneck so Sousa et al. [21] study the use of the well-known BFT-
SMART [11] implementation as a part of Hyperledger Fabric to improve it.
Androulaki et al. [9] study the use of channels for scaling Fabric. However, this
work does not present a performance evaluation to quantitatively establish the
benefits from their approach. Raman et al. [19] study the use of lossy compression
to reduce the communication cost of sharing state between Fabric endorsers and
committers. However, their approach is only applicable to scenarios which are
insensitive to lossy compression, which is not the general case for blockchain-
based applications.

However, only few studies have looked at the issues concurrency conflicts on
blockchain. Thus, to improve the performance of Hyperledger Fabric, we focuses
on concurrency conflicts of transactions on this platform.

3 Problem Definition

3.1 The Problem of Concurrency Conflicts in Hyperledger Fabric

Although Hyperledger Fabric has a higher transaction throughput than other
permissioned blockchain systems and some papers have studied its transac-
tion performance, they almost assume that multiple requests do not modify
the same data in the ledger at the same time. However, when multiple requests
want to modify the same data simultaneously, Hyperledger Fabric will process
one of the requests and successfully modify the value, and the rest will return
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“MVCC READ CONFLICT” errors, which cannot be successfully updated. In
detail, according to the transaction flow of Hyperledger Fabric, both requests
should be sent to Peers for endorsement, and the results of endorsement will
be sent to Orderer. Orderer packages and sorts the transaction proposals and
responses, then send them to all Peers for final validation. In the process of val-
idation, Peers need to ensure that the current state of the ledger is consistent
with the state of the ledger in which the transaction is generated. When multiple
requests are initiated at the same time, one of the requests update the value of
the data first, causing errors in the remaining requests when the requests ver-
ify consistency and returning failures. Such concurrency conflicts result in lower
efficiency in processing transactions.
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Tom: 90
John: 50
Amy: 10
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Fig. 1. The instance for conflicting transactions (Tx1 represents Tom transfers $10 to
Amy and Tx2 represents John transfers $10 to Amy).

3.2 The Instance for Conflicting Transactions

Specifically, as shown in Fig. 1, there are three people Tom, John and Amy. In
the initial state, the account balance of Tom, John and Amy is $100, $50, and $0.
At some point Tom and John simultaneously transfer $10 to Amy, that is, there
are two requests to update Amy’s account balance at the same time. Here, they
are initiated almost simultaneously, through endorsement by Peers, ordering by
Orderers. Then, the two transactions are packed into the block and successively
delivered to Peers for verification. It should be noted that the transactions in the
block contain much information, one of them is the status of the ledger when the
transaction is initiated (here, the status of the ledger is the initial state shown in
Fig. 1). Without loss of generality, we assume that Tx1 arrives earlier, and Peers
compare the local ledger with the initial state in Tx1 (the values corresponding
to Tom are both 100 and to Amy are both 0) finding that they are consistent.
Therefore, the balance of Tom is successfully updated to $90 and the balance of
Amy is successfully updated to $10. However, at this time, Tx2 is delivered to
Peers, and repeating the above comparison, Peers find it is not consistent with
the current value of the local ledger (the value corresponding to Amy in local
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ledger is 10 while the value in Tx2 is 0). Thus, the request of Tx2 is failed to
update the ledger and it should be initiated again.

Problem Formalization. Given a set of transactions with concurrency con-
flicts in Hyperledger Fabric, a novel method LMLS is designed to tackle the
problem, where a locking mechannism and the optimization of ledger storage
are developed.

4 The Hyperledger Fabric Architecture

4.1 Nodes in Hyperledger Fabric

Nodes are the communication entities of the blockchain. Different from many
blockchains whose nodes are peer-to-peer, nodes in Hyperledger Fabric play dif-
ferent roles in the network. There are three types of nodes shown in Fig. 2:

Client. A Client represents an entity operated by the end user. A Client submits
transaction proposal to the Endorser Peer and broadcasts proposal and response
to Orderer.

Peer. A Peer is mainly responsible for reading and writing the ledger by exe-
cuting chaincode. All Peers are committing peers (Committers) responsible for
maintaining the state and the ledger. Peers can additionally take up a special
role of an endorsing peer (Endorser). The endorsing peer is a dynamic role, and
Peer is the endorsement node only when the application initiates a transaction
endorsement request to it, otherwise it is a normal committing peer.

Orderer. A number of Orderers make up ordering service. Since the Hyperledger
Fabric is a distributed system, a ledger is stored on each node. When each node
wants to modify the state of the ledger, there must be a mechanism to ensure
the consistency of all these operations, which is the orderer service. Orderers are
responsible for ordering the unpackaged transactions into blocks.

4.2 Transaction Flow

Figure 2 depicts the transaction flow which involves 5 steps. This flow assumes
that the application user has registered and enrolled with the organization’s
certificate authority (CA). The transaction flow is as follows:

(1) Initiating Transaction. Client using Fabric SDK constructs a transaction
proposal and sends the proposal which is signed with credentials to one or more
endorsement Peers simultaneously.

(2) Endorsement. First, the endorsing Peers verify the signature (using MSP).
Second, the endorsing Peers take the transaction proposal arguments as inputs
and execute the chaincode against the current state database to produce trans-
action results including a response, read set and write set. Third, the results,
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Fig. 2. The transaction flow of Hyperledger Fabric.

along with the endorsing Peer’s signature and a YES/NO endorsement state-
ment are passed back as a proposal response to Client. Client will collect enough
proposal responses from Peers and verify if the result are same.

(3) Ordering. Client broadcasts the transaction proposal and response within
a transaction message to the Orderer. The Orderer orders them chronologically
by channel, and creates blocks of transactions per channel.

(4) Validation. The blocks containing some transactions are delivered to all
Peers. Peers need to verify the signature by Orderer and need to do VSCC
validation. A VSCC validation will check if the endorsement policy is satisfied,
if not, the transaction will be marked invalid.

(5) Ledger Updated. Each Peer appends the block to the local ledger, and for
each valid transaction the write sets are committed to the state-db which stores
the current state of all keys.

5 Proposed Method LMLS

In order to solve the concurrency conflict problems in Hyperledger Fabric, we
propose the following novel method LMLS to optimize the transaction flow to
increase efficiency. Firstly, a locking mechanism is proposed so that conflicting
transactions can be discovered at the beginning of the transaction flow. Secondly,
based on the lock mechanism, we add a database index for conflicting transac-
tions and change the storage way of conflicting transactions, so that they can be
temporarily stored in the database. The above methods can effectively improve
the performance of Hyperledger Fabric with concurrency conflicts.
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5.1 Locking Mechanism

By analyzing the existing problems of Hyperledger Fabric, the main reason for
the inefficiency is that invalid transactions (which ultimately failed to success-
fully update the ledger) are found to be invalid after almost completing the
whole transaction flow. Therefore, we consider adding a locking mechanism at
the beginning of the transaction process. The locking mechanism can prevent
some of the conflicting transactions from occupying resources of the nodes, so
that some invalid transactions can be found in the early stage of the transaction
flow, thereby improving efficiency.

Implementation of the Locking Mechanism. In this paper, we use redis [7]
to implement the locking mechanism. Redis is essentially a database of key-
value types. Due to the advantages of redis in performance and concurrency,
the use of redis scenarios is mostly a highly concurrent scenario. The idea of
implementation is not complicated. In general, we can be divided into two steps:
locking and unlocking. First introduce the process of locking, the distinguished
name of a task in the request as a key to the redis. If there is a request with
the same distinguished name arriving, try to insert it into redis. If it can be
successfully inserted, return True, that is, it is successfully locked and will get a
lock identifier. Otherwise, return False, that is, the other request with the same
distinguished name is operating, and the lock fails. The process of unlocking is
relatively simple. The lock identifier is passed as a parameter to check whether
the lock exists. If it exists, the lock identifier can be deleted from the redis.

Listener. To determine when to unlock, we used a listener which can be used to
know when the transaction was successfully written to the blockchain. Because of
knowing that the transaction has been written to the block, the identifier can be
unlocked. In this paper, we use Hyperledger Fabric officially provided listening
interface ChannelEventHub [2]. Transaction processing in Hyperledger Fabric
is a long operation. As a result the applications must design their handling of
the transaction lifecycle in an asynchronous fashion. We mainly use registerTx-
Event interface to listen the transaction flow. When a transaction is initiated, a
transaction listener is registered and returns a specific sequence number as the
identifier. When the transaction is written to the blockchain, it will be listened to
by the listener, and the listener will call the function to unlock the lock identifier
corresponding to the transaction.

5.2 Optimization of Ledger Storage

Although the lock mechanism can cause invalid transactions to be discovered ear-
lier, users need to re-initiate these transactions which does not improve the user
experience. When multiple conflicting transactions are initiated simultaneously,
there will still be only one transaction that can be successfully updated to the
blockchain ledger and the other transactions need to be initiated again. There-
fore, based on the locking mechanism, we improve the storage of the blockchain
ledger and transform the database indexes to avoid concurrency conflicts.
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Fig. 3. The complete transaction flow with LMLS.

In Hyperledger Fabric, the data in ledger is stored in key-value pair. For a
key k, the latest pair is called the current state of the key k which is stored in
state-db, while all the pairs including the latest pair form the historical states of
key k which is stored in history-db. Obviously, the collection of current states for
all keys is termed as state-db, and the collection of historical states is termed as
history-db. In this paper, all the changes transactions initiated are in the current
state, so we only pay attention to state-db.

Usually, we modify the data in state-db by initiating a proposal. In this paper,
we assume that each time a proposal is initiated, only one data in state-db is
modified, that is, a transaction T generates a proposal P , which corresponds to
a key-value pair 〈k, v〉 in state-db. If two transactions Ti and Tj are initiated at
the same time, two proposals Pi and Pj will be generated, corresponding to the
key-value pairs 〈ki, vi〉 and 〈kj , vj〉 in the state-db. If ki = kj , this is the case
of concurrency conflicts. In order to effectively avoid conflicts and enable both
proposals to be successfully executed, we transform the database indexes of state-
db. Specifically, for conflicting transactions, we transformed 〈k, v〉 to 〈(k, d), v〉
where (k, d) is the composite key generated by k and d, and d is a transaction id
for transaction T , which is a unique identifier that is randomly generated. For
transactions Ti and Tj , without losing generality, we assume that Ti is processed
before Tj , then we transform 〈kj , vj〉 to 〈k′

j , vj〉 where k
′
j represents the composite

key (kj , dj). Thus, ki and k
′
j are not equal and both transactions Ti and Tj can

update the ledger avoiding concurrency conflicts.

5.3 Steps of LMLS

Combining the ledger storage improvements with locking mechanism, the steps
of LMLS are shown in Fig. 3, which can be divided into the following steps.
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I. A user initiates a transaction, and Client pre-processes the transaction, includ-
ing obtaining the key k of the data that the transaction wants to update. Client
checks if k is locked. If it is, directly turn to III, otherwise, turn to II.

II. Lock k and get a lock identifier l.

III. Client opens the listener, generates the corresponding transaction proposal,
and sends the proposal to Peers.

IV(i). If k obtains the corresponding lock identifier l, Peers generate the key-
value pair 〈k′

, v〉 according to the transaction id, and endorse to simulate the
execution of smart contracts.

IV(ii). If k does not obtain l, Peers generate the key-value pair 〈k, v〉, and
endorse to simulate the execution of smart contracts.

V. Peers return the endorsement result to Client, and Client sends the proposal
and result to Orderer which order and package them to new block. Orderer send
the packaged block to Peers, and Peers perform the final verification.

VI(i). If k obtains the corresponding lock identifier l, Peers save 〈k′
, v〉 into

state-db to update ledger. Client listens to the operation and closes the listener.

VI(ii). If k does not obtain l, Peers save 〈k, v〉 into state-db to update the ledger.
Client listens to the operation, then it unlocks the lock identifier l corresponding
to k first and closes the listener.

VII. After all the above steps are finished, 〈k′
, v〉 will merge with 〈k, v〉 by

chaincode safely and the former will be deleted.

Tom: 100
John: 50
Amy: 0

Tom: 90
John: 50
Amy: 10

Tx1: Tom to Amy 10
Tx2: John to Amy 10
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Tom: 100
John: 50
Amy: 0
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Peers

Committing
Peers

Ledgers

Fig. 4. The example for LMLS to process conflicting transactions (Tx1 represents Tom
transfers $10 to Amy and Tx2 represents John transfers $10 to Amy).
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5.4 Examples for LMLS

Continue the example in Sect. 3, we assume that Tx1 in Fig. 4 arrives earlier,
then Client locks two keys (‘Tom’ and ‘Amy’) in Tx1 and starts listening. Sub-
sequently, the request of Tx2 is initiated, at this time Client only locks the key
‘John’ , then starts listening. When the above two proposals are sent to Peers,
Peers generate the corresponding key-value pair respectively and endorse them.
The difference is that for Tx1, two key-value pairs 〈Tom, 90〉 and 〈Amy, 10〉
are generated, but for Tx2, a key-value pair 〈John, 40〉 and a composite index-
key-value pair 〈(Amy, Tx2), 10〉 are generated. Then, the two transactions are
ordered and delivered to Peers where validation need to be done. In this example,
Peers first validate Tx1. They compare the local ledger with the initial state in
Tx1 (the values corresponding to Tom are both 100 and to Amy are both 0) find-
ing that it is consistent. Therefore, the balance of Tom is successfully updated to
$90 and the balance of Amy is successfully updated to $10. Next, Peers validate
Tx2, since it has be known as a conflicting transaction in the previous process
where the value corresponding to Amy is being operated by another request, a
composite key-value pair 〈(Amy, Tx2), 10〉 will be added to the ledger instead
of 〈Amy, 20〉. In addition, the balance of John will be successfully updated to
$40. As shown in Fig. 4, there are two indexes related to Amy in the final ledger
where the sum of them is 20. When we request to query Amy’s balance, it will
return 20 instead of 10.

6 Experiments and Analysis

6.1 Experiment Setup

Since there are many concurrencies in the trading scenario, we implement a
concurrency scenario, which can be used for trading, with a chaincode [1]. Our
chaincode enables users to register their accounts, deposit, withdraw and trans-
fer and check balances. In this paper, we mainly simulated saving money with
concurrency. We use Fabric release v1.2, single peer setup running on a Lenovo
T430 machine with 8 GB RAM, dual core Intel i5 processor. We use a single peer
but we keep the consensus mechanism turned on. We use all default configuration
settings to run our experiments.

6.2 Compared Methods and Metrics for Experiments

We compare the performance of our method LMLS with the original Hyperledger
Fabric system. Although existing methods [13,22] also work on the performance
of transaction processing, their results are not comparable here, as their methods
only work for transactions without concurrency conflicts.

In this paper, we compare the performance of LMLS and Fabric with fol-
lowing metrics: (1) Total time - the time cost to process all transactions. (2)
Success rate - the ratio of transactions successfully written to the ledger to all
transactions. (3) Throughput - the amount of transactions successfully written
into the ledger per unit time.
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6.3 Datasets

We carry out experiments with three synthetically generated datasets. We imple-
ment a data generator to generate sets of transactions. In each transaction
{username, operation, amount}, operation denotes the type of the transaction,
such as deposit and withdrawal. The generated datasets are as follows.

• DS1: In this dataset, the accounts for all transactions are the same, that is,
each transaction deposits for the same account. The number of transactions
is 10K.

• DS2: In this dataset, the accounts for all transactions are not necessarily the
same. The number of transactions and accounts are 10K and 1000.

• DS3: In this dataset, the accounts for all transactions are different, that
is, each transaction deposits for different accounts. Therefore, there is no
concurrency conflict in this dataset. The number of transactions is 1K.

6.4 Experiment Results

Experiment for DS1. First, we do experiment in DS1 which the accounts for
all transactions are the same. We change the transaction arrival rate, which is
the average of transactions initiated per second, from 10 tps to 200 tps. Four
groups of experiment are tested which with different transaction volume N of
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Fig. 5. Time cost and success rate of LMLS and Fabric at different transaction arrival
rates in DS1 (N denotes the transaction volume).
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10, 100, 1K and 10K. We test time cost and success rate, and the results can be
seen from Fig. 5.

As can be seen from Fig. 5, on the one hand, regardless of the transactions
volume, the total time of the two methods is similar, which shows that LMLS
does not reduce the efficiency of the system in processing transactions. On the
one hand, LMLS obviously has a higher success rate and the success rate can
reach 100% no matter how high transaction arrival rate is. However, except
in the case of a transaction volume of 10, with the increase of the transaction
arrival rate, the success rates of Fabric have decreased significantly. Especially
when the transaction arrival rate rises to 200 tps, the success rate is close to
0%. This shows that LMLS can successfully handle almost all transactions in
the case of high concurrency conflicts, while Fabric cannot. Thus, LMLS is more
suitable for scenarios with concurrency conflicts and the efficiency is obviously
better than Fabric.

Experiment for DS2. To further validate the performance of our methods, we
do experiment in DS2 which the accounts for all transactions are not necessarily
the same. In the experiment, we initiate multiple transactions with concurrency
conflicts and these transactions will modify different accounts. We define the
average transaction number per user as n, the computation method as follows:

n =
∑u

i=1 ai
u

(1)

where u denotes the number of accounts modified in the experiment and ai
denotes the number of times the i-th account modified. For convenience, the
number of times of each account modified is the same in our experiment, that is,
∀i, j ∈ {1, 2, ..., u}, ai = aj , thus, n = ai (i = 1, 2, ..., u). We test the throughput
for two methods varying n and the results can be seen from Fig. 6.
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Fig. 6. Throughput of LMLS and Fabric in DS2 varying n (r denotes the transaction
arrival rate).

In Fig. 6, n denotes the average transaction number per user and r denotes
the transaction arrival rate. First, we can see that with the increase of n, the gap
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of throughput between Fabric and LMLS is increased. The results illustrate that
LMLS is more suitable for scenarios with multiple concurrency conflicts. Second,
with the increase of n, the throughput of LMLS is generally on the rise, while
Fabric’s unchanged, moreover, when r = 200, its throughput drops significantly.
This shows that the efficiency of Fabric is greatly reduced in high-concurrency
scenarios, but LMLS not. Third, horizontally comparing the four line charts, we
can see that, as r increases, the throughput of LMLS is also increasing, which
illustrates LMLS also performs well in the case of high concurrency conflicts.
The experimental results show that our method is significantly more efficient
than fabric in complex trading scenarios involving concurrency conflicts.

Experiment for DS3. In order to verify the efficiency of our method in transac-
tions without concurrent conflicts, we do experiment in DS3 which the accounts
for all transactions are different, that is, no concurrency conflict in this dataset.
As shown in Fig. 7, we test the throughput of two methods at different arrival
rates from 1 tps to 200 tps. We can see that as the transaction arrival rate
increases, the throughput of Fabric as well as LMLS is increasing. In the absence
of concurrency conflicts, LMLS performance is similar to Fabric. Although we
add a lock mechanism, our efficiency has not decreased. The experimental results
show that our methods are applicable regardless of whether there are scenarios
with concurrency conflicts or without.
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Fig. 7. Throughput of LMLS and Fabric at different transaction arrival rates in DS3.

The Cost Analysis. On the one hand, we consider the time overhead. LMLS
compared to Fabric have the cost of lock-mechanism construction time. However,
compared to the time it takes for the system to process the transactions, the
time to build a lock is negligible, as the experimental results show. In addition,
although LMLS changes the database indexing method, it does not increase the
time overhead of storage.

On the other hand, we analyze the storage cost of two methods. LMLS builds
composite key-value pairs for each transaction with concurrency conflicts, so the
number of key-value pairs on state-db increase. However, we eventually merge



46 L. Xu et al.

the composite pairs with the original pairs. Therefore, in general, storage cost
has not increased. Moreover, in Hyperledger Fabric, regardless of whether the
transaction is valid, it will be stored in the block if it has been sorted by Orderer.
Therefore, in the case of transactions with concurrency conflicts, Fabric will
package a large number of invalid transactions into blocks. In contrast, LMLS
can reduce the cost of block storage.

7 Conclusion

In this paper, we focus on optimize the performance of Hyperledger Fabric by
improving the handling efficiency of transactions with concurrency conflicts. We
propose a novel method LMLS to optimize the performance of Hyperledger Fab-
ric. Firstly, we design a locking mechanism to discovery conflicting transactions
at the beginning of the transaction flow. Secondly, we optimize the ledger storage
based on the locking mechanism, where the database indexes corresponding to
conflicting transactions are changed and temporally stored in ledger. To validate
the performance of the proposed solutions, extensive experiments are conducted
and results demonstrate that our method outperforms the original method.

Acknowledgements. This work was supported by the National Natural Science
Foundation of China (Grant No. 61572335, 61572336, 61902270), and the Major Pro-
gram of Natural Science Foundation, Educational Commission of Jiangsu Province,
China (Grant No. 19KJA610002), and the Natural Science Foundation, Educational
Commission of Jiangsu Province, China (Grant No. 19KJB520052, 19KJB520050), and
Collaborative Innovation Center of Novel Software Technology and Industrialization,
Jiangsu, China.

References

1. Chaincodes. http://hyperledger-fabric.readthedocs.io/en/release-1.2/chaincode4n
oah.html

2. ChannelEventHub. https://fabric-sdk-node.github.io/ChannelEventHub.html
3. Ethereum blockchain app platform. https://ethereum.org/
4. Everledger: A digital global ledger. https://www.everledger.io/
5. Hyperledger fabric. https://www.hyperledger.org/projects/fabric
6. Parity. https://www.parity.io/
7. Redis. https://redis.io/
8. Securekey: Building trusted identity networks. https://securekey.com/
9. Androulaki, E., Cachin, C., De Caro, A., Kokoris-Kogias, E.: Channels: horizontal

scaling and confidentiality on permissioned blockchains. In: Lopez, J., Zhou, J.,
Soriano, M. (eds.) ESORICS 2018. LNCS, vol. 11098, pp. 111–131. Springer, Cham
(2018). https://doi.org/10.1007/978-3-319-99073-6 6

10. Baliga, A., Solanki, N., Verekar, S., Pednekar, A., Kamat, P., Chatterjee, S.: Per-
formance characterization of hyperledger fabric. In: CVCBT, pp. 65–74 (2018)

11. Bessani, A.N., Sousa, J., Alchieri, E.A.P.: State machine replication for the masses
with BFT-SMART. In: DSN, pp. 355–362 (2014)

http://hyperledger-fabric.readthedocs.io/en/release-1.2/chaincode4noah.html
http://hyperledger-fabric.readthedocs.io/en/release-1.2/chaincode4noah.html
https://fabric-sdk-node.github.io/ChannelEventHub.html
https://ethereum.org/
https://www.everledger.io/
https://www.hyperledger.org/projects/fabric
https://www.parity.io/
https://redis.io/
https://securekey.com/
https://doi.org/10.1007/978-3-319-99073-6_6


Locking Mechanism for Concurrency Conflicts on Hyperledger Fabric 47

12. Dinh, T.T.A., Wang, J., Chen, G., Liu, R., Ooi, B.C., Tan, K.: BLOCKBENCH: a
framework for analyzing private blockchains. In: Salihoglu, S., Zhou, W., Chirkova,
R., Yang, J., Suciu, D. (eds.) SIGMOD, pp. 1085–1100 (2017)

13. Gorenflo, C., Lee, S., Golab, L., Keshav, S.: Fastfabric: scaling hyperledger fabric
to 20,000 transactions per second. CoRR abs/1901.00910 (2019)

14. Gupta, H., Hans, S., Aggarwal, K., Mehta, S., Chatterjee, B., Jayachandran, P.:
Efficiently processing temporal queries on hyperledger fabric. In: ICDE, pp. 1489–
1494 (2018)

15. Gupta, H., Hans, S., Mehta, S., Jayachandran, P.: On building efficient temporal
indexes on hyperledger fabric. In: CLOUD, pp. 294–301 (2018)

16. Nakamoto, S.: Bitcoin: a peer-to-peer electronic cash system (2008)
17. Nasir, Q., Qasse, I.A., Talib, M.A., Nassif, A.B.: Performance analysis of hyper-

ledger fabric platforms. Secur. Commun. Netw. 2018, 1–14 (2018)
18. Pongnumkul, S., Siripanpornchana, C., Thajchayapong, S.: Performance analysis

of private blockchain platforms in varying workloads. In: ICCCN, pp. 1–6 (2017)
19. Raman, R.K., et al.: Trusted multi-party computation and verifiable simulations:

a scalable blockchain approach. CoRR abs/1809.08438 (2018)
20. Sharma, A., Schuhknecht, F.M., Agrawal, D., Dittrich, J.: How to databasify a

blockchain: the case of hyperledger fabric. CoRR abs/1810.13177 (2018)
21. Sousa, J., Bessani, A., Vukolic, M.: A byzantine fault-tolerant ordering service for

the hyperledger fabric blockchain platform. In: DSN, pp. 51–58 (2018)
22. Thakkar, P., Nathan, S., Viswanathan, B.: Performance benchmarking and opti-

mizing hyperledger fabric blockchain platform. In: MASCOTS, pp. 264–276 (2018)
23. White, M.: Digitizing global trade with Maersk and IBM. https://www.ibm.com/

blogs/blockchain/2018/01/digitizing-global-trade-maersk-ibm/

https://www.ibm.com/blogs/blockchain/2018/01/digitizing-global-trade-maersk-ibm/
https://www.ibm.com/blogs/blockchain/2018/01/digitizing-global-trade-maersk-ibm/


Handling Conditional Queries
on Hyperledger Fabric Efficiently

Tianlu Yan1, Wei Chen1,2, Pengpeng Zhao1, Zhixu Li1, An Liu1,
and Lei Zhao1(B)

1 School of Computer Science and Technology, Soochow University, Su Zhou, China
tlyan@stu.suda.edu.cn,

{robertchen,ppzhao,zhixuli,anliu,zhaol}@suda.edu.cn
2 Institute of Artificial Intelligence, Soochow University, Su Zhou, China

Abstract. As a popular consortium blockchain platform, Hyperledger
Fabric has received increasing attention recently. When conducting quer-
ies that meet some specific conditions on such platform, we need to search
ledger data which usually has multiple attributes. Although efficiently
handling conditional queries can be leveraged to support various use-
cases, it presents significant challenges as data on Hyperledger Fabric is
organized on file-system and exposed via limited API. To tackle the prob-
lem, we propose the following novel methods in this paper. In the first
one, we use all conditions of the query to create composite keys before
executing it. To further improve the performance of conditional queries
on Fabric, we build an index called AUP in the second method, where
we also study the update of AUP during transactions. The extensive
experiments conducted on the real-world dataset demonstrate that the
proposed methods can achieve high performance in terms of efficiency
and memory cost.

Keywords: Hyperledger Fabric · Ledger data · Conditional queries

1 Introduction

In recent years, blockchain technologies have attracted wide attention and been
used in many real applications. This is because they get rid of the central-
ized storage and can guarantee the data security. A blockchain is a shared,
distributed ledger that records transactions between different nodes in a verifi-
able and permanent way where nodes do not trust each other [18]. Each node
in the blockchain network holds the same ledger which contains multiple blocks.
A block usually has a list of transactions and encloses the hash of its immediate
previous block, where transaction data can be saved in a ledger only after it has
passed a series of validations. Note that, blockchain network can be divided into
three categories, namely private network, public network and consortium net-
work. In a public network, anyone can join the network to perform transactions.
In a private network, there are only a limited range of participating nodes; the
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access of data has strict rights management, and only participants have the write
permission. The consortium chain is available for participants of a specific group.
It internally specifies multiple pre-selected nodes as billers, and the generation
of each block is determined by all pre-selected nodes. The consortium network
is suitable for enterprise applications, each node in the network can be owned
by different organizations, and enterprises can integrate the values of multiple
systems without having to bring in a trusted third-party.

Hyperledger Fabric [4] is an enterprise-grade and open-source consortium
blockchain platform. Like many other blockchain systems (e.g., Ethereum [3],
Parity [6]), it divides data into two states: current and historical states. Data is
ingested on this system in form of key-value pairs. For a given key, the latest
pair is called current state and others are called historical states. Two typical
databases in the system are StateDB and HistoryDB. StateDB includes the
collection of current states for all keys. HistoryDB includes the collection of
historical states for all keys and can be used to quickly locate the position of data
in ledger. The historical data is distributed across a large number of blocks on
file-system, which leads to the low efficiency of a query with multiple conditions
(We refer to it as conditional query in this work). This is because, given a key,
the Hyperledger Fabric will return all the historical data of it, based on which
we can get the results meeting the given conditions, during an API call.

Obviously, an efficient method is necessary to conduct the conditional query
in aforementioned case. Note that, although existing studies have made great
contributions in blockchain query [12,13,20,21], the two main techniques, gran-
ular access control and indexes constructed based on StateDB, proposed by them
can not be directly used to efficiently handle conditional queries on blockchain.
This is because, on one hand, nodes are authorized to join in the Hyperledger
Fabric network, then there is no need to create additional granular access control
for it; on the other hand, it is time consuming to query the whole ledger data
before updating the index. Assuming that a user executes a conditional query
containing multiple conditions, the conventional query methods need to return
all data meeting the first condition and then filter the data according to other
conditions, which leads to large time cost. Additionally, conventional methods
usually bring a lot of data redundancy, which is demonstrated in Sect. 6. Having
observed these weaknesses, we propose the following novel methods, i.e., CCK
and AIM. In the first one, we create a composite key for the given query based on
the associated conditions of it. Then, we use the composite key to create a new
key-value pair before executing data insertion, which can avoid the filtration of
historical data. In the second one, to solve the data redundancy problem of the
first method, we build an index called AUP for HistoryDB based on LevelDB
[5], and the value of each key in AUP consists of corresponding keys of current
states.

Considering a use-case, an author α publishes a publication p in a venue v,
a key-value pair <α, (v, o)> is inserted into Hyperledger Fabric ledger, and o
denotes the other information of the publication, such as title, time and URL.
We are interested in querying all publications that are published in the venue
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v and belong to the author α. In the first method CCK, we use α and v to
create composite key (α, v). By this way, we convert the above key-value pair
to <(α, v), o>. Based on this method, the processing of filtering publications
that belong to α but are not published in v can be avoided. However, we need
to create multiple key-value pairs for the publication with multiple authors in
this method, which leads to the problem of data redundancy. To solve it, in the
second method AIM, we build AUP to record all authors having relationships
with the publication to be stored. The key-value pairs in AUP are in the form
of <(α, v), ε(Sα)>, where Sα represents all authors of the publication p, and
ε(Sα) denotes all authors that have co-authored with α in history. While insert-
ing a new key-value pair <(Sα, v), o> into blockchain, it inserts <Sα, ””> into
HistoryDB firstly, and then create <(α, v), ε(Sα)> in AUP for each author in
Sα.

In this study, we have designed novel methods to conduct conditional queries
on Hyperledger Fabric with high performance. To sum up, we make the following
contributions.

– We are the first to study the problem of efficiently handling conditional queries
on Hyperledger Fabric.

– To avoid the process of filtering candidates, we propose the method CCK.
To tackle the data redundancy problem brought by CCK, we build an index
AUP in the second method AIM.

– We conduct extensive experiments on DBLP, and the results demonstrate that
the proposed approaches can achieve high performance in terms of efficiency
and memory cost.

The rest of this paper is organized as follows. In Sect. 2, we brefily view
existing work related to the research of blockchain. Section 3 presents the back-
ground of Hyperledger Fabric. In Sect. 4, we formulate the problem and present
notations used in this work. We introduce the proposed methods in Sect. 5 and
report the experimental results in Sect. 6. This paper is concluded in Sect. 7.

2 Related Work

Though blockchain analysis is an emerging area, it has received significant atten-
tion and a lot of studies have been made on it. These studies are mainly divided
into two categories: security and performance. In terms of security, [14] makes a
survey of blockchain security issues and challenges, [15] discusses the applicabil-
ity of blockchain to intrusion detection, and identifies open challenges. There is
also a lot of work focused on the performance of blockchain, including [11,17,18].
They mainly concentrate on realizing higher throughputs and lower latencies by
using different consensus algorithms, encryption methods. In [8], authors analyze
how fundamental and circumstantial bottlenecks in Bitcoin [1] limit the ability of
its current peer-to-peer overlay network to support substantially higher through-
puts and lower latencies.
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2.1 Performance Modeling of Blockchain Networks

The authors of [19] contrast PoW-based blockchains to those BFT-based state
machine replication and discuss proposals to overcome scalability limits and out-
line key outstanding open problems in the quest for the “ultimate” blockchain
fabric(s). In [10], they first describe BLOCKBENCH, which is the first evalu-
ation framework for analyzing private blockchains and serves as a fair means
of comparison for different platforms and enables deeper understanding of dif-
ferent system design choices, and then they use BLOCKBENCH to conduct
comprehensive evaluation of three major private blockchains: Ethereum, Parity
and Hyperledger Fabric. They measure the overall performance of the platforms
and draw conclusions across the three platforms. [9] is similar to [10], they dis-
cuss several research directions for bringing blockchain performance closer to the
realm of databases. Zheng et al. [22] provide an overview of blockchain archi-
tecture firstly and compare some typical consensus algorithms used in different
blockchains.

2.2 Performance Evaluation of Hyperledger Fabric

In existing work, [7] introduces the design and the architecture of Hyperledger
Fabric, and presents the performance of a single Bitcoin like crypto currency
application on Fabric, called Fabcoin, which uses CLI command to emulate client
instead of using a SDK. [12,13,20,21] pay more attention to how to efficiently
handle queries in the blockchain platform. [20,21] handle the problem of flexible
queries by using granular access control, both of them improve performance by
changing encryption methods. [12,13] are the most similar work to our queries,
they both propose two method to processe temporal queries on Fabric.

In spite of the great contributions made by the aforementioned studies, none
of them consider conditional queries on Fabric. To tackle the problem, we propose
two methods in this paper, i.e., composite key based method CCK and AUP
index based method AIM, and details are presented in Sect. 5.

3 Background

A Hyperledger Fabric network contains peer nodes, ordering service nodes and
clients. A peer node in the network of Fabric is divided into an endorsing node
or a committing node. The endorsing node executes the chaincode (a.k.a. smart
contract [16]) logic to endorse a transaction, but the committing node does not
has the chaincode logic. Although they are different in this point, both of them
maintain the ledger in a file system. An ordering service node participates in the
consensus protocol and the process of block generation. The client can initiate
a transaction proposal to invoke a chaincode function, which can perform read
and write operations on shared ledger data by defined ledger APIs. Further, the
transaction flow in Hyperledger Fabric consists of 4 phases, (1) Endorsement
Phase - simulating the transaction on endorser nodes and collecting the state
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changes; (2) Orderering Phase - ordering transactions through a consesus proto-
col; (3) Validation Phase - verifying the block signature and all transactions in
a block; and (4) Commitment Phase - committing valid transaction data to the
ledger.

3.1 Data Storage Structure
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Transac ons

Block Metadata

Block Header(i+1)

Transac ons

Block Metadata

Block Header(i+2)

Transac ons

Block Metadata

... ...

Block(i) Block(i+1) Block(i+2)

StateDB

Latest wri en 
key-value pairs for 
use in transac on

LevelDB/CouchDB

HistoryDB

Index of the 
ledger to track 
history of keys

LevelDB

Block index

Indexes point to 
block storage 

loca on

LevelDB

Blockchain

Fig. 1. The structure of data storage in a single-chain.

In Fabric, all valid transactions are stored in blocks, and all blocks are stored
in the file system. A simple structure of single-chain data storage is presented
in Fig. 1. It contains StateDB, HistroyDB and block index. The StateDB stores
the current state of each key and supports LevelDB and CouchDB [2]. The
HistoryDB stores the historical state of each key. It records the change of each
key in StateDB and is implemented by LevelDB. In fact, it does not store the real
value of each key and can be used to quickly locate the position of transaction
in the block. Hyperledger Fabric provides a variety of block indexing methods.
The content of the block index is the file location pointer, which consists of
three parts: the file number, the offset within the file, and the number of bytes
occupied by the block. The block index can be used to quickly find the position
of blocks.

If we want to add a new state or change the current state of a key, we need
to initiate a transaction proposal, executing which successfully, a new key-value
pair will be added to a block. The value of the key in StateDB is changed, but
the previous key-value pair is still stored in the ledger if it had the value of
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the key before. Additionally, a new key-value pair will also be inserted into the
HistoryDB.

3.2 Accessing Historical States

Hyperledger Fabric provides specific APIs, such as GHFK and CK, which are
used in our proposed methods CCK and AIM.

GetHistoryForKey(k) (GHFK [13]): This is an API provided by Hyperledger
Fabric to access the historical states. For a given key k, this call returns all the
past states of key k in the history.

CreateCompositeKey(ob, ks) (CK): This is an API provided by Fabric to
combine the given attributes ks and object type ob to form a composite key,
which can be used as a key to access historical states.

Specifically, when initiating a transaction proposal to get historical states of a
given key k, we need to execute a GHFK call. During the execution of the GHFK
call, it retrieves all keys in HistoryDB and each key is start with k firstly. Then it
analyses all these keys to get the list of block numbers and transaction numbers.
Next, it queries the block index to get the location of blocks and then deserializes
all blocks to access transaction data according to transaction numbers. Finally,
it extracts out all the values. That is to say, the GHFK call needs to retrieve
the historical data from multiple blocks and returns an iterator in the end. The
more values accessed through this iterator, the larger the number of blocks that
need to be deserialized.

4 Problem Statement

In this section, we present all the notations used throughout the paper in Table 1,
and then we formulate the problem.

In Fabric, handling conditional queries requires to deserialize blocks that
satisfy all query conditions. For example, in DBLP, given an author α and a
venue v, when we want to get all publications that belong to the author α
and published in venue v, we need to deserialize blocks that satisfy these two
conditions: (1) the block contains a transaction which ingests a key-value pair
with key equals to α; (2) this pair describes a publication which is published in
the given venue v.

Currently, abovementioned conditional query is time-consuming on Fabric,
as such operation is not directly supported by Fabric. If intending to query all
publications that meet those conditions, we firstly need to query all publications
belong to the given author. During this process, we need to deserialize multiple
blocks. Then we still need to filter publications according to the venue. Therefore,
some deserialized blocks are useless. Larger the number we need to filter, more
time the operation will spend. Besides, if we create a key-value pair for each
author of a publication, it will lead to a large number of redundancy, since
a publication usually has multiple authors and Fabric does not provide any
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Table 1. Definitions of notations.

Notation Definition

α An author of a publication in DBLP

o The other information of a publication in DBLP

Sα All authors of one publication of α, Sα = {α1, α2, ..., αn}
ε(Sα) All authors of all publications of α

v The venue of a publication in DBLP

K The result of creating composite key by calling CK

V The value of a key in AUP

SK The collection of the results of executing CK

ε(α) The set of publications belonging to author α

ε(α, v) The set of publications belonging to α and published in v

ε(Sα, v) The set of publications belonging to Sα and published in v

indexing capability on the data in HistoryDB. Due to the redundancy, it takes
a lot of time to ingest the publication on the ledger. However, if we don’t create
the key-value for each author, we can not get all information of the publication
with multiple authors, when we only know an author.

Problem Formulation. Given a query, which contains multiple conditions, our
goal is to obtain values that satisfy all conditions by conducting the query with
the proposed methods on Fabric.

5 Proposed Methods

In this section, we present three methods to execute conditional queries and
describe problems encountered during execution. The second method CCK is
designed based on composite keys to avoid filtration process and the third
method AIM can reduce redundancy by creating index. In order to better explain
the proposed methods, we discuss the details of them based on DBLP.

5.1 Baseline Method

In this subsection, we present our baseline method for executing conditional
queries on Fabric.

For each publication in ε(Sα, v), when we want to insert it into ledger,
firstly, we need to obtain all authors in Sα = {α1, α2, ..., αn}, and then the
client initiates n transaction proposals to save this publication. Given a query
associated with an author α and a venue v, to search all publications belonging
to α and published in venue v, we firstly executes a GHFK call, then obtain the
set ε(α). Next, we still need to remove all publications that are not published in
venue v from ε(α). Finally, the remained publications in ε(α) are the results of
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the query. Note that, with the increase of the number of publications that are
not published in the venue v, more publications should be removed, which leads
to a lot of time cost.

5.2 Composite Key Based Method CCK

To address the problem of the baseline method, we design a novel method CCK,
the details of which are discussed as follows, based on composite key.

For each publication in ε(Sα, v), we use each author in Sα = {α1, α2, ..., αn}
and a venue v to create a composite key K by calling CK firstly. Then, we create
n composite keys for this publication and invoke n transactions to save it. Based
on these composite keys, we can conduct the following query. For example, given
a query q associated with an author α and a venue v, with the goal of obtaining
all publications belonging to α and published in venue v. We firstly use the
author α and venue v to create a composite key K, then execute a GHFK call,
during which the key K will be compared with all composite keys generated in
CCK. Note that, each GHFK call precisely accesses those blocks that contain
corresponding publications belonging to α and published in venue v, on ledger.
Finally, we can directly get all publications ε(α, v).

Compared with the baseline method, CCK is more efficient to query all pub-
lications that satisfy all conditions, since the filtration process has been avoided.
However, in CCK, the number of transactions to be invoked should equal to the
number of authors in a publication. That is to say, we have to save the same
publication multiple times, which results in massive redundancy.

5.3 AUP Index Based Method AIM

In this part, we build an index AUP to solve the problem of redundancy. For
each publication in ε(Sα, v), we use each author α in Sα = {α1, α2, ..., αn} and
venue v to create composite key K by calling CK. As an author may publish
multiple publications in a same venue, the value V of each K is also a com-
posite key, we create it with the Algorithm 1. The composite key consists of
corresponding keys of current states. We create a key-value pair for each author
α in Sα = {α1, α2, ..., αn} and insert it into AUP. Although a publication may
belong to multiple authors, we only need to save the same publication one times,
and then we invoke a transaction to save the publication. We do not use the CK
as the first parameter is meaningless in this method. In Algorithm 1, we use a
separator ‘#’ to split each key. For example, we add ‘#’ between key1 and key2,
and the final result is in the form of key1 ‘#’key2. The reason for choosing ‘#’
as a separator is: there is no ‘#’ in the names of author and venue. By this way,
we can separate keys accurately.

Considering a example, when a new publication data need to be saved to
ledger, we first use each author in Sα and v to create composite key K by
calling CK, then initiate a transaction proposal to commit data to ledger. Next,
we query the AUP to get the value V of key K. If V is empty, we use all authors
of the publication as a key to create composite key by Algorithm 1, which used as
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Algorithm 1. Creating a Composite Key
Input: keys of current states(key1,key2,...,keyi)(0 � i � n)
Output: composite key: V

1 Receive keys;
2 namespace ← ’#’;
3 for i=0 to n do
4 if keyi does not contain ’#’ then
5 V ← V+namespace+keyi;
6 end

7 end
8 Return V ;

Algorithm 2. Splitting Multiple Values
Input: V (a value in AUP) and L(the length of the value)
Output: SK : a collection of the splited keys

1 Receive value;
2 namespace ← ’#’;
3 index ← 0;
4 for i=0 to L do
5 if Value[i]==namsepace then
6 components ← append(components,Value[index:i]);
7 index ← i+1;

8 end
9 append the components into SK ;

10 end
11 Return SK ;

the value of K. Otherwise, we split the value V with the Algorithm 2, where we
still use ‘#’ as separator and get the collection SK . If the new key is different
from any key in SK , we append the new key to SK , and then we use SK to
create new composite key NV by Algorithm 1 and put this new key-value pair
<K,NV > into AUP. Otherwise, we don’t need to do anything. Finally, When
the transaction is completed sucessfully, the publication data is saved to ledger.

The process of a conditional query is shown in Algorithm 3 explicitly. Firstly,
we use the author α and venue v to create composite key K by calling CK. Then
we use K to query AUP and get the value V. Next, we need to separate V and
get the collection of keys SK . Finally, we execute a group of GHFK calls based
on the keys in SK and get the collection ε(α, v), which is the result that we
want to get.

During the design of AUP, we use Mutex in the Go language. Mutex is a
commonly used method to control shared resource access, which ensures that
only one goroutine can access shared resources at the same time. For example, if
we use 4000 goroutines to execute transactions, after one goroutine queries the
AUP to get the value of a the given key, another goroutine updates the value of
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the key, which will make the value obtained by the previous goroutine incorrect.
Then, the incorrect value will lead to the loss of data. To solve the problem, we
use Mutex to create the index AUP. When a goroutine writes to the AUP, other
goroutines need to wait until the previous goroutine has finished writing.

Algorithm 3. Process of a Conditional Query
Input: an author(α)and the venue(v)
Output: ε(α,v):All publications belong to α and published in v

1 Receive α and v;
2 K← use α and v to create composite key by calling CK;
3 V← query AUP with K ;
4 SK ← split V with Algorithm 2;
5 L ← get the length of keys;
6 for i=0 to L do
7 call GHFK with the i-th key in SK ;
8 append the result of GHFK to ε(α,v);

9 end
10 Return ε(α,v);

6 Experiment

6.1 Fabric Instance

We use Hyperledger Fabric v1.3 and the implemented network consists of a single
organization. The organization contains three nodes, a CA node, an endorsing
node and an ordering service node with one public channel avaliable for commu-
nication. The endorsing node is configured to use CouchDB as the StateDB. We
use Fabric SDK to emulate clients and run the entire system by using docker
containers on a server. The server is equipped with 24 Intel(R) Xeon(R) CPU
E5-2630 v2 processors at 2.60 GHz, for a total 256 GB of RAM. We keep all nodes
turned on and use all default configuration settings to run our experiments.

6.2 System Workload

We carry out our experiment evaluation using DBLP. The total number of pub-
lications in DBLP is 4146645. As each publication in DBLP usually has multiple
authors, we create a record with the same publication for those authors respec-
tively. Finally, the total number of records is 12508891, in which 8362245 records
are redundant. The total number of different authors publishing publications in
different venues is 7843756. We divide all these data into 7 groups according
to the ratio r(r = j/i, i represents the number of publications belong to α, j
represents the number of publications belong to α and published in v). Groups
are shown in Table 2. In this paper, we measure the performance of methods
using the following metrics - (1) Query execution times - time taken to execute
the conditional query. (2) Insertion times - time taken to insert data into Fabric
ledger. (3) Memory cost - memory size occupied by all data.
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Table 2. All groups and the number of members of each group.

Group 1 2 3 4 5 6 7

r(%) 100 - 18 18 - 15 15 - 12 12 - 9 9 - 6 6 - 3 3 - 0

Total number 3218585 274878 421421 512382 612054 1034199 1770226

6.3 Experimental Evaluation

Table 3 shows the performance of three methods: baseline, CCK and AIM. We
randomly select 1000 records from each group to execute 1000 queries at a time,
which we execute 1000 times and take the average query time as the result. The
query time is calculated from the time when the query transaction proposal is
initiated until the response information is received.

Table 3. Query time of each method.

Group Query time of baseline Query time of CCK Query time of AIM

1 29.03(s) 12.77(s) 9.57(s)

2 50.14(s) 12.31(s) 9.52(s)

3 55.44(s) 11.73(s) 8.51(s)

4 70.84(s) 11.70(s) 8.27(s)

5 80.92(s) 11.46(s) 7.93(s)

6 109.20(s) 10.85(s) 7.29(s)

7 174.74(s) 9.87(s) 6.07(s)

6.4 Time Cost of Baseline

As we can see from the Table 3, with the ratio r decreases, the baseline method
takes more time. This is because as the ratio r decreases, the author we used
to query has more publications. When we want to get all the publications that
meet the conditions, we need to call the GHFK. The Fabric firstly queries the
HistoryDB to get all keys that satisfy the conditions. The key in HistoryDB
consists of the key of a current data, block number and transaction number.
Then it uses block numbers to query block index to get all blocks and deserializes
the content of these blocks. Next, it uses transaction numbers to get transactions
and extracts out the values inserted. Finally, the GHFK call returns an iterator
and we get values from the iterator. The more values are accessed through this
iterator, the more blocks are deserialized. Therefore, given an author, the more
publications belong to the authors, the more blocks need to be deserialized, the
more time we will take to execute query transaction.
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Consider the query in baseline method, it needs to get all blocks that contain
publications belong to author α. It hence deserializes all these blocks and need
to remove publications that are not published in venue v. As the number of
publications that are not published in venue v increases, it needs to deserialize
more and more blocks and removes more and more publications that do not
satisfy the conditions. The bottleneck of the first method is that to retrieve
publications belong to author α and published in venue v, we need to deserialize
all blocks containing publications belongs to author α. Larger the number of
publications that are not published in venue v, worse is hence the performance
of baseline method.

6.5 Time Cost of CCK

The third column of Tabel 3 presents the performance of CCK. When we execute
queries in group 1, CCK takes 12.77s which takes 16.26s less time than the
baseline method. When we execute queries in group 3, CCK takes 11.73s which
takes 43.71s less time than baseline. As the ratio decreases, the performance
of CCK method becomes better. This is because with the decrease of ratio, the
number of publications belong to the author α and published in venue v becomes
smaller, and the number of blocks that we need to deserialize also becomes
smaller. We are able to achieve this improvement by using CCK because we
exactly know which block contains publications belong to author α and published
in venue v. That is to say, we just need to get blocks that contain publications
belong to author α and published in venue v. This effect becomes more severe,
when we execute queries in group 7. Considering the case when an author has
total x publications, in which y publications published in venue v and the data
of each publication is stored in different blocks. When we execute queries with
the baseline method, we need to deserialize x blocks and remove x − y(x ≥ y)
publications from the result. However, if we use CCK, we only need to deserialize
y blocks. The larger x − y, the higher the performance of CCK. This is equivalent
to the smaller ratio, the higher the performance of CCK. The time-cost by using
CCK is much smaller than that by using the baseline method.

6.6 Time Cost of AIM

We next analyze the time-cost of using AIM to execute conditional queries, it
is not much different from CCK. This is because in the AIM, we also create
composite key and we exactly know which block contains the data that meets
our conditions. So the number of block we need to deserialize is same. However,
CCK has a big problem, it brings a lot of redundancy. We need to use each
author in a publication and the venue of the publication to create composite
key (α, v), and we need to take (α, v) and the other information o as a key-
value pair to insert into the ledger. So if a publication has n (n ≥ 1) authors,
it will generate n key-value pairs and wherein n − 1 are duplicates, which lead
to the size of ledger created by using CCK is bigger than the ledger created
by using AIM and the cardinality of the ledger data that performs conditional
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queries becomes larger. That is the reason why AIM is a little better than CCK
in query performance. Besides, the redundancy causes us to spend a lot of time
inserting these key-value pairs into ledger. In our experiment, we ingest a pub-
lication in one transaction. So the total number of transaction is 12508891 by
using CCK and baseline methods, and we execute these transactions with 4000
goroutines. Both baseline method and CCK method cost more than 13 h to fin-
ish these transactions. However, when we use AIM method, the total number
of transaction is 4146646 and it costs 5 h 29 m to finish these transaction. By
using AIM method, we save more than 2 times time, which we can see from
Table 4. We build the index during the process of a transaction. In fact, the data
is continuously streaming in. If we do not build the index during the process
of a transaction, when we execute queries, we may can not get the new data
immediately because it has not yet been saved to the index. Beside, if we do
not use this method, when we want to construct index, we will need to querying
ledger before, which will cost a lot of time.

6.7 Memory Cost of the Three Methos

In addition, by constructing the index AUP, we also save data storage space.
Specifically, let us use |P| and |I| to denote the average size of a transaction
data in block and the key-value pair in AUP (|P| > |I|) respectively. In baseline
method and CCK, the total size of all data is 12508891|P|. In AIM, the total size
of all data is 4146646|P| + 2234392|I|. The difference between these two values
is 8362245|P| − 2234392|I|, and 8362245|P| − 2234392|I| > 0. Therefore, AIM
saves more data storage space than baseline method and CCK.

Table 4. The data insertion time of different methods.

Methods Baseline CCK AIM

Transaction number 12508891 12508891 4146646

Data insertion time 13 h 8m 13 h 12 m 5 h 29 m

6.8 Analysis

From the above three methods, we can see that the AIM has the best perfor-
mance. It solves the problem of redundancy, improves the efficiency of queries
and data insertion. Then, we get two conclusions. Firstly, when we execute condi-
tional queries, and the key which we want to use has a large number of unrelated
values need to be removed, the best method is to use all conditions to create a
composite key. Then we can use this composite key to execute queries, which
can help deserialize a small number of blocks and directly find blocks contain-
ing values that we want to get without the process of filtration. Secondly, when
multiple keys have a same value, we can create index to reduce the time of
data insertion and reduce redundancy. Just like the use-case in our experiment,
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multiple authors have a same publication, we reduce the time of inserting the
publication into the ledger by creating an index AUP. By combining the method
of creating composite key and building index, the performance of both queries
and inserting data have a significant improvement.

In addition, methods presented in this paper can also be generalized to other
conditional queries. For example, we can use the proposed methods to get a
medical history of a patient in a certain department in the medical field.

7 Conclusion and Future Work

In this paper, we present three methods to handle conditional queries on Hyper-
ledger Fabric. We use the first method as our baseline, both CCK and AIM easily
outperform the baseline. We benchmark these three methods and we also con-
duct a comprehensive study to understand and analyse the conditional queries
performance on Hyperledger Fabric by creating composite keys and building an
index. Besides, the process of building index is included in an transaction. Not
only does it saves more time during the process of insertion data, but also we
can get data in a timely manner.

In our future work, we can further improve the performance of conditional
queries in Hyperledger Fabric by using different methods of creating composite
key and building index. As the static structure of LevelDB consists of six main
parts and keys with the same prefix are adjacent in the file.
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11. Gervais, A., Karame, G.O., Wüst, K., Glykantzis, V., Ritzdorf, H., Capkun, S.:
On the security and performance of proof of work blockchains. In: Proceedings of
the 2016 ACM SIGSAC Conference on Computer and Communications Security,
pp. 3–16. ACM (2016)

12. Gupta, H., Hans, S., Aggarwal, K., Mehta, S., Chatterjee, B., Jayachandran,
P.: Efficiently processing temporal queries on hyperledger fabric. In: 2018 IEEE
34th International Conference on Data Engineering (ICDE), pp. 1489–1494. IEEE
(2018)

13. Gupta, H., Hans, S., Mehta, S., Jayachandran, P.: On building efficient temporal
indexes on hyperledger fabric. In: 2018 IEEE 11th International Conference on
Cloud Computing (CLOUD), pp. 294–301. IEEE (2018)

14. Lin, I.C., Liao, T.C.: A survey of blockchain security issues and challenges. IJ
Netw. Secur. 19(5), 653–659 (2017)

15. Meng, W., Tischhauser, E.W., Wang, Q., Wang, Y., Han, J.: When intrusion detec-
tion meets blockchain technology: a review. IEEE Access 6, 10179–10188 (2018)

16. Omohundro, S.: Cryptocurrencies, smart contracts, and artificial intelligence. AI
Matters 1(2), 19–21 (2014)

17. Pongnumkul, S., Siripanpornchana, C., Thajchayapong, S.: Performance analysis
of private blockchain platforms in varying workloads. In: 2017 26th International
Conference on Computer Communication and Networks (ICCCN), pp. 1–6. IEEE
(2017)

18. Thakkar, P., Nathan, S., Viswanathan, B.: Performance benchmarking and opti-
mizing hyperledger fabric blockchain platform. In: 2018 IEEE 26th International
Symposium on Modeling, Analysis, and Simulation of Computer and Telecommu-
nication Systems (MASCOTS), pp. 264–276. IEEE (2018)
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Abstract. Stock price prediction is challenging due to the non-
stationary fluctuation of stock price, which can be influenced by the
stochastic trading behaviors in the market. In recent years, researchers
have focused on exploiting massive text data such news and tweets to
predict stock price, achieving promising outcomes. Existing methods
typically compress each text into a fixed-length representation vector,
whereas rich texts may involve multiple semantic aspect-level informa-
tion that has different effects on the future stock price. In this paper,
we propose a novel Multi-head Attention Fusion Network (MAFN) to
exploit aspect-level semantic information from texts to enhance pre-
diction performance. MAFN employs the encoder-decoder framework,
where the encoder adopts the multi-head attention mechanism to auto-
matically learn the aspect-level text representations via different atten-
tion heads. Furthermore, we subtly fuse the learned representations by
discarding the dross and selecting the essential. The decoder generates
stock price sequence by incorporating textual information and historical
price dynamically via the hierarchical attention. Experimental results
on real data sets show the superior performance of MAFN against sev-
eral strong baselines as well as the effectiveness of exploiting and fusing
fine-grained aspect-level textual information for stock price prediction.

Keywords: Stock price prediction · Multi-head attention ·
Encoder-decoder

1 Introduction

The stock market is one of the largest financial markets in the world, attract-
ing millions of investors for stock trading, who aim to buy stocks at low price
and sell them at high price to maximize gains. Stock price prediction, trying to
determine the future selling price of a company stock, is indisputably important
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Fig. 1. Three pieces of news in 2019-3-14 and the stock price for the Bank of China.
Each news contains multiple semantic aspects, and they share some aspects such as
revenue growth and interest margin.

to help investors make good investment decisions [17]. However, predicting stock
price accurately is challenging due to the non-stationary fluctuation of the stock
price time series [1], which is typically influenced by the highly stochastic trading
behaviors from numerous stock investors in the market. Fortunately, the increas-
ing amount of text data accessible from social media, such as tweets and news,
has become an important source of information that sheds light on the trend of
future stock price [7,10,13]. This paper focuses on exploiting text information
towards more accurate stock price prediction.

Existing literature have applied various Natural Language Processing (NLP)
techniques to incorporate massive text data for enhancing stock price prediction,
which can be generally categorized into two groups: feature-based methods [21]
and neural network-based methods [10,23]. The former category involves hand-
crafted feature extraction from texts, such as sentiment words [21] and structural
events [6,7]. These approaches have two major drawbacks: (i) the identification
of discriminative features requires financial knowledge from domain experts, and
the set of useful features often evolves over time due to the high dynamics of
the stock market; (ii) the proposed prediction models can hardly capture deep
feature interactions due to the limited model capacity, thus resulting in unsatis-
factory performance. The second category introduces neural network models to
automatically learn features and their interactions for stock price prediction. Hu
et al. [10] proposed a hybrid hierarchical attention network to learn a weight for
each text indicating its quality and trustworthiness for stock price prediction.
Xu et al. [23] designed variational architecture with RNN network to capture
the stochastic latent factors of stock market in a generative manner.

While deep neural networks are effective in exploiting latent semantics from
text data, they typically compress all the textual information into a fixed-length
representation vector and fail to distinguish fine-grained aspects involved in the
texts. To be specific, text data such as news tend to contain multiple semantic
aspects about a company and these aspects can have diverse sentiment signals
that affect future stock price in different ways. For instance, consider the three
pieces of news for the Bank of China and its stock price within the same time
period in Fig. 1. There are mainly four aspects involved in the news, namely rate
of non-interest, revenue growth, profitability and interest margin. Each news
has commented on more than one aspects for the Bank of China. We notice
that the comments on revenue growth are quite positive while the comments on
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interest margin are negative. In practice, revenue growth is directly related to
the company’s income and is more accurate to reflect the true situation of the
company compared with interest margin. Therefore, the positive comments on
revenue growth is more significant, which is consistent with the growing trend of
the stock price. The above example highlights the importance of (i) identifying
multiple semantic aspects from massive texts and (ii) subtly fusing their influence
on stock price for future prediction. Intuitively, the ignorance of these two factors
would impede the development of an accurate predictor. However, to the best of
our knowledge, none of the existing methods have exploited fine-grained aspect-
level information from texts for stock price prediction.

To address the problem of multi-aspect identification and fusion, we propose
a Multi-head Attention Fusion Network (MAFN) for stock price prediction based
on text data. At a high level, MAFN employs the encoder-decoder framework.
During the encoding stage, we first supply the embeddings of text words into
a bidirectional recurrent neural network to form the primary representation of
each text. We then apply the Multi-head Attention mechanism [22] to extract
aspect-level information from the text representation automatically. The key idea
is to project the primary representation into different latent semantic subspaces
via learnable projection matrices, where each semantic subspace implicitly cor-
responds to a semantic aspect. A novel attempt of our approach is to enforce
the attention mechanism [15] to dynamically fuse multiple aspect-level text rep-
resentations based on the computed attention scores during each encoding step.
The decoder is implemented by an LSTM that absorbs both historical stock price
sequence and fused textual information to produce the final prediction result.
To be specific, we treat the fused text representations from previous time steps
as the contexts and introduce a new attentive read layer that discriminates the
importance of these contexts and generates an aggregated context vector at each
decoding step. The resultant context vector and the stock price will be combined
and fed to the decoder together. In addition, we introduce an attentive prediction
layer to attend to different hidden states of the decoder for final prediction.

The contributions of this paper can be summarized as follows:

– We propose to exploit fine-grained aspect-level information from massive texts
to enhance the performance of stock price prediction, and develop an end-
to-end neural network model, named Multi-head Attention Fusion Network
(MAFN). MAFN follows the encoder-decoder framework that encodes aspect-
level text information and decodes the stock price sequence effectively.

– We introduce a multi-head attentive fusion layer in the encoder to extract
different aspects from texts automatically and distinguish the importance of
different aspects via the attention mechanism. We then fuse aspect-level text
representations based on the computed attention weights.

– We design a hierarchical attention layer in the decoder to dynamically absorb
the fused text representations and stock price from previous time steps for
future stock price prediction.

– We conduct extensive experiments on two real datasets: A share and NAS-
DAQ stock markets. The results show that (i) on average MAFN achieves 10%
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and 3% improvement in RMSE and MAE respectively, compared with vari-
ous baseline methods; (ii) multi-head attentive fusion layer effectively extracts
aspects from texts and fuses these aspects according to their importance.

The remainder of this paper is organized as follows. We review the related
works on stock price prediction in Sect. 2. We provide the definitions and problem
in Sect. 3. We present our proposed method in Sect. 4. The experimental results
are described in Sect. 5, and we conclude the paper in Sect. 6.

2 Related Work

The increasing amount of text data contains rich information that indicates the
status of the listed companies and affects their stock price implicitly. Various
approaches have been proposed to enhance stock price prediction performance
based on massive text data, which in general, can be classified into two categories:
feature-based methods and neural network-based methods.

Feature-based methods typically require time-consuming feature engineer-
ing over texts. The features such as the number of sentiment words/phases and
events are extracted to develop a predictor for future stock price. Li et al. [13]
proposed a statistical model to detect financial sentiment words and studied
their influence on future stock price. In order to consider the structural infor-
mation among words, Ding et al. [6,7] proposed to extract structured events
from the news and combined them with the knowledge graph to enrich the text
representations. Si et al. [18] built a social network of stocks from tweets and
based on the mood of stocks from its neighbors for stock prediction. However,
requiring financial knowledge from experts and lack of deep feature interactions
limit the model capacity and can not coordinate the rapid evolution of stock
market (Table 1).

Table 1. Comparison of different models

Category Model Features Literature

Feature-based SVR Sentiment words Li et al. [13]

CNN Structural events Ding et al. [6]

CNN Knowledge graph Ding et al. [7]

VAR Social relation Si et al. [18]

Neural network-based RNN Text content Chung et al. [5]

RNN with DFT Price Zhang et al. [25]

HAN News content Hu et al. [10]

VAE Tweets and price Xu et al. [23]

To address the aforementioned limitations of the feature-based methods,
another line of researches developed neural network models to learn text informa-
tion for stock price prediction. For instance, recurrent neural networks (RNNs)
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and its variants are widely applied to model the sequential information from
texts to enhance prediction accuracy [5]. Zhang et al. [25] adopted Recurrent
Neural Network to capture long term pattern and short term pattern of stock
price via Discrete Fourier Transform. Hu et al. [10] proposed a hybrid hierar-
chical attention network to learn different weights for the texts and constructed
an attentive recurrent layer to predict the stock price trend. In contrast to the
above discriminative models, Xu et al. [23] introduced a generative model based
on the variational architecture to utilize textual features and historical stock
price for future price prediction.

3 Preliminaries

3.1 Definitions and Problem

Definition 1 (Stock Price Data DS). Let S denote the set of stocks in the
market. The stock price data DS = {Ds}s∈S records price for all the stocks in
S over T time intervals. In this paper, we consider closing price, opening price,
lowest price and highest price as stock price information, of any stock obtained
in trading days. We have Ds = {dst}Tt=1, where dst = [ys

c,t, y
s
o,t, y

s
l,t, y

s
h,t] means

above stock price of stock s ∈ S during the t-th trading day, respectively.

Definition 2 (Text Data MS). The text data refers to the textual information
that describes the companies of the stocks, such as news and tweets. Given a set
S of stocks, the text data MS = {Ms}s∈S contains texts related to the stocks in
S. Specifically, we denote by Ms = {ms

t}Tt=1 all the text data for stock s over
T trading days. ms

t can include multiple texts, represented as ms
t = {ns

t,i}li=1,
where l is the number of relevant texts. Each text ns

t,i ∈ ms
t is a sequence of

words, represented as {ws
t,i,j}pj=1, where p is the number of the involved words.

In this paper, we aim to exploit the rich text information for predicting future
stock closing price, which can be formulated as the following regression problem.

Definition 3 (Stock Price Prediction Problem). Let S be the set of stocks.
Given stock price data DS = {Ds}s∈S and text data MS = {Ms}s∈S obtained
from the previous T trading days, we aim to predict the stock closing price for
any stock in S during the next trading day, i.e., ys

c,T+1, for any s ∈ S.

3.2 Long Short-Term Memory

Before delving into the details of our proposed model, we first review an impor-
tant variant of recurrent neural networks (RNNs): Long Short-Term Memory
(LSTM), which is the basis for the following sections. LSTM [9] have been used
for various sequence modeling tasks, such as language translation [20], trajectory
prediction [2] and video classification [24]. Different from the conventional RNNs
that suffer from the gradient vanishing and exploding problems, LSTM enforces
the gating mechanism to control information flow in the network. Specifically,
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the regular LSTM involves a memory cell c with the cell state h and three dif-
ferent gates: input gate i, forget gate f , output gate o. During the time step t,
LSTM absorbs the input xt and computes the updated memory cell ct and cell
state ht using the following equations:

it = σ(Wixxt + Wihht−1 + Wic � ct−1 + bi)
ft = σ(Wfxxt + Wfhht−1 + Wfc � ct−1 + bf )

ct = ft � ct−1 + ittanh(Wcxxt + Wchht−1 + bc)
ot = σ(Woxxt + Wohht−1 + Woc � ct + bo)
ht = ot � tanh(ct)

(1)

where σ is the sigmoid function, � is the Hadamard product, W and b are the
weight matrices and biases to be learned, respectively.

Fig. 2. The overview of the proposed model MAFN

4 MAFN: Fusing Aspect-Level Textual Information for
Stock Price Prediction

Figure 2 depicts the overview of our proposed stock price prediction model
called Multi-head Attention Fusion Network (MAFN), which follows the gen-
eral encoder-decoder framework [4,15]. Consider a stock s in S, the encoder in
MAFN takes the text data {ms

t} as input and learns to extract and fuse fine-
grained aspect-level textual information automatically. The decoder in MAFN
incorporates both textual information learned from the encoder and the histori-
cal stock price data {dst}, and finally produces the stock closing price in the next
trading day. As the text data and stock price are sequences of size T , we adopt
LSTM as the basic structure for both encoder and decoder. We next elaborate
the details of the proposed MAFN.
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4.1 Encoding with Multi-Head Attention

The encoder aims to capture the semantic information of text data {ms
t}Tt=1 by

exploiting multiple aspect-level representations, which consists of three layers:
embedding layer, multi-head attentive fusion layer and sequential encoding layer.
Recall that ms

t = {ns
t,i}li=1 contains l texts for stock s at t-th day. The embedding

layer embeds ns
t,i into a low-dimensional latent vector ns

t,i. The multi-head atten-
tive fusion layer transforms ns

t,i into K different semantic subspaces {ns,k
t,i }Kk=1

via projection matrices, and each semantic subspace is associated with a partic-
ular latent aspect-level representation. It then fuses multiple aspect-level repre-
sentations for all the texts in ms

t using the attention mechanism, and obtains a
unified vector ms

t that fuses the aspect-level semantics of ms
t . Finally, the sequen-

tial encoding layer feeds a sequence of the encoded text representations {ms
t}Tt=1

into an LSTM and obtains the corresponding hidden states {he
1, · · · ,he

T }.

Embedding Layer. Given a text set ms
t = {ns

t,i}li=1 for stock s at the t-th
trading day, the embedding layer aims to learn a latent vector representation
ns
t,i for each text ns

t,i ∈ ms
t . Since each text composes a sequence of words,

we first use the pre-trained Word2vec [12] as the initial word embeddings, i.e.,
{ws

t,i,j}pj=1. We then apply a bi-directional LSTM (Bi-LSTM) to explore the
latent semantics of the embed word sequence in two directions, forward and
backward, as follows:

−→
h s

t,i,j =
−−−−→
LSTM(ws

t,i,j ,
−→
h s

t,i,j−1) (2)
←−
h s

t,i,j =
←−−−−
LSTM(ws

t,i,j ,
←−
h s

t,i,j−1) (3)

est,i,j = (
−→
h s

t,i,j +
←−
h s

t,i,j)/2 (4)

where j ∈ [1, p].
−−−−→
LSTM and

←−−−−
LSTM are respectively the forward and backward

LSTMs based on Eq. (1). The two hidden states
−→
h s

t,i,j and
←−
h s

t,i,j in each step j
are averaged to acquire the context-aware word embedding est,i,j . Then the final
text representation ns

t,i is computed by averaging over all the context-aware word
embeddings as ns

t,i = 1
p

∑p
j=1 e

s
t,i,j .

Multi-Head Attentive Fusion Layer. Given a set of text representations
{ns

t,i}li=1, we first aim to exploit multiple aspect-level representations for each
text automatically. Our insight is that (i) the text representations produced by
the embedding layer are expected to focus on the complete space of the latent
semantics, whereas a transformed subspace is useful to reflect the semantics for a
specific aspect; and (ii) each piece of the aspect-level information has its distinct
contribution to the future stock closing price as illustrated in Fig. 1. Following
our insight, we propose a multi-head attentive fusion layer to allow the encoder
to attend to multiple aspect-level semantics of the text data. The multi-head
attention mechanism has been widely applied in sequence modeling tasks [22],
where each head corresponds to a particular semantic subspace of sentences. In
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our context, we project the text representation ns
t,i into different subspaces via

K learnable projection matrices {Wk}Kk=1 as follows:

ns,k
t,i = Wkns

t,i, k ∈ [1,K] (5)

where ns,k
t,i encodes the information from the perspective of the k-th aspect.

We find that in practice the number of texts in the t-th trading day varies
over different stocks and there exists redundant textual information for the same
stock. To keep the most significant information in each semantic subspace, we
use max pooling from every dimension over l projected text vectors as vs,k

t =
MaxPooling(ns,k

t,1 , · · · ,ns,k
t,l ), where vs,k

t retains the textual information for aspect
k over all the texts in ms

t .
To fuse the aspect-level textual information, we use the typical attention

mechanism to compute a probability distribution over all the aspects and dis-
tinguish the importance of aspect-level semantics on future stock closing price.
Specifically, we perform Luong attention [15] over the K latent vectors {vs,k

t }Kk=1

and compute the attention score for each vector as follows:

αk
t =

exp(vs,k
t Whe

t−1)
∑K

k=1 exp(vs,k
t Whe

t−1)
(6)

where k ∈ [1,K] and W is the weight matrix to be learned. he
t−1 is the hid-

den state of the LSTM encoder in the previous trading day which is computed
using the sequential encoding layer described below. It is worth mentioning that
incorporating he

t−1 into the computation of the attention scores allows the model
to filter insignificant or noisy textual information that is inconsistent with the
general short-term textual information.

We then compute the final text representation ms
t during the t-th trading day

by fusing all the aspect-level information using {αk
t }Kk=1. Formally, we perform

weighted sum over {vs,k
t }Kk=1 as ms

t =
∑K

k=1 αk
t v

s,k
t .

We summarize the key advantages of our multi-head attentive fusion layer.
First, the identification of latent aspect subspace is achieved via the multi-head
attention mechanism automatically, and the number of aspects can be acquired
via cross-validation. Second, we apply max pooling to address the problem of
different text numbers per day and is effective to eliminate duplicated textual
information. Finally, we take the temporal tendency of the textual information
into account to fuse the aspect-level information dynamically.

Sequential Encoding Layer. This layer is to capture the temporal depen-
dency among the fused aspect-level information over T time steps. To be spe-
cific, we employ the LSTM to implement the sequential encoding layer that
absorbs the sequence {ms

t}Tt=1 and outputs the corresponding encoder hidden
states {he

t}Tt=1 for modeling the deep semantics of the fused text representations.
Formally, we have:

he
t = LSTM(ms

t ,h
e
t−1), t ∈ [1, T ] (7)
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4.2 Decoding with Hierarchical Attention

The decoder aims to predict future stock closing price ŷs
c,T+1 based on the learned

textual information from the encoder {he
1, · · · ,he

T } and the historical stock price
{dst}Tt=1. It consists of three layers: attentive reading layer, sequential decoding
layer and attentive prediction layer. The attentive reading layer aggregates the
hidden states from the encoder using the traditional attention mechanism for
each decoding step. The resultant vector at step t ∈ [1, T ] can be considered
as the context to predict the stock closing price of the next trading day. This
follows our observations that not all the fused textual information from previous
days are equally important and the importance may change dynamically over
time. The sequential decoding layer takes the context vectors {ct}Tt=1 and the
stock price {dst}Tt=1 over T steps as input and generates the decoder hidden
states {hd

1, · · · ,hd
T }. In the attentive prediction layer, we employ the temporal

attention to identify the importance of each decoder hidden state and feed the
aggregated state to a fully connected layer for producing the stock closing price
in day T + 1.

Attentive Reading Layer. At each decoding step t ∈ [1, T ], the attentive
reading layer takes as input the encoder hidden states {he

1, · · · ,he
T } and the

previous hidden state hd
t−1 produced by the sequential decoding layer below. We

first calculate the attention weight for each encoder hidden state he
t′ as follows:

βt,t′ =
exp(he

t′Whd
t−1)

∑T
t′=1 exp(he

t′Whd
t−1)

(8)

where W is the weight matrix to be learned. We then combine all the encoder
hidden states and obtain a context vector ct for the current decoding step t
as ct =

∑T
t′=1 βt,t′he

t′ . Note that ct changes as per decoding step due to the
dynamics of attention weights.

Sequential Decoding Layer. This layer adopts an LSTM to absorb both
the context vectors and stock price to extract features in a sequential manner.
Specifically, during each decoding step t, we concatenate the context vector ct
and the stock price dst , and then update the hidden state hd

t of the decoder
LSTM using the following equation:

hd
t = LSTM([ct, dst ],h

d
t−1) (9)

Attentive Prediction Layer. Our goal is to predict the stock closing price
in day T + 1. We observe that a simple aggregation over all the decoder hidden
states for final prediction may compromise the prediction accuracy because the
features in different time steps can have different effects on the future stock
closing price. This inspires us to employ the temporal attention to discriminate



74 N. Tang et al.

the importance of temporal features for final prediction. In this layer, we compute
the temporal attention for each decoder hidden state hd

t as follows:

γt =
exp(hd

tWhd
T )

∑T
i=1 exp(hd

iWhd
T )

(10)

We then compute the weighted sum over all the decoder hidden states using
{γt}Tt=1 and feed the result into a fully connected layer for producing ŷs

c,T+1.
Formally, we have:

od =
T∑

t=1

γthd
t (11)

ŷs
c,T+1 = wfod + b (12)

where wf and b are respectively the weight vector and bias to be learned.

4.3 Learning and Optimization

In essence, stock price prediction can be formulated as a regression problem.
Compared with predicting an up/down label, we argue that predicting the exact
stock closing price is more accurate and valuable. Hence, we use the following
objective function for our model:

L =
∑

x∈S
(ŷc(x) − yc(x))2 (13)

where S denotes the training set in which each training example x includes the
historical stock price and the associated texts over continuous T trading days.
yc(x) and ŷc(x) denote the actual and the predicted stock closing price in day
T + 1, respectively.

To prevent overfitting, we use dropout [19] and L2 regularization techniques.
Specifically, we enforce dropout at the output layer of every time step in both
encoder and decoder, and add the L2 regularization term over all model param-
eters to the loss function. The final objective function is:

L =
∑

x∈S
(ŷc(x) − yc(x))2 + λ||W||2 (14)

where W denotes all the model parameters and λ is a hyperparameter to control
the regularization strength. Instead of using stochastic gradient descent (SGD),
we apply Adam optimizer [11] to minimize the above loss function, which is more
appropriate for non-stationary objectives and dynamically tunes the learning
rate to faster converge.
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5 Experiments

5.1 Experiment Settings

Datasets. We use two real datasets to evaluate the performance of our proposed
method.

– News&Price contains 131 stocks from 10 different fields and over 30,000
financial news collected from Sina1. The whole dataset starts from 2014/01/01
to 2018/01/01, which is split into training set (2014/01/01–2017/01/01), val-
idation set (2017/01/01–2017/06/01) and test set (2017/06/01–2018/01/01).

– Tweets&Price is published in [23], which contains 88 stocks from 9
different fields and tweets collected from twitter2. The whole dataset
starts from 2014/01/01 to 2016/01/01, which is split into training set
(2014/01/01–2015/08/01), validation set (2015/08/01–2015/10/01) and test
set (2015/10/01–2016/01/01).

Settings and Compared Methods. As the scale of different stocks varies
sharply, we normalize the price of each stock into [0, 1] with its min and max
price. We adopt pretrained word embeddings for the news and tweets: 300-
dimension Chinese Financial News word vectors [12] for news and 50-dimension
Glove Twitter word vectors [16] for tweets. We use the validation set to early stop
the training process and perform grid search the best hyperparameter values.

We compare our proposed MAFN with the following methods:

– Average: a naive predictor using the mean of historical price data as the
prediction for future price. We use 10 as the size of time window for getting
historical price.

– Random Forest [14]: a classical regression tree method using stock price.
– XGBoost [3]: a highly effective and scalable tree boosting method using

stock price.
– SVR: a classical extended regression model based on support vector machine

with stock price.
– Attentive LSTM [8]: attention-based LSTM model for stock price predic-

tion using stock price.
– HAN [10]: a strong classification model for stock price prediction, extracting

features from text with hierarchical attention.
– StockNet [23]: a state-of-the-art generative model for stock movement clas-

sification, which uses both price and text data.

Metrics. We use RMSE =
√∑N

i=1(ŷc,i−yc,i)2

N and MAE =
∑N

i=1 |ŷc,i−yc,i|
N as the

metrics for regression methods. N is the total number of test instances. yc,i and
ŷc,i are the actual and predicted closing price, respectively.

1 finance.sina.com.cn.
2 twitter.com.

http://finance.sina.com.cn/
http://twitter.com/
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Table 2. Comparison results for regression methods.

Dataset News&Price Tweets&Price

Metric MAE (×10−2) RMSE (×10−2) MAE (×10−2) RMSE (×10−2)

Average 2.807 6.291 3.881 6.791

Random forest 3.046 3.942 3.078 3.935

XGBoost 3.202 3.882 2.853 3.854

SVR 1.745 2.439 2.481 3.181

Attentive LSTM 1.952 2.846 2.282 2.979

MAFN 1.524 2.181 2.223 2.889

To compare with classification methods, we obtain the same labels as in [23].
Specifically, we convert our predicted price into up and down labels using the
rule: lT+1 = 1{ŷc,T+1 > yc,T }, where 1 is the indicator function.

Following the previous work [23], we adopt two metrics for classification meth-
ods: ACC = |{(x,lT )∈Test Set|l̂T=lT }|

N and MCC = tp×tn−fp×fn√
(tp+fp)(tp+fn)(tn+fp)(tn+fn)

,

where l̂T is the predicted label, and tp, tn, fp, fn are true positive, true negative,
false positive and false negative computed from confusion matrix, respectively.

5.2 Comparison Results

We first compare MAFN with five regression methods: Average, Random Forest,
XGBoost, SVR and Attentive LSTM. As shown in Table 2, SVR and Attentive
LSTM perform best among all the baselines over News&Price and Tweets&Price
datasets, respectively. MAFN achieves 1.524 × 10−2 MAE and 2.181 × 10−2

RMSE on News&Price, outperforming SVR by 12.7% and 10.6% respectively.
As for Tweets&Price, MAFN achieves 2.6% and 3% improvement in MAE and
RMSE compared with Attentive LSTM. Attentive LSTM performs better than
Random Forest and XGBoost on both datasets, and is slightly worse than SVR
on News&Price, showing the advantages of neural networks over traditional
machine learning methods. Furthermore, MAFN performs better than Atten-
tive LSTM and SVR on both datasets, indicating the effectiveness of exploiting
fine-grained aspect-level textual information for stock price prediction.

Table 3. Comparison results for classification methods. The results labeled with * are
copied from [23] directly following the same setting.

Dataset News&Price Tweets&Price

Metric ACC/% MCC ACC/% MCC

HAN 51.09 0.0071 57.64∗ 0.0518∗

StockNet 52.20 0.0171 58.23∗ 0.0808∗

Attentive LSTM 52.89 0.0436 56.45 0.1244

MAFN 53.61 0.0561 57.36 0.1530
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Table 4. Ablation test results. The values in brackets are the performance loss against
MAFN.

Dataset News&Price Tweets&Price

Metric MAE(×10−2) RMSE(×10−2) MAE(×10−2) RMSE(×10−2)

MAFN (-HA-MA) 2.634 (+1.11) 3.526 (+1.34) 2.654 (+0.43) 3.521 (+0.63)

MAFN (-MA) 2.763 (+1.24) 3.734 (+1.55) 2.804 (+0.58) 3.531 (+0.64)

MAFN (-HA) 2.186 (+0.66) 2.961 (+0.78) 2.381 (+0.16) 2.991 (+0.10)

MAFN 1.524 2.181 2.223 2.889

Next, we compare MAFN with two classification methods: HAN and Stock-
Net. From Table 3, we can see that MAFN performs the best on two datasets in
terms of MCC, which achieves over 20% improvement compared with HAN and
StockNet. On the News&Price dataset, MAFN achieves the highest accuracy
53.61%. HAN has the lowest accuracy and MCC than all the other models. One
possible reason is that HAN only uses news information, while historical stock
price is critical for predicting future value. Furthermore, Attentive LSTM which
only uses price information can beat StockNet which utilizes both price and
news, while MAFN consistently outperforms Attentive LSTM on both datasets.
The advantages of MAFN could be explained in two aspects: (i) MAFN leverages
useful text data while Attentive LSTM does not; (ii) MAFN adopts multi-head
attention to precisely extract aspect-level textual information and employs the
hierarchical attention to select relevant textual features, while StockNet performs
a simple concatenation over price data and text representations.

5.3 Ablation Tests

We conduct ablation studies to illustrate the rationality and effectiveness of the
proposed model architecture. We remove some parts from the complete model
architecture to identify the most crucial component as follows:

– MAFN (-MA): uses the encoder-decoder framework where the encoder com-
putes the average of text representations without multi-head attention.

– MAFN (-HA): uses the encode-decoder framework with multi-head attention
where the decoder does not use the hierarchal attention.

– MAFN (-HA-MA): uses the encoder-decoder framework without multi-head
attention in encoder and hierarchical attention in decoder.

As shown in Table 4, removing either hierarchical attention or multi-head
attention would lead to performance loss. MAFN (-MA) achieves the worse
performance among all the counterpart models. This indicates that multi-head
attention contributes most to the performance gain compared with other com-
ponents. Meanwhile, MAFN (-HA-MA) performs slightly better than MAFN
(-MA), but is still much worse than the complete model. This implies that text
data may not always be informative for stock price prediction, and the inclusion
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Fig. 3. Visualization of multi-head attention.

of noisy textual features may hurt the prediction performance. As MAFN (-HA)
is the best model compared with other counterparts in MAFN, the lower perfor-
mance loss verifies the effectiveness of hierarchical attention in selecting useful
text information in temporal dimension.

5.4 Visualization of Multi-Head Attention Mechanism

To better illustrate the effectiveness of multi-head attention, we visualize the
aspect attention scores as well as the true price trend of the New Hope Group
in Fig. 3. Table 5 shows some example news in three days which have the cor-
responding aspect attention distributions in Fig. 3. From the results, we have
the following observations: First, our model can automatically extract different
aspects from text data. On 2017-03-31 and 2017-09-27, the texts contain sim-
ilar aspects about transformation and chairman, and hence we obtain similar
attention distributions. On 2017-5-1, we observe completely different aspects
about integration and pass rate, and the corresponding attention distribution
is different than the other two days. Second, our model can dynamically assign
different importance weights to different aspects. The predictions on 2017-3-31
and 2017-9-27 are different: up and down, respectively. The only difference is the
sentiment about transformation: positive on 2017-3-31 and negative on 2017-9-
27. In terms of the attention scores in Fig. 3, both 2017-3-31 and 2017-9-27 have
the highest attention score in aspect 3 whereas their prediction results are dif-
ferent. Though we cannot figure out the exact semantics of each aspect, it is
reasonable to conjecture that aspect 3 is about the transformation plan for the
New Hope Group.
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Table 5. Different daily news examples.

Date News

2017-3-31 Liu Yonghao, Chairman of New Hope Group, talks about the joint
venture of enterprises in the economic transition period

Liu Chang, chairman of the new hope, talked about the transformation
effect last year, and the profit-increasing pig strategy

2017-5-1 New hope dairy industry talks about China’s quality, and seeks
integration

In the first quarter, the pass rate of dairy products was 100%, and the
milk enterprises opened low-temperature fresh cards

2017-9-27 New hope Liu Yonghao hopes to launch a competition for outstanding
entrepreneurs

The new hope transformation plan is far from successful, with 30
billion yuan in revenue for 340 million net profit

6 Conclusion

This paper aims to incorporate rich text information to enhance stock price
prediction accuracy. Our key insight is to exploit multiple aspect-level informa-
tion from texts and subtly fuse these fine-grained information according to their
contributions on future stock closing price. We propose a Multi-head Atten-
tion Fusion Network (MAFN) that follows the general encoder-decoder frame-
work to encode aspect-level textual information and decode stock closing price
sequence accordingly. MAFN applies the multi-head attention mechanism to
learn aspect-level text representations via different attention heads and distin-
guish the importance of each representation dynamically. The decoder absorbs
the fused text representations and historical stock price by evaluating the dis-
criminative effects of features via the hierarchical attention. The experimental
results show that our model outperforms various baseline methods and can effec-
tively utilize aspect-level information for accurate stock price prediction.
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Abstract. Transfer learning has been successfully used in recommender
systems to deal with the data sparsity problem. Existing techniques
assume that the source and target domains share the same feature
space. This paper proposes a new direction in transfer learning where
the source and target domains can have different feature space. The pro-
posed technique, Feature Selection based Nonnegative Matrix Factoriza-
tion (FSNMF), selects the useful features that can minimize the cost
function of the target domain. The features of the source domain are
learned using NMF and their importance is measured using the gradient
principle. Experiments with real-world datasets show the effectiveness
of FSNMF in comparison to state-of-the-art relevant transfer learning
techniques.

Keywords: Transfer learning · Feature selection · Nonnegative matrix
factorization · Recommender systems

1 Introduction

With the massive amounts of data generated by Web 3.0 applications such as
Amazon, Netflix, Facebook, and Twitter, it is essential that users have quick
access to the information of their interest. A recommender system has become an
integral component of Information Filtering systems that recommends “selected”
items to users based on their previous and their “alike” users’ activities [1,10].
The dramatic growth of the internet population introduces new challenges to
recommender systems. Data sparsity is a key problem caused by the fewer inter-
actions of users with items [28]. For instance, only 10% of Twitter users create
about a total of 80% of contents on the network [23]. Around 80% of Amazon
users review only a single item [29]. Identifying users similarity or association,
a fundamental requirement of recommender systems, becomes a significantly
challenging task under these circumstances.

Fortunately, these web applications collect both explicit and implicit user
data that include auxiliary information like reviews and social trust along with
user ratings [27]. Researchers have used the auxiliary information in collaborative
filtering to improve the recommender system’s performance [15]. The auxiliary
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information can provide more features in addition to the features derived by the
explicit (sparse) feedback data and identify the similar users more effectively.

Transfer learning has been used to utilize auxiliary information in the collab-
orative filtering based recommender systems [17]. Transfer learning is a knowl-
edge transfer technique where the knowledge is transferred from one domain (i.e.,
source domain) to another domain (i.e., target domain) [16]. The performance is
improved because the knowledge from the source domain helps to improve the
learning ability of the target domain.

A fundamental requirement of transfer learning techniques is transfer the
required knowledge from the source to target domain effectively [16]. Usually, the
knowledge transfer occurs based on the assumption that both source and target
domains are strongly related according to the feature space that they share [18].
However, in the existing methods, the features learned from the source domain do
not reflect the features of the target domain if they are not closely related. Using
irrelevant features from the source domain can degrade the transfer learning
performance in the target domain [4,25,33].

This paper focuses on transferring relevant knowledge from the source domain
that can help to minimize the cost function in the target domain. As the knowl-
edge is transferred via the learned features, the feature selection technique based
on NMF, called as Feature Selection based Nonnegative Matrix Factorization
(FSNMF), is presented. We propose to calculate the feature importance for each
source feature using the gradient principle that measures how much a source
feature can minimize the cost function of the target domain. Based on the cal-
culated feature importance, a subset of source features are selected to transfer
knowledge to the target domain. We propose to use NMF based feature selec-
tion as factorization based methods have shown superior performance in han-
dling sparse data when compared to other collaborative filtering techniques [12].
Moreover, the input features generated from matrix factorization have shown
efficient recommendation generation in emerging deep learning techniques [8].

The selective transfer learning is an emerging research [25,30]. The differ-
ences between the proposed FSNMF and the existing selective transfer learning
are two-fold. Firstly, the existing selective transfer learning process focuses on
selected instances from multiple source domains that have higher transferability.
However, FSNMF selects a subset of features from the source domain. More-
over, selecting the source instances is a pre-processing task in existing methods,
while it is a learning task in FSNMF. Secondly, unlike other methods where an
appropriate source domain is selected from the multiple source domains, FSNMF
focuses on relevant knowledge transfer from a single domain.

The contributions of this paper are two-fold. Firstly, to our best of knowl-
edge, this is the first work that studies feature selection for relevant knowledge
transfer from the source domain to the target domain. Secondly, the proposed
gradient principle based feature importance measure determines how much a
source feature can minimize the cost function of the target domain.
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2 Related Work

Transfer Learning for Recommendation Systems: Data sparsity, due to
missing user ratings, is a significant challenge in recommender systems. Transfer
learning has emerged as a successful method to utilise auxiliary information that
can reduce the effect of sparsity [16,17,27].

Earlier attempts used transfer learning for recommender systems by only
using the closely related source knowledge to learn the target domain [18,19].
In [18], the rating information is converted into likes and dislikes to form binary
auxiliary information. This auxiliary information acts as the source domain that
adds like/dislike knowledge to the rating data (target domain). Similarly, in [22],
the features are learned from the labelled demographic data (i.e., source domain)
and transferred to the unlabelled data (i.e., target domain). In both the cases, the
source and target domain are derived from the same information and satisfies
the assumption of sharing common feature space. However, if the source and
target domains are completely different, these methods are reported to fail or
even lead to negative transfer [4,16,25].

There exist a handful of methods that focus on transferring knowledge from
distinct source domain. [31] proposed a technique to transfer knowledge from
the source domain with review text to the rating target domain. Recently, the
knowledge graph associated with movies is used as the source domain to recom-
mend movies to users in the target domain [20]. Tags associated with items have
also been used as auxiliary information to generate movie recommendations in
the target domain [6,7]. User-to-user social trust is another significant auxiliary
information that has been used previously [11]. Though the source domain is
distinct from the target domain, these methods transfer knowledge based on the
common assumption that both these domains share the same feature space and
transfer the entire knowledge between two sources.

However, not all the source features are relevant to the target domain, regard-
less the extent of the similarity between two domains. To improve the effective-
ness of transfer learning, we propose a method that transfers only the relevant
features from the source domain to the target domain.

Transfer Learning Techniques: Transfer learning techniques can be classi-
fied as parameter-based [32], instance-based [5] and factorization-based [18,20].
Parameter-based approaches using Support Vector Machine algorithm regular-
ize the parameters in the target domain based on the parameters learned in the
source domain [32]. In instance-based approaches [5], the useful source domain
instances are selected to boost the target domain learner. Factorization-based
approaches using NMF have been studied in recent years due to their superior-
ity in handling sparse data sets [18,20]. They have been found flexible to adapt
various constraints within two domains [2,14].

We summarise the existing factorization based methods in three categories as
shown in Table 1. Coordinate System Transfer (CST) [18] and TagMatrix [6] use
the principle coordinates as the bridge between the source and target domains.
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The source domain features are used as the initialization for the target domain
during factorization. Due to the additional bridging matrix, these matrix tri-
factorization methods become computationally expensive. Moreover, TagMa-
trix [6] is applicable only when tag information is available as the source domain.

Table 1. Summary of the existing work

Category Method Auxiliary information

Matrix tri-factorization CST [18] Any

TagMatrix [6] Tags

Regularization Trust propagation [11] Social trust

Tag-inferred [7] Tags

GR [14] Any

Matrix co-factorization SFS [20] Any

Collective factorization [19] Any

On the other hand, methods such as Trust Propagation [11], Tag-Inferred [7],
and Graph Co-Regularization (GR) [14] adapt a regularization technique for
transfer learning where the target features are learned with an additional con-
straint. For example, the features of target domain such as social trust and
tags are regularized in [11] and [7] respectively. However, these methods are
not generic and cannot be applied to other datasets with different auxiliary
information. Unlike other techniques, GR imposes regularization to preserve the
geometrical structure of the source domain in the target domain.

Methods such as Shared Feature Space (SFS) [20] and Collective Factoriza-
tion [19], learn the source and target domains together with a shared feature
space. These types of methods are applicable to any auxiliary information as
long as two domains share common features.

All these categories of methods have a common assumption that the source
and target domains are highly similar. They do not consider a situation where not
all the source features are essential in learning the target domain. This paper
proposes a new direction in transfer learning by transferring only a subset of
relevant features and proposes a novel concept and method of feature selection
technique based transfer learning via NMF.

3 Feature Selective Nonnegative Matrix Factorization
(FSNMF) Transfer Learning

3.1 Problem Definition

Let the source and target domains be denoted by S and T respectively. The
sparse data from T is modeled as a matrix, B ∈ R

N×M with missing values.
S can have multiple information, but we are only interested in the information
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that shares dimension N or/and M of B. Based on which dimension is shared
between the source and target domain, S can be represented in two different
ways. The components of source domain S sharing the knowledge on dimension
N with T is denoted as A(1) ∈ R

N×T and sharing the knowledge on dimension
M with T is denoted as A(2) ∈ R

M×T . T indicates the un-shared dimension of
S that differentiates the source domain from the target domain.

Definition 1 (Transfer Learning): Transfer learning uses the knowledge (features)
from the source domain S to help improve the learning capability of the target
task in the target domain T where S �= T but S and T are closely related. The
relevant source knowledge that should be transferred to the target domain is
learned by the feature selective factorization process.

Consider a recommendation problem where the task is to recommend items
to users based on the user-item interactions recording the user feedback (i.e.,
rating) on each item. This (highly-sparse) user-item interaction is the target
domain T that can be represented as a rating matrix B ∈ R

N×M where N
is the number of items and M is the number of users. According to previous
studies [18], a rating higher than 3 is considered as like/true/1 and less than 3 is
considered as dislike/false/0, and is fed as matrix value in B. There exist some
auxiliary information such as users’ written reviews on items and users’ social
trust that can be considered as the source domain S. The review information
can be represented as the document-term matrix weighted using a weighted
scheme denoted as A(1) ∈ R

N×T for the common N items in T where T is
the number of terms. The social trust information can be represented as the
(binary) user-user matrix as A(2) ∈ R

M×M for the common M users in T . The
relevant knowledge from A(1) and A(2) can be transferred to predict missing
values in B. The predicted missing values assist in providing accurate top-K
item recommendations to the users.

3.2 Proposed Feature Selective Nonnegative Matrix Factorization

Figure 1 shows the overall process of FSNMF. The first task is to factorize the
source matrix (e.g., A(1)) into two low-ranked factor matrices, WS and HS,
with NMF. The NMF optimization process of the source matrix A(1) can be
represented as [13],

f(WS,HS) =
∥
∥
∥A(1) − WSH′

S

∥
∥
∥ (1)

where ‖.‖ indicates the frobenius norm and H′
S indicates the transpose matrix of

HS. Eq. (1) is a non-convex optimization problem. The well known Alternating
Least Square (ALS) algorithm is commonly used where each factor matrix is
updated alternatively using the following update rules [24].

WS = WS
A(1)H′

S

WSHSH′
S

(2)

HS = HS
W′

SA
(1)

W′
SWSHS

(3)
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Similarly, the NMF optimization of the target matrix B is formulated as,

f(WT,HT) = ‖B − WTH′
T‖ (4)

Fig. 1. The FSNMF process

Traditional transfer learning techniques assume that S and T share the same
features (ie. WT ← WS). Therefore, the factorization process to solve Eq. (4)
is initialized with WS instead of WT. Unlike traditional techniques that either
depend on the direct adaptation of source features [18] or impose the target
features to be similar to source features [14], we propose a novel feature selective
technique which carefully selects features that can effectively minimize the target
objective function Eq. (4). The proposed transfer learning via feature selection
consists of three steps.

1. WT is randomly initialized to minimize the objective function Eq. (4). This
random initialization learns only the target domain (T ) features as repre-
sented by B. This will generate the first set of R features.

2. We also adapt the features learned from the source domain WS as the second
initialization to minimize the objective function Eq. (4). This is based on the
assumption that WT ← WS. This will generate the second set of R features.

3. From 2R features generated from WT ∈ R
N×R ∩ WS ∈ R

N×R, top-R
features are selected using the gradient principle based feature selection tech-
nique [9]. Gradient principle enables to use the gradient values of all the
elements in a factor matrix to measure how much each element in the fac-
tor matrix can minimize the objective function. We propose to use this as
the feature importance value and select relevant features to learn the target
domain.
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It should be noted that the top-R features are selected from both domains
(WT and WS) that are found useful to minimize the target domain’s objective
function. We conjecture that these relevant features help to learn the target
domain to recommend top-K items to the users. We explain each step in detail.

Step 1 (Target Domain Features): The NMF optimization of the target
matrix B with randomly initialized WT and HT is represented as,

f(WT,HT) = ‖B − WTH′
T‖ (5)

Solving Eq. (5) is equivalent to performing traditional NMF on B without
any transfer learning to identify two low-ranked factor matrices. The features
learned are only the features of T .

Step 2 (Adapting Source Domain Features): The objective of transfer
learning is to use features of S in T . We explain the scenario where the dimension
N of B is shared (i.e.,WS).

If WS is adapted from S, WT in Eq. (5) is replaced with WS. The modified
objective function can be formulated as [20],

f(WS,HT) = ‖B − WSH′
T‖ (6)

The transfer learning using Eq. (6) is based on the assumption that S and
T are closely related hence using WS in target domain is effective only when
WS shares common features with WT. Using this technique when the source
and target domain are distinct can cause negative transfer, as feeding irrelevant
features from source domain to the target domain changes the original features
of the target domain. Therefore, an effective approach will be to transfer only
the relevant features from the source domain to the target domain. Moreover,
the negative transfer can be avoided if the source features that can minimize the
cost of target domain are carefully selected.

We propose to solve both Eqs. (5) and (6) independently to calculate WT

and WS respectively. With both calculated matrices, we carefully select features
those are important to minimize the target domain objective function Eq. (4).
We first solve Eq. (5) using ALS [24] to calculate WT as follows,

WT = WT
BH′

T

WTHTH′
T

(7)

Similarly, Eq. (6) is solved to calculate WS as,

WS = WS
BH′

T

WSHTH′
T

(8)

Both Eqs. (7) and (8) are solved by fixing HT to the randomly initialized value.
This ensures that HT is shared during the iterative computation of WT and
WS.

If the size of WT is R
N×R and WS is R

N×R, we have a total of 2R features
for N items. We now propose to measure the feature importance of all the 2R
features and select top-R features among them.
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Step 3 (Feature Importance Calculation): We propose a feature selection
technique based on gradient principle to select R relevant features from 2R
features. (Note: Each column of the matrix represents a feature.) Since the factor
matrices are updated using the gradient value, it is effective and efficient to
calculate the feature importance using gradient principle. The gradient principle
technique [9] measures how much each element (ie. cell) in a factor matrix can
minimize the objective function and it is denoted as element importance ES

and ET for source and target factor matrix respectively. Therefore, for each
column of ES and ET, the sum of elements in that column measures the feature
importance.

For simplicity let us represent,

GT = GS = BH′
T (9)

QT = WTHTH′
T (10)

QS = WSHTH′
T (11)

With the pre-computed GT and QT, the element importance matrix ET ∈
R

N×R of WT is calculated using the gradient principle [9] as,

ET = −(GT ∗ WT) − 0.5 ∗ (QT ∗ WT ∗ WT) (12)

Equation (12) is the difference between the target domain cost (Eq. (5))
before and after updating the factor matrix. It measures how much the target
domain cost (Eq. (5)) can be minimized by updating each element in WT.

The column-wise sum of elements in ET gives the feature importance vt ∈
R

1×R and is defined as,

vt(r) =
N∑

n=1

ET(n, r) (13)

where vt(r) indicates the feature importance value of rth target feature.
Similarly, with the pre-computed GS and QS, the element importance matrix

ES ∈ R
N×R of WS is calculated using the gradient principle as,

ES = −(GS ∗ WS) − 0.5 ∗ (QS ∗ WS ∗ WS) (14)

Equation (14) measures how much the target domain cost (Eq. (6)) can be
minimized by updating each element in WS.

The column-wise sum of elements in ES gives the feature importance vs ∈
R

1×R and is defined as,

vs(r) =
N∑

n=1

ES(n, r) (15)

where vs(r) indicates the feature importance value of rth source feature.
Now, for 2R features from WT and WS, we have the feature importance

value calculated as vt and vs using Eqs. (13) and (15) respectively. The 2R
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features are sorted based on the feature importance value and the top-R fea-
tures are selected. The selected features are represented as Wrefined ∈ R

N×R.
Selecting only the source domain features may lead to negative transfer learning
whereas selecting only the target domain features will lose additional knowledge
from the source domain. Therefore, this paper selects a subset of features from
both the source and target domains to effectively optimize the target domain
objective function.

WT and WS are concatenated together into Wall ∈ R
N×2R as,

Wall = (WT|WS) (16)

where | indicates the matrix horizontal concatenation.
Now the features of Wall is sorted in descending order based on vt and vs,

and it is defined as,
Wsorted = sort(Wall) (17)

The top-R features from Wsorted ∈ R
N×2R is selected as,

Wrefined = σ≤R(Wsorted) (18)

where σ≤R indicates that top-R features are selected.
Note that the learning process of HT is same for both Eqs. (5) and (6). With

the selected features Wrefined, the update rule becomes,

HT = HT
W′

refinedB
W′

refinedWrefinedHT
(19)

Since there is no transfer occurring on dimension M of B using HT, there is
no requirement of selecting features for HT. So the overall update process is in
the order of (WT,WS,Wrefined,HT). This is repeated cyclic until convergence
or stopped. Algorithm 1 details the process.

Algorithm 1. Feature Selection based Nonnegative Matrix Factorization
(FSNMF)

Input: Target matrix B ∈ R
N×M ; Randomly initialized factor matrices

WT ∈ R
N×R, HT ∈ R

M×R; Source features shared on dimension N of B,
WS ∈ R

N×R; Rank R; vt = ∅; vs = ∅; maxiters.
Compute: GT, GS, QT and QS using Eqs. (9), (10) and (11);
Output: Learned factor matrices Wrefined, and HT

for maxiters do
Update WT via ALS update rule Eq. (7).
Update WS via ALS update rule Eq. (8).
for r = 1 : R do

Calculate feature importance (vt(r) and vs(r)) by Eqs. (13) and (15).
end
Select top-R features (Wrefined) using Eq. (18).
Update HT using Eq. (19).

end
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4 Experiments and Results

Experiments are conducted to answer the following questions.

Q1. What is the effect of sparsity in top-K item recommendation generation
and how FSNMF helps to overcome sparsity problem?

Q2. How the (source and target) domain dissimilarity affects the transfer learn-
ing capability?

Q3. What is the accuracy and runtime performance of FSNMF and other bench-
mark methods in top-K item recommendation?

Datasets: Two real-world datasets (Table 2) have been used in experiments.
The Amazon1 review datasets consist of users and their feedbacks as ratings
about the corresponding products/items. The datasets also have users’ written
reviews for the items. We combine all the reviews from the users for an item
creating one review document for one item. The TF-IDF weighting scheme [21] is
used to represent item-review matrix. The rating matrix (i.e., target domain) and
item-review matrix (i.e., source domain) shares common items (ie. WT ← WS).
The Epinions2 dataset consists of users and their feedbacks as ratings about the
products/items. It also consists of user reviews for the items. Similar to Amazon
dataset, we create the item-review matrix. It also consists of who-trust-whom
social trust information which is represented as a (binary) user-user matrix where
1 indicates users trust each other. The rating matrix (i.e., target domain) and
user-user matrix (i.e., source domain) shares common users (ie. HT ← HS).

Table 2. Statistics of the datasets. D1: Amazon instant video (ratings+ review); D2:
Amazon musical instrument (ratings + review); D3: Epinions (ratings + review); D4:
Epinions (ratings + social trust)

D1 D2 D3 D4

# of items (N) 1138 900 5000 9948 B ∈ R
N×M

# of users (M) 4717 1429 7946 7900

# of ratings 23013 10261 11679 215294

Density 0.0042% 0.0063% 0.0002% 0.0022%

% of Positive ratings 82.47% 87.92% 74.31% 71.07%

Auxiliary (item reviews) � � � × A(1) ∈ R
N×T

# of terms (T ) 38769 17290 37964 -

Avg. # of terms per item 34.06 19.21 07.59

Auxiliary (user social trust) × × × � A(2) ∈ R
M×M

Table 2 details the statistics of four datasets. In D1, the auxiliary informa-
tion is additional written reviews along with ratings on 1138 items. Out of 23013
1 http://jmcauley.ucsd.edu/data/amazon/.
2 http://www.trustlet.org/downloaded epinions.html.

http://jmcauley.ucsd.edu/data/amazon/
http://www.trustlet.org/downloaded_epinions.html
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ratings, 82.47% are positive ratings. It also reflects that nearly 82% of written
reviews are positive opinions. Hence, the auxiliary domain and target domain
share a highly similar context. Similar to D1, D2 also shares a highly simi-
lar context among the source and target domain. Comparatively, the similarity
between the source and target domains for D3 falls below 75% and the auxiliary
domain of D4 is different from the source domain. Therefore, we conjecture that
it is more challenging to transfer the knowledge from the source domain to the
target domain for D3 and D4.

We partition the dataset into 80% training and 20% test set to evaluate the
performance of FSNMF with all benchmarks.

Evaluation Metrics: The objective is to recommend items to the users, hence
the evaluation metrics are described in the context of top-K recommendations.
Five evaluation metrics are used.

Precision at K (P@K) :=
|{relevant items}| ∩ |{retrieved items}|

|{retrieved items}| (20)

Recall at K (R@K) :=
|{relevant items}| ∩ |{retrieved items}|

|{relevant items}| (21)

F1 score at K (F1@K) := 2
(

Precision × Recall

Precision + Recall

)

(22)

Root Means Square Error (RMSE) :=
√

∑

(u,i)

(bui − b̂ui)2/z (23)

Mean Absolute Error (MAE) :=
∑

(u,i)

(bui − b̂ui)/z (24)

where bui is the original ratings and b̂ui is the predicted ratings. z indicates the
total number of ratings.

Experimental Setup and Benchmarks: All the experiments were executed
on Intel (R) Xeon (R) CPU E5-2665 0 @ 2.40 GHz model with 16 GB RAM.
The source of FSNMF is made available for academic research purpose3. We
choose a latest method from each category that can be applied with any auxiliary
information, as discussed in Table 1.

– Traditional NMF [3] with the multiplicative updating (ALS) algorithm (i.e.,
without transfer learning) is used to show the performance improvement
achieved with FSNMF that adds transfer learning in NMF.

– Coordinate System Transfer (CST) [18] is a Matrix Tri-Factorization based
transfer learning method. The user/item knowledge from the source domain
is used as the initialization to learn the target domain through the principle
coordinates (latent features).

3 https://github.com/thirubs/FSNMF.

https://github.com/thirubs/FSNMF
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– Graph Co-Regularization (GR) [14] is a regularization based transfer learning
approach. GR learns the source and target domain together where the target
domain features are learned with an additional graph regularization.

– Shared Feature Space (SFS) [20] is a Matrix Co-Factorization based tech-
nique. The source and target domain features are learned together with a
shared latent space. For example, in D4, the user factor is shared with the
user-item rating matrix and user-user social trust matrix.

4.1 Results

Table 3 and Figure 2 show the top-K recommendation generation performance
of FSNMF and other benchmarks. Overall the FSNMF provides the best per-
formance compared to the other benchmarks.

Effect of Sparsity and Domain Similarity: All transfer learning techniques
achieve better performance over the NMF without transfer learning. The bench-
marked transfer learning techniques achieve 1–3% improvement in F1 score for
D1 whereas FSNMF achieves up to 11% higher F1 score. For D2, FSNMF
achieves up to 42% improved performance while other benchmarks achieve only
22–25% improvement. Reasons of better performance of transfer learning on D2
as compared to D1 are as follows. Firstly, the target rating matrix of D1 is more
sparser than D2. Secondly, the percentage of positive ratings is 5% higher for D2
when compared to D1. Since most of the reviews and ratings are positive in D2,
the source domain and target domain are highly similar and shares more common
features. Therefore, domain similarity have a positive influence in learning the
target domain. The target domain of D3 is highly spare when compared to D1
and D2. Due to this reason, the benchmark transfer learning, GR shows nearly
no improvement. This clearly shows the incapability of GR to deal with sparse
datasets. On the other hand, FSNMF shows up to 6% improved performance.

Effect of Domain Dissimilarity: Dataset D4 is different from the rest of the
datasets as social trust is used instead of reviews. The reviews and ratings are
closely related (highly similar) as one’s reviews reflect the ratings, whereas the
social trust is entirely a different context. The benchmark techniques show up to
11% higher performance in comparison to NMF, while FSNMF shows nearly 27%
higher performance. Due to the additional diagonal matrix required for CST, it
ran out of time (o.o.t) for bigger datasets like D4. This shows the superiority of
FSNMF in transferring knowledge from two different domains.

Accuracy and Runtime Performance: Tables 4 and 5 show the accuracy
performance and running time respectively. FSNMF shows, on average, 2%
improved accuracy against the NMF. Though FSNMF is 2.5 times slower than
NMF, it is 2 to 22.6 times faster than other transfer learning techniques. This
shows that FSNMF is an accurate and efficient transfer learning technique.
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Table 3. top-K recommendation performance of each method on all datasets

D1 P@1 P@5 P@10 P@50 P@100 R@1 R@5 R@10 R@50 R@100

NMF [3] 0.335 0.251 0.231 0.221 0.221 0.065 0.155 0.192 0.220 0.221

CST [18] 0.519 0.292 0.251 0.236 0.236 0.165 0.233 0.236 0.236 0.236

GR [14] 0.425 0.297 0.270 0.257 0.257 0.105 0.201 0.232 0.257 0.257

SFS [20] 0.371 0.277 0.256 0.247 0.247 0.081 0.179 0.217 0.246 0.247

FSNMF 0.446 0.362 0.343 0.331 0.336 0.123 0.273 0.314 0.336 0.336

D2 P@1 P@5 P@10 P@50 P@100 R@1 R@5 R@10 R@50 R@100

NMF [3] 0.348 0.213 0.198 0.194 0.194 0.145 0.189 0.193 0.194 0.194

CST [18] 0.650 0.460 0.439 0.435 0.435 0.324 0.432 0.435 0.435 0.435

GR [14] 0.550 0.447 0.444 0.444 0.444 0.266 0.413 0.436 0.444 0.444

SFS [20] 0.521 0.406 0.403 0.403 0.403 0.244 0.372 0.395 0.402 0.402

FSNMF 0.637 0.612 0.611 0.610 0.610 0.345 0.577 0.603 0.610 0.610

D3 P@1 P@5 P@10 P@50 P@100 R@1 R@5 R@10 R@50 R@100

NMF [3] 0.242 0.228 0.227 0.227 0.227 0.215 0.227 0.227 0.227 0.227

CST [18] 0.266 0.244 0.244 0.244 0.244 0.239 0.244 0.244 0.244 0.244

GR [14] 0.242 0.229 0.229 0.229 0.229 0.215 0.229 0.229 0.229 0.229

SFS [20] 0.272 0.252 0.252 0.252 0.252 0.247 0.252 0.252 0l252 0.252

FSNMF 0.297 0.281 0.280 0.280 0.280 0.283 0.280 0.280 0.280 0.280

D4 P@1 P@5 P@10 P@50 P@100 R@1 R@5 R@10 R@50 R@100

NMF [3] 0.406 0.243 0.189 0.153 0.150 0.064 0.125 0.141 0.153 0.150

CST [18] o.o.t o.o.t o.o.t o.o.t o.o.t o.o.t o.o.t o.o.t o.o.t o.o.t

GR [14] 0.42 0.369 0.216 0.182 0.181 0.070 0.1433 0.165 0.180 0.181

SFS [20] 0.521 0.348 0.295 0.265 0.266 0.103 0.205 0.237 0.264 0.266

FSNMF 0.607 0.475 0.437 0.422 0.422 0.127 0.304 0.371 0.421 0.422

Table 4. RMSE and MAE

Method RMSE MAE

D1 D2 D3 D4 Avg D1 D2 D3 D4 Avg

NMF [3] 0.988 0.989 0.997 0.994 0.992 0.987 0.989 0.997 0.994 0.992

CST [18] 0.998 0.994 0.997 - 0.996 0.998 0.993 0.997 - 0.996

GR [14] 0.962 0.969 0.999 0.992 0.981 0.988 0.966 0.999 0.991 0.986

SFS [20] 0.988 0.975 0.995 0.983 0.985 0.988 0.972 0.995 0.982 0.984

FSNMF 0.973 0.944 0.998 0.981 0.974 0.972 0.939 0.997 0.980 0.972

Sensitivity of the Parameter R (Rank): The selection of R in factorization,
to choose the number of features in the original data, is an NP-hard problem [26].
Based on the experiments with FSNMF, a rank ≥100 shows minimal change in
the RMSE. Hence the rank of the factorization process is set to 100.
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Table 5. Running time (in seconds) of each dataset and method

Without transfer learning Method D1 D2 D3 D4 Avg.

NMF [3] 32.10 01.01 01.85 26.60 15.39

With transfer learning CST [18] 1658.81 881.97 912.32 o.o.t 863.26

GR [14] 110.78 03.01 664.74 168.89 236.66

SFS [20] 134.75 03.06 131.84 39.70 78.07

FSNMF 57.39 02.23 54.73 35.38 38.09
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Fig. 2. The F1@K performance of all the methods for item recommendations

5 Conclusion

In this paper, we propose a novel Feature Selection based Nonnegative Matrix
Factorization (FSNMF) technique for transfer learning, which carefully selects
features to transfer from source domain to a target domain. In particular, the
gradient principle based feature importance calculation measures how much a
source feature can minimize the objective function of a target domain. There-
fore, the features selected help to learn the target domain more effectively by
transferring only the relevant knowledge from the source domain. We believe
that FSNMF opens a new door to improve transfer learning by selective fea-
tures. Many research issues such as feature selective transfer learning for multiple
source domains can be further examined.
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Abstract. Regular expressions are widely used in various fields. Learn-
ing regular expressions from sequence data is still a popular topic. Since
many XML documents are not accompanied by a schema, or a valid
schema, learning regular expressions from XML documents becomes an
essential work. In this paper, we propose a restricted subclass of single-
occurrence regular expressions with counting (RCsores) and give a learn-
ing algorithm of RCsores. First, we learn a single-occurrence regular
expressions (SORE). Then, we construct an equivalent countable finite
automaton (CFA). Next, the CFA runs on the given finite sample to
obtain an updated CFA, which contains counting operators occurring in
an RCsore. Finally we transform the updated CFA to an RCsore. More-
over, our algorithm can ensure the result is a minimal generalization
(such generalization is called descriptive) of the given finite sample.

Keywords: Schema inference · Regular expressions · Counting ·
Descriptive generalization

1 Introduction

Regular expression are widely used in information extraction, network security,
database management, programming languages, etc. Nowadays, mining poten-
tial knowledge from sequence data has become a common task in many research
areas and application scenarios [9,20,24,27]. The technologies of learning regular
expressions have also obtained more and more attention and development. For
example, many XML documents are not accompanied by a schema, or a valid
schema [1,4,5,23], learning regular expressions from XML documents will facili-
tate the diverse applications of XML Schema, such as data processing, automatic
data integration, and static analysis of transformations [10,21,22]. In this paper,
we focus on learning regular expressions from XML documents.

For any given positive data, Gold specified that the class of regular expres-
sions cannot be learned [15]. Even Bex et al. claimed that the class of
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deterministic regular expressions cannot be learned [3]. Therefore, there are
many works focusing on learning subclasses of deterministic regular expressions
[2,3,6,7,11,12]. Deterministic regular expressions [8] require that each symbol
in the input word can be unambiguously matched to a position in the regular
expression without looking ahead in the word. Single-occurrence regular expres-
sions (SOREs) [6,7] are classic subclass of deterministic regular expressions
(standard). However, SOREs do not support counting, which is an extension
of standard regular expressions used in XML Schema [14,16–19,25,26]. Then,
we propose a restricted subclass of single-occurrence regular expressions with
counting (RCsores). Our experiments (see Table 3) showed that the proportion
of RCsores is 89.45% for 425,275 regular expressions extracted from XSD files,
which were grabbed from Open Geospatial Consortium (OGC) XML Schema
repository1. I.e., the majority of schemas in above real-world XSD files use
RCsores. Therefore, it is necessary to study a learning algorithm for RCsore.
Compared with Gold-style learning [15], the descriptive generalization [12,13]
does not require to learn an exact representation of the target language, but
can lead to a compact and powerful model [13]. Thus, our learning algorithm is
based on the descriptive generalization [12,13].

For learning algorithms of SOREs, Bex et al. [7] proposed RWR and RWR2
�

[7]. Freydenberger et al. [12] presented the learning algorithm Soa2Sore [12].
Additionally, [7] (resp. [12]) mentioned the future work, which is that SOREs
extended with counting can be learnt by an additional post-processing step
following the algorithm RWR (resp. Soa2Sore). However, the additional post-
processing may result in the problem of overgeneralization [25]. For solving this
problem, Wang et al. [25] proposed the class ECsores (see Definition 2), and the
corresponding learning algorithm InfECsore [25]. However, although the ECsore
learnt by InfECsore is descriptive of any given finite sample, the recall of InfEC-
sore is lower2. Additionally, every possibly repeated subexpression of the ECsore
can be extended with counting, then the algorithm InfECsore needs plenty of
accurate counting such that it is not efficient to process larger samples. Wang
et al. [26] also proposed a subclass cSOREs, which are a subclass of ECsore, and
the corresponding learning algorithm InfcSORE [26], but the learnt cSORE is
not descriptive of any given finite sample3. Therefore, we propose a new subclass
RCsore and the corresponding method for learning RCsore. Although RCsores
are also subclass of ECsores, for any given finite sample, our algorithm not only
can ensure the learnt RCsore is descriptive of the given finite sample (w.r.t.
the class of RCsores), but also can ensure that the recall for the expression
derived by our algorithm can be higher than that for the expression learnt by

1 http://schemas.opengis.net/.
2 For instance, the original expression in XSD can be denoted by r0 = (a|b)[1,6], given

sample {ba, aa, abaa, aabaa}, the ECsore learnt by InfECsore is r1 = (b?a[1,2])[1,2].
However, the learnt RCsore can be r2 = (b?a)[1,4]. Let S1 = {s|s ∈ L(r0), s ∈ L(r1)}
and S2={s|s∈L(r0), s∈L(r2)}. Then, |S1|=14 and |S2|=25. Thus, |S1|

|L(r0)| < |S2|
|L(r0)| .

3 Let S ={b, abd, ad, cddcdd}, the cSORE learnt by InfcSORE is r3 =((a?b?|c)d?)[1,4],
however, there is a cSORE r4 =(a?b?|c?(d[1,2])?)[1,2] such that L(r3)⊃L(r4)⊇S.

http://schemas.opengis.net/
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InfECsore. Moreover, for a smaller sample, the learnt RCsore has better gener-
alization ability (higher precision and recall) than the learnt ECsore. And the
learning algorithm of RCsore is more efficient than that of ECsore for processing
larger samples.

The main contributions of this paper are as follows.

– We infer a SORE and construct an equivalent countable finite automaton
(CFA) [25].

– The CFA runs on the given finite sample to obtain an updated CFA, which
has updated the counting operators that will occur in an RCsore.

– We convert the updated CFA to an RCsore and prove that the generated
RCsore is descriptive of any given finite language.

The paper is structured as follows. Section 2 gives the basic definitions.
Section 3 presents the learning algorithm of the RCsore, and proves the RCsore
generated by our algorithm is descriptive of any given finite language. Section 4
presents experiments. Section 5 concludes the paper.

2 Preliminaries

2.1 Regular Expression with Counting

Let Σ be a finite alphabet of symbols. Rc is a set (non-empty) of regular
expressions with counting over Σ. ε, a ∈ Σ are regular expressions in Rc.
For regular expressions r1, r2 ∈ Rc, the disjunction (r1|r2), the concatenate
(r1 ·r2), the Kleene-star r∗

1 , and counting (numerical occurrence constraints [14])
r
[m,n]
1 are also regular expressions in Rc. m ∈ N, n ∈ N/1, N = {1, 2, 3, · · · },

N/1 = {2, 3, 4, ...} ∪ {+∞}, and m ≤ n. For a regular expression r ∈ Rc,
L(r[m,n]) = {w1 · · · wi|w1, · · · , wi ∈ L(r),m ≤ i ≤ n}. Note that r+, r?, and r∗

are used as abbreviations of r[1,+∞], r|ε, and r[1,+∞]|ε, respectively. Usually, we
omit concatenation operators in examples. |r| denotes the length of r, which is
the number of symbols and operators occurring in r plus the sizes of the binary
representations of the integers [14]. For a finite sample S, |S| denotes the number
of strings in S. ∅ denotes the empty set. For space consideration, all omitted
proofs can be found at http://github.com/GraceFun/InfRCsore.

2.2 SORE, ECsore and RCsore

SORE is defined as follows.

Definition 1 (SORE [6,7]). Let Σ be a finite alphabet. A single-occurrence
regular expression (SORE) is a standard regular expression over Σ in which
every terminal symbol occurs at most once.

Example 1. (ab)+ is a SORE, while (ab)+a is not.

http://github.com/GraceFun/InfRCsore
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Definition 2 (ECsore [25]). Let Σ be a finite alphabet. An ECsore is a regular
expression with counting over Σ in which every terminal symbol occurs at most
once. For a regular expression r, an ECsore forbids immediately nested counters,
expressions of form (r?)? and (r?)[m,n].

ECsore does not use the Kleene-star and the iteration operations. And
ECsores are deterministic by definition.

Definition 3 (RCsore). Let Σ be a finite alphabet. An RCsore is an ECsore
over Σ. For regular expressions r1, r2 and r3, an RCsore forbids expressions of
form (r1r2r3)[m1,n1] where ε∈L(r1), ε∈L(r3) and r2 ∈{e[m2,n2], e?} for regular
expression e (ε �∈ L(e)).

According to the definition, RCsores are a subclass of ECsores. ECsores are
deterministic regular expressions, so are the RCsores.

Example 2. (a|b[1,2])[3,4](c?d)[1,+∞], (a[3,4]b)[1,2], and ((a?b?|c)(d[2,3])?)[1,2] are
RCsores, also ECsores, while a?b+a is not a SORE, therefore neither an RCsore
nor an ECsore. However, the expressions (a?b[1,2]c?)[1,2] and (a?b?c?)[1,2] are
ECsores, not RCsores. (a[1,2])[1,2], ((a[1,2])?)[1,2] and ((a[1,2])?)? are forbidden.

2.3 Descriptivity

We give the notion of descriptive expressions and automata.

Definition 4 (Descriptivity [12]). Let D be a class of regular expressions
or finite automata over some alphabet Σ. A δ ∈ D is called D-descriptive of
a non-empty language S ⊆ Σ∗ if L(δ) ⊇ S, and there is no γ ∈ D such that
L(δ) ⊃ L(γ) ⊇ S.

If a class D is clear from the context, we simply write descriptive instead of
D-descriptive.

Proposition 1. Let Σ be a finite alphabet. There exists an RCsore-descriptive
RCsore r for every language L ⊆ Σ∗.

2.4 Countable Finite Automaton

Definition 5 (Countable Finite Automaton [25]). A Countable Finite
Automaton (CFA) is a tuple (Q,Qc, Σ, C, q0, qf , Φ,U, L). The members of the
tuple are described as follows:

– Σ is a finite and non-empty alphabet.
– q0 and qf : q0 is the initial state, qf is the unique final state.
– Q is a finite set of states. Q = Σ ∪ {q0, qf} ∪ {+i}i∈N.
– Qc ⊂ Q is a finite set of counter states. Counter state is a state q (q ∈ Σ) that

can directly transit to itself, or a state +i. For each subexpression (excluding
single symbol a ∈ Σ) under the iteration operator, we associate a unique
counter state +i to count the minimum and maximum number of repetitions
of the subexpression, respectively.
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– C is finite set of counter variables that are used for counting the number of
repetitions of the subexpressions under the iteration operators. C = {cq|q ∈
Qc}, for each counter state q, we also associate a counter variable cq.

– U={u(q)|q ∈ Qc}, L={l(q)|q ∈ Qc}. For each subexpression under the iter-
ation operator, we associate a unique counter state q such that l(q) and u(q)
are the minimum and maximum number of repetitions of the subexpression,
respectively.

– Φ maps each state q∈Q to a set of tuples consisting of a state p∈Q and two
update instructions. Φ: Q �→ ℘(Q × ((L×U �→ (Min(L× C),Max(U× C))) ∪
{∅}) × ((C �→ {res, inc}) ∪ {∅})). (∅ denotes empty instruction.)

Definition 6 (Transition Function of a CFA [25]). The transition function
δ of a CFA (Q,Qc, Σ, C, q0, qf , Φ,U, L) is defined for any configuration (q, γ, θ)
and the letter y ∈ Σ ∪ {�}
(1) y ∈ Σ : δ((q, γ, θ), y) = {(z, fα(γ, θ), gβ(θ))|(z, α, β) ∈ Φ(q) ∧ (z = y ∨

((y, α, β) �∈ Φ(q) ∧ z∈{+i}i∈N))}.
(2) y =�: δ((q, γ, θ),�) = {(z, fα(γ, θ), gβ(θ))|(z, α, β) ∈ Φ(q) ∧ (z = qf ∨ z ∈

{+i}i∈N)}.

3 Inference of RCsores

Our learning algorithm works in the following steps.

Algorithm 1. InfRCsore
Input: a finite sample S;
Output: an RCsore-descriptive RCsore;
1: A SORE rs =InfSore(SOA(S));
2: CFA A = ConsCFA(rs);
3: CFA A′=Counting(A, S);
4: r = GenRCsore(A′);
5: return r;

(1) We infer a SORE for a given
finite sample. (2) A CFA is equivalently
transformed from the SORE obtained
from (1). (3) The CFA transformed
from step (2) runs on the same finite
sample used in step (1) to obtain an
updated CFA, which has updated the
counting operators that will occur in
an RCsore. (4) We convert the updated
CFA in step (3) to an RCsore.

Algorithm 1 is the framework of our learning algorithm. Algorithm SOA
[12] constructs the single-occurrence automaton (SOA) [7,12] for the given finite
sample S. Algorithm InfSore is described in Sect. 3.1, algorithm ConsCFA is
given in Sect. 3.2, algorithm Counting is showed in [25], algorithm GenRCsore is
presented in Sect. 3.4.

3.1 Inferring Standard Deterministic Regular Expression: SORE

The problem of learning SORE was solved by Bex et al. and Freydenberger
et al. Bex et al. proposed the learning algorithm RWR [7] and its variants.
Freydenberger et al. [12] proved the results of RWR with its variants are not
descriptive of any given finite sample, and then presented the learning algorithm
Soa2Sore [12]. However, the SORE learnt by Soa2Sore is descriptive of the



Learning Restricted DRE with Counting 103

language, which is the set of the strings accepted by the SOA that is built for
the given finite sample [12]. Despite of that, we still can infer a SORE such that
an RCsore, which is descriptive of the given finite sample, can be derived from
the obtained SORE.

Algorithm 2 learns a SORE from the given finite sample. First, a SORE is
inferred by Soa2Sore. Then, the SORE is converted to a normal form (SORE).
Theorem 1 demonstrates that the normal form is more approximate to the given
finite sample than the SORE learnt by Soa2Sore.

Algorithm 2. InfSore
Input: a finite sample S;
Output: a SORE rs;
1: A SORE r0 =Soa2Sore(SOA(S));
2: Let rf1 = (r1? · · · rk?)+ (k ≥ 2);//ri (1≤ i≤k) is a regular expression
3: Let rf2 =(r1| · · · |rk)+ where ri ∈{e+i , ei} (k ≥ i ≥ 1);//ei is a regular expression
4: Let rf3 =(r1r

+
2 r3)

+ where ε∈L(r1) and ε∈L(r3);
5: if Case (1): r0 contains the expression of the form rf1 then
6: for all expressions of form rf1 : rf1 is converted to r′

f1 = (r1| · · · |rk)+;

7: if Case (2): r0 contains the expression of the form rf2 , where ri =ei then
8: for all expressions of form rf2 : rf2 is converted to r′

f2 =(e+1 | · · · |e+k )+;

9: if Case (3): r0 contains the expression of the form rf3 then
10: for all expressions of form rf3 : rf3 is converted to r′

f3 = (r1r2r3)
+;

11: Let rs = r0; return rs;

In Algorithm 2, if the SORE r0 does not contain any one expression of the
forms rf1 , rf2 and rf3 (which are specified in lines 4, 2 and 3, respectively), then
InfSore directly outputs r0, i.e., rs = r0. Note that, except for case (1) (in line
5), other cases are equivalent conversions for r0. The conversion in case (2) (in
line 7) is mainly used to easily construct a CFA in the next section and track
as many subexpressions as possible (which can be repeated) in a SORE. For
processing r0 to a normal form rs, it takes O(|r0|) time. Let the built SOA in
line 1 contain ns nodes and ts transitions. Soa2Sore takes O(nsts) time to infer
a SORE. Thus, the time complexity of algorithm InfSore is O(nsts) (nsts > |r0|).

Example 3. For sample S ={a, acc, acbb, bab}, the result of algorithm Soa2Sore
is r0 = ((a(c+)?)|b)+. Let the SORE rs :=InfSore(SOA(S)), then the SORE
rs =((a(c+)?)+|b+)+.
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Theorem 1. For any given finite sample S, let r0 = Soa2Sore(SOA(S)), and
let rs :=InfSore(SOA(S)), then L(r0) ⊇ L(rs) ⊇ S.

According to Theorem 1, L(rs) is more approximate to the given finite sample
than L(r0). Therefore, we can obtain a descriptive RCsore, which is extended
from the expression of form rs.

3.2 Translating SORE to CFA

To avoid plenty of accurate counting in a CFA, the CFA should be constructed
from a specific structure, instead of being learnt from a given finite sample [25].
Therefore, in this section, we present how to translate a SORE to a CFA. First,
we construct the state-transition diagram of a CFA by traversing the syntax tree
of the SORE, which is obtained from Sect. 3.1. Then, the detailed descriptions
of the CFA are similar with that described in [25]. Theorem 2 shows that an
equivalent CFA can be transformed from an RCsore.

Fig. 1. The syntax tree of
expression ((a(c+)?)+|b+)+.

Algorithm 3 first constructs the state-
transition diagram of a CFA by using Algo-
rithm 4, then presents the detailed descriptions
of the CFA. The state-transition diagram of a
CFA is a finite directed graph, denoted by G.
Algorithm 4 constructs a directed graph G by
traversing a syntax tree. The entire process is
similar to the preorder traversal of the binary
tree. For a syntax tree T , T.L and T.R denote the
left subtree and the right subtree of T , respec-
tively. For a graph G, G.≺(v) denotes the set of
all immediate predecessors of v in G, G.� (v) denotes the set of all immediate
successors of v in G. Some subroutines in Algorithm 4 are as follows.

Algorithm 3. ConsCFA
Input: a syntax tree T ;
Output: a CFA A;
1: G = ConsG(T );
2: CFA A=(Q, Qc, Σ, C, G.q0, G.qf , Φ(R),U, L);
3: return A;

ConnG(t,G1, G2). Accord-
ing to label t, a new graph G
is constructed by connecting
graphs G1 and G2. If t = ‘·’,
then add edges {(v1, v2)|v1 ∈
G1. ≺ (qf ), v2 ∈ G2. � (q0)};
remove nodes G1.qf , G2.q0
and their associated edges; let
G.q0 =G1.q0. If t = ‘|’, then add new nodes q0, qf ; add edges {(q0, v1)|v1∈G1.�
(q0)∪G2.�(q0)}, and {(v2, qf )|v2∈G1.≺(qf )∪G2.≺(qf )}; remove nodes G1.q0,
G1.qf , G2.q0, G2.qf and their associated edges; let G.q0=q0.
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Algorithm 4. ConsG

Input: a syntax tree T ;
Output: a directed graph G(V, E);
1: if T = ∅ return ∅;
2: if T.label ∈ Σ then
3: Add new nodes q = T.label, q0, and qf ;
4: return G({q0, q, qf}, {(q0, q), (q, qf )});

5: if T.label =‘·’ then
6: G1 = ConsG(T.L); G2 = ConsG(T.R);
7: return ConnG(T.label, G1, G2);

8: if T.label ∈ {+, ?} then
9: G = ConsG(T.L);

10: if T.label = ‘+’ then
11: if T.L.label ∈ Σ then
12: add edge (G.T.L.label, G.T.L.label);

13: else G = Add+(G, +i); inc i;

14: if T.label =‘?’ then
15: add edge (G.q0, G.qf );

16: return G
17: if T.label =‘|’ then
18: G1=ConsG(T.L); G2 =ConsG(T.R);
19: G = ConnG(T.label, G1, G2);
20: return G;

Add+(G,+i). G is a
graph, and +i (a counter
state in CFA) is a node.
Add+ adds node +i (ini-
tially, i = 1) into the graph
G. Add new node qf ; let
R+i

= {v|v ∈ G. � (q0)};
add edges {(+i, v1)|v1 ∈
G. � (q0)}; add edges
{(v2,+i)|v2 ∈ G. ≺ (qf )};
remove node G.qf and its
associated edges; add edge
(+i, qf ). The set of R+i

is established to specify
the transition entrances for
state +i to count the mini-
mum and maximum number
of repetitions of the subex-
pression under the iteration
operator. Each R+i

is a
global variable. Let R =
{R+i

}i∈N.
In Algorithm 3, after the

state-transition diagram G
of a CFA is constructed, the CFA A is then obtained. In line 2, [25] shows
the detailed descriptions of the CFA A. Note that, Φ(R) denotes that R is a
parameter in Φ.

For any SORE r obtained in Sect. 3.1, the time complexity of constructing
the corresponding syntax tree is O(|r|), and the preorder traversal of the syntax
tree used to construct the state-transition diagram of a CFA also requires O(|r|)
time. Therefore, the time complexity of constructing a CFA is O(|r|).
Example 4. For the expression ((a(c+)?)+|b+)+, the syntax tree can be seen in
Fig. 1. The corresponding state-transition diagram can be seen in Fig. 2(a).

Theorem 2. For any given SORE r, there is a CFA A such that L(A) = L(r).

3.3 Counting with CFA

The constructed CFA in Sect. 3.2 runs on the given finite sample, which is the
same set of strings used to generate the SORE in Sect. 3.1. The CFA counts
the minimum and maximum number of repetitions of the subexpressions under
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Fig. 2. (a) is the CFA A for regular language L(((a(c+)?)+|b+)+). The label of the
transition edge is (y; αi; βj) (i, j ∈ N), y (y ∈Σ ∪ {	}) is a current letter; (b) specifies
that, αi is an update instruction for the lower bound and upper bound variables, and
βj is an update instruction for the counter variable.

the iteration operators. Counting rules are given by transition functions of the
CFA. We use the algorithm Counting proposed in [25] to run the CFA. Let A
denote the constructed CFA and S denote the given finite sample. After the CFA
A recognized the sample S, let A′ denote the CFA A which has updated the
the minimum and maximum number of repetitions of the subexpressions under
the iteration operators. Let A′ = Counting(A, S), and C = {(l(q), u(q))|l(q) =
A′.L.l(q), u(q)=A′.U.u(q), q ∈ A′.Qc}. The elements in C are counting operators,
which will be introduced into an RCsore. The time complexity of Counting is
O(NL) time, where N = |S| and L is the average length of the strings in S [25].

Example 5. For the sample S = {a, acc, acbb, bab}, rs = ((a(c+)?)+|b+)+ is the
SORE obtained from Sect. 3.1, the CFA A showed in Fig. 2 runs on the sample
S. Then, the tuples in C are listed as follows: (l(c), u(c)) = (1, 2), (l(b), u(b)) =
(1, 1)4, (l(+1), u(+1)) = (1, 1), (l(+2), u(+2)) = (1, 3). l(+1) and u(+1) (resp.
l(+2) and u(+2)) are the minimum and maximum number of repetitions of the
subexpression (a(c+)?) (resp. (a(c+)?|b)), respectively. Note that the minimum
numbers of repetitions of symbol c are both 0 in strings a and bab. In Sect. 3.4,
we will convert expression c[1,2] to (c[1,2])?.

3.4 Generating RCsore

In this section, we transform the updated CFA A′ obtained in Sect. 3.3 to an
RCsore. Since the algorithm GenECsore can convert a CFA to an descriptive
ECsore (w.r.t. the class of ECsores). We still can use the algorithm GenECsore

4 Note that, the CFA A runs on S, the direct counting result for b is (l(b), u(b))=(1, 2).
However, (l(b), u(b)) is subsequently updated by Counting that b can be repeated
by using the counting operator [l(+2), u(+2)]=[1, 3].
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to derive an RCsore, the constructed CFA in this paper is equivalent to an
RCsore, not an equivalent representation of an ECsore. Then, for an updated
CFA A′, the algorithm GenECsore can convert the CFA A′ to an descriptive
RCsore (w.r.t. the class of RCsores).

Algorithm 5. GenRCsore

Input: the updated CFA A′

Output: an RCsore r;
1: r =GenECsore(A′);
2: return r;

Algorithm 5 converts the updated CFA
to an RCsore. Theorem 3 demonstrates the
finally obtained RCsore is descriptive of
any given finite sample. Assume that the
updated CFA contains nc nodes and tc tran-
sitions. GenECsore takes O(nctc) time to
infer an ECsore [25]. Then, the time com-
plexity of generating RCsore is O(nctc).

Example 6. The tuples in C obtained from algorithm Counting are as fol-
lows. (l(c), u(c)) = (1, 2), (l(b), u(b)) = (1, 1), (l(+1), u(+1)) = (1, 1) and
(l(+2), u(+2)) = (1, 3). For the updated CFA A′, the generated RCsore is
((a(c[1,2])?)|b)[1,3].

Theorem 3. For any given finite language S, let r :=InfRCsore(S), the time
complexity of algorithm InfRCsore is O(nctc + NL) and r is an RCsore-
descriptive RCsore for S.

Let Ac and Ag denote the CFAs constructed in this paper and in literature
[25], respectively. Assume that the CFA Ag contains ng nodes and tg transitions.
The time complexity of InfECsore is O(ngtg+NL) [25]. Ac and Ag are equivalent
representations of RCsore and ECsore, respectively. The CFA Ag can contain
more nodes labeled +i (i ∈ N) than the CFA Ac. And the transitions in Ag can
be also more than that in Ac. Thus, nctc ≤ ngtg.

4 Experiments

In this section, we validate our algorithm on real-world XML data and generated
XML data. We also provide evaluations of our algorithm in terms of generaliza-
tion ability and time performance.

4.1 Data and Experiments

Table 3 demonstrates the practicability of RCsores, then we evaluate our algo-
rithm on XML data. We obtained XML documents (dblp-2018-04-01.xml)
conforming to DTD from DBLP Computer Science Bibliography corpus5,
from which we extracted the elements: inproc(eedings), article, phdth(esis),
incolle(ction), and procee(dings). We obtained XML documents conforming to

5 http://dblp.org/xml/release/.

http://dblp.org/xml/release/
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XSD form Mondial corpus6, from which the elements count(ry), provin (ce) and
city are extracted. In order to validate on diverse XSDs, a number of real-world
XSDs listed in Table 2 are searched from Google. However, we do not find the
corresponding XML data, so we randomly generated them by using ToXgene7.
The samples employed in the experiments are available at http://github.com/
GraceFun/InfRCsore.

Table 1 lists the results of the learning algorithms Soa2Sore, InfECsore and
InfRCsore on real-world XML data. Note that, based on descriptive general-
ization, Soa2Sore is the first algorithm being used to infer a SORE [12], and
InfECsore is the algorithm being applied to learn a most practical subclass of
deterministic regular expressions with counting: ECsore [25]. For each of the
elements inproc(eedings), article and procee(dings), the corresponding expression
learnt by InfRCsore is not only more precise than the corresponding expres-
sion in original DTD, but also more precise than the corresponding expression
computed by Soa2Sore. Also, the result of InfRCsore is more general than the
result of InfECsore, such that the learnt RCsore covers more XML data satis-
fying the corresponding original DTD than the learnt ECsore. For phdth(esis)
and incolle(ction), the learnt RCsores are identical to the corresponding expres-
sions computed by InfECsore. For each of elements count(ry), provin(ce) and
city, the result of InfRCsore and the result of InfECsore are the same, and the
corresponding RCsore and ECsore both are more precise than the corresponding
expression generated by Soa2Sore and the corresponding expression in original
XSD.

Table 2 lists a number of the expressions extracted from real-world XSDs and
the results of the learning algorithms Soa2Sore, InfECsore and InfRCsore on
generated XML data. For ep1, the learnt RCsore is identical to the learnt ECsore,
they both indicate that more symbols or subexpressions can have numerical
occurrence constraints, but are allowed to occur more times by the nested coun-
ters. For ep2, the learnt RCsore is identical to the learnt ECsore, they both are
identical to the corresponding original XSD. This implies the original XSDs such
as shown by ep2 could be precisely learnt by InfRCsore and InfECsore. For ep3
and ep4, although the learnt RCsores forbid the expressions learnt by InfECsore,
which are more precise than the corresponding original XSD, even are identical
to the corresponding original XSD for ep3, the learnt RCsores are more general
than the learnt ECsores. Especially, for ep4, the learnt RCsore covers more XML
data satisfying the corresponding original XSD than the learnt ECsore. For ep5,
the learnt RCsore has the same higher nesting depth of counting operators with
the learnt ECsore.

6 http://www.dbis.informatik.uni-goettingen.de/Mondial/#XML.
7 http://www.cs.toronto.edu/tox/toxgene/.

http://github.com/GraceFun/InfRCsore
http://github.com/GraceFun/InfRCsore
http://www.dbis.informatik.uni-goettingen.de/Mondial/#XML
http://www.cs.toronto.edu/tox/toxgene/
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Table 1. Results of Soa2Sore, InfECsore and InfRCsore on real-world XML data. The
left column gives element names, sample size for Soa2Sore, InfECsore and InfRCsore,
respectively. The right column lists original DTD/XSD, the results of Soa2Sore, the
results of InfECsore and the results of InfRCsore, respectively.

Element Original segment of DTD/XSD

Sample size Result of Soa2Sore

Result of InfECsore

Result of InfRCsore

inproc. (a|b| · · · |v)∗

2153167 (b∗(ck?)?(r|a|m)?(o|(dj?)|f |n|q|e|l)∗)+

2153167 (b?(ck?)?((r|a[1,45]|m[1,3])[1,3])?((o[1,87]|(dj?)|f |n|q|e|l)[1,6])?)[1,5]
2153167 ((b|(ck?)|r|a[1,34]|m[1,3]|o[1,51]|(dj?)|f |n[1,2]|q|e|l|)[5,11])?
article (a|b| · · · |v)∗

1796920 (b∗(((a∗(c|e)?)|m|n|q)(((j|((f |r)d?)|h|i)k?)|p|l)∗o∗)+)

1796920 ((b[1,5])?((((a[1,69])?(c|e)?)[1,2]|m|n|q)[1,3]((((j|((f |r)d?)|h|i)k?)[1,3]|p|l)[1,3])?
(o[1,116])?)[1,3])

1796920 (((b[1,5])?(a[1,69]|c|e|q|m[1,2]|n|((j|((f |r)d?)|h|i)k?)[1,4]|p|l|o[1,116])[1,9])?
phdth. (a|b| · · · |v)∗

64943 (a∗c((((p|(fk?)|u)t?j?)|e)(i|l|m|s)∗)+q?)

64943 ((a[1,3])?c((e|((u|(fk?)|p)t?j?))((s[1,3]|m[1,5]|l|i)[1,3])?)[1,5]q?)
64943 ((a[1,3])?c((e|((u|(fk?)|p)t?j?))((s[1,3]|m[1,5]|l|i)[1,3])?)[1,5]q?)
procee. (a|b| · · · |v)∗

58959 (((a?(b|c))+h?)?(i|s|d)?(j|q|l|(fr?)|t|e|(pg?)|m)∗)∗

58959 ((((a?(b|c))[1,32]h?)?((i|s[1,2]|d)[1,2])?((j|q|l|(fr?)|t|e|(pg?)|m[1,3])[1,5])?)[1,4])?

58959 (((a?(b|c))[1,32]h?)|i|s[1,2]|d|j|q|l|(fr?)|t|e|(pg?)[1,2]|(m[1,2])[3,9])?

incolle. (a|b| · · · |v)∗

46750 (a∗c((d(j|p)?)|f |r|(ev?)|l|m)∗(o+|n|q)?)
46750 ((a[1,49])?c(((d(j|p)?)|f |r|(ev?)|l|m)[3,6])?(o[2,104]|n|q)?)
46750 ((a[1,49])?c(((d(j|p)?)|f |r|(ev?)|l|m)[3,6])?(o[2,104]|n|q)?)
count. (a+b?c∗d? · · · k?(l?|m?)n?o+p∗ · · · s∗(t∗|u∗))

244 (ab?c+(de?)?(f(g(hi)?)?j?k?)?(m?|l)n?o+p∗ · · · t∗u+)

244 (ab?c[1,25](de?)?(f(g(hi)?)?j?k?)?(l|m?)n?o[1,2](p[1,12])?(q[1,8])?(r[1,8])?(s[1,16])?

(t[1,2])?u[1,306])

244 (ab?c[1,25](de?)?(f(g(hi)?)?j?k?)?(l|m?)n?o[1,2](p[1,12])?(q[1,8])?(r[1,8])?(s[1,16])?

(t[1,2])?u[1,306])

provin. (a+b?c?d∗e∗)

1443 (a+b?c?d∗e∗)

1443 (a[1,4]b?c?(d[1,6])?(e[1,5])?)

1443 (a[1,4]b?c?(d[1,6])?(e[1,5])?)

city (a+b?c?d?e?f∗g∗h∗)

3383 (a+b?(cde?)?f∗g∗h∗)

3383 (a[1,5]b?(cde?)?(f [1,10])?(g[1,4])?(h[1,3])?)

3383 (a[1,5]b?(cde?)?(f [1,10])?(g[1,4])?(h[1,3])?)
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Table 2. Results of Soa2Sore, InfECsore
and InfRCsore on generated XML data.

Element Original segment of XSD
Result of Soa2Sore

Sample Result of InfECsore
size Result of InfRCsore

ep1 ((a|b|c|d|e|f)[1,10])?
941 (a|b|c|d|e|f)+

941 (a[1,3]|b[1,4]|c[1,3]|d[1,4]|
e[1,3]|f [1,4])[2,6]

941 (a[1,3]|b[1,4]|c[1,3]|d[1,4]|
e[1,3]|f [1,4])[2,6]

ep2 (a[10,20]|b[30,40])[3,5]
188 (a|b)+
188 (a[10,20]|b[30,40])[3,5]
188 (a[10,20]|b[30,40])[3,5]
ep3 (((a|b)?c?(d|e)?)[2,48])
988 ((a|b)?(d|e)?c?)+
988 (((a|b)?(d|e)?c?)[2,48])
988 (a|b|c|d|e)[6,45]
ep4 (a?b?c?def?g?h?)[1,1000]

500 (a?b?c?def?g?h?)+

500 (a?b?c?(de)[1,10]f?g?h?)[1,100]

500 (a?b?c?def?g?h?)[1,597]

ep5 None
48 (a|(b(c|d)+))+

48 ((b(d[1,2]|c[1,2])[1,8])[1,2]|a[1,3])[1,9]

48 ((b(d[1,2]|c[1,2])[1,8])[1,2]|a[1,3])[1,9]

Table 3. Proportions of SOREs, ECsores,
and RCsores.

Subclasses % of XSDs

SOREs 80.74

ECsore 93.53

RCsore 89.45

Fig. 3. (a) is average precision as a func-
tion of the sample size for each of InfEC-
sore and InfRCsore. (b) is average recall
as a function of the sample size for each of
InfECsore and InfRCsore.

4.2 Performance

Generalization Abilities. Since the corresponding results of the algorithms
InfECsore and InfRCsore have different generalization abilities for the same
sample (such as ep3 and ep4 showed in Table 2), we evaluate the algorithms
InfECsore and InfRCsore by computing the precision and recall. We specify that,
the learnt expression with higher precision and recall has better generalization
ability. The average precision and average recall, which are as functions of sample
size, respectively, are the average values over 1000 expressions.

We randomly extracted the 1000 expressions from XSDs, which were grabbed
from OGC XML Schema repository8. Each one of the 1000 expressions contains
the counters, where the upper bounds are less than 100. To learn each extracted
expression e0, we randomly generated corresponding XML data by using ToX-
gene, the samples are extracted from the XML data, each sample size is that

8 http://schemas.opengis.net/.

http://schemas.opengis.net/
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listed in Fig. 3. And we define precision (p) and recall (r). Let positive sample
(S+) be the set of the all strings accepted by e0, and let negative sample (S−)
be the set of the all strings not accepted by e0. Let e1 be the expression derived
by InfECsore or InfRCsore. A true positive sample (Stp) is the set of the strings,
which are in S+ and accepted by e1. While a false negative sample (Sfn) is the
set of the strings, which are in S+ and rejected by e1. Similarly, a false posi-
tive sample (Sfp) is the set of the strings, which are in S− and accepted by e1.
While a true negative sample (Stn) is the set of the strings, which are in S− and
rejected by e1. Then, let p = |Stp|

|Stp|+|Sfp| and r = |Stp|
|Stp|+|Sfn| . Note that, for an

RCsore, we can construct an equivalent counter automata [14]. The constructed
counter automata can decide whether the samples S+ and S− can be recognized
or not, then we can obtain |Stp|, |Sfp| and |Sfn|.

As the sample size increases, compared with the results of InfECsore, the
plots in Fig. 3(a) demonstrate that the precision for the expression learnt by
InfRCsore is higher for a smaller sample, but is lower for a larger sample. How-
ever, the plots in Fig. 3(b) illustrate that, for any given sample, the recall for the
expression learnt by InfRCsore is higher than that for the expression derived by
InfECsore. The reason is that, for the same sample, the learnt RCsore can have
more constrains than the learnt ECsore such that some subexpressions without
counting operators. This will reduce that the learnt RCsore is expressive enough
to cover more XML data. In summary, InfRCsore has better generalization abil-
ity for a smaller sample.

Time Performance. Although Theorem 3 implies that, for learning a RCsore,
the algorithm InfRCsore can be faster than the algorithm InfECsore, the quanti-
tative analyses of time performance about the algorithms InfRCsore and InfEC-
sore should be given. Then, we present the evaluation about running time in dif-
ferent size of samples and different size of alphabets. Our experiments were con-
ducted on a ThinkCentre M8600t-D065 with an Intel core i7-6700 CPU (3.4GHz)
and 8G memory. And all codes were written in C++.

Table 4(a) shows the average running times in seconds for InfRCsore and
InfECsore as a function of sample size, respectively. Table 4(b) shows the average
running times in seconds for InfRCsore and InfECsore as a function of alphabet
size, respectively. We still randomly extracted expressions from XSDs according
to the above mentioned method. 1000 expressions of alphabet size 15 are chosen
that, to learn each one of them, we randomly generated corresponding XML
data by using ToXgene, the samples are extracted from the XML data, each
sample size is that listed in Table 4(a). The running times listed in Table 4(b)
are averaged over 1000 expressions of that sample size. Another 1000 expressions
with distinct alphabet size listed in Table 4(b) are chosen that, to learn each
one of them, we also randomly generated corresponding XML data by using
ToXgene, the samples are extracted from the XML data, but the corresponding
sample size is 1000. The running times listed in Table 4(a) are averaged over
1000 expressions of that alphabet size.
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The running times of InfRCsore as compared with that of InfECsore are
reported in Table 4(a). They show that InfRCsore is more efficient than InfEC-
sore on large samples. However, Table 4(b) illustrates that the speed of InfRCsore
varies widely when the alphabet size is over 20. Thus, the time performances of
InfRCsore and InfECsore demonstrate that the algorithm InfRCsore is more
efficient for processing large data sets.

Table 4. (a) and (b) are average running times in seconds for InfRCsore and InfECsore
as the functions of sample size and alphabet size, respectively.

5 Conclusion

This paper proposed a restricted subclass of deterministic regular expressions
with counting: RCsores and the corresponding learning algorithm. The main
steps include learning a SORE, constructing an equivalent CFA, running the
CFA to obtain an updated CFA, and converting the updated CFA to an RCsore.
Compared with previous work, for any given finite language, our algorithm not
only can learn a descriptive RCsore, which has higher recall for any sample, but
also has better generalization ability for smaller sample, and is more efficient for
processing larger sample. A future work is extending the SORE with counting,
interleaving, and unorder concatenation, studying the practical issues and the
learning algorithms.
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Abstract. Semi-Supervised Learning (SSL) has exhibited strong effec-
tiveness in boosting the performance of classification models with the
aid of a large amount of unlabeled data. Recently, regularizing the clas-
sifier with the help of adversarial examples has proven effective for semi-
supervised learning. Existing methods hypothesize that the adversarial
examples are based on the pixel-wise perturbation of the original sam-
ples. However, other types of adversarial examples (e.g., with spatial
transformation) should also be useful for improving the robustness of
the classifier. In this paper, we propose a new generalized framework
based on adversarial networks, which is able to generate various types
of adversarial examples. Our model consists of two modules which are
trained in an adversarial process: a generator mapping the original sam-
ples to adversarial examples which can fool the classifier, and a classifier
that tries to classify the original samples and the adversarial examples
consistently. We evaluate our model on several datasets, and the exper-
imental results show that our model outperforms the state-of-the-art
methods for semi-supervised learning. The experiments also demonstrate
that our model can generate adversarial examples with various types of
perturbation such as local spatial transformation, color transformation,
and pixel-wise perturbation. Moreover, our model is also applicable to
supervised learning, performing as a regularization term to improve the
generalization performance of the classifier.

Keywords: Semi-supervised learning · Adversarial networks ·
Adversarial examples

1 Introduction

Deep learning has launched a profound reformation in both supervised learn-
ing [12,13] and semi-supervised learning [23,25]. Basically, semi-supervised learn-
ing aims to improve the generalization performance of the classification models
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Fig. 1. Overview of the proposed framework.

based on a large amount of unlabeled data but a small amount of labeled data.
Recently, there have been proposed two classes of promising techniques: (1)
deep generative models based methods [3,15] and (2) perturbation based meth-
ods [17,24]. Deep generative models based methods benefit from the effectiveness
of unsupervised learning models, capturing the underlying data distribution by
training on the unlabeled data. On the other hand, the idea of perturbation
based methods is to smooth the model prediction by forcing the classifier to
output consistent results between the original samples and the corresponding
perturbed variants.

Recently, virtual adversarial training (VAT) [20], a different perturbation
based method, has been proposed and achieved great success in semi-supervised
learning. Unlike previous methods [17,24] that apply random perturbation to the
input data, VAT imposes the perturbation in the most adversarial direction. In
particular, VAT first generates adversarial examples by perturbing the original
samples to most greatly deviate the output distribution of the classifier, and
then enforces the classifier to minimize the distributional divergence between
prediction on the original samples and the corresponding adversarial examples.
This improves the robustness of the classifier against the adversarial examples
of both labeled and unlabeled data.

However, the objective function of VAT limits itself to only utilizing the
adversarial examples with pixel-wise perturbation. Indeed, other types of adver-
sarial examples (e.g., spatial transformation) should also be useful to improve
the smoothness of the output distribution, since convolutional neural networks
have been proven to be very sensitive to the spatial transformation [2,29].

To overcome this limitation, in this paper we propose a generalized frame-
work of using adversarial examples for semi-supervised learning based on adver-
sarial networks. Unlike VAT which limits the adversarial examples as the type
of pixel-value based perturbation, our model is able to learn various adversar-
ial examples with different types of perturbation. Inspired by the generative
adversarial networks (GAN) [10], our model consists of two players, a generator
and a classifier, which are trained in an adversarial manner: the generator aims
to generate adversarial examples to fool the classifier, while the target of the
classifier is to classify the original samples and the adversarial examples consis-
tently. This framework is applicable to unlabeled data by making the classifier
minimize the distance between the output distribution on the original samples
and their corresponding adversarial examples. Minimizing this distance based
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on unlabeled data improves the generalization performance of the classifier for
semi-supervised learning.

As Fig. 1 shows, the generator is designed as an encoder-decoder architecture,
and the adversarial examples originate from the encoded latent space instead of
the input space, allowing the model to learn different transformations in the
latent space. Moreover, we concatenate a noise vector with the encoded vector,
making it possible to output multiple adversarial examples for each input sample.

We present comprehensive experiments to show that our model outperforms
VAT for both semi-supervised and supervised learning. The experimental results
also demonstrate that our model is able to create adversarial examples with
various types of perturbation such as local spatial transformation, color trans-
formation, and pixel-wise perturbation. These adversarial examples are able to
regularize the model from more diverse directions.

Our contributions in this paper can be summarized as follows:

– We propose a new semi-supervised learning framework by adversarially train-
ing a classifier and an adversarial example generator.

– We design an encoder-decoder architecture for the generator, allowing the
model to learn various types of perturbation such as local spatial transfor-
mation and color transformation. These types of adversarial examples can
further regularize the model for semi-supervised learning.

– We evaluate the proposed model on both synthetic data and three benchmark
datasets, and the experimental results demonstrate that our model outper-
forms the state-of-the-art methods for both semi-supervised and supervised
learning.

2 Related Work

2.1 Adversarial Examples

Neural network based machine learning models have been discovered to be vul-
nerable to adversarial examples [27]. By adding a carefully designed slight per-
turbation to the original sample, adversarial examples can mislead the model
to make significantly different decisions. Several works have been dedicated to
explaining the cause of adversarial examples. Initially, Szegedy et al. [27] con-
jectured the existence of adversarial examples is due to the high nonlinearity
of the models. Later, Goodfellow et al. [11] introduced the linear hypothesis
stating that the linear nature in high-dimensional spaces is the reason for the
model’s vulnerability to adversarial perturbations. Cisse et al. [5] stated that
the robustness of models to adversarial examples is highly related with the Lip-
schitz constant of the networks. Gilmer et al. [9] argued the model behavior on
adversarial examples is a natural result in the high-dimensional data manifold.

Some works are investigating how to craft adversarial examples to effectively
attack classification models. Szegedy et al. [27] created an adversarial example
for a given input by iteratively optimizing the objective function, i.e., minimiz-
ing the probability of correct class for the norm-constrained adversarial example,
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using the L-BFGS algorithm. Goodfellow et al. [11] introduced the fast gradient
sign method based on their proposed linear hypothesis. The adversarial trans-
formation network [4] generated targeted adversarial examples with a generator
architecture whose objective is to minimize the L2 loss between the adversarial
examples and the original samples. Xiao et al. [28] adopted a GAN to generate
the adversarial perturbations.

In this paper, we employ the adversarial examples to facilitate semi-
supervised learning, instead of pursuing the highest attack success rate and best
perceptual similarity as in above works on adversarial example generation.

2.2 Deep Models for Semi-supervised Learning

Generative Models Based Methods. Recently, GAN [10] has achieved great
success in generative models due to its capability of generating high-quality
images [1,19,22], and has shown the effectiveness of applying to semi-supervised
learning. Existing methods [8,25,26] adversarially optimized a generator and a
classifier. In particular, the generator tries to generate realistic samples, while the
classifier tries to correctly predict labels for true data and discriminate the true
data from the generated ones. Kumar et al. [16] further penalized the variation of
the classifier along the tangent directions around the real samples. However, Li
et al. [18] found that combining the twos roles, classification and discrimination,
may cause some incompatible problems. Thus they proposed to decouple the two
roles to two independent networks to achieve better optimization of the classifier
for semi-supervised learning. Moreover, Dai et al. [7] theoretically showed that
good semi-supervised learning requires a bad generator, and proposed the com-
plement generator, which generated samples in low-density regions, to further
improve the generalization ability of the classifier.

Perturbation Based Methods. Perturbation based methods facilitate semi-
supervised learning by encouraging the model to learn a decision boundary
smooth enough in the local neighborhood of each data sample. Sajjadi et al. [24]
proposed to minimize the difference between the network outputs on multiple
passes of the same input sample, with each pass associated with a random trans-
formation and perturbation. Laine et al. [17] proposed a similar Π model by
enforcing the classifier to have consistent predictions for two input realizations
with different random perturbation, and a temporal ensembling model push-
ing the current prediction to approach predictions from history. However, such
isotropic smoothing over random perturbations is found to be insufficient to
defend the perturbations in the adversarial direction [11,27]. Focusing on the
adversarial examples, Goodfellow et al. [11] proposed the adversarial training,
aiming at improving the model robustness by teaching the classifier to correctly
classify both original training samples and their adversarial examples. Miyato
et al. [20] further proposed VAT to extend the concept on unlabeled data. In
particular, VAT smooths the output distribution (as in [17,24]) of the classifier
by enforcing it to output similar distribution for pairs of the original sample and
its corresponding virtual adversarial sample.
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Our proposed model is related to both generative and perturbation based
methods. Specifically, unlike other generative models trying to synthesize sam-
ples from underlying data distribution, the generator in our framework is to
create the adversarial examples. Then the adversarial examples are utilized to
regularize the smoothness of the classifier together with the original samples.

3 Method

In this section, we first present the problem definition, and then introduce some
background of the current pixel-value based perturbation methods for semi-
supervised learning. Lastly, we present our approach and discuss the advantages
of our approach.

3.1 Problem Definition

We start with defining a set of notations. Let Dl = {(xl
i, y

l
i)|i = 1, . . . , Nl} and

Du = {xu
i |i = 1, . . . , Nu} be respectively a labeled dataset and an unlabeled

dataset, where xi denotes an input vector, and yi denotes an output label. Our
objective is to learn a classifier C based on Dl and Du, and we use C(·|x) to
represent the output distribution of the classifier conditional on the input.

3.2 Current Pixel-Value Based Perturbation for SSL

Current state-of-the-art perturbation based method for semi-supervised learning
is VAT [20]. VAT is based on the adversarial training model proposed in [11],
which adds the pixel-wise perturbation in the most anisotropic direction that
causes misclassification for the labeled data. VAT extends this to the unlabeled
data by defining the current inferred labels as the virtual labels for the unlabeled
data. Then VAT enforces the classifier to output similar distribution for pairs of
the original sample and the corresponding adversarial sample. This can smooth
the output distribution of the classifier, which in turn improves the robustness
of the classifier against the adversarial examples of both labeled and unlabeled
data.

The objective function of VAT is defined to minimize

Lnll(C) + βLvat(C) (1)

with

Lnll(C) = E(x,y)∼Dl

[− log C(y|x)
]
,

Lvat(C) = Ex∼Dl∪Du

[
D[C(·|x), C(·|x + rvadv)]

]
,

rvadv = arg max
‖r‖2≤ε

D
[
C(·|x), C(·|x + r)

]
,

(2)

where Lnll(C) is the typical negative log-likelihood loss for the labeded data,
Lvat(C) is the regularization term to penalize the inconsistency between the
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model predictions on x and its adversarial example x + rvadv, β is a hyper-
parameter trading off the two loss terms, ε > 0 is the norm constraint for the
adversarial perturbation rvadv, and D[p, q] is a non-negative function that mea-
sures the divergence between two distributions p and q.

From Eq. 2, we can see that rvadv directly modifies pixel values. However, this
will limit VAT to adversarial examples with pixel-wise perturbation. We argue
that other types of adversarial examples (e.g., spatial transformation) should also
be useful to improve the robustness of the classifier, since convolutional neural
networks have been proved to be very sensitive to global transformations [2] or
local transformations [29].

3.3 Our Approach

As Fig. 1 shows, our model consists of two players: a generator and a classi-
fier. The original sample x is first mapped by an encoder-decoder architectured
generator G to the adversarial sample G(x, z), where z is a noise vector added
to the encoded vector E(x), making the generator able to generate multiple
adversarial examples for each x. The generator and the classifier are trained in
an adversarial process [10]: the generator tries to generate adversarial examples
to fool the classifier into making different decisions with those on the original
samples, while the target of the classifier is to classify the original samples and
adversarial examples consistently. As a result, in addition to the basic negative
log-likelihood loss for the labeled data, our model involves an adversarial loss
and a reconstruction loss, as the following describes, to achieve the regularization
with the generated adversarial examples.

Adversarial Loss. The adversarial loss, which is the most critical one in our
model, defines the minimax game between the generator and the classifier. For
both labeled and unlabeled data, the loss is defined based on some divergence
methods D to measure the difference between the output distribution of the
classifier C on the original samples and their corresponding adversarial exam-
ples: D[C(·|x), C(·|G(x, z))]. In particular, we enforce the classifier to minimize
this divergence to achieve smooth output distribution in the local neighborhood
around each training sample, while enforcing the generator to maximize this
divergence to generate effective adversarial examples. Thus the adversarial loss
can be formulated as

min
C

max
G

Ladv(G,C) = Ex∼Dl∪Du

[
D[C(·|x), C(·|G(x, z))]

]
, (3)

where D[p, q] is a non-negative function that measures the divergence between
two distributions p and q. The adversarial loss does not require ground-truth
labels of training samples, making it applicable to semi-supervised learning as
well as supervised learning. One alternative choice is that the objective of the
generator for labeled data can be formulated as maximizing the negative log-
likelihood loss, however, we find this strategy does not provide further improve-
ment on the performance in our preliminary experiments.
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Algorithm 1. Minibatch stochastic gradient descent training of our model.

for number of training iterations do
• Sample minibatches of labeled samples from Dl and unlabeled samples from Du.
• Sample minibatches of noise samples from noise prior p(z).
• Update the classifier by descending its stochastic gradient according to Equation
5.
• Update the generator by ascending its stochastic gradient according to Equation
5.

end for

Reconstruction Loss. Recall that the adversarial examples refer to slightly
perturbed variants of original input samples. Therefore, the generated adversar-
ial example is required to look similar to its corresponding original sample. We
employ a reconstruction loss to impose such similarity. Formally, we can define
the reconstruction loss as

min
G

Lreconst(G) = Ex∼Dl∪Du
[‖x − G(x, z)‖22]. (4)

Full Objective. Based on the adversarial loss and the reconstruction loss, we
define the full objective of our model as

min
C

max
G

L(G,C) = Lnll(C) + αLadv(G,C) − λLreconst(G), (5)

where Lnll(C) = E(x,y)∼Dl

[− log C(y|x)
]

is the typical negative log-likelihood
loss for the labeled data. α and λ are used to control the weights of the adversarial
loss and the reconstruction loss. In fact, λ is similar to the hyperparameter ε
in VAT which constrains the norm magnitude of the perturbation. The training
procedure of our model is illustrated in Algorithm 1.

Latent Space Based Adversarial Example Generation. To generate
adversarial examples beyond the pixel-wise perturbation, we adopt an encoder-
decoder architecture for the generator. In particular, we generate the adversarial
examples from the encoded latent space, instead of the input space directly. This
makes it possible to learn high-level transformations such as spatial transforma-
tion and color transformation. We achieve this by differentiating the responsi-
bilities between the encoder and the decoder: the encoder is only responsible
for mapping the samples to a latent space and the decoder is responsible for
reconstructing the samples and producing the adversarial examples. Therefore,
we associate the encoder only with Lreconst(G), while associate the decoder with
the full loss of G. Moreover, we concatenate a noise vector z with the encoded
vector E(x), which makes the generator able to output multiple adversarial
examples for each input sample. In our experiments (see Sect. 4.4), we show
that our model is able to generate adversarial examples with spatial transfor-
mation, color transformation, or pixel-wise perturbation. Such diverse types of
adversarial examples are expected to provide better regularization power.
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Table 1. The network architectures of the adversarial example generator and classifier
used on synthetic data. “fc.” stands for “fully connected”.

Generator Classifier

2D input

Encoder: fc. 10 tanh fc. 100 ReLU

Decoder: fc. 2 fc. 50 ReLU

2D output fc. 10 Softmax

4 Experiments

In this section, we first validate the proposed model on synthetic data for semi-
supervised learning, and then compare our model with various strong baselines
on three benchmark datasets, i.e., MNIST, SVHN, and CIFAR-10, for both
semi-supervised and supervised learning. Finally, we visualize some adversar-
ial examples generated by our model, which exhibit more diversities and thus
explains the superiority of our model in semi-supervised learning.

4.1 Implementation Details

We implement our model with PyTorch [21]. The network architectures of the
generator and the classifier used for the synthetic data and the three benchmark
datasets are shown in Tables 1, 2, and 3. We adopt Adam optimizer [14] to update
the model parameters. The batch sizes of labeled and unlabeled data are set to
100 and 300 respectively for MNIST, 32 and 128 for SVHN and CIFAR-10, and
8 and 500 for synthetic datasets. For the divergence measurement D in Eq. 3,
we adopt L2 distance for MNIST and SVHN, and Kullback-Leibler divergence
for CIFAR-10 and synthetic datasets. The weight for the adversarial loss α is
set to 1.0 for synthetic datasets, MNIST and SVHN, and 2.0 for CIFAR-10. The
weight for the reconstruction loss λ is set to 1.0 for synthetic datasets, 0.01 for
MNIST, and 0.02 for SVHN and CIFAR-10. The learning rate is set to 0.001 for
synthetic datasets, MNIST and SVHN, and 0.003 for CIFAR-10.

4.2 Semi-supervised Learning on Synthetic Data

We first evaluate our proposed model on two synthetic datasets to provide an
intuitive explanation of our model. The synthetic data are based on two circles
with two different radiuses, 0.2 and 0.5. We created two synthetic datasets by
applying zero-mean Gaussian noise with two different standard deviations σ =
0.01 and σ = 0.06, as shown in the first column of Fig. 2. Each dataset contains
8 labeled data points and 1500 unlabeled data points. We abbreviate the two
datasets as Circles (0.01) and Circles (0.06).

For both our model and VAT, we adopt identical network architecture for the
classifier, which consists of three fully connected layers. Moreover, the generator
of our model is a neural network with two fully-connected layers. Details of
the network architectures are shown in Table 1. We fixed the weights for the
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Table 2. The network architectures of the classifiers used on the MNIST, SVHN, and
CIFAR-10 datasets. “fc.” stands for “fully connected”.

MNIST SVHN CIFAR-10

28× 28 Gray Image 32× 32 RGB Image 32× 32 RGB Image

3× 3 conv. 128 lReLU (α) = 0.1

3× 3 conv. 128 lReLU (α) = 0.1

3× 3 conv. 128 lReLU (α) = 0.1

2× 2 stride 2 max-pool, dropout 0.5

fc. 1200 ReLU 3× 3 conv. 256 lReLU (α) = 0.1

fc. 600 ReLU 3× 3 conv. 256 lReLU (α) = 0.1

fc. 300 ReLU 3× 3 conv. 256 lReLU (α) = 0.1

fc. 150 ReLU 2× 2 stride 2 max-pool, dropout 0.5

3× 3 conv. 512 lReLU (α) = 0.1

1× 1 conv. 256 lReLU (α) = 0.1

1× 1 conv. 128 lReLU (α) = 0.1

global average pool

fc. 10 Softmax

Table 3. The network architectures of the adversarial example generators used on the
MNIST, SVHN, and CIFAR-10 datasets. “fc.” stands for “fully connected”.

MNIST SVHN CIFAR-10

28× 28 Gray Image 32× 32 RGB Image 32× 32 RGB Image

Encoder

3× 3 conv. 16 ReLU

3× 3 stride 2 conv. 32 ReLU

fc. 1000 ReLU 4× 4 stride 2 conv. 64 ReLU 3× 3 stride 2 conv. 64 ReLU

fc. 500 ReLU 4× 4 stride 2 conv. 128 ReLU

3× 3 conv. 128 ReLU Residual block with

3× 3 conv. 64 ReLU

3× 3 conv. 64

Decoder

Residual block with

3× 3 conv. 64 ReLU

fc. 500 ReLU 3× 3 conv. 128 ReLU 3× 3 conv. 64

fc. 1000 ReLU 4× 4 stride 2 deconv. 64 ReLU

fc. 784 tanh 4× 4 stride 2 deconv. 3 tanh 3× 3 stride 2 deconv. 32 ReLU

3× 3 stride 2 deconv. 16 ReLU

3× 3 conv. 3 tanh

28× 28 Gray Image 32× 32 RGB Image 32× 32 RGB Image
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Synthetic Datasets VAT (ε = 0.1) VAT (ε = 1.0) Ours (λ = 1.0)

(a) Circles (0.01).

(b) Circles (0.06).

Fig. 2. Comparison between VAT and our model on the Circles (0.01) and Circles
(0.06) datasets. Green and orange points denote unlabeled data from two different
classes, and labeled data are marked with black crosses. The first column shows the
datasets, and the last three columns show the decision boundaries learned by different
models for the two datasets. (Color figure online)

Table 4. Test performance of semi-supervised learning methods on Circles (0.01) and
Circles (0.06).

Models Test error rate (%)

Circles (0.01) Circles (0.06)

VAT (ε = 0.1) 0.00 (±0.00) 24.61 (±4.58)

VAT (ε = 1.0) 4.59 (±5.64) 5.10 (±4.28)

Ours (λ = 1.0) 0.00 (±0.00) 4.75 (±5.31)

regularization terms of VAT and our model (i.e., β in Eq. 1 and α in Eq. 5) as
1.0, and searched the optimal hyper-parameter ε in VAT and λ in our model for
each dataset.

The results are shown in Fig. 2, and we have the following three major obser-
vations. First, VAT (ε = 0.1) and VAT (ε = 1.0) learn the decision bound-
ary correctly on Circles (0.01) and Circles (0.06), respectively. However, VAT
(ε = 0.1) fails to learn on Circles (0.06), and VAT (ε = 1.0) fails to learn on
Circles (0.01). Second, our model is able to learn the decision boundary correctly
on both datasets with the same λ = 1.0. This demonstrates the robustness of
our model in hyper-parameters. Third, the decision boundary learned by VAT
(ε = 1.0) on Circles (0.06) contains a green area outside the red circle area.
This is not reasonable although this decision boundary can classify the samples
correctly. The reason for this phenomenon is that: The adversarial examples of
the inner circle points will reach the outer green area when ε is large, and VAT
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Table 5. Test performance of semi-supervised learning methods on MNIST, SVHN,
and CIFAR-10, with 1000, 1000, and 4000 labeled data samples respectively. No data
augmentation is utilized. Our results are averaged over 5 runs. “-” means the result is
not reported by the corresponding paper.

Models Test error rate (%)

MNIST SVHN CIFAR-10

TSVM [6] 5.38 - -

Pseudo Ensembles Agreement [3] 2.87 - -

Deep Generative Model [15] 2.40 (±0.02) - -

Ladder Networks [23] 0.84 (±0.08) - 20.4 (±0.47)

CatGAN [26] 1.73 (±0.18) - 19.58 (±0.58)

ALI [8] - 7.42 (±0.65) 17.99 (±1.62)

Improved GAN [25] - 8.11 (±1.3) 18.63 (±2.32)

Triple GAN [18] - 5.77 (±0.17) 16.99 (±0.36)

Π model [17] - 5.43 (±0.25) 16.55 (±0.29)

FM-GAN+Jacob.-reg+Tangents [16] - 4.39 (±1.2) 16.20 (±1.6)

GoodSSLwithBadGAN [7] - 4.25 (±0.03) 14.41 (±0.03)

VAT [20] 1.27 (±0.11) 4.28 (±0.10) 13.15 (±0.21)

Our Model 1.17 (±0.10) 3.93 (±0.07) 12.97 (±0.10)

will classify this area as the same type of the inner circle points. In contrast, our
model is able to learn the red area correctly.

To further verify the advantage of our model against VAT, we run 10 times
for each model and report the average test error rate in Table 4. We can observe
that VAT classify the samples correctly on Circles (0.01) and Circles (0.06) with
ε = 0.1 and ε = 1.0, respectively, but they fail to learn on the other dataset. On
the contrary, our model is able to classify the samples correctly on both datasets
with the same λ = 1.0.

4.3 Semi-supervised and Supervised Learning on MNIST, SVHN,
and CIFAR-10

We evaluate our model on three widely used benchmark datasets: MNIST,
SVHN, and CIFAR-10. While our model is proposed for semi-supervised learn-
ing, it can be seamlessly applied to the supervised learning task. Therefore, we
validate its performance on both semi-supervised and supervised learning on all
three datasets. The network architecture of the classifier is the same as VAT [20]
for fair comparison. Specifically, the classifier for MNIST is a neural network
with five fully-connected layers. For SVHN and CIFAR-10, we follow the net-
work architecture used in [17,18,20].
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Table 6. Test performance of supervised learning methods on MNIST, SVHN, and
CIFAR-10. Data augmentation has been applied on SVHN and CIFAR-10. Our results
are averaged over 5 runs. “-” means the result is not reported by the corresponding
paper.

Models Test error rate (%)

MNIST SVHN CIFAR-10

Superivised-only 1.09 (±0.02) 2.79 (±0.08) 6.58 (±0.10)

Ladder Networks [23] 0.57 (±0.02) - -

Π model [17] - 2.54 (±0.04) 5.56 (±0.10)

Temporal Ensembling [17] - 2.74 (±0.06) 5.60 (±0.10)

Adversarial Training [11] 0.78 - -

RPT [20] 0.84 (±0.03) - 6.30 (±0.04)

VAT [20] 0.64 (±0.05) - 5.81 (±0.02)

Our Model 0.61 (±0.04) 2.49 (±0.06) 5.51 (±0.02)

Semi-supervised Learning. We randomly select 1000, 1000, and 4000 labeled
data samples for MNIST, SVHN, and CIFAR-10 from the full training data
samples (which include 60,000, 73,257, and 50,000 training samples for MNIST,
SVHN, and CIFAR-10) and use the rest as unlabeled data. Following VAT [20],
we also adopt an additional conditional entropy loss Lent:

Lent(C) = Ex∼Dl∪Du

[ −
∑

y

C(y|x) log C(y|x)
]
, (6)

which has been proven helpful for semi-supervised learning.
Table 5 shows the test performance of our model against state-of-the-art

methods on the three datasets. The most related work to our model is VAT [20]
which also utilizes the adversarial examples for model regularization, and the
other baselines are based on random perturbations or generative models. From
Table 5, we have the following two major observations. First, our model outper-
forms VAT for all the three datasets. Second, our model also outperforms all the
random perturbation based and generative model based methods, except Ladder
Networks [23] on MNIST, which we conjecture is because the skip connections
in Ladder Networks [23] can best fit the MNIST dataset, making the Ladder
Networks the strongest method for MNIST.

Supervised Learning. Following [20], we apply data augmentation for SVHN
using random translation and for CIFAR-10 using random translation and hor-
izontal flip. The results for supervised learning are shown in Table 6. Similar
to the semi-supervised learning, our model also outperforms all the baseline
methods except Ladder Networks [23] on MNIST, which demonstrate that our
model can also benefit supervised learning by regularizing the classifier with the
generated adversarial examples.
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Original Adversarial Original Adversarial

(a) Color transformation.

(b) Pixel-wise perturbation.

(c) Local spatial transformation.

Fig. 3. Selected types of perturbation on SVHN learned by our model.

Original Adversarial Original Adversarial

(a) Color transformation.

(b) Pixel-wise perturbation.

(c) Key attribute removal.

Fig. 4. Selected types of perturbation on CIFAR-10 learned by our model.

4.4 Visualization of Generated Adversarial Examples

As stated in the previous sections, our model is not restricted to the pixel-
value based perturbation. Unlike VAT [20], we decouple the adversarial example
generation from the classifier with our generator. In Figs. 3 and 4, we show some
types of adversarial examples on SVHN and CIFAR-10 generated by our model
in the learning process. We can observe that our model is able to generate various
types of perturbation such as color transformation, local spatial transformation,
as well as the pixel-wise perturbation. Our adversarial example types are more
diverse than those in VAT (see Fig. 5 in [20]), which implies better regularization
and explains our advantage over VAT in semi-supervised and supervised learning.
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5 Conclusions and Future Work

In this paper, we propose a generalized semi-supervised learning framework by
regularizing the classifier with adversarial examples yielded from a generator.
The classifier and the generator are optimized in an adversarial manner, at the
end of which the generalization performance of the classifier gets improved. The
effectiveness of our framework has been validated on both synthetic datasets
and benchmark datasets. For our subsequent study, we plan to integrate our
proposed model with other GAN-based semi-supervised learning methods, so as
to further improve the robustness of the classifier. Extending our framework to
other domains such as text is also worth studying.

References

1. Arjovsky, M., Chintala, S., Bottou, L.: Wasserstein GAN. arXiv:1701.07875 (2017)
2. Azulay, A., Weiss, Y.: Why do deep convolutional networks generalize so poorly

to small image transformations? arXiv:1805.12177 (2018)
3. Bachman, P., Alsharif, O., Precup, D.: Learning with pseudo-ensembles. In: Pro-

ceedings of the Neural Information Processing Systems (NeurIPS), pp. 3365–3373
(2014)

4. Baluja, S., Fischer, I.: Learning to attack: adversarial transformation networks. In:
Association for the Advancement of Artificial Intelligence (AAAI) (2018)

5. Cisse, M., Bojanowski, P., Grave, E., Dauphin, Y., Usunier, N.: Parseval net-
works: improving robustness to adversarial examples. In: International Conference
on Machine Learning (ICML) (2017)

6. Collobert, R., Sinz, F.H., Weston, J., Bottou, L.: Large scale transductive SVMs.
J. Mach. Learn. Res. (JMLR) (2006)

7. Dai, Z., Yang, Z., Yang, F., Cohen, W.W., Salakhutdinov, R.: Good semi-
supervised learning that requires a bad GAN. In: Advances in Neural Information
Processing Systems (NeurIPS) (2017)

8. Dumoulin, V., et al.: Adversarially learned inference. In: International Conference
on Learning Representations (ICLR) (2017)

9. Gilmer, J., et al.: Adversarial spheres. arXiv:1801.02774 (2018)
10. Goodfellow, I., et al.: Generative adversarial nets. In: Advances in Neural Infor-

mation Processing Systems (NeurIPS), pp. 2672–2680 (2014)
11. Goodfellow, I.J., Shlens, J., Szegedy, C.: Explaining and harnessing adversarial

examples. In: International Conference on Learning Representations (ICLR) (2015)
12. He, K., Gkioxari, G., Dollár, P., Girshick, R.: Mask R-CNN. In: International

Conference on Computer Vision (ICCV) (2017)
13. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition.

In: Computer Vision and Pattern Recognition (CVPR) (2016)
14. Kingma, D.P., Ba, J.: Adam: a method for stochastic optimization. In: Proceedings

of the International Conference on Learning Representations (ICLR) (2015)
15. Kingma, D.P., Rezende, D.J., Mohamed, S., Welling, M.: Semi-supervised learn-

ing with deep generative models. In: Advances in Neural Information Processing
Systems (NeurIPS) (2014)

16. Kumar, A., Sattigeri, P., Fletcher, T.: Semi-supervised learning with GANs: mani-
fold invariance with improved inference. In: Proceedings of the Neural Information
Processing Systems (NeurIPS), pp. 5534–5544 (2017)

http://arxiv.org/abs/1701.07875
http://arxiv.org/abs/1805.12177
http://arxiv.org/abs/1801.02774


Generating Adversarial Examples by Adversarial Networks for SSL 129

17. Laine, S., Aila, T.: Temporal ensembling for semi-supervised learning. In: Interna-
tional Conference on Learning Representations (ICLR) (2017)

18. Li, C., Xu, K., Zhu, J., Zhang, B.: Triple generative adversarial nets. In: Advances
in Neural Information Processing Systems (NeurIPS) (2017)

19. Mao, X., Li, Q., Xie, H., Lau, R.Y., Wang, Z., Smolley, S.P.: Least squares genera-
tive adversarial networks. In: International Conference on Computer Vision (ICCV)
(2017)

20. Miyato, T., Maeda, S.I., Koyama, M., Ishii, S.: Virtual adversarial training: a
regularization method for supervised and semi-supervised learning. IEEE Trans.
Pattern Anal. Mach. Intell. (2018)

21. Paszke, A., et al.: Automatic differentiation in PyTorch. In: Proceedings of the
Advances in Neural Information Processing Systems (NeurIPS) Workshop (2017)

22. Radford, A., Metz, L., Chintala, S.: Unsupervised representation learning with
deep convolutional generative adversarial networks. arXiv:1511.06434 (2015)

23. Rasmus, A., Valpola, H., Honkala, M., Berglund, M., Raiko, T.: Semi-supervised
learning with ladder networks. In: Advances in Neural Information Processing Sys-
tems (NeurIPS) (2015)

24. Sajjadi, M., Javanmardi, M., Tasdizen, T.: Regularization with stochastic trans-
formations and perturbations for deep semi-supervised learning. In: Advances in
Neural Information Processing Systems (NeurIPS) (2016)

25. Salimans, T., et al.: Improved techniques for training GANs. In: Advances in Neural
Information Processing Systems (NeurIPS), pp. 2226–2234 (2016)

26. Springenberg, J.T.: Unsupervised and semi-supervised learning with categorical
generative adversarial networks. In: International Conference on Learning Repre-
sentations (ICLR) (2016)

27. Szegedy, C., et al.: Intriguing properties of neural networks. In: International Con-
ference on Learning Representations (ICLR) (2014)

28. Xiao, C., Li, B., Zhu, J.Y., He, W., Liu, M., Song, D.: Generating adversarial
examples with adversarial networks. In: International Joint Conference on Artificial
Intelligence (IJCAI) (2018)

29. Xiao, C., Zhu, J.Y., Li, B., He, W., Liu, M., Song, D.: Spatially transformed adver-
sarial examples. In: International Conference on Learning Representations (ICLR)
(2018)

http://arxiv.org/abs/1511.06434


Deep Learning



Dual Path Convolutional Neural Network
for Student Performance Prediction

Yuling Ma1,2, Jian Zong1, Chaoran Cui3(B), Chunyun Zhang3, Qizheng Yang1,
and Yilong Yin1(B)

1 School of Software, Shandong University, 250100 Jinan, China
mayuling@mail.sdu.edu.cn, ylyin@sdu.edu.cn

2 School of Information Engineering, Shandong Yingcai College, 250104 Jinan, China
3 School of Computer Science and Technology,

Shandong University of Finance and Economics, 250014 Jinan, China
crcui@sdufe.edu.cn

Abstract. Student performance prediction is of great importance to
many educational domains, such as academic early warning and person-
alized teaching, and has drawn numerous research attention in recent
decades. Most of the previous studies are based on students’ histori-
cal course grades, demographical data, in-class study performance, and
online activities from e-learning platforms, e.g., Massive Open Online
Courses (MOOCs). Thanks to the widely used of campus smartcard, it
supplies an opportunity to predict students’ academic performance with
their off-line behavioral data. In this study, we seek to capture three
student behavioral characters, including duration, variation and peri-
odicity, and predict students’ performance based on the three types of
information. However, it is highly challenging to extract efficient features
manually from the huge amount of raw smartcard records. Besides, it is
not trivial to construct a good predictive model for some majors with
limited student samples. To address the above issues, we develop a novel
end-to-end deep learning method and propose Dual Path Convolutional
Neural Network (DPCNN) for student performance prediction. More-
over, we introduce multi-task learning to our method and predict the
performance of students from different majors in a unified framework.
Experimental results demonstrate the superiority of our approach over
the state-of-the-art methods.

Keywords: Student performance prediction · Campus behavior ·
Convolutional Neural Networks (CNN) · Multi-task learning

1 Introduction

As one of the most popular topics in educational data mining, student perfor-
mance prediction plays a crucial role in many educational domains, e.g., student
academic early warning and personalized teaching [1–3]. For example, based
on the results of a predictive model, the instructor can provide personalized
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intervention and guidance to improve student learning, especially for those low-
performance students [2]. In recent decades, extensive research effort has been
devoted to student performance prediction [4]. Owing to the convenience of
collecting data, a large portion of studies focus on e-learning platforms, e.g.,
MOOCs [5,6], and predict students’ performance based on online study activity
logs. However, these data concerned with online activities is hardly captured in
off-line learning scenarios. With students’ historical course grades, demograph-
ical data, and their study records on target course (i.e., the course to be pre-
dicted), the other series of researches construct predictive models by direct use
of part or whole of the aforementioned data [2,3,7]. However, these studies gen-
erally suffered from limited efficient features/predictors.

Thanks to the development of information technology, campus smartcards
are widely used in colleges, which record about students’ campus activities in an
unobtrusive way. It supplies an opportunity to predict students’ academic per-
formance from the new perspective of campus behaviors. Recent studies illus-
trate that such real-time digital records generally can reveal some behavioral
factors correlated with student academic performance [8,9]. Intuitively, a cer-
tain swiping card behavior of a student may reflect an incident that happened
to him/her, e.g., swiping smartcards in the library, campus supermarket and
dormitory generally means studying, shopping and relaxing, respectively. Each
implicit incident may be correlated with students’ academic performance, e.g.,
if a student spends long time in library, there is a very high probability that
he/she is a diligent student and will achieve good academic performance.

Motivated by the aforementioned analysis, in this paper, we aim to model
three behavioral characters, including duration, variation and periodicity, and
construct predictive models for students’ performance with the three types of
information. Besides, considering inconsistent course settings across majors, we
view constructing predictive model for different majors as different tasks. How-
ever, it is highly challenging to construct good predictive models owing to the
two following issues:

(1) Traditional handcrafted features are highly dependent upon human experts
and domain knowledge, and it is thus highly challenging to extract efficient
features manually from huge amount of raw smartcard records.

(2) The number of students varies from major to major. For the majors with
limited student samples, it is not trivial challenging to train a good predictive
model.

To address the above issues, in this study, we exploit a novel end-to-end
deep learning approach to predict student academic performance. Recent results
indicate that the implicit features extracted from the Convolutional Neural Net-
works (CNN) are very efficient [10], and it has been empirically illustrated that
CNN has powerful ability to hierarchically capture the spatial structural infor-
mation [11]. Benefiting from these findings, we employ CNN to learn features
from the raw smartcard records, and propose a Dual Path CNN method, called
DPCNN, to model the aforementioned three behavioral characters. Specifically,
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we represent students as tensors by direct use of raw records, each dimension
of which denote time, location and date of swiping card behaviors, respectively.
Then two types of filters are designed according to the size of student tensor, and
utilized in the dual path network to model duration and variation, respectively.
By taking the date axis as the depth of convolutions, periodicity can be modeled.
Besides, given limited student samples in some majors, we introduce multi-task
learning [12] to our method. Through the shared convolutional layers followed
by task-specific fully-connected networks, predictive models for different majors
can be trained in a unified framework. In this way, the problem of data scarcity
can be alleviated. Our contributions are four-fold:

• Instead of extracting features manually, we exploit end-to-end learning style
to predict students’ performance. To the best of our knowledge, such a deep
learning approach for student performance prediction in traditional teaching
scenarios has not been previously reported.

• We propose a dual path CNN method, which is comprised of dual path convo-
lutions followed by three-layer fully-connected networks, and three aforemen-
tioned behavioral characters can be modeled based on well-designed filters.

• We construct predictive models for different majors simultaneously following
the idea of multi-task learning. Benefiting from relatedness between majors,
the problem of data scarcity can be effectively alleviated.

• Experimental results demonstrate the superiority of our approach over the
state-of-the-art methods.

In the following, we will briefly review related works, then the proposed
method DPCNN is detailed in Sect. 3. We report experimental results and anal-
ysis in Sect. 4, followed by the conclusion and future work in Sect. 5.

2 Related Work

As one of the most important research branches of educational data mining,
there has been a large body of work on student performance prediction in
recent decades. Owing to the convenience of collecting data, many efforts have
been devoted to predicting performance based on online activity logs from e-
learning platforms, including MOOCs [5,6,13–17], Intelligent Tutoring Systems
(ITS) [18–20], Learning Management Systems (LMSs) [1,21–24], Hellenic Open
University (HOU) [25,26], and other platforms [27–31]. For example, Ren et al.
predicted grades using data from MOOC server logs, such as the average num-
ber of daily study sessions, total video viewing time, number of videos a student
watches, and number of quizzes [6]. Macfadyen et al. developed predictive mod-
els of student final grades based on LMS tracking data, including the number
of discussion messages posted, number of mail messages sent, and number of
assessments completed [23]. Zafra et al. predicted students’ performance (i.e.,
pass or fail) with the information about quizzes, assignments and forums stored
in Moodle, which is a free learning management system [24]. As can be seen,
the above studies for e-learning platforms have mainly relied on the data about
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students’ online activities, which is hardly accessed in off-line study scenarios.
Another line of studies utilized students’ demographical data, in-class study per-
formance, and their past course grades to construct predictive models for student
performance [2,3,7,32–36]. To name a few, Huang et al. predicted students’ final
grades for a course based on scores in three mid-term exams and grades in four
pre-requisite courses [2]. Meier et al. predicted students’ final grades based on
the performance assessments on homework assignments, mid-term exam, course
project, and final exam [3]. Ma et al. predicted students’ performance prior to
a course’s commencement with their historical course grades as well as course
description [7]. Marbouti et al. utilized the in-class performance factors, includ-
ing grades for attendance, quizzes, and weekly homework, to predict at-risk
students [32]. However, these researches generally suffer from limited efficient
features.

Recently, there is a growing trend to predict students’ performance based on
their behavioral data, which is instantly recorded in campus smartcards [8,9].
In [8], the authors extracted two high-level behavioral characters, including
orderliness and diligence, to predict students’ GPA ranking. In [9], besides
orderliness and diligence, two more factors, i.e., sleeping pattern and friend fac-
tors, were extracted to construct predictive models. However, these features are
extracted in a manual way, which are highly dependent upon human ingenuity
and prior knowledge.

3 Framework

In this section, we first represent student samples as tensors based on their
smartcard records, then the DPCNN framework is proposed, followed by multi-
task learning and the implementation Details.

3.1 Student Representation

In our dataset, smartcard records cover the period from September 01, 2013
to August 31, 2015 (i.e., 730 days totally), and the time of swiping card in
each day varies from 6am to 12 pm (i.e., 18 h totally), which may occur at
12 campus places, e.g., the library, canteen and dormitory. As aforementioned,
instead of extracting features manually, we seek to learn representations for
student samples with deep learning methods. Therefore, we denote a student
sample as a tensor X ∈ Rt×l×d by using the raw records directly. Here, t denotes
the number of time intervals that a day is split into, l denotes the number
of campus places where swiping card behaviors may occur, and d denotes the
number of days during the period covered by smartcard records. If a student X
has a record of swiping smartcard at the jth campus place in the ith time interval
of the kth day, Xijk equals 1, otherwise it equals 0. As can be seen easily, in this
study, the value of l and d is 12 and 730, respectively. Additionally, we divide
the swiping card period in a day into 18 time bins, each of which spans 1 h.
Thus, t is equal to 18. With tensors, we can analysis students’ behavioral data
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from multiple views, i.e., temporal dimension, spatial dimension and periodic
dimension.

3.2 Dual Path CNN

As aforementioned, CNN has powerful ability to hierarchically capture the spa-
tial structural information. We thus choose CNN as the backbone to construct
our framework. In this part, we first analyze how to adopt convolutional opera-
tions to model the behavioral characters, and then details the proposed method.

Given a student tensor X ∈ Rt×l×d, we attempt to employ filters of different
size to model different behavioral characters. They are as follows: (1) filters of size
α× l with taking the date axis as the depth of convolutions. Here, l equals to the
width of the tensor, which denotes the number of campus places (i.e., 12 in this
work), and α ≤ t is a hyperparameter, which means how many time intervals can
be observed per convolution. Trough convolutional operations upon the tensor
X along the axis of time intervals, swiping smartcard behaviors at different
time in a day can be observed, and the changing patterns of these behaviors in
temporal domain can be captured. In this way, the behavioral character duration
can be modeled; (2) filters of size t × 1 with taking the date axis as the depth
of convolutions. Here, t is consistent with that in X ∈ Rt×l×d, both of which
equal the number of time intervals a day split into (i.e., 18 in this study), and
the width of such filters is set to be one. The reason is that we consider only
one campus place per convolutional operation. Similarly, with the proceeding
of convolutions along the axis of location, swiping card behaviors at different
places can be observed, and the changing patterns of these behaviors in spatial
domain can be captured. In this way, the behavioral character variation can be
modeled. Additionally, the depth of both the above-mentioned convolutions are
the date axis, and thus periodicity of campus behaviors can be modeled.

Based on the above analysis, we propose a novel Dual Path Convolutional
Neural Network, called DPCNN, to model the aforementioned high-level behav-
ioral characters. Figure 1 presents the architecture of DPCNN, which is com-
prised of dual path convolutional layers followed by a three-layer fully-connected
neural network. The aforementioned two types of filters are exploited as a start
in dual path convolutions, i.e., filters of size α× l for the top path (i.e., Path1) to
model duration, and filters of size t×1 for the bottom path (i.e., Path2) to model
variation. Here, l and t is equal to 12 and 18, respectively, as aforementioned.
The hyperparameter α is empirically set to be 3 based on the data used in our
study. In order to fetch more information, more filters of size α× l / t×1 can be
adopted in the Path1/Path2 as the first-level convolutional layer. Besides, it was
empirically observed that layerwise stacking of convolutions often yielded better
representations [37]. Thus more levels of convolutional layers are employed in
the dual path structure. Due to limited storage, the first level of convolutions
in dual path both exploit 64 filters, which is followed by three more levels of
convolutions with 128, 256, 512 filters, respectively. Finally, the output features
generated from path1 and features from path2 are both rearranged to be feature
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Fig. 1. DPCNN architecture. Cov: Convolution; ⊕: Concatenation operation; FC:
Fully-connected

vectors, which are concatenated and then fed into a three-layer fully-connected
network to make predictions.

In our study, the labels are the ranking of students’ accumulated Grade
Point Average (GPA), and thus we follow the idea of learning-to-rank to train
our model. Formally, we denote each pairwise comparison by a triple (Xi;Xj ; y),
where Xi,Xj ∈ Rt×l×d are two student samples, and y ∈ {+1,−1} is a label.
y = +1 denotes that the former student (i.e., Xi) is ahead of the latter Xj ’s
ranking, and y = −1 means the reverse. We denote the dataset consisted of
n pairwise comparisons as D =

{(
Xk

i ,Xk
j , yk

)}n

k=1
. The goal of our task is to

learn a mapping function f(X) → R that can give the predictive real value for
each student sample. The desired mapping function is obtained by minimizing
the hinge loss function as follows:

L =
∑

(Xi,Xj ,y)∈D

max(0, y(f(Xj) − f(Xi)) + 1) (1)

3.3 Multi-task Learning

The data used in this study are behavioral records of 8199 undergraduate stu-
dents from 19 majors, and the label of a student is his or her ranking based on
students’ GPA in his or her major. Due to inconsistent course settings across
majors, it may be irrational to construct a common predictive model with mix-
ing data of different majors brutally. Therefore, we view constructing models
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for different majors as different tasks. However, the number of students varies
across majors from 100 to 600. For the majors with limited students, it is highly
challenging to train a good predictive model. Multi-task learning is an empiri-
cally good solution, which can train classifiers for multiple related tasks simul-
taneously [12]. Though we view constructing classifiers for different majors as
different tasks, these tasks may be correlated owing to the similarity of courses
and teaching styles from similar majors, such as computer science and electronic
engineering [9]. We thus introduce multi-task learning to our framework. Hard
parameter sharing is the most commonly used approach to multi-task learning in
neural networks, which generally applied by sharing the hidden layers between
all tasks, while keeping several task-specific output layers [38]. Motivated by this,
we let all the tasks share representation learning layers (i.e., the dual path convo-
lutional layers of DPCNN) while remaining the final three-layer fully-connected
networks task-specific. Extension experiments illustrate the appealing effective-
ness of multi-task learning, which is reported later.

3.4 Implementation Details

The python libraries, including “torch” and “torchvision”, are used to build
our network. As aforementioned, in our study, student samples are denoted by
tensors of size 18×12×730. Thus, filters of size α×12 and 18×1 are utilized to
model duration and variation, respectively. The hyperparameter α is empirically
set to be 3. Additionally, we take the axis of date as the depth of convolutions
to model periodicity. With the limited storage, we utilize 64 filters to fetch more
information in the first-level convolutions, and three more levels of convolutions
are exploited to yield a better representation, with 128, 256 and 512 filters,
respectively. More specifically, in DPCNN, the top path (i.e., Path1) starts with a
64 filters of size 3×12 convolutional layer, followed by three levels of convolutional
layers with 128, 256 and 512 filters of size 3×1, respectively. Similarly, the Path2
starts with a 64 filters of size 18 × 1 convolutional layer, followed by three levels
of convolutional layers with 128, 256 and 512 filters of size 1 × 1, respectively.
In our framework, the output of the fully connected layer is a single real value
corresponding to the predictive score of a student. The stride of convolutions is
1. The network can be effectively optimized with the Adam method.

4 Experiments

In this section, we first details the data used in our study, and then introduce two
performance measures. Finally, the proposed framework DPCNN are compared
with the state-of-the-art methods, and the effects of dual path structure and
multi-task learning are studied.

4.1 Data Description

The data used in this paper has been publicly accessed on a national undergrad-
uate big data competition platform. It consists of 13,700,000 smartcard records
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of 8199 undergraduate students from 19 majors, which cover the period from
September 01, 2013 to August 31, 2015. These data records a large volume
of students’ campus behaviors, such as paying for meals, entering/exiting the
dormitories, and entering the library. These behaviors may occur at 12 differ-
ent campus places, including cafeterias, campus supermarket, library, dormitory,
laundry room, campus bathroom, boiled water room, printing center, academic
affairs office, school bus, campus hospital, and card center. Besides, academic
performance data is also supplied, which denotes a student’s GPA ranking in his
or her major. Following the idea of learn-to-rank, the input samples are pairs
of student. In the implements, due to limited computational resources, we ran-
domly select approximately 200,000 pairs of student. 70% and the remained 30%
are utilized to train and test our model, respectively.

4.2 Evaluation Metrics

Since we follow the idea of learning-to-rank to train our model, we exploit Spear-
man’s rank correlation coefficient [39], which is one of most important ranking-
based methods, to evaluate the performance of the proposed method. Spearman
coefficient can measure the correlation between the predicted rank and the actual
rank, which can be defined as

ρ = 1 − 6
∑m

i=1(r̂(Xi) − r(Xi))2

m(m2 − 1)
(2)

where m is the number of students under consideration, r̂(Xi) and r(Xi) are the
predicted rank and the actual rank of the student Xi, respectively. The higher
the Spearman coefficient, the better the prediction performance.

Besides Spearman coefficient, we also care about accuracy of our model.
Given a data set D =

{(
Xk

i ,Xk
j , yk

)}n

k=1
, the accuracy is defined as below.

acc =
1
n

n∑

k=1

I(ŷk = yk) (3)

Here for predicate π, I(π) equals 1 if π holds and 0 otherwise, ŷk and yk are the
output label and the actual label, respectively.

4.3 Performance Comparison with State-of-the-Art Methods

In this part, to demonstrate the effectiveness of the proposed network, we com-
pare the DPCNN model against the following two state-of-the-art methods for
student performance prediction.

• RankNet, a well-known supervised learning to rank algorithm, was utilized
to predict the ranking of students with two high-level behavioral charac-
ters including orderliness and diligence [8]. The two features were extracted
from smartcard records in a manual way. Specifically, the authors calculated
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orderliness based on two behaviours: taking showers in dormitories and hav-
ing meals in cafeterias, and roughly estimated diligence based on two other
behaviours: entering/exiting the library and fetching water in teaching build-
ings. More details can be found in [8].

• MTLTR-APP is a multi-task predictive framework based on a learning-
to-rank algorithm proposed in [9]. This method took both the difference of
majors and the difference of semesters into account, and considered construct-
ing predictive models for students’ performance in different semesters as dif-
ferent tasks, even if the students came from the same major. MTLTR-APP
can thus capture inter-semester correlation, inter-major correlation with con-
straints upon model parameters. Three handcrafted behavior features (i.e.,
orderliness, diligence, and sleep pattern) as well as student similarity, were
employed to predict student performance.

Table 1. Comparison of DPCNN with the state-of-the-art methods

Methods acc (Accuracy) ρ (Spearman coefficient)

RankNet 0.5980 0.2800

MTLTR-APP 0.6012 0.2905

DPCNN 0.7658 0.6964

We implement the two above methods on our dataset, to demonstrate the
effectiveness of the proposed method. It is necessary to mention that in our
dataset, the label information is the ranking based on students’ accumulated
GPA rather than GPA in each semester. Inter-semester correlation is thus dis-
carded when we implement the MTLTR-APP method. Table 1 shows the per-
formance of DPCNN and the two above methods. It can be observed that the
proposed DPCNN has the highest accuracy as well as Spearman coefficient.
Compared with the RankNet method, the proposed DPCNN further improves
the accuracy and Spearman coefficient by an absolute value 16.78% and 41.64%,
respectively. Likewise, DPCNN also makes large improvements against MTLTR-
APP, i.e. 16.46% on accuracy and 40.59% on Spearman coefficient. The better
results demonstrate the proposed dual path network is capable of learning bet-
ter representation from huge amount of raw smartcard records, compared with
handcrafted features used in the RankNet and MTLTR-APP approaches.

4.4 Effect of Dual Path Structure

In order to demonstrate the appealing effectiveness of the dual path architecture,
we intentionally design two kinds of networks, which merely owns the top path
(i.e., the bottom path is discarded) and the bottom path (i.e., the top path is dis-
carded), respectively. For convenience, we denote them as Single-Path1 network
and Single-Path2 network, respectively. The results are reported in Table 2.
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Table 2. Comparison of DPCNN with single path networks

Methods acc (Accuracy) ρ (Spearman coefficient)

Single-Path1 network 0.7540 0.6353

Single-Path2 network 0.7326 0.5990

DPCNN 0.7658 0.6964

As can be seen from Tabel 2, the DPCNN is obviously superior to both
Single-Path1 network and Single-Path2 network on the two evaluation metrics.
In particularly, the DPCNN obtains the Spearman coefficient of 0.6964%, which
makes large improvements, i.e. 6.11% compared with Single-Path1 network and
9.74% compared with Single-Path2 network. The reason may be that Single-
Path1 network merely utilize filters of size 3 × 12, and it thus only can capture
the two behavioral characters including duration and periodicity, i.e., variation
is missing. Likewise, Single-Path2 network merely utilize filters of size 18 × 1,
and it thus can capture variation and periodicity, but lose duration. Benefitting
from the dual path structure, DPCNN can capture all of the three behavioral
characters, and thus make a better prediction.

4.5 Contribution of Multi-task Learning

As aforementioned, we take student performance prediction for different majors
as different tasks due to the consistent course settings across majors. To alleviate
the issue of data scarcity, we follow the idea of multi-task learning and construct
predictive models for multiple majors in a unified framework, i.e., a novel deep
network of sharing the convolutional layers (i.e., representation learning layers)
while keeping the final three-layer fully-connected networks (i.e., output layers)
task-specific. In this part, we care about the benefits from multi-task learning.
To this end, we predict student performance with the two following single-task
methods. The results are reported in Table 3.

• Single-task network constructs predictive models for each major separately
without considering the relatedness between tasks. Specifically, we divide the
data set into 19 subsets corresponding to 19 majors. Each task owns the whole
network DPCNN (i.e., without sharing convolutions), and predictive model
for each major is trained one by one. In this method, the average performance
is reported.

• Mixed-data method views constructing predictive models for all majors as
a whole task. In other words, the whole DPCNN framework are shared, and it
trains a common model for all majors through mixing data of different majors
brutally, i.e., the whole DPCNN framework are shared, without task-specific
layers.

As can be seen from Table 3, the DPCNN achieves obviously better perfor-
mance compared with Single-task network as well as the Mixed-data method.
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Table 3. Comparison of DPCNN with single-task methods

Methods acc (Accuracy) ρ (Spearman coefficient)

Single-task network 0.7507 0.5889

Mixed-data method 0.7259 0.6100

DPCNN 0.7658 0.6964

Specifically, first, Mixed-data method obtains the worst performance on accu-
racy, and thus illustrate that it is irrational to train a common model for different
majors. Second, the performance of DPCNN makes a great improvement com-
pared with that of Single-task network, i.e., 1.51% for accuracy and 10.75% for
Spearman coefficient. The reason may be that DPCNN constructs different pre-
dictive models for different majors in a unified framework, and the relatedness
between tasks can be implicitly exploited. Third, intuitively, higher accuracy is
generally accompanied by a higher Spearman coefficient. Surprisingly, when we
compare Single-task network with Mixed-data method, we find that the Single-
task network is superior to the Mixed-method on accuracy, while inferior to
Mixed-method on the Spearman coefficient. The result may be that in the imple-
ments, we sample some pairs of student from each major rather than utilizing
all the pairs to construct predictive models.

5 Conclusion and Future Work

In this paper, we predict academic performance based on a large-scale students’
behavioral data. Instead of using handcrafted features, we exploit end-to-end
deep learning method. To model the three behavioral characters including dura-
tion, variation and periodicity, we propose dual path convolutional neural net-
works. Through dual path convolutions upon student samples, which are repre-
sented as tensors, duration and variation can be modeled, respectively. Besides,
by taking the date dimension of tensors as the depth of convolutional operations,
periodicity can be modeled. Then we introduce multi-tasking learning into our
framework, and let multiple tasks share the common convolutional layers while
remaining the final three-layer fully-connected networks task-specific. By com-
paring with two baselines, we show the effectiveness of our proposed DPCNN
for predicting academic performance. Moreover, extension experiments illustrate
the effectiveness of both dual path structure and multi-task learning.

Though the proposed approach DPCNN can achieve a better presentation
automatically as well as better performance, it fails to show the relationship
between campus behaviors and academic performance. Thus more deep learning
methods, e.g., attention model, can be explored and exploited for our future
study. Besides, it should be noted that there exist many other factors affecting
student performance, such as psychological status, in-class study behaviors, and
historical course grades. Thus, it is also highly appealing to consider more factors
to predict student performance in the future.
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Abstract. Despite its popularity, the decision making process of a Deep
Neural Network (DNN) model is opaque to users, making it difficult to
understand the behaviour of the model. We present the design of a Web-
based DNN interpretability framework which is based on the core notions
in case-based reasoning approaches where exemplars (e.g., data points
considered similar to a chosen data point) are utilised to help achieve
effective interpretation. We demonstrate the framework via a Web based
tool called Deep Explorer (DeX) and present the results of user accep-
tance studies. Our studies showed the effectiveness of the tool in gaining
a better understanding of the decision making process of a DNN model
as well as the efficacy of the case-based approach in improving DNN
interpretability.

Keywords: Deep neural network interpretability · Visualisation ·
Decision boundaries · Interpretable machine learning

1 Introduction

Despite having the capability to outperform humans in many tasks, the inner
workings of DNN models often lack transparency and interpretability, leading to
a black box like behaviour [1]. For a user, it is difficult to understand the path
DNN models take to come to a decision. An interesting question that remains
unanswered is: What training data influenced the result?

A common approach to examine the behaviour of a DNN model is by a trial-
and-error based method where users would guess what types of training data or
features might be added or tweaked to affect the model. This approach tends to
be ad-hoc and time consuming. It would thus be useful to have an assisting tool
which help users to see and understand the decision making process of a DNN
in an intuitive manner.

In this work, we propose DeX, which is an interactive Web tool that helps
users better understand the decision making process of a DNN. The tool visu-
alises the similarity of data points in a DNN model transformed space for users
c© Springer Nature Switzerland AG 2019
R. Cheng et al. (Eds.): WISE 2019, LNCS 11881, pp. 147–161, 2019.
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to infer the decision criteria of the model. The visualisation elements of DeX
include (i) numerical values representing the probability distribution of these
data points among labels, (ii) clusters of data points in the DNN transformed
space, (iii) k-nearest neighbours of a specified data point, and (iv) boundaries
characterized by the model. DeX visualises a model’s training, test points and
decision boundaries, allowing users to carry out an interactive exploration of dif-
ferent models utilizing the dataset, as well as a visual comparison of two different
models. Using this tool, users can also spot potential weaknesses of models. We
have conducted user studies of the tool to demonstrate the effectiveness of the
proposed system.1

2 Related Work

There is an immense amount of related work relating to the domain of inter-
pretability of Deep Learning Models. We have selected the following topic areas
as closely related work.

Prototype Finding and Criticisms: A case-based reasoning approach [2] aims to
find examples or prototypes of the solutions of similar past problems that could
help solve new problems. In the context of deep learning interpretation, this
approach aims to find training data points that are close to other data points
within their own classes and far away from those in different classes. Prototype
methods involves presenting a minimal subset of “representative” samples from
a data set that can serve as a condensed view of the data set. For example,
prototype finding is solved as a set cover optimization problem by Bien et al. [3].

Another similar approach is criticisms, where data points that do not quite fit
the model are identified and referred to as criticism samples. Together with pro-
totypes, criticism can help humans build a better mental model of the complex
data space. For example, Kim et al. [4] make use of Maximum Mean Discrepancy-
critic which intends to find outliers in a class (referred as criticisms) that differ
the most to other data points belonging to the same class.

However, we argue that criticisms and prototypes alone cannot give users
sufficient information about why a model makes a certain classification deci-
sion on a data point. We can give more contextual information to the users in
terms of presenting other similar data points in the neighbouring classes and
characterising the differences between classes.

Visualization: Various visualisation techniques are used to explain the decision
making process of a deep learning model. The works in [5–7] present visualisation
techniques that aim to identify the most important training data that led to
certain model predictions (e.g., highlighting different areas of input images that
could help reveal the fact that the model factor in the local structure of an image
rather than the general scene). Yosinki et al. [8] also introduced a visualisation
tool that shows the activations formed on each layer of a trained deep learning
1 A video presentation of the system is available from: https://youtu.be/E87X9U53

sXg.

https://youtu.be/E87X9U53sXg
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model as it processes input data. Looking at the evolution of live activations
during training helps shape valuable insights about how the model works.

In our system, we allow for a visual comparison between two different mod-
els and their decision boundaries resulting from their training data. The tool
also allows easy identification of model weaknesses such as training and testing
errors. Subsequently, it will work towards providing answers to some of the fre-
quently asked questions users normally have in regards to the black-box workings
of DNN. We apply the work of Wu et al. [9] to improve the interpretability of
the DNNs through visualising the training & test data along with the model’s
decision boundaries, which will enable users to have a significantly better under-
standing of the model predictions and their decision-making process.

Interpretable Decision Boundaries: In this work, we make use of the previous
work done by Wu et al. [9] a method to enhance users’ understanding of a shared
DNN model. Given a training dataset and a model, the algorithm proposed in
this approach selects a small set of training data that best characterizes the
model’s decision boundaries. These data points are meant to give useful infor-
mation to the users to infer how a model prediction is made in relation to them.
They employed a max-margin based approach to select the most representative
training data that largely contributed to the forming of the decision boundaries
of a DNN model referred as interpretable decision boundaries. These training
data points are organized via an Explicable Boundary Tree (EB-tree) based on
the distances in the DNN transformed space.

3 Case-Based Interpretability Framework

The proposed framework is comprised of two parts: core interpretability process-
ing layer and Web-browser based visualisation and interactivity layer. Figure 1
illustrates the DeX architecture.

Interpretability Framework Core Processing Layer

Feature 
Extraction 

(e.g.,  
softmax 

layer)

Decision 
Boundary 
Analysis

Dimension-
ality 

Reduction 

Compute 
K-NN 

Web-based Visualisation and 
Interactivity Layer

JavaScript 
Modules for 
Visualisation 

Web 
Browser 

Input

An 
Existing 

Deep 
Learning 
Model

Dataset

Fig. 1. An overview of the framework

3.1 The Core Processing Layer

To start, a dataset2 is processed by a chosen DNN model and a Tensorflow
module extracts the features - the data representation in the hidden layers and
2 We used MNIST [10] in our case study implementation.
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the softmax layer of the model - from the model transformed space. The features
are in high dimension which is not ideal for visualisation. We use the following
three techniques to aid the visualisation of the features:

– t-SNE [11] for dimensionality reduction: the t-SNE algorithm is known to
preserve the local distances of the high-dimensional data. Using t-SNE, we
present the model’s representational data points in clusters, showing the most
similar data points as learned by the model. This forms the basis of our case-
based approach to interpretation where we enable users to view examples of
similar or dissimilar cases to infer the positioning of a new data point within
the model,

– pre-calculation of K Nearest Neighbours for each data point: K-NN searches
the data for the K instances that most resemble the point of interest. These
K instances can essentially be seen as the points the model looked at in
order to place/classify the point of interest, highlighting a model’s decision
process. To obtain the nearest neighbours for the models at hand, we use
the FALCONN [12] library for Python which is based on Locality-Sensitive
Hashing and a Euclidean distance nearest neighbour search,

– the decision boundary analysis: as mentioned before, we utilised the algorithm
proposed in [9] for this task. The analysis selects the most representative train-
ing data that largely contributed to the forming of the decision boundaries of
the DNN model. The results of this analysis is used by the visualisation layer
as another way to inspect the model’s behaviour. The boundary inspection
can help users better understand the classification results, as the nodes in
the boundary show examples of data points that the model considered most
ambiguous in making decision. It can highlight weaknesses of the model.

3.2 Web-Based Visualisation and Interactivity

Figure 2 shows the home screen of the application, which is implemented as a
set of browser-based Javascript modules using an MNIST trained model.

We can see the clustering of each of the classes for the training data points and
the relation between each of the predictions made by the model. Users can toggle
between showing data points of their choice, using the legend in Fig. 3a. This
functionality allows toggling between showing only the training data points, the
test points or individual classes from each of the training or test data. Figure 3b
shows the visualisation with only testing points.

Upon clicking on a data point, the data point’s k-NNs are highlighted where k
is set to 5 by default (Figs. 4a and b). The raw image of the data point clicked on
is also displayed in a larger format on the top left corner of the visualisation with
a button to ‘Explore k-NN’. With this feature users can visually see the relative
distance of the points in a 2D mapping gained from the higher dimensional
space. Hovering over each of the data points on the plot shows a tool-tip with
the raw image corresponding to the data point (Fig. 4b). This is to fulfil the
main aim of interpretability as the users will find it useful to know what each
of the data points actually looks like. This makes it more intuitive to the user
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Fig. 2. Home screen of the application

(a) Available Legend (b) Visualisation showing only Test Data Points

Fig. 3. Available visualisation controls

which features of the image may have lead to the classification decision, whether
it be mis-classified or correct.

The application allows spotting of two kinds of errors, training and test errors.
Training error refers to the incorrect predictions a model makes on training data.
This training data has been utilised to train the model and this essentially does
not imply that the model once trained will have 100% accurate performance
when connected back on the training data itself. In Fig. 5a, we can see two blue
training points predicted wrongly into the grey cluster. This itself will reveal to
the user a weakness in their model and using the feature of hovering over the
data points to look at the image associated with the points, the user can work
towards improving their model.

The second is a test error, which is the error received whilst running the
trained model on the test data. This data is used to reveal the true accuracy
of the model. In Fig. 5b, we can observe an orange test point mis-classified into
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(a) Example of k-NN Render (b) Closeup Example of Selected
Data Point’s k-NN Render

Fig. 4. Visualisation showing k-NN points

(a) Example of Training Error (b) Example of Test Error

Fig. 5. Visualisation highlighting errors (Color figure online)

the blue class cluster highlighting a test error. Once again, the easy spotting of
different colours with one cluster reveals a weakness in the model.

Another feature available is the exploration of the decision boundaries of the
model (Fig. 6a). The decision boundaries presented is the region of the model
in which the output label of a classifier is ambiguous. The decision boundaries
should help users better understand the similarity or dissimilarity of features
embodied in the boundary and in the test data. Observing if the nodes in the
decision boundaries are clearly separated or not can reveal the weakness of a
model. To improve their model users can use the data in the congested areas
where nodes are found close together as a seed to fine tune the model.

Seeing the k-NN and the corresponding raw images, users can more eas-
ily infer how the model classified the data point based on their similarities. In
Fig. 6b, we see an interesting example of the k-NN render of a data point. The
data point selected with true label 0 (red cluster) is predicted incorrectly to be
of class 4 (purple cluster). Looking at the raw image of this point, a human can
interpret this number as either a 4, a 9 (brown cluster) or a 0. We can see this is
exactly what the model thought as well as the k-NN appear in 3 of the clusters
and hence a weak point can be pinpointed in the model in this area.
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(a) Visualisation of Decision Boundaries (b) Interesting case of k-NN

Fig. 6. Other visualisation effects (Color figure online)

When selecting a data point, users can further inspect the data point’s k-NN
by clicking on the ‘Explore k-NN’ button to see more detailed display of the raw
images and labels corresponding to the k-NN. This will be useful in the case
when a user wants to better interpret the relationships and similarities within
decisions made by the model.

We also implemented a feature of uploading a test data point to show its
k-NN in the boundaries. This is similar to an instant visualisation of exactly the
path the model takes in making a decision depending on input data. Currently
the test points allowed to be uploaded are from the existing test dataset only.

Fig. 7. A model comparison view

The model comparison feature (Fig. 7) allows the rendering of a side-by-side
comparison of two different models. Users have a variety of options available
to choose from in the comparison mode (permutation of different models and
layers). All the features mentioned before are also available in this visualisation
mode. Whatever action a user performs on one of the models will render the
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same action to be performed on the other: An interactive visualisation that
allows users to carry out and interpret model comparison more efficiently. This
makes evaluation of models much easier by dealing with behaviour rather than
numerical values. DeX also have various other features including the option to
choose the value of k for the k-NN render, zooming in and out of the visualisation,
a help menu, ability to view different layers, all of which have been aimed at
mitigating the black-box phenomenon of DNN.

4 Experiments

We have conducted user acceptance studies using the case study implementation
with the MNIST dataset. We describe the testing setup and summary result,
followed by detailed descriptions of the findings by user tasks/goals.

Setup: We invited 13 participants having basic understanding of neural networks
and machine learning for a user acceptance study. The participants who took
part had a wide range of experience levels with neural networks and similar
themes, which was shown to affect the results of this user study. The study was
carried out at 3 different locations, all on displays of 1920× 1200 resolution. We
aimed to answer the following two research questions in this study:

1. Determine if the DeX application allows users to gain a better insight about
the DNN model they are exploring.

2. Evaluate how efficient the user interface of DeX is.

We designed 8 tasks in total. The testing is concluded by a few follow up
questions. The first part of completing the task allowed us to gain insight into the
usability of DeX, whereas the second part of answering the follow up questions
highlighted the usefulness of DeX in improving the interpretability of DNN. For
each user, 5 min were allocated to introduce them to the aim of the research
project and the DeX application. 30 min were allocated to complete the tasks,
including the answering of the follow up questions. At the end of each user study
session, participants were given an online post-questionnaire to complete in their
own time. Some participants exceeded the 30 min time due to curiosity of some
of the features i.e. they asked many questions in between.

Result Summary: We recorded the time took by each participant in completing
each of the task. Average task completion times (in seconds) are reported in
Table 1. The participants took longest to carry out task 4 (finding the train-
ing/test errors) while users struggled most with task 6 covering the decision
boundaries.

4.1 Detailed Results

Exploring k-NN (Tasks 2–3): In these tasks, participants were asked to use
the application to explore the k-NN of a random point of their choice from
the presented model and then later change the number of k-NN being displayed.
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Table 1. Tasks and result summary for user acceptance testing

Task No./Description Results Time

1. Which one is a better
model? (Using numerical
statistics)

13/13 people correctly guessed the better
model

N/A

2. Find and explore the k-NN
of a random point

13/13 people found k-NN helpful for
understanding model decisions

54.9

3. Change the number of
k-NN being explored

13/13 people correctly completed the task 16.7

4. Find a train and test error 13/13 people found it helpful to discover the
error points using the visualisation in
understanding model behaviour

72.3

5. Upload a test data point 12/13 people correctly completed the task 37.8

6. Explore the decision
boundaries

12/13 people found the decision boundaries
to be insightful in discovering model
behaviour

71.2

7. Look at a different layer 12/13 people found it useful having the
option to look at different layers

22.2

8. Compare models using
Model Comparison feature

13/13 people preferred this comparison
method over numerical comparison

61.5

Whilst the participants carried out the required tasks, we were able to determine
the usability of the feature and were able to gain knowledge of the practicality
of this method through our follow up questions.

The users were required to carry out these tasks by using the mouse pointer
to click over a data point in order to highlight the required neighbours. The user’s
first interaction with the application consisted of hovering over the data points to
explore the tool tips containing their corresponding images. Many participants
thought they had to use their own knowledge to calculate the k-NN of a point.
Once they were guided that the application would do this automatically and
that they can utilize the help menu, they proceeded to figure out how to display
the k-NN. Some of the participants did not require any assistance to complete
these tasks. Moreover, a few of the users found that the ‘Explore k-NN’ was not
obvious as it did not looked like a click-able button. So when asked to look at the
k-NN in a different view, the participants spent plenty of time looking around the
user interface and using the help menu. Other than this when asked to change
the number of neighbors being shown, 100% of the participants succeeded to do
so without any assistance. All participants found the result of the k-NN to be
similar to what they expected and liked the ability to see the two different views.

In the follow up questions, when the participants were asked whether the abil-
ity to view the k-NN of a chosen point is helpful in understanding the behavior
of the model, all of the replies were in favour (Table 1). This accentuated the
practicality and convenience of using k-NN as a method to improve the inter-
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pretability of Deep Learning Models. Participants highlighted that outliers would
be easy to spot and interesting to explore the similar cases. A point was also
raised about how this methodology would allow understanding complex models
more easily as the k-NN represent what the model deems most ‘similar’ when
looking at data points. A few participants highlighted the problems with the
black-box behaviour of a model and how this representation gave them a better
insight into the model’s ‘thinking’.

Spotting of Errors (Task 4): Before beginning these tasks to spot the errors,
participants asked for an explanation for what train and test errors were. Some
even went to the help menu to find this information. This highlighted that we
may need to include this type of information in the how-to and help menu. A few
participants complained that it was hard to see the test points in combination
with the train points, since there were so many. Participants did not figure out
the functionality of the toggle buttons as toggles existed between the test and
train data points. A few users also struggled to find the errors since there existed
none for train but some for test.

However, after understanding the definitions of training/test errors, some
commented that it was very useful that the visualisation in DeX basically high-
lighted the errors for them, that it was easy to spot the errors due to the colour
differences in clusters in comparison to just reading the accuracy values.

Another approach participants took in identifying errors was to look at the
k-NN and search for mislabeled points in the ‘Explore k-NN’. Furthermore they
hovered over the data points in the visualisation to see the corresponding images
in the clusters. When designing the tool, we did not anticipate that these meth-
ods could be used to spot errors, so it was very insightful in observing participants
doing so.

Also, using the same approach, two participants discovered human errors
which consisted of training data being labeled incorrectly: a 5 was found in
the 3 cluster because it was labeled as a 3. This was not the models fault and
highlighted how human error can affect a models behavior. In fact, we were not
aware of this human error ourselves until it was pointed out by the participants
during the study. This underlined the effectiveness of visualising the dataset
along with similar images for each data point.

Participants suggested that we provide additional information such as the
true vs. predicted labels in order to make training or test errors more explicit.
Another suggestion was made to consider colour-blind users and how they may
not be able to spot errors in the current colour scheme involving red and green.

During the testing for this feature, we also found a bug in the toggles and
how the colours did not match up to the toggle actions.

100% of the participants highlighted that they would rather use DeX to
discover errors existing in their models (as shown in Table 1), since the errors
were easy to spot and complimented by the k-NN feature. Feedback was received
regarding the k-NN feature in DeX revealing more information about what data
points the model considered similar and discover the reason why the error may
be labeled as is. The metric results in Table 1 and feedback received emphasized
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the effectiveness of the t-SNE clustering and test error spotting mechanism as
well as re-validated the feasibility of using k-NN as methods to improve the
interpretability of deep learning models.

Uploading a Test Point (Task 5): Participants found this technique very
useful, as it would allow for fast revealing of the result of model classification for
a test point. All participants agreed that the tool would be very useful if new
unseen test points could also be classified using the same method of uploading
a test point. Participants revealed that they would use the tool to see if test
points are correctly placed and further be able to explore the point of interest’s
neighbours. Many appreciated the fact that this visualisation allows doing such
exploration, as the conventional way of feeding the point to a classification work-
flow, e.g., Tensorflow, gives a black-box result and does not reveal much about
the decision of the model. Users liked the feature of being able to quickly figure
out if the model classified a funny looking digit wrong before technically improv-
ing the model to classify the digits correctly. The result and feedback confirmed
the efficiency of the upload test point feature within the DeX application.

One user suggestion was to change the name of “upload test point” to ‘check
test point’ to better describe what it does currently as no new test points can
be currently uploaded for evaluation.

Decision Boundaries (Task 6): Participants found this feature to be the
most confusing. This was because when asked to look at the decision boundaries
they went in with the pre-conceived idea that the term ‘boundaries’ referred
to the edges of each of the class clusters. Furthermore, when the interpretable
boundaries were displayed they could not spot the information icon to find out
what boundaries were actually telling them. Once aided to look at the help
information they were able to understand what was happening. The feedback
given was that having to look at the ‘boundaries’ as such was confusing due to
previous knowledge of boundaries being the gap between two differing clusters.
A few participants were not able to grasp the meaning of the line connecting
two nodes. Since it was called decision boundaries, they thought that the line
outlined a boundary where in fact the line was just a connection between two
nodes which the model finds most ambiguous. The participants suggested that
the lines should not be called ‘decision boundaries’ but something along the lines
of an ‘ambiguity tree’.

After reading the explanation through the information icon, participants
understood what the decision boundaries were actually showing: Many saying
that it seems to tell you a big picture/overview of how the model is performing
and how to improve the model accordingly. After viewing the boundaries, some
even went on to identify a few cluster areas where improvement can be made by
adding more data points. Overall, 12/13 participants found the decision bound-
aries insightful in discovering the model at hand (Table 1) which signified the
effectives of using decision boundaries as a method to better interpret deep
learning models.
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Viewing Different Layers of a Model (Task 7): Users found the option
to view different layers highly beneficial. After being explained the functionality
of different layers in a model, even the participants with little knowledge of
the purpose of different layers found the visualisation to be highly useful. The
feature of viewing different layers was highlighted to explain the incremental
improvement nature of a DNN model in terms of generating the final results,
which the users found insightful. This showed the practicality and benefits of
allowing exploration of different layers as a feature in DeX. This was further
supported by the number of people who found it a useful option to understand
the model (12/13 metric, in Table 1).

Model Comparison (Task 1 and 8): One of our main goals was to test the
advantage of comparing models visually, using the comparison feature we offered
in DeX, over a conventional method such as reading the numerical accuracy of
the models. For this, we set the participants to carry out a comparison of two
models using only the numerical accuracy of the models vs. using the DeX’s
model comparison feature. All of the participants answered correctly as to which
model was better using both methods. The participants revealed their thinking
process whilst answering our follow up questions. In the numerical accuracy
method, the participants explained they chose the model with the higher number
as being better of the two. In the visual method using DeX, users stated that
the visual component allowed them to explore the model better and grasp better
information about it, which is what lacked in the numerical comparison method.
Various participants also expressed that using the visualisation in combination
with the numerical details of the model will make a very powerful comparison
technique. DeX indeed offers this, the numerical details were omitted during
the testing in order to draw an effective comparison between comparing models
using numerical analysis vs. comparing models using our visualisation methods.

When using the visualisation for model comparison, the expected path taken
was to explore the models using all the features evaluated prior to this feature i.e.
k-NN, decision boundaries, finding errors etc. However most participants based
their judgement on the visualisation and visibility of clustering and errors only.
Most of the users who had basic yet limited knowledge of neural networks were
able to intuitively arrive at the decision of which model was better due to the
“neatness” of the clustering. Three participants also went on to use the decision
boundaries due to the understanding they gained through the information they
gained from Task 7. These observations brought attention to the most useful
features (t-SNE visualisation and decision boundaries) of DeX that were used
to understand a model in order to make a comparison.

There were also some cases where users did not notice the model compari-
son tab in the navigation bar and proceeded to compare models by switching
between viewing the different models from the model dropdown menu. At the
end of the model comparison when the user had come to a decision, they high-
lighted how it was a bit annoying having to switch between two of the models to
compare details. When the facilitator pointed out they could carry out the model
comparison side by side, the participants were intrigued and appreciative of the
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feature. Although already having arrived at a decision for the better model, they
used the Model Comparison feature to re-explore both models side-by-side and
complimented on the practicality of such a feature, further validating the utility
of the Model Comparison feature.

Table 2. Post task questionnaire. All the answers were given in a 5-point scale of
agreement scores (1: strongly disagree, 2: disagree, 3: neither agree nor disagree, 4:
agree, 5: strongly agree). The ‘+’ next to the average score indicates the higher the
score the better whereas the ‘∗’ indicates the lower the score the better.

Statement Avg. Std. Dev.

1 - I found the system unnecessarily complex 3.22∗ 1.13

2 - I found the system very cumbersome to use 1.90∗ 0.99

3 - I think that I would need the support of a technical person to
be able to use this system

1.78∗ 0.63

4 - I needed to learn a lot of things before I could get going with
this system

2.00∗ 0.94

5 - I found there was too much inconsistency in this system 1.89∗ 0.74

6 - I think that I would like to use this system frequently 4.00+ 0.67

7 - I thought the system was easy to use 3.89+ 0.87

8 - I found the various functions in this system were well
integrated

3.80+ 0.31

9 - I would imagine that most people would learn to use this
system very quickly

4.11+ 0.87

10 - I felt very confident using the system 3.70+ 0.82

11 - I would use this system to evaluate models of my own 4.67+ 0.67

12 - The user interface is a great tool to understand DNN models
better

4.22+ 0.92

4.2 Post-questionnaire

The result of the post-task questionnaire is presented in Table 2. The goal of
these questions was to get the users experience and opinion during the user
study and capture any insights we may have missed. The first 10 questions are
selected from the Software Usability Scale (SUS) questionnaire [13]. These results
of the participant’s answers to the questions demonstrates the effectiveness and
usefulness of the proposed system for better interpreting of deep learning models
and a better technique to carry out model comparison. For the first 4 statements
the lower is the score the better it is and for the remainder the higher the better.
Out of the results shown in Table 2, 11/12 statements achieved desirable scores.
Statement 1 received an average of 3.22 which was borderline, whilst we were
looking for a lower score. This response can be linked to the observation that
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users found the system a little difficult to learn at the beginning due to not being
able to navigate the help menu.

4.3 General Discussion

Although a pre-requisite of participating in the user study was to have a basic
understanding of neural networks, machine learning and clustering, we had a
wide range of knowledge levels within our participants. This is because we asked
the participants to self-rate their proficiency and experience on the topics. Inter-
estingly, participants doing research in the domain of NN asked many questions
while performing the tasks resulting in increase in their total completion time.
Experienced participants were positively surprised by the immediate effects of
the visualisation and being able to find out vital information about a model.

On the other hand, many of the users with limited knowledge of neural net-
works also asked questions i.e. what the data set was, what the visualisation was
showing, while reading the help information spread throughout the application.
After learning about what was going on, they were also positive about the tool.
All participants on average spent the least time on tasks 3 and 7 because these
involved selecting menu items only.

The participants also had some concerns regarding the loss of information
that may be caused due to the dimensionality reduction as they were not familiar
with what t-SNE does, once explained they were content with the work. Many
users used the phrase ‘like de-bugging the DNN model’ to describe their expe-
rience with the tool, after exploring the various aspects of the model using the
application.

Users had the general feedback of the placement and visibility of action but-
tons being improved: clickable buttons and menus were most times unnoticed by
the users despite the clear headings. For some of the tests carried out, the inter-
face took some time to load features, which was affected by the long-distance
between the hosting server and a client machine. During the other half of the
tests we were situated at the same location as the server and the interface did
not show lagging. Users who experienced the slow interface suggested imple-
menting a loading feedback mechanism so users are not confused as to thinking
the interface is not working. Another feedback provided was to have a short
video introducing the functionality of the system along with the help menu for
a fast learning of all of the features.

The visualisation was highly appreciated by all of the users. There was a
highly positive reflection on being able to identify various errors; weaknesses and
ways a model could be improved. Most users commented on being visual learners
so being able to see the clustering of a model was highly effective for them.
Features that require improvement included speed/responsiveness, feedback and
placement of some action items (mentioned above).
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5 Conclusion

DNN interpretability is becoming an increasingly important concept in deep
learning research. In this paper, we presented the design and implementation of
a Web-based DNN interpretability framework which takes a case-based reasoning
approach where similar data points and decision boundaries are utilised to help
achieve intuitive interpretation. Our user acceptance studies showed that the
tool is effective in gaining a better understanding of the inner workings of a
DNN model.

Acknowledgements. The authors thank all participants who took part in the appli-
cation user study.
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Abstract. Reading books is one of the widely-adopted methods to
obtain knowledge. Through reading books, one can obtain life-long
knowledge and maintain them. Additionally, if multiple sources of infor-
mation can be obtained from various books, then obtaining relevant
books is desirable. This can be done by book recommendation. There are,
however, a number of challenges in designing a book recommender sys-
tem. One of the challenges is to suggest relevant books to users without
accessing their actual content. Unlike websites or blogs, where the crawler
can simply scrape the content and index the websites for web search,
book contents cannot be accessed easily due to copyright laws. Because
of this problem, we have considered using data such as book records,
which contains various metadata of a book, including book description
and headings. In this paper, we propose an elegant and simple solution
to the book recommendation problem using a deep learning model and
various metadata that can infer the content and the quality of books
without utilizing the actual content. Metadata, which include Library
Congress Subject Heading (LCSH), book description, user ratings and
reviews, which are widely available on the Internet. Using these metadata
are relatively simple compared to approaches adopted by existing book
recommender systems, yet they provide essential and useful information
of books.

Keywords: Book recommendation · Deep learning · Metadata

1 Introduction

Reading books enhances our understanding on the content covered in a book
and offer us an opportunity to learn new knowledge. According to [8], many of
the college students believe reading book is directly linked to academic success
in college. For people who are not in college, reading books helps them learn
throughout their lives.

Instead of accessing the content of a book using its hard-copy archived in
a library or made available in a book store, electronic copies became available
online through online services such as Google Books or Amazon. In addition,
c© Springer Nature Switzerland AG 2019
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book reviews and ratings can be downloaded by customers and users so that
they can filter sub-standard books and make the best choice. Several book rec-
ommendation systems have been developed to recommend relevant books to
users [7] based on machine learning algorithms or other techniques such as data
mining. However, these algorithms require accessing the actual book content
which is not widely available due to the copyright law. Instead, we propose an
elegant and effective solution to the problem by using metadata associated with
books. Metadata are useful, since they offer useful information of the correspond-
ing books. We consider book descriptions, LCSH, user ratings, and reviews to
rank books.

Our book recommender is designed for solving the information overload prob-
lem while minimizing the time and efforts imposed on readers in discovering
unknown, but suitable, books for pleasure reading or knowledge acquisition. Our
recommender first identifies a set of candidate books, among the ones archived at
a website, with topics related to a number of books preferred by the user U . Our
recommender is a self-reliant recommender which, unlike others, does not rely on
personal tags nor access logs to make book recommendation. It is unique, since
it explicitly determines categories of books that match the one preferred by users
using a deep learning algorithm, besides considering the subject headings, user
ratings, content descriptions, and sentiment on books that are available online.

Our proposed solution provides book stores and libraries diverse and effective
book recommendation. In addition, the users can have a satisfying experience
with the book recommendation system in terms of saving time and efforts in
searching for relevant and interested books to read. Furthermore, our book rec-
ommender system is significantly differed from existing approaches, since we do
not consider any data mining technique. By simply aggregating the informa-
tion provided by metadata of books, we effectively recommend books that are
relevant to the user’s information needs.

2 Related Work

A number of book recommenders [6,15] have been proposed in the past. Ama-
zon’s recommender [6] suggests books based on the purchase patterns of its users.
Yang et al. [15] analyze users’ access logs to infer their preferences and apply the
collaborative filtering (CF) strategy, along with a ranking method, to make book
suggestions. Givon and Lavrenko [4] combine the CF strategy and social tags to
capture the content of books for recommendation. Similar to the recommenders in
[4,15], the book recommender in [12] adopts the standard user-based CF frame-
work and incorporates semantic knowledge in the form of a domain ontology to
determine the users’ topics of interest. The recommenders in [4,12,15] overcome
the problem that arises due to the lack of initial information to perform the recom-
mendation task, i.e., the cold-start problem. However, the authors of [4,15] rely
on user access logs and social tags, respectively to recommend books, which may
not be publicly available and are not required by our recommender. Furthermore,
the recommender in [12] is based on the existence of a book ontology, which can
be labor-intensive and time-consuming to construct [2].
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Zhu and Wang [17] adopt relational data mining algorithm for recommending
books. They apply the Apriori data mining algorithm to eliminate mismatched
book records and effectively perform data mining using optimization. This app-
roach reduces the amount of book data to be considered. Mooney and Roy [7]
apply the contend-based book recommendation approach to obtain the descrip-
tions of books and develop a machine learning algorithm to categorize the text.
After categorizing the text, they utilize user profile and use the Bayesian learn-
ing algorithm to find the appropriate book for the specific user. Sohail et al. [14]
solve the book recommendation problem by constructing an opinion-mining algo-
rithm which relies on the reviews written by users to extract the users’ opinions
on books for making recommendation. All of these approaches are significantly
differed from ours, since the latter simply relies on topic analysis and matadata
of books in making book recommendation to its users.

3 Our Book Recommender System

We first utilize a deep neural network model to classify a book B given by a
user U who also provides a number of preferred books in a profile. Based on the
category of B, we filter books in a collection that are in the same category as B,
called candidate books CB. Hereafter, we consider different features (presented
in Sects. 3.2 to 3.5) of books in CB to rank them (in Sect. 3.6) accordingly.

3.1 The Recurrent Neural Network (RNN) Model

We employ a recurrent neural network (RNN) as our classifier, since RNNs pro-
duce robust models for classification. Similar to other deep neural networks,
RNNs are both trained (optimized) by the backpropagation of error and com-
prised of a series of layers.

– An input layer is a vector or matrix representation of the data to be modeled.
– A few hidden, or latent, layers of activation nodes, sometimes referred to

as “neurons”, are included. Each of the hidden layer is designed to map its
previous layer to a higher-order (and often higher-dimensional) representation
of the features which aims to be more useful in modeling the output than the
original features.

– An output layer produces the desired output for classification or regression
tasks.

The output is produced by propagating numeric values forward. The network is
trained by backpropagating the error1 from the output layer backwards. Unlike
other network structures, a RNN takes into account the ordering of tokens within
sequences, rather than simply accounting for the existence of certain values or
combinations of values in that sequence. For example, the terms ‘car’ and ‘repair’
may appear in a sentence, but the sentiment of that sentence depends on whether

1 An error is the relative divergence of the produced output from the ground truth.
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or not they appear adjacent to each other and in that order. For complex textual
tasks such as this example, RNNs tend to outperform bag-of-words models which
are unable to capture important recurrent patterns that occur within sentences.

RNNs achieve the recurrent pattern matching through its recurrent layer(s).
A recurrent layer is one which contains a single recurrent unit through which
each value of the input vector or matrix passes. The recurrent unit maintains
a state which can be thought of as a “memory”. As each value in the input
iteratively passes through the unit at time step t, the unit updates its state ht

based on a function of that input value xt and its own previous state ht−1 as
ht = f(ht−1, xt), where f is any non-linear activation.

Recurrent layers are designed to “remember” the most important features
in sequenced data no matter if the feature appears towards the beginning of
the sequence or the end. In fact, one widely-used implementation of a recurrent
unit is thus named “Long-Short Term Memory”, or LSTM. The designed RNN
accurately classifies our data set of books solely based on their sequential text
properties.

Table 1. Dimensions and number of parameters of layers in the RNN

Layer Output dimensions Total parameters Trainable
parameters

Input 72 0 0

Embedding 72 × 300 1,950,000 0

Bi-directional GRU 72 × 128 140,160 140,160

Global Max Pooling (1D) 128 0 0

Dropout 1 128 0 0

Dense Hidden 64 8,256 8,256

Dropout 2 64 0 0

Dense Output 31 845 845

Total 2,099,279 149,261

Feature Representation. To utilize a RNN, we need to provide the network
with sequential data as input and a corresponding ground-truth value as its
target output. Each data entry has to first be transformed in order to be fed
into the RNN. Attributes of book entries were manipulated as follows:

Label. The label consists of the category of a book, each of which is the top 31
categories pre-defined by Thriftbooks2. Since RNN cannot accept strings as an
output target, each unique category string is assigned a unique integer value,
which is transformed into a one-hot encoding3 to be used later as the network’s
prediction target.
2 https://www.thriftbooks.com/sitemap/.
3 A one-hot encoding of an integer value i among n unique values is a binarized

representation of that integer as an n-dimensional vector of all zeros except the ith

element, which is a one.

https://www.thriftbooks.com/sitemap/
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Features. Features are extracted from the data set S as the brief description of
a book, which is called a sentence of an entry, and is accessible from the book-
affiliated websites such as Amazon4. Words in a brief description are transformed
into sequences, or ordered lists of tokens, i.e., unigrams and special characters
such as punctuation marks. Each sequence is padded with an appropriate number
of null tokens such that each sequence was of uniform length. We have considered
only the first 72 tokens in each sentence when representing the features, since
over 90% of sentences in S contain 72 or fewer tokens. We considered the 6,500
most commonly-occurring tokens in S.

Text. While extracting features, we have chosen not to remove stopwords, since
we prefer not to lose any important semantic meaning, e.g., ‘not’, within term
sequences nor punctuation, since many abstracts include mathematical symbols,
e.g., ‘|’, which especially correlate to certain categories. We did, however, convert
all of the text in a sentence to lowercase because the particular word embedding
which we used did not contain cased characters.

Network Structure. We first discuss our RNN used for classifying book cate-
gories. Table 1 summaries different layers, their dimensions, and their parameters
in our RNN.

The Embedding Layer. A design goal of our neural network is to capture
relatedness between different English words (or tokens) with similar semantic
meanings. For example, the phrase “he said” has a similar semantic meaning
to the phrases “he says” or “she said”. Our neural network begins with an
embedding layer whose function is to learn a word embedding for the tokens in
the vocabulary of our dataset. A word embedding maps tokens to respective
n-dimensional real-valued vectors. Similarities in semantic meanings between
different tokens ought to be captured in the word embedding by corresponding
vectors which are also similar either by Euclidean distance, or by cosine simi-
larity, or both. For example, the n-dimensional vector for ‘he’ may be similar to
the vector for ‘she’ by cosine similarity, or the vector for ‘says’ may be close in
Euclidean space to the vector for ‘said’.

The embedding layer contains 1,950,000 parameters, since there are 6,500
vectors, one for each token in the vocabulary, and each vector comes with 300
dimensions, and all of which could be trained. Due to the large amount of
time it would take to properly train the word embedding from scratch, we have
performed two different tasks: (i) we have loaded into the embedding layer as
weights an uncased, 300-dimensional word embedding, GloVe, which has been
pre-trained on documents on the Web, and (ii) we have decided to freeze, i.e.,
not train, the embedding layer at all. The pre-trained vectors from GloVe suf-
ficiently capture semantic similarity between different tokens for our task and
they are not required to be further optimized. Since the embedding layer was not
trained, it simply served to transform the input tokens into a 300-dimensional

4 www.amazon.com.

http://www.amazon.com
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space. Therefore, instead of the 72-element vector which we started with, the
embedding layer outputs a 72 × 300 real-valued matrix.

The Bi-directional GRU Layer. Following the embedding layer in our net-
work is one type of recurrent layer – a bi-directional GRU, or Gated Recurrent
Unit, layer. A GRU is a current state-of-the-art recurrent unit which is able to
‘remember’ important patterns within sequences and ‘forget’ the unimportant
ones.

This layer effectively ‘reads’ the text, or ‘learns’ higher-order properties
within a sentence, based on certain ordered sequences of tokens. The number
of trainable parameters in a single GRU layer is 3 × (n2 + n(m + 1)), where n
is the output dimension, or the number of time steps through which the input
values pass, and m is the input dimension. In our case, n = 64, since we have
chosen to pass each input through 64 time steps, and m = 300 which is the
dimensionality of each word vector in the embedding space. Since our layer is
bi-directional, the number of trainable parameters is twice that of a single layer,
i.e., 2 × 3 × (642 + 64 × 301) = 140,160, the greatest number of trainable
parameters in our network.

The recurrent layer outputs a 72 × 128 matrix, where 72 represents the
number of tokens in a sequence, and 128 denotes the respective output values of
the GRU after each of 64 time steps in 2 directions.

The Global Max-Pooling Layer (1D). At this point in the network, it is
necessary to reduce the matrix output from the GRU layer to a more manage-
able vector which we eventually use to classify the token sequence into one of the
31 categories. In order to reduce the dimensionality of the output, we pass the
matrix through a global max-pooling layer. This layer simply returns as output
the maximum value of each column in the matrix. Max-pooling is one of several
pooling functions, besides sum- or average-pooling, used to reduce the dimen-
sionality of its input. Since pooling is a computable function, not a learnable
one, this layer cannot be optimized and contains no trainable parameters. The
output of the max-pooling layer is a 128-dimensional vector.

The Dropout Layer 1. Our model includes at this point a dropout layer.
Dropout, a common technique used in deep neural networks which helps to
prevent a model from overfitting, occurs when the output of a percentage of
nodes in a layer are suppressed. The nodes which are chosen to be dropped out
are probabilistically determined at each pass of data through the network. Since
dropout does not change the dimensions of the input, this layer in our network
also outputs a 128-dimensional vector.

The Dense Hidden Layer. Our RNN model includes a dense, or fully-
connected, layer. A dense layer is typical of nearly all neural networks and is
used for discovering hidden, or latent, features from the previous layers. It trans-
forms a vector x with N elements into a vector y with M inputs by multiplying
x by a M × N weight matrix W . Throughout training, weights are optimized
via backpropagation.
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The Dropout Layer 2. Before classification, our RNN model includes another
dropout layer to again avoid overfitting to the training sequences.

The Dense Output Layer. At last, our RNN model includes a final dense
layer which outputs 31 distinct values, each value corresponding to the relative
probability of the input belonging to one of the 31 unique categories. Each
instance is classified according to the category corresponding to the highest of
the 31 output values.

3.2 LCSH

The Library of Congress provides a unique tag, known as Library of Congress
Subject Heading, denoted LCSH, for each book prior to its publication. Unlike
social media, where users can create a tag to a post suitable to their taste,
Library of Congress maintains standardized tags, which come from a controlled
vocabulary, from where a subject heading is constructed [3]. Based on this fact,
we can effectively measure the closeness of two books in terms of their subject
areas by applying our word correlation factor (WCF) to compute the similarity
between their corresponding tags, which consists of a sequence of keywords, in
LCSH.

The word-correlation factor between keywords i and j, denoted Sim(i, j), is
pre-computed using 880,000 documents in the Wikipedia collection (wikipedia.
org/)5 based on their frequency of co-occurrence and relative distance in each
Wikipedia document.

Sim(i, j) =

∑
wi∈V (i)

∑
wj∈V (j)

1
d(wi,wj)+1

|V (i)| × |V (j)| (1)

where d(wi, wj) is the distance between words wi and wj in any Wikipedia
document D, V (i) (V (j), respectively) is the set of stem variations of i (j,
respectively) in D, and |V (i)| × |V (j)| is the normalization factor.

Although WordNet6 provides synonyms, hypernyms, holonyms, and anton-
yms for a given word, there is no partial degree of similarity measures (closeness),
i.e., weights, assigned to any pair of words. For this reason, word-correlation
factors are more sophisticated in measuring word similarity than word pairs in
WordNet.

The word correlation factor of keywords w1 and w2 is assigned a value
between 0 and 1, such that ‘1’ denotes an exact match and ‘0’ denotes total dis-
similarity between w1 and w2. Note that even for highly similar, non-identical
words, they are on the order of 5 × 10−4 or less. For example, the degree of
similarity between “tire” and “wheel” is 3.1 × 10−6, which can be treated as
0.00031% similar and 99.99% dissimilar. As we prefer to ascertain how likely
the words are on a scale of 0% to 100% in sharing the same semantic meaning,

5 Words within the Wikipedia documents were stemmed and stopwords were removed.
6 wordnet.princeton.edu/.

http://www.wikipedia.org/
http://www.wikipedia.org/
http://www.wordnet.princeton.edu/
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we further scale the word-correlation factors. Since correlation factors of non-
identical word pairs are less than 5×10−4 and word pairs with correlation factors
below 1 × 10−7 do not carry much weight in the similarity measure, we use a
logarithmic scale, i.e., ScaledSim, which assigns words w1 and w2 the similarity
value V of 1.0 if they are identical, 0 if V < 1 × 10−7, and a value between 0
and 1 if 1 × 10−7 ≤ V ≤ 5 × 10−4, which is formally defined as

ScaledSim(w1, w2) =

⎧
⎨

⎩

1 if w1 = w2

Max(0, 1 − ln( 5×10−4

Sim(w1,w2) )

ln( 5×10−4

1×10−7 )
) Otherwise (2)

where Sim(w1, w2) is the word-correlation factor of w1 and w2 defined in Eq. 1.
We computes the degree of similarity of any two LCSHs L and C using

LimSim(L,C) =

∑m
i=1 Min(1,

∑n
j=1 ScaledSim(i, j))
m

(3)

where m and n denote the number of keywords in the LCSHs L and C, respec-
tively, i and j are the keywords in L and C, respectively, and ScaledSim(i, j) is
as defined in Eq. 2.

Using the LimSim function, instead of simply adding the ScaledSim value
of each keyword in L with respect to each keyword in C, we restrict the highest
possible sentence-similarity value between L and C to 1, which is the value
for exact matches. By imposing this constraint, we ensure that if L contains a
keyword K that is (i) an exact match of a keyword in C, and (ii) similar to (some
of) the other words in C, then the degree of similarity of L with respect to C
cannot be significantly impacted/affected by K to ensure a balanced similarity
measure of L with respect to C.

3.3 User Ratings

Making recommendations for users based on their past behaviors is crucial and
is in essence learning hidden factors which drive users’ decision-making process,
and rating prediction is such an approach. In this paper, we apply rating pre-
diction for making book recommendations. The higher a predicted rating on a
book B for user U using the ratings of books previously viewed by U is, the
more likely B is appealed to U . To reduce the problem of finding a user’s deci-
sion latent-factor model to finding the set of users who make similar decisions,
matrix factorization (MF) is a sophisticated rating prediction approach to use
such a decision latent-factor model.

To predict unknown ratings on books, a recommender is given a m×n sparse
matrix of known user-book ratings. Singular value decomposition (SVD) [5] can
be employed to deduce each user and book latent-factor vectors by factoring
out the user and book latent-factor matrices from the user-book rating matrix.
Traditional SVD, however, requires the given matrix to be dense. Assuming that
all the missing entries are either zero or averages of other entries and applying
classical SVD to fill the matrix is going to result in intolerable inaccuracy in the
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predictions. To handle the sparseness problem, we apply the Funk SVD Learning
Algorithm, which is the current state-of-the-art SVD algorithm popularized by
Simon Funk in solving the Netflix 100M rating problem. The basic idea is to
employ techniques of gradient descent to iterate through the set of known ratings
to minimize the squared error of the predicted rating. This iterative process
involves the following steps: (i) before the training starts, a predicted rating was
guessed to be the average book rating plus the user offset, (ii) for each given user-
book rating, the prediction in the previous iteration is updated in the opposite
direction of the gradient, and (iii) step (ii) was repeated until prediction error
converges to zero.

3.4 User Reviews

In addition to user ratings, we consider common user reviews on books, which can
be used for measuring the overall sentiment [12] towards books, to determine the
most desirable books to be recommended. Quite often a user writes a user review
on a book without providing a rating, and vice versa. Given that user ratings
offer only an absolute value without any additional information on a book, while
the user reviews contribute additional sentiments to the book. For example,
assume that a user gives the same ratings on two different books. Based on the
ratings we have to assume that the two books are equally good or equally bad.
However, suppose the user makes the comment “Decently written” on the first
book, and “Decently written, but I liked the concept” on the second book. With
the additional comments, we can claim that the second book is more desirable
than the first, since positive sentiment is made towards the second book. For this
reason, users’ reviews can be used as a supplement to the users’ ratings to make
suitable book recommendations to users. Sentiment book reviews can easily be
found through multiple book websites.

In order to apply users’ book reviews in our recommender system, we first
determine the polarity of each word w in each review r of a book BK such
that w is positive (negative, respectively) if its positive (negative, respectively)
SentiWordNet7 (sentiwordnet.isti.cnr.it) score is higher than its negative (posi-
tive, respectively) counterpart. We calculate the overall sentiment score of the
reviews made on BK, denoted StiS(BK), by subtracting the sum of its nega-
tive words’ scores from the sum of its positive words’ scores, which reflects the
overall sentiment orientation, i.e., positive, negative, or neutral, of the reviews
on BK. As the length of the comments on BK can significantly affect the overall
sentiment on BK, i.e., the longer each review is, the more sentiment words are
in the review, and thus the higher (lower, respectively) its sentiment score is, we
normalize the sentiment score of BK by dividing the sum of the SentiWordNet
scores of the words in the reviews with the number of sentiment words in the
reviews on BK, which yields

7 SentiWordNet, a lexical resource for opinion mining, assigns to each word in Word-
Net three sentiment scores: positivity, objectivity (i.e., neutral), and negativity. A
SentiWordNet score is bounded between −1 and 1, inclusively.

http://www.sentiwordnet.isti.cnr.it
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Table 2. TF-IDF weighting scheme used in the enhanced cosine similarity measure in
Eq. 6

Condition Weight assignment

Bi ∈ B and PBi ∈ PB VBi = tfBi,B × idfBi and VPBi
= tfPBi

,PB × idfPBi

Bi ∈ B and PBi �∈ PB VBi = tfBi,B × idfBi and VPBi
=

∑
c∈HSBi

tfc,PB
×idfc

|HSBi
|

Bi �∈ B and PBi ∈ PB VBi =

∑
c∈HSPBi

tfc,B×idfc

|HSPBi
| and VPBi

= tfPBi
,PB × idfPBi

StiS(BK) =
n∑

i=1

∑m
j=1 SentiWordNet(Wordi,j)

|Revi| (4)

where n is the number of reviews on BK, m is the number of words in the kth

(1 ≤ k ≤ n) review on BK, Wordi,j (1 ≤ i ≤ n, 1 ≤ j ≤ m) is the jth word in
the ith review, and |Revi| is the number of words in the ith review of BK.

As the highest (lowest, respectively) SentiWordNet score of any word is 1 (−1,
respectively), LS < StiS(BK) ≤ HS, where −0.9 ≤ HS ≤ 1, −1 ≤ LS ≤ 0.9,
and HS − LS = 0.1. StiS(BK) is further scaled so that its value, denoted
StiSScaled(BK), is bounded between 0 and 1, since a negative StiS(BK) value
can be returned if the overall sentiment of BK leans towards the negative region.
Equation 5 assigns the normalized value to StiS(BK).

StiSScaled(BK) = CL(StiS(BK)) +
0.9 − FL(StiS(BK))

2

CL(StiS(BK)) =
�StiS(BK) × 10�

10
, FL(StiS(BK)) =

�StiS(BK) × 10�
10

(5)

3.5 Content Similarity Measure

We depend on the user profile P of a user U8, which is a set of books preferred
by U , to infer U ’s interests/preferences. To determine the degree to which the
content of a candidate book B in appeals to U , we compute the content sim-
ilarity between B and each book PB in P , denoted CSim(B, P ) as defined
in Eq. 6, using a “bag-of-words” representation on the brief descriptions of B
and PB obtained from book-affiliated websites, such as Amazon9. To compute
CSim(B, P ), we employ an enhanced version of the cosine similarity measure,
which relaxes the exact-matching constraint imposed by the cosine measure and
explores words in the description of B that are analogous to, besides the same
as, words in the description of PB .

CSim(B,P ) = max
PB∈P

∑n
i=1 V Bi × V PBi

√∑n
i=1 V B2

i ×
√∑n

i=1 V P 2
Bi

(6)

8 If a user does not offer a user profile P , then we simply treat the book provided by
the user as the only book in P .

9 www.amazon.com.

http://www.amazon.com
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where B and PB are represented as n-dimensional vectors V B =< V B1, . . . ,
V Bn > and V PB =< V PB1 , . . . , V PBn

>, respectively, n is the number of
distinct words in the descriptions of B and PB , and V Bi (V PBi

, respectively),
which is the weight assigned to word Bi (PBi

, respectively), is calculated as
shown in the equations in Table 2.

HSw in Table 2 is the set of words that are highly similar to, but not the
same as, a given word w in the description of a book Bk, which is either B
or PB , |HSw| is the size of HSw, tfw,Bk = fw,Bk∑

w∈Bk fw,Bk
is the normalized term

frequency of w in Bk, and idfw = log N
nw

is the inverse document frequency for
w in the collection of books N archived at a social bookmarking site, where nw

is the number of books in N that include w in their descriptions. Relying on
the tf -idf weighting scheme, we prioritize discriminating words that capture the
content of its respective book.

The max function in Eq. 6 emulates the “most pleasure” strategy (commonly
applied in game theory and group profiling [10]). Applying this strategy, we
select the highest possible score among the ones computed for each PB in P
and B. The larger the number of exact-matched or highly-similar words in the
descriptions of both B and PB is, the more likely B is a relevant recommendation
for U , and guarantees that B is highly similar to at least one of the books of
interest to U . We adopt the cosine measure (in Eq. 6), which has been effectively
applied to determine the degree of resemblance between any two items in content-
based recommenders.

3.6 Combining Ratings

Based on computed scores of LCSH, user ratings, user reviews, and content
similarity measure for each candidate book B, we apply the Borda Count voting
scheme [1] to determine the ranking score for B. The Borda Count voting scheme
is a positional-scoring procedure such that given k (≥ 1) candidates, each voter
casts a vote for each candidate according to his/her preference. A candidate
that is given a first-place vote receives k-1 points, a second-ranked candidate k-2
points, and so on up till the last candidate, who is awarded no points. Hereafter,
the points assigned to each candidate across all the voters are added up and the
candidate with the most points wins.

We employ the Borda Count strategy to generate a single ranking score
for B, denoted Borda(B), that regards all the features scores of B as equally
important in determining the degree to which a user is interested in B. Using
Eq. 7, we assign (i) k = |CandBks|, which is the number of candidate books
selected for a user U , and (ii) C = 4, which is the number of voters, i.e., the four
ranked lists of the four features. Candidate books with the top-10 Borda scores
are recommended to U .

Borda(B) =
C∑

c=1

(k − SB
c ) (7)
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where SB
c is the position on the ranking of B based on the cth ranked list to be

fused.
We adopt Borda, since its combination algorithm is simple and efficient,

which requires neither training nor compatible relevance scores that may not be
available [1], and its performance is competitive with other existing aggregation
strategies [1].

4 Experimental Results

In this section, we evaluate our recommender and compare its performance
with others.

4.1 Datasets

We have chosen a number of book records included in the Book-Crossing dataset
to conduct the performance evaluation of our recommender10. The book-crossing
dataset was collected by Cai-Nicolas Ziegler [18] in 2004 with data extracted from
BookCrossing.com. It includes 278,858 users who provide, on the scale of 1 to
10, 1,149,780 ratings on 271,379 books. Each book record includes a user ID,
the ISBN of a book, and the rating provided by the user (identified by user ID)
on the book. We used Amazon.com AWS advisement API to verify that the
ISBNs from the book-crossing dataset are valid. The 271,379 books in the Book-
Crossing dataset is denoted as BKC DS.

4.2 Accuracy of Our RNN Classifier

Using a 80/10/10% training/validation/test split of the data as mentioned in
Sect. 4.1, we achieved 73% classification accuracy on book test data. The accu-
racy could not be higher likely because of the high amounts of overlap between
distinct keywords in the brief description of books with different categories, such
as “Deep Learning Computing” and “Theory of computation”. With 73% accu-
racy, we still successfully classify 3 out of 4 articles, which is way above the
baseline “best-guesser” classifier. Other bag-of-words modeling techniques with
which we have experimented, i.e., logistic regression, SVM, and Multinomial
Näıve Bayes [10], showed lower results.

4.3 Evaluation Using Individual Versus Combined Features

In order to justify the necessity of employing all of the four features adopted by
our recommender for identifying and ranking appealing books for a user, we have
conducted an empirical study which analyzes the capability of each individual
feature in making useful book recommendations and compares its performance

10 Other datasets can be considered as long as they contain user IDs, book ISBNs, and
ratings.

http://www.BookCrossing.com
http://www.Amazon.com
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with employing all the features. As shown in Fig. 1, our book recommender that
consider all the features significantly outperforms each of the individual features
in terms of obtaining the lowest prediction error rates among all the features
and thus in making useful suggestions to its users based on the rating prediction
errors. The combined feature model achieves the highest prediction accuracy,
which is less than half a rating (out of 10) away from the actual rating. The
results clearly indicate that we take the advantage of the individual strength
of each feature and greatly improves its effectiveness and the ranking of its
suggested books. The overall prediction error of using all the features is 0.41 (see
Fig. 1), is a statistically significant improvement (p < 0.01) over the prediction
error achieved by any individual feature based on the Wilcoxon signed-ranked
test.

4.4 Comparing Book Recommendation Systems

In this section, we compared our recommender with exiting book recommenders
that achieve high accuracy in recommendations on books based on their respec-
tive model.

Fig. 1. Prediction error rates of the individual features and the combined prediction
model

– MF. Yu et al. [16] and Singh et al. [13] predict ratings on books and movies
based on matrix factorization (MF), which can be adopted for solving large-
scale collaborative filtering problems. Yu et al. develop a non-parametric
matrix factorization (NPMF) method, which exploits data sparsity effectively
and achieves predicted rankings on items comparable to or even superior than
the performance of the state-of-the-art low-rank matrix factorization meth-
ods. Singh et al. introduce a collective matrix factorization (CMF) approach
based on relational learning, which predicts user ratings on items based on
the items’ genres and role players, which are treated as unknown values of a
relation between entities of a certain item using a given database of entities
and observed relations among entities. Singh et al. propose different stochas-
tic optimization methods to handle and work efficiently on large and sparse
data sets with relational schemes. They have demonstrated that their model is
practical to process relational domains with hundreds of thousands of entities.

– ML. Besides the matrix factorization methods, probabilistic frameworks have
been introduced for rating predictions. Shi et al. [11] propose a joint matrix
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Fig. 2. The MAE and RMSE scores for various book recommendation systems based
on BKC DS, the BookCrossing dataset

factorization model for making context-aware item recommendations.11 Sim-
ilar to ours, the matrix factorization model developed by Shi et al. relies not
only on factorizing the user-item rating matrix but also considers contextual
information of items. The model is capable of learning from user-item matrix,
as in conventional collaborative filtering model, and simultaneously uses con-
textual information during the recommendation process. However, a signif-
icant difference between Shi et al.’s matrix factorization model and ours is
that the contextual information of the former is based on mood, whereas ours
makes recommendations according to the contextual information on books.

– MudRecS [9] makes recommendations on books, movies, music, and paintings
similar in content to other books, movies, music, and paintings, respectively
that a MudRecS user is interested in. MudRecS does not rely on users’ access
patterns/histories, connection information extracted from social networking
sites, collaborated filtering methods, or user personal attributes (such as gen-
der and age) to perform the recommendation task. It simply considers the
users’ ratings, genres, role players (authors or artists), and reviews of differ-
ent multimedia items. MudRecS predicts the ratings of multimedia items that
match the interests of a user to make recommendations.

Figure 2 shows the Mean Absolute Error and RMSE scores of our and other
recommender systems on the BKC DS dataset. Root Mean Square Error (RMSE)
and Mean Absolute Error (MAE) are two performance metrics widely-used for
evaluating rating predictions on multimedia data. Both RMSE and MAE mea-
sure the average magnitude of error, i.e., the average prediction error, on incor-
rectly assigned ratings. The error values computed by RMSE are squared before
they are summed and averaged, which yield a relatively high weight to errors of
large magnitude, whereas MAE is a linear score, i.e., the absolute values of indi-
vidual differences in incorrect assignments are weighted equally in the average.

11 The system was originally designed to predict ratings on movies but was implemented
by [9] for additional comparisons on books as well.
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RMSE =

√∑n
i=1(f(xi) − yi)2

n
,MAE =

1
n

n∑

i=1

|f(xi) − yi| (8)

where n is the total number of items with ratings to be evaluated, f(xi) is the
rating predicted by a system on item xi (1 ≤ i ≤ n), and yi is an expert-assigned
rating to xi.

As the MAE and RMSE scores shown in Fig. 2, our book recommender sig-
nificantly outperforms other book recommender systems on rating predictions
of the respective books based on the Wilcoxon Signed-Ranks Test (p ≤ 0.05).

4.5 Human Assessment on Our Recommender

We further evaluated our recommender to determine whether its suggestions are
perceived as preferable by ordinary users, which offers another perspective on
the performance of the recommender. The additional evaluation is based on real
users’ assessments of the recommender which goes beyond the offline perfor-
mance analysis conducted and presented in previous subsections. To accomplish
this task, we conducted a user study using Amazon’s Mechanical Turk (MT)12,
a “marketplace for work that requires human intelligence”, which allows individ-
uals or businesses to programmatically access thousands of diverse, on-demand
workers and has been used to collect user feedback for multiple information
retrieval tasks.

Table 3. Sampled books and their corresponding subject area employed in the user
study conducted using Mechanical Turk

Book title Subject area

The Autobiography of Benjamin Franklin History

Fast Food Nation: The Dark Side of . . . Cooking

The 7 Habits of Highly Effective Teens Parenting

Think and Grow Rich: The Landmark . . . Business

Code Complete Computer & Tech

Healthy Sleep Habits, Happy Child Medical

Scary Stories to Tell in the Dark Horror

In the user study, we used a set of 100 randomly-sampled books with diverse
subject areas. (A number of sampled books used in this study and their corre-
sponding subject areas is shown in Table 3.) We created a HIT (Human Intelli-
gent Task) on MT so that for each sampled book, each appraiser was presented
with a list of five ranked recommended books suggested by our recommender,

12 https://www.mturk.com/mturk/welcome.

https://www.mturk.com/mturk/welcome
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Fig. 3. Evaluation using Mechanical Turks for our book recommender

CMF, Shi, and MudRecS, respectively and asked to select the ones that are rele-
vant to the sampled book. The user study was conducted between March 12 and
March 23, 2019 on MT. Altogether, there were 715 responses among the HITs
used in the study. Based on the corresponding set of responses provided by MT
appraisers, we have verified that users tend to favor our recommended books for
a given book. (See Fig. 3 for the results of the empirical study.)

We evaluated and compared the performance of our recommender with CMF,
Shi, and MudRecS based on average P@1 (Precision at rank position 1), P@3,
and P@5, and MRR (Mean Reciprocal Rank). These values are easy to compute
to produce a single performance value and is readily understandable. Figure 3
shows the performance ratios computed using MT appraisers, which indicates
that highly-ranked books recommended by us were treated as relevant by the
MT appraisers, and the results are statistically significant (p < 0.03).

5 Conclusions

Reading books can enrich one’s life with knowledge and deep understanding of
various topics, and over the years the book industry has become an influen-
tial global consumer market. According to Statista13, approximately 74% of the
population in the U.S.A. consumed at least one book and books published in
the higher education market generated nearly 4 billion US dollars in the year
of 2017. With the huge amount of books available these days, various book rec-
ommendation systems have been proposed to meet user’s book searching needs.
Unlike many of the existing book recommender systems, our proposed book rec-
ommender simply relies solely on a deep learning model and book metadata to
make personalized book recommendations. The empirical study demonstrates
that our recommender outperforms well-known book recommenders.
13 https://www.statista.com/topics/1177/book-market/.

https://www.statista.com/topics/1177/book-market/
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Abstract. Recommending appropriate APIs for Mashup creation has become a
challenge as the number of APIs from different sources grows fast. In order to
understand the relationships among multiple ecosystem APIs, most existing API
recommendation methods focus on semantic similarity relationships but
underutilize the composition and cooperation relationships between APIs, which
may lead to low recommendation precision. In view of this problem, a Deep
Interest Network based API Recommendation approach (DINRec) for Mashup
development is proposed in this paper. In this approach, APIs are chosen
incrementally for compositing into a Mashup and in that process the embedding
vector of the Mashup’s existing composition features will be updated adaptively
by using Deep Interest Network. Moreover, a Doc2simu model is used to help
training industrial deep networks with relatively small amounts of dataset.
Finally, some experiments on real-world dataset are implemented to verify the
efficiency of our proposed approach.

Keywords: Deep Interest Network � Doc2simu model � API recommendation �
Mashup

1 Introduction

Mashup technique has got a far-reaching impact in recent years which provides a
flexible way for fulfilling dynamic and customized Web service developer require-
ments and tackles the functional limitations of individual Application programming
interfaces (APIs). However, as the number of APIs grows rapidly, how to recommend
appropriate ones for Mashup creation to satisfy users’ requirements becomes a chal-
lenge. For example, as of May 16, 2019, the dominant website ProgrammableWeb has
published 21,552 web APIs under 484 categories. If a developer wants to build a
Mashup related with messaging, ProgrammableWeb search engine will return a list
containing 1,576 Web APIs. It is a difficult task to go through these lists of results and
select the desired APIs.
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Some existing methods focus on keyword or semantic matching while others are
based on Quality of Service (QoS) prediction [1] for service recommendation. How-
ever, keyword-based matching is usually imprecise while semantic-based matching is
expensive to construct in practice. In addition, QoS is unstable and lagging that may
affect the precision of real-time prediction. In view of these shortcomings, in recent
years, some machine learning techniques such as Latent Dirichlet Allocation (LDA)
[2, 3] or Relational Topic Model (RTM) [4, 5] were used to learn topic from the
services’ descriptions or the users’ requirements. In some other studies, Word2vec and
Doc2vec [6] were used to extract deep semantic features between words and vectorize
descriptions of API and Mashups.

In this paper, we also apply machine learning techniques to recommend APIs to
Mashup, while considering the cooperation and composition relationships between
APIs simultaneously. Generally, the function of a Mashup is implemented by several
APIs, or all APIs realize the complex function of the Mashup. Therefore, the prior
chosen APIs may affect the selection strategy of the subsequent APIs while creating a
Mashup. For example, a Mashup BBC Browser described as “Maps channel program
information to relevant Twitter account” contains three APIs, i.e., BBC Nitro, Twitter
and Facebook. Suppose that BBC Nitro API and Twitter API have been chosen for
creating this Mashup, then the probability of Facebook API being recommended to the
Mashup would increase. The first reason is that an API which is category-similar to the
prior selected APIs would not likely to be recommended to the same Mashup. Second,
it is more reasonable to recommend an API that can complete the function of the
Mashup that have not been completed by the prior selected APIs. For these reasons,
Facebook API will be recommended to BBC Browser Mashup according to the prior
selected BBC Nitro API and Twitter API.

To realize this conception, we proposed a Deep Interest Network (DIN) [7] based
API recommendation approach, called DINRec. By introducing a local activation unit,
DINRec adaptively learn the representation vector of composition and cooperation
relationships between selected APIs and candidate API, moreover, this representation
vector varies over different candidate APIs, which makes it possible to update
embedding vector of the prior selected APIs when gradually add APIs into the
Mashup. Through this mechanism, the prior selected APIs with higher cooperation to
the candidate API will get higher activated weights before they get into the multilayer
perceptron. We conduct some experimental studies to gain insight about this phe-
nomenon. The final results show that DINRec perfectly integrates the functional
semantics and composition relationship of Mashups.

A recent check of ProgrammableWeb.com’s statistics shows that the number of
APIs used by Mashups only covers a quarter of the amounts of total APIs, and most
Mashups only contain less than 3 Web APIs. However, training industrial deep net-
works with few features is prone to over-fitting. To solve this problem, in this paper, we
present a Doc2simu model to train the text vectors of all Web APIs, and choose the
ones with high similarities as the extended dataset help to support effective training in
industrial networks. The process of the method proposed in this paper is illustrated in
Fig. 1. The contributions of this paper are summarized as follows:
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(1) We propose a recommendation method based on Deep interest Network (DIN-
Rec), which can improve the expressive ability of feature model and better capture
the diversity characteristics related to functional semantics and composition
relationships of Mashups.

(2) We present a Doc2simu model to help training industrial deep networks by
extending dataset based on the Doc2vec model and cosine similarity.

(3) We conduct experiments on a real-world dataset crawled from ProgrammableWeb
to evaluate the effectiveness of DINRec.

The rest of this paper is organized as follows. Section 2 presents the process and
structure of DINRec. Section 3 discusses and analyzes the experimental results and
variable parameters. Section 4 describes the related works and Section 5 draws a
conclusion of the paper.

2 Process of DINRec

2.1 Feature Representation

Feature Description. Describing the features of Mashups and their member APIs is
the fundamental task to obtain the functional semantics and composition relationships
of Mashups. Formally, the feature of a Mashup is defined as follow:

Definition 1 (Feature of a Mashup). The feature of a Mashup can be defined as a tuple
F ¼ FM ;FAð Þ. . In this tuple, FM ¼ NM ; TM ;CM ;DMð Þ, where NM is the name of the
Mashup, TM is the tags of the Mashup, CM is the category of the Mashup and DM is the
description text of the Mashup; FA ¼ FA

i j0� i�Ni
� �

NA; TA;CA;DAð Þ, where NA ¼
nA;ij1� i� n

� �
, TA ¼ tA;ij1� i� n

� �
, CA ¼ cA;ij1� i� n

� �
and DA ¼ dA;ij1� i

�
� ng, nA;i, tA;i, cA;i, dA;i represent the i-th API’s name, tag, category and description text
feature, respectively, n is the number of member APIs for each Mashups.

Fig. 1. The framework of DINRec.
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Feature Representation. As the above shows, features in our recommendation tasks
is mostly in a multi-group categorial form, based on this, we use one-hot encoding to
represent features in this paper. One-hot encoding is simple to compute and understand,
and employed frequently when it is necessary to represent a categorical variable in a
neural network, which is normally transformed into high-dimensional sparse binary
features [8, 9]. Mathematically, encoding vector of i-th feature group is formularized as
ti 2 RKi . Ki denotes the dimensionality of feature group i, which means feature group i
contains Ki unique APIs. ti j½ � is the j-th element of ti and ti j½ � 2 0; 1f g, PKi

j¼1 ti j½ � ¼ k.
Vector ti with k ¼ 1 refers to one-hot encoding and k[ 1 refers to multi-hot encoding.
Then one instance can be represent as x ¼ ½tT1 ; tT2 ; . . .tTM �T in a group-wise manner,
where M is number of feature groups,

PM
i¼1 Ki ¼ K, K is dimensionality of the entire

feature space. In this way, the aforementioned instance with one-hot encoding and
multi-hot encoding of features are illustrated as:

0; . . .; 1; . . .; 0½ �|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
NM¼PropRover

0; . . .; 1; . . .; 1; . . .; 0½ �|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
NA¼ FeedBurner;GoogleMapsf g

The whole feature set used in our system is described in Table 1. It is composed of four
categories, among which Mashup’s MemberAPIs features are typically multi-hot
encoding vectors and contain rich information of Mashup preferences. Note that in our
setting, there are no combination features. We capture the interaction of features with
deep neural network.

2.2 Deep Interest Network

In this section, we will introduce the framework of Deep Interest Network (DIN). The
architecture of it can be illustrated in the Fig. 2, which consists of several parts:

Embedding Layer. As the inputs are high dimensional binary vectors, embedding
layer is used to transform them into low dimensional dense representations. For the i-th

Table 1. Simple indications of the representation of feature representation.

Category Feature Group GROUP Dimension Type Ids per Instance

Mashup Features Name *104 One-hot 1
Tag *103 One-hot 1

Cate *103 One-hot 1
Mashups’ MemberAPIs features APIs_Names *102 Multi-hot *102

APIs_Tags *10 Multi-hot *10

APIs_Cates *10 Multi-hot *10
Candidate API features API_Name *104 One-hot 1

API_Tag *103 One-hot 1
API_Cate *103 One-hot 1

Content features Map *102 One-hot 1

Game *102 One-hot 1
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feature group of ti, let Wi ¼ wi
1; . . .;w

i
j; . . .;w

i
1Kt

h i
2 RD�Kt represent the i-th embed-

ding dictionary, where wi
j 2 RD is an embedding vector with dimensionality of D.

Embedding operation follows the table lookup mechanism, as illustrated in Fig. 2.

• If ti is one-hot vector with j-th element ti j½ � ¼ 1, the embedded representation of ti is
a single embedding vector ti ¼ wi

j.
• If ti is multi-hot vector with ti j½ � ¼ 1 for j 2 i1; i2; . . .; ikf g, the embedded repre-

sentation of ti is a list of embedding vectors: ei1 ; ei2 ; . . .eikf g ¼ wi
i1 ;w

i
i2 ; . . .w

i
ik

n o
.

Pooling Layer and Concat Layer. Notice that different Mashups have different
numbers of APIs. So that the number of non-zero values for multi-hot behavioral
feature vector ti varies across instances, causing the lengths of the corresponding list of
embedding vectors to be variable. As fully connected networks can only handle fixed-
length inputs, it is a common practice [8, 10] to transform the list of embedding vectors
via a pooling layer to get a fixed-length vector:

ei ¼ pooling ei1 ; ei2 ; . . .eikð Þ ð1Þ

average pooling, which apply element-wise sum/average operations to the list of
embedding vectors. Both embedding and pooling layers operate in a group-wise
manner, mapping the original sparse features into multiple fixed length representation
vectors. Then all the vectors are concatenated together to obtain the overall repre-
sentation vector for the instance.

Activation Unit. From the above steps, we obtain a fixed-length representation vector
of Mashup composition by pooling all the embedding vectors over the Mashup com-
position feature group, as Eq. (1). This representation vector stays the same for a given
Mashup, in regardless of what candidate APIs are. In order to solve this problem, DIN
pay attention to the representation of locally activated intentions to recommend APIs
for Mashup. Instead of expressing all Mashup’s diverse composition with the same
vector, DIN adaptively calculate the representation vector of Mashup’s composition by
taking into consideration the relevance of existing composition to recommend candi-
date APIs for Mashup. And this representation vector varies over different candidate
APIs, so that we can select novel APIs for Mashup incrementally based on the com-
position relationship information.

From the Fig. 2, we can observe that DIN introduces a novel designed local acti-
vation unit. Specifically, activation units are applied on the Mashup composition fea-
tures, which performs as a weighted sum pooling to adaptively calculate Mashup
representation vU given a candidate API A, as shown in Eq. (2):

vU Að Þ ¼ f vA; e1; e2; . . .; eHð Þ ¼
XH

j¼1
aðej; vAÞej ¼

XH

j¼1
wjej ð2Þ

where e1; e2; . . .; eHf g is the list of embedding vectors of composition of Mashup U
with length of H, vA is the embedding vector of API A. In this way, vU Að Þ varies over
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different APIs. a �ð Þ is a feed-forward network with output as the activation weight, as
illustrated in Fig. 2. Apart from the two input embedding vectors, a �ð Þ adds the out
product of them to feed into the subsequent network, which is an explicit knowledge to
help relevance modeling. Local activation unit of Eq. (2) shares similar ideas with
attention methods which are developed in NMT task [11]. However different from
traditional method, the constraint of

P
i wi ¼ 1 is relaxed in Eq. (2), aiming to reserve

the intensity of Mashup composition. That is, normalization with softmax on the output
of a �ð Þ is abandoned. Instead, value of

P
i wi is treated as an approximation of the

intensity of activated Mashup composition to some degree. For example, if a Google
Maps API has been chosen for creating a Mashup of travel class. Given two candidate
APIs of Bing Maps and World Weather Online, World Weather Online may get larger
value of vU (higher intensity of preference) than Bing Maps, because it complements
the function of this Mashup and avoids choosing category-similar APIs for the
Mashup. Traditional attention methods lose the resolution on the numerical scale of vU
by normalizing of the output of a �ð Þ. We have tried LSTM to model Mashup’s invoked
APIs dataset in the sequential manner. But it shows no improvement, we leave it for
future research.

MLP. Given the concatenated dense representation vector, fully connected layers are
used to learn the combination of features automatically. Recently developed methods
[8, 12, 13] focus on designing structures of MLP for better information extraction.

Loss. The objective function used in base model is the negative log-likelihood func-
tion defined as:

L ¼ � 1
N

X
x;yð Þ2S y log p xð Þþ 1� yð Þ log 1� p xð Þð Þð Þ ð3Þ

Fig. 2. DIN model structure.
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where S is the training set of size N, with x as the input of the network and y 2 {0, 1} as
the real label, p xð Þ is the output of the network after the softmax layer, representing the
predicted probability of sample x being recommended.

3 Experiment

3.1 Dataset Description and Doc2simu Preprocess

Dataset Description. To evaluate the performance of different APIs recommendation
methods, we crawled 6415 real Mashups which invoke 1595 APIs from the Pro-
grammableWeb site and the overall statistics of our datasets is show in Table 2. For
each Mashups or APIs, we firstly obtained their descriptive text and then performed a
preprocessing process to get their standard description information. Figure 3 presents
the statistics of APIs distribution in Mashups on the crawled dataset. From the Fig. 3,
we can see that, 53.1%/25.1%/10.4% Mashups respectively invoke 1/2/3 APIs. Totally,
more than 99% Mashups invoke 1–10 APIs. Therefore, we report experiment results
obtained by recommending 1 to 10 APIs for target Mashup in this section.

Doc2simu Preprocess. As the Fig. 3 shows, the dataset mentioned above is relatively
small and most Mashups invoked only a small amount APIs which to a great extent
will cause over-fitting in industrial depth network, and it may not be tolerated for our
recommendation system. To remit this problem, we set up a Doc2simu model to
expand our dataset. We followed several steps to clean and preprocess them.

Table 2. Statistic of our ProgrammableWeb dataset.

Projects Mashup API

Number of entities 6415 1595
Number of categories 375 127
Number of tags 996 964

Fig. 3. Web APIs distribution of Mashups in the crawled dataset.
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First, we retrieved the three sections for each invoked APIs, including the name,
primary category, primary tag and description. Then we processed the description
document of all APIs by using tokenizer and stemming, meanwhile we removed those
illegal characters including digits and special characters (e.g., &, % and $, etc.), and
removed general or stop words in the end. The rest of the words were validated using
dictionary.

Next, we put the ultima corresponding description document of each API into the
Doc2vec [14] model for training and get the corresponding word vector, then the cosine
similarity between each API and all other APIs word vectors is calculated, and the
semantic similarity matrix is obtained. Finally, we select APIs, whose cosine similarity
is more than 0.88 with the member APIs of each Mashups, as the extended simulation
dataset of the corresponding Mashup. Cosine similarity is calculated as follows:

cos x; yð Þ ¼
Pn

i¼1 xi � yið ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 xið Þ2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 yið Þ2

q ð4Þ

where xi and yi represent the elements in the word vector between two different APIs x
and y. Figure 4 gives a detailed introduction to the Doc2simu Preprocess. In addition,
in order to ensure that the composition relationship of Mashups can be taken into
account when training our model, we must filter out Mashups which contain three or
more APIs.

After the above treatment, our dataset has become rich, and with more than 3
MemberAPIs for each Mashups. Features include API_id, cate_id, Mashup’s invoked
APIs_id_list and cate_id_list. Let all MemberAPIs of a Mashup be b1; b2; . . .;ð
bk; . . .; bnÞ, the task is to predict the kþ 1ð Þ-th MemberAPIs by making use of the first
k MemberAPIs. Training dataset is generated with k = 1, 2, …, n-2 for each Mashups.
In the test dataset, we predict the last one given the first n-1 MemberAPIs. For all
models, we use SGD as the optimizer with exponential decay, in which learning rate
starts at 1 and decay rate is set to 0.1. The activation function is set to be sigmoid
function.

Fig. 4. Doc2simu preprocess.

186 Y. Xiao et al.



3.2 Metrics

In recommendation field, Area Under Receiver Operator Characteristic Curve (AUC) is
a widely used metric [15]. It measures the goodness of order by ranking all the APIs
with recommendation, including intra-Mashups and inter-Mashups orders. A variation
of Mashups weighted AUC is introduced in [16, 17] which measures the goodness of
intra- Mashups order by averaging AUC over Mashups. We adapt this metric in our
experiments. For simplicity, we still refer it as AUC. It is calculated as follows:

AUC ¼
Pn

i¼1 #impressioni � AUCiPn
i¼1 #impressioni

ð5Þ

where n is the number of Mashups, #impressioni and AUCi are the number of
impressions and AUC corresponding to the i-th Mashup.

Besides, we introduce Average Precision (AP) to evaluate the performance of all
methods. AP is calculated as the area under the precision-recall curve. AP considers
two measurements (i.e., precision and recall) simultaneously. It has been widely used in
Information Retrieval [18] and Computer Vision [19]. Hence AP is defined as:

AP ¼ 1
2

X
i
Pre ið ÞþPre i� 1ð Þð Þ � Re ið Þ � Re i� 1ð Þð Þ ð6Þ

where Pre ið Þ and Re ið Þ are the precision and recall at the i-th threshold, respectively.
Larger AUC and AP values indicate better performance.

3.3 Performance Comparison

We compare DINRec with the following strong baselines that are designed for Service
Recommendation:

• LR [20]. Logistic regression (LR) is a widely used shallow model before deep
networks for recommendation task. We implement it as a weak baseline.

• NMF (nonnegative matrix factorization) [21]. This approach employs matrix fac-
torization to user-item matrix with a constraint that the factorized matrix is positive.

• FM [19]. This approach is the traditional factorization machine. It concatenates user
id and item id as sparsity feature, and learns the interactions between users and
items to complete the user-item matrix.

• Wide&Deep [8]. In real industrial applications, Wide&Deep model has been widely
accepted. It consists of two parts: (i) wide model, which handles the manually
designed cross product features, (ii) deep model, which automatically extracts
nonlinear relations among features. Wide&Deep needs expertise feature engineer-
ing on the input of the “wide” module. We follow the practice in [13] to take cross-
product of Mashups composition and candidates as wide inputs. For example, in our
dataset, it refers to the cross-product of Mashup rated APIs and candidate APIs.

• DeepFM [13]. This approach combines the power of factorization machines for
recommendation and deep learning for feature learning in a new neural network
architecture.

DINRec: Deep Interest Network Based API Recommendation Approach 187



In this part, we conduct experiments by randomly removing a part of Mashup-API
pairs from the Mashup-API interaction matrix to make the matrix with different den-
sities (i.e., 10% to 90%) in diverse models. For example, 10% denotes that we remove
90% entries on the Mashup-API matrix. And then we set the 10% entries as training
set, the remaining 90% entries as testing set [22]. The results of performance com-
parison on our dataset is shown in Table 3. Obviously, all the deep networks beat LR
model significantly, which indeed demonstrates the power of deep learning. DeepFM
with specially designed structures preforms better than Wide&Deep. The performance
of FM is better than NMF due to learning the interactions between Mashups and APIs.
In addition, the performance of DeepFM is better than FM due to applying deep neural
network to learn the high-dimensional interactions between Mashups and APIs.
DINRec performs best among all the competitors. We owe this to the design of local
activation unit structure in DIN. DIN pays attentions to the locally related Mashup
composition relationship by soft-searching for parts of Mashup invoked APIs that are
relevant to candidate API. With this mechanism, DIN obtains an adaptively varying
representation of Mashup composition relationship, greatly improving the expressive
ability of model compared with other deep networks. The table only presents the results
of training data sparsity that is 10%, 20%, 80% and 90%, all results and impact of
training data sparsity will be described and discussed in the next subsection.

3.4 Impact of Training Dataset Sparsity

The training dataset sparsity is an important factor to impact recommendation per-
formance. It represents how much information considered by Mashup on APIs we can
utilize. To study impact of training data density, we set it from 10% to 90% with a step
value of 10%. From Fig. 5, it can be found that our DINRec model achieves the best
performance under all training data density. The performance of FM based approaches
(e.g., FM and DeepFM) is better than LR and NMF. The performance of Wide&Deep
is only worse than DINRec and DeepFM. Moreover, the AUC and AP values grow up
with the increasing of training dataset sparsity. It is reasonable because when there is
more training dataset, there is more information between Mashups and APIs will be
collected, which is benefit for improving the recommendation accuracy.

3.5 Impact of Cosine Similarity Setting

In this subsection, we performed an empirical study on the effect of different cosine
similarity setting of DINRec on the results. As mentioned in Section 1, it is necessary
to find a suitable cosine similarity threshold when we extend our datasets by using
Doc2simu model. To investigate the effect of this threshold, we performed an exper-
iment under different setting of the threshold including 0.80, 0.82, 0.84, 0.86, 0.88,
0.90, 0.92, 0.94, 0.96. The results are listed in Fig. 6. It can be observed that when
increasing similarity setting value from 0.80 to 0.96, the AUC and AP value show an
upward trend at first, and then a downward trend. Obviously, the best performance of
AUC and AP value is achieved when the value is set as 0.88. This phenomenon
demonstrates that larger similarity setting values bring better recommendation results.
But why the AUC and AP values drop when the cosine similarity value is greater than
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0.88 is a question that worth thinking about. Indeed, in theory, the higher the similarity
the higher the final result should be better, but it can’ be ignored that the corresponding
amount of training dataset will be less. In the depth learning model, the amount of
training dataset is proportional to the good results. For example, when the similarity is
set to 0.86, there are 199314 training datasets, but when the similarity is set to 0.96, the
training dataset is only 43832.

Table 3. Performance comparison.

Methods Sparsity of training dataset

Training
dataset = 10%

Training
dataset = 20%

Training
dataset = 80%

Training
dataset = 90%

AUC AP AUC AP AUC AP AUC AP

LR 0.6302 0.5353 0.6383 0.5364 0.6331 0.5293 0.6354 0.5345
NMF 0.6552 0.5291 0.6953 0.5358 0.7724 0.5814 0.7921 0.5867
FM 0.7814 0.6742 0.7987 0.6811 0.8184 0.6994 0.8219 0.7067
Wide&Deep 0.8166 0.7198 0.8251 0.7282 0.8479 0.7473 0.8581 0.7526
DeepFM 0.8403 0.7317 0.8488 0.7402 0.8773 0.7677 0.8831 0.7754
DINRec 0.8573 0.7686 0.8652 0.7714 0.8934 0.7934 0.9052 0.8016

(a) AUC (b) AP

Fig. 5. Impact of training dataset sparsity.

(a) AUC (b) AP

Fig. 6. Impact of cosine similarity setting.

DINRec: Deep Interest Network Based API Recommendation Approach 189



4 Related Works

Web API recommendation technique plays an important role in service-oriented
computing and effectively improves the quality of service discovery [23]. A number of
research works have been done on Web API recommendation. They are mainly clas-
sified into three types: Collaborative filtering-based methods, Semantic based methods,
and network based methods.

Collaborative filtering-based methods make use of user activities and past inter-
actions to learn preferences and generate recommendations. [24] incorporated func-
tional interest, QoS preference and diversity feature to recommend top-N diversified
Web services to users. [25] proposed a collaborative filtering approach to predict
missing QoS based on the information of similar Web users and services. [26] incor-
porate user, topic, and service-related latent factors into service discovery and
recommendation.

The semantic based approaches aimed at finding the highest matching degree
services via semantic similarity computation. [1] proposed a semantic content-based
recommendation approach by analyzing the context of intended service. [26] consid-
ered simultaneously both rating dataset and semantic content dataset of Web services
using a probabilistic generative model. [25] proposed a semantic-based service dis-
covery framework, consisting of user model, context model, service model and a
service discovery process. The similarity usually calculates from services’ functionality
description with some topic model, such as LDA topic model. [27] presented a rec-
ommendation system to design Mashup applications, relying on the multi-dimensional
information, such as similar Mashups, similar Web APIs, cooccurrence and popularity
of Web APIs. [28] advanced the current state of the art for Web API search and ranking
from mashups developers’ point of view, by addressing two key issues: multi-
dimensional modeling and multi-dimensional framework for selection.

The network based approaches consist of two parts: social network and information
network. The social network based approaches tend to apply user interest, social
relationship and link prediction. [29] proposed a combined approach that improves
description-based techniques with these social ranking measures. [30] proposed to
combine current discovery techniques (exploration) with social information (ex-
ploitation). [31] proposed a social-aware service recommendation model by exploring
multi-dimensional social relationships among potential users, topics, Mashups, and
services. [27] presented an approach based on user interest from their Mashup usage
history and social relationships information. [32] proposed a social network-based
service recommendation method with trust enhancement by employing matrix factor-
ization and random walk algorithm. The information network based approaches mainly
employ different kinds of information and multiple semantic meanings of meta paths to
recommend service. [33] proposed an efficient consistent regularization framework to
enhance Mashup discovery by leveraging HIN between Mashups and their compo-
nents. [34] proposed to recommend services for Mashup creation by exploiting dif-
ferent types of relationships in service related HIN. Inspired by the above approaches
and in view of their shortcomings, we propose a novel recommendation approach that
integrates Mashup functional semantics to composition structure approach.
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5 Conclusion and Future Work

This paper introduces an effective service recommendation approach for Mashup
creation based on DIN. Excessive reliance on functional semantic information in
previous research work is a bottleneck for capturing the diversity of Mashups com-
position relationship. To improve the expressive ability of the traditional models, a
novel approach named DINRec is proposed to activate related Mashup composition
relationships and obtain an adaptive representation vector for prior selected APIs which
varies over different candidate APIs. Besides, a novel technique is introduced to help
training industrial deep networks with small-scale dataset and further improve the
performance of DINRec. Our method was examined on extended ProgrammableWeb
dataset. The results demonstrate that our method outperforms several state-of-the art
methods. In future work, neoteric activation unit and textual features of APIs under our
framework deserves further investigation.
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Abstract. Although recommending co-purchasers for a target buyer on
the group buying is an interesting problem, existing studies haven’t paid
attention to this topic. Different from the collaborator recommendation
that only considers users with high similarity to the target user, co-
purchaser recommendation takes both users with high and weak similarity
into account, and the recommendation results can achieve high recall and
diversity. However, the task turns out to be a challenging problem since it
is hard to make a precise recommendation for buyers with weak similar-
ity. To address the problem, we propose the following two methods. In the
first one, we directly impose a penalty to the weakly similar co-purchasers
in the embedding space. To further improve the recommendation perfor-
mance, in the second one, we smoothly increase the co-occurrence prob-
ability of the weakly similar co-purchasers by truncated bias walk. Our
experimental results on real datasets show that the proposed methods,
particularly the latter, can effectively complete the co-purchaser recom-
mendation and has a high recommendation performance.

Keywords: Group buying · Collaborator recommendation · Network
embedding · Truncated walk

1 Introduction

Co-purchase, also known as group buying, in which people with the same mer-
chandise interests form a group and conduct the purchase together to achieve
discounts [1]. In recent years, we have witnessed the prosperity of it in some
online shopping services (e.g., Taobao1, Groupon2, and PDD3) benefit from the
advanced electronic payment technology and convenient express service.

In real applications, the co-purchase usually includes the following steps:
Firstly, merchants promise to offer products or services with discount on the
1 https://www.taobao.com/.
2 https://www.groupon.com/.
3 https://www.pinduoduo.com/.
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(a) Co-purchase pattern (b) Similarity of co-purchasers

Fig. 1. A toy example of copurchase: (a) simple co-purchase pattern; (b) similarity of
co-purchasers in one co-purchase on the TaoBao. The distance between nodes ∝ their
shortest path and sim represents cosine similarity of their shopping history.

condition that a certain number of customers would make the purchase; Then, an
initiator manually invite friends, followers, and like-minded people to participate
in the purchase; Finally, co-purchasers accept the invitation and benefit from
lower price which is unavailable to the individual buyer [2].

Most group recommendation algorithms generate an item suggestion for a
group [3]. However, as the above discussion shows, the co-purchase is a dis-
tinctive group activity, in which members of the group are uncertain until the
purchase order is submitted, that is to say, we need to pay more attention to
who is the appropriate co-purchaser for an initiator, rather than focusing on
what is the right item for a group like the traditional group recommendation.
How to choose the appropriate co-purchasers? There are two methods for the
problem: the manual invitation of the initiator and the automatic recommen-
dation of the recommendation system. Although the former is a classic solution
commonly used by industry [2], it still has many flaws, such as inefficiency,
insufficient demand for co-purchaser, and the limited quantity of participants.
Compared with the first method, the latter one is a more promising method, as
the superiority of the recommendation system has been proven in many other
areas [4].

If we consider a co-purchase transaction as a collaboration between the ini-
tiator and the co-purchaser, then we can solve the co-purchaser problem build
upon the positive experiences of previous collaborator recommendation tasks.
Much literature has been published [5–7] on collaborator recommendation sys-
tems as well as their real-world applications, such as co-author recommendation
in the academic social network [5,6,8], developer recommendation in the open
source community [7], and co-star recommendation in the film industry [9].

In the above collaborator recommendation tasks, finding robustly similar users
for the target user is a core task, for example, in an academic network, people
tend to repetitively collaborate with fellow researchers with close researcher top-
ics [6,8]. It is also a classic idea in many recommendation algorithms, such as
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the typical user-based collaborative filtering approach distinguish the target users
interests and preferences by aggregating the highest similar users [4]. However, the
co-purchaser recommendation is a special scenario, in which not all co-purchasers
have high similarity with the initiator. As shown in Fig. 1b, a large number of
weakly similar users also participated in the co-purchase transaction, but they
are usually not noticed by existing recommendation methods.

The co-purchaser recommendation is a challenging task, since the identi-
fication of potential co-purchasers from the weakly similar users is not easy.
To tackle the problem, two embedding strategies are proposed, which capture
weakly similar co-purchasers from different perspectives. In the first one, we
propose a multi-layered learning architecture with PathSim [5] diffusion, namely
PathSim Diffused Structural Deep Network Embedding (PDSDNE), which con-
nects weakly similar users by PathSim and directly impose a penalty to the
mapping error of the weakly similar users. Obviously, it is a forthright strategy
that is beneficial to the weakly similar user, but it will inevitably damage the
original network structure. In the second one, we devise a co-occurrence model
based on truncated walking paths, namely co-purchasers to vectors (cop2vec).
More specifically, cop2vec can smoothly improve the co-occurrence probability
of the weakly similar co-purchasers by truncated bias walk, and thus learn a
more reasonable representation for co-purchasers. In this way, not only those
co-purchasers who are highly similar to the initiator are close to the initiator,
but also the potential co-purchasers with weakly similar to the initiator.

The contributions of our paper are summarized as follows:

– To the best of our knowledge, this is the first work that shows how to recom-
mend co-purchasers in group buying. This is an important subject because
co-purchaser recommendation has been proved to be more effective than the
handcrafted invitation.

– We propose PDSDNE and cop2vec, two efficient co-purchaser recommenda-
tion strategies, which effectively perceive weakly similar co-purchasers.

– Through extensive experiments, demonstrates the efficacy and scalability of
the presented methods in the co-purchaser recommendation task.

The rest of the paper is organized as follows. Section 2 presents related work.
Section 3 introduces the embedding methods (PDSDNE and cop2vec) with the
details of how to capture the weakly similar users for the co-purchaser recom-
mendation. Section 4 describes the experimental setup and presents qualitative
and quantitative results. Section 5 gives the conclusion with future work.

2 Related Work

2.1 Similarity Search

Similarity search is a basic operation in collaborative filtering, and it can be
directly used as a simple strategy to find a collaborator [5,11]. When the input
is in the form of a scoring matrix, the common similarity search approach includ-
ing Cosine Similarity and Pearson Correlation Coefficient [11]. In the network
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analysis task [12], a large number of similarity search methods with different def-
initions of similarity have been proposed such as Common Neighbors, Jaccard
Index, and Adamic-Adar Index, In addition to the above mentioned local-based
function, Sun et al. [5] proposed a path-based similarity measure to suit peer
objects.

2.2 Network Embedding

The low-dimensional representation learning of recommendation objects is a clas-
sic approach to the recommendation system [8,13,14], for example, one of the
most efficient and best used recommend methods is matrix factorization in which
users and items are represented in a low-dimensional latent factors space [4]. Net-
work embedding aims at learning low-dimensional vectors for the vertices of a
network [10,15,16], such that the proximities among the original network are
preserved in the low-dimensional space.

Recent progress in neural embedding methods for linguistic tasks has dra-
matically advanced state-of-the-art Natural Language Processing (NLP) capa-
bilities. These methods attempt to map words and phrases to a low dimensional
vector space that captures semantic relations between words [17]. Specifically,
Skip-gram with Negative Sampling (SGNS), also known as word2vec, set new
records in various NLP tasks. Inspired by it, DeepWalk [15] is proposed as a
method for learning the latent representations of the nodes of a social network.
The method aims to transplant the word-context concept in documents into net-
works, and combines truncated random walk with Skip-gram model to achieve
this. We can utilize the model to learn the low-dimensional and distributed
embedding of nodes as it facilitates the preservation of its structural context—
local neighborhoods—in the original network. On this basis, WALKLETS [18]
and node2vec [19] further extend DeepWalk utilize high-order proximities and
bias walk. LINE [16] is recently proposed embedding approach for large scale
networks. By design, LINE learns two representations separately, one preserv-
ing first-order proximity and the other preserving second-order proximity. Then,
Wang et al. extended the method using a deep autoencoder [20].

3 Co-purchaser Recommendation

3.1 Formalizations

In this section, we first introduce the concept of interaction networks, and then
give a formal definition of the co-purchase recommendation problem.

Interaction Networks. An interaction network is defined as a graph G =
(V,E), where V and E represent the node set and the edge set. For example,
one can represent the interaction network in Fig. 1a with buyers and products
as nodes, wherein edges indicate the interactions, such as the purchase (buyer
to product) and the trust (buyer to buyer). In order to ensure data consistency,
the edges are unweighted.
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Co-purchaser Recommendation. Network embedding is to learn a low-
dimensional vector for each node. Let U be the vector set of all buyers and
let P be the vector set of all possible products. On the basis, we define the co-
purchaser recommendation goal as follows: Given a buyer i and a product j, we
can now assign a co-purchase score S to each buyer c, it can be written as

S(c, (i, j)) = Uc · Ui
T + Uc · Pj

T (1)

3.2 Multi-layered Learning Architecture with PathSim

In this section, we first define the notation of PathSim diffusion. Then we intro-
duce the multi-layered learning model of PDSDNE. At last we present some
discussions and analysis on the model.

Fig. 2. The PathSim diffused network (The initiator links to the weakly similar users
by PathSim).

Given a network G = (V,E), we can obtain its adjacency matrix S ∈ R
V ×V .

we have sij = 1 if there exists a link between i and j, and sij = 0 otherwise. for
each row si = {sij}n

j=1. In reality, the observed links only account for a small
portion. There exist many co-purchasers who have some connectivity with the
initiator but no direct links, especially weakly similar co-purchasers. we define
the PathSim diffused matrix P ∈ R

V ×V by extending PathSim measurement
proposed in [5] as follows:

pij =

⎧
⎪⎨

⎪⎩

sij if sij �= 0
2×path(i,j)

path(i,i)+path(j,j) if the shortest length between i and j < R

0 otherwise
(2)

Where path(i, j) is the number of paths between i and j, path(i, i) is the number
of paths between i and i, path(j, j) is the number of paths between j and j.
Notice the length of all paths is the shortest length of the path between i and j.
Where R is the range of the PathSim diffusion. In theory, the score of the p can
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measure the connectivity between vertexes and normalized by the visibility of
vertexes. As shown in Fig. 2, there is 1 path between u2 and u4, 1 path between
u4 and u4 and 3 paths between u2 and u2. We can calculate that the score of
the p is 0.5.

Intuitively, if two vertexes share many common neighbors, they tend to be
similar. As shown in Fig. 2, u1 has the same shopping history as u2, so they are
similar and can be purchasing together. to model the neighbor structure, also
known as the second-order proximity, autoencoders have emerged as one of the
commonly used building blocks [20,21]. An autoencoder performs two actions,
i.e. the encoder and decoder. The encoder consists of multiple non-linear func-
tions f(·) = fθk

(· · ·fθ1(·)) that map the input data to the representation space.
The decoder also consists of multiple functions g(·) = gθ̂1

(· · ·gθ̂k
(·)) mapping the

representations in representation space to reconstruction space. Let us assume
that fθ1(x) = σ(W1x + b1) and gθ̂1

(x) = σ(Ŵ1x + b̂1), where σ is the activation
function, θ = (W, b) are the parameters involved in the encoder, and θ̂ = (Ŵ , b̂)
are the parameters involved in the decoder. The goal of the autoencoder is to
minimize the following reconstruction loss function

Ln =
∑

i

‖si − g(f(si))‖22 (3)

Naturally, it is necessary for network embedding to preserve the link struc-
ture. We wish to see that the stronger the link between the two vertexes, the more
similar their embedding vectors. Many classical recommendation algorithms have
the objective, for example, in matrix factorization techniques, the higher the
user’s rating of the item, the more overlapping their latent vectors. In addition,
by adding the penalty of PathSim score, these weakly similar co-purchasers will
be close to the initiator in the embedding space. The loss function for this goal
is defined as follows:

Ll =
∑

i,j

pi,j ‖f(si) − f(sj)‖22 (4)

To preserve both neighborhood structure and link structure, we jointly min-
imize the objective function by combining Eqs. 4 and 3:

L = Ll + αLn (5)

As shown in previous works [20], we use stochastic gradient descent (SGD) to
optimize the model. The key step is to calculate the partial derivative of the
parameters

{
θ, θ̂

}
. Ultimately, the embedding vectors can be computed by the

encoder. However, While the PathSim diffusion can be beneficial to weakly sim-
ilar co-purchasers. It can also damage the original network structure and bring
some negative impact on the general reconstruction of the network. We want to
use a smoother way to perceive weakly similar co-purchasers and minimize the
impact on the basic network features.
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3.3 Co-occurrence Model Based on Truncated Walk

For the consideration of being self-contained, we briefly review the key idea of
the co-occurrence model. The co-occurrence model is first used for linguistic
tasks, and attempt to map words to a low dimensional vector space that cap-
tures semantic relations between words. Specifically, the SGNS model aims to
maximize the co-occurrence probability among the words that appear within a
window. Inspired by it, DeepWalk [15] is proposed as a method for learning the
latent representations of the nodes of a social network. The method samples a
set of paths from the input graph using the truncated random walk. Each path
sampled from the graph corresponds to a sentence from the corpus, where a
node corresponds to a word. Given a path consisting of nodes w1 − wk, The
co-occurrence model objective is to maximize the following term:

1
K

K∑

i=1

∑

−c<j<c

log P (wi+j |wi) (6)

Where c is the context window size. Applying negative sampling [17], P is defined
as:

P (wi+j |wi) = σ(uT
i uj) +

∑

t∈NS

σ(−uT
i ut) (7)

Where σ(x) = 1/(1 + exp(−x)), and NS is the negative samples for wi.
By applying the co-occurrence model in formula 6, Frequently co-occurring

nodes in a path share similar neighborhoods (In this section, the definition of
neighborhoods is slightly different from PDSDNE, it usually refers to the window
in paths, not just the one-hop neighbors in networks.) and get similar embed-
ding [13,15]. For example (see Fig. 3a), u1 may co-occur with u2 most frequently,
we will naturally recommend u1 as a co-purchaser to u2. However, it is still chal-
lenging to recommend weakly similar co-purchaser like u3. Unfortunately, a large
number of co-purchaser have distributed the long tail of similarity, and they are
difficult to be perceived by the existing recommendation approaches.

(a) Interaction networks (b) Truncated walk (c) SGNS

Fig. 3. Overview of co-occurrence model
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To address the weakly similar co-purchaser problem, We propose a novel
neighborhoods sampling strategy that is beneficial to the weakly similar co-
purchasers, Which can smoothly improve the co-occurrence probability of the
weakly similar co-purchasers by truncated bias walk.

General Neighborhoods Sampling Strategy. Network embedding methods
based on the SGNS architecture reconstructs network features by learning the
notion of neighborhoods. We first briefly introduce the general neighborhoods
sampling strategy—truncated random walk, formally, a random walk begins at
the source node s and gets a node sequence of fixed length le, let ni denote the
ith node in the sequence, starting with n0 = s. The node ni is generated by the
following distribution.

P (ni = v|ni−1 = u, i < le) =

{
πuv∑

x∈Γ (u) πux
if v ∈ Γ (u)

0 otherwise
(8)

where Γ (u) is the one-hop neighbors of node u, and πuv is the unnormalized
transition probability between nodes u and v (e.g., the edge weights wux).

However, the simple way not allow us to account for the network structure
and guide our search procedure to explore different types of network neighbor-
hoods. Additionally, the farther nodes are difficult to capture, and may not even
be touched in the finite number of the truncated walk. As shown in Fig. 1a,
consider a truncated random walk arrived at the purchaser node u2, after which
the walk will have multiple paths to reach another purchaser node u1, that is,
u2 will frequently coexist with u1 in the node sequence generated by walks, and
finally the SGNS model maps two nodes that frequently coexist into two close
feature vectors. In contrast, there are rare opportunities to travel from u2 to u3,
that is, u2 will rarely coexist with u3, and finally the SGNS model maps two
nodes that rarely coexist into two irrelevant feature vectors.

Biased Neighborhoods Sampling Strategy. Prior studies have found the
equivalence between word-context and node-neighborhood and transplanted the
SGNS model to the network embedding. The daily corpus can only represent the
common word feature, likewise, the truncated random walk con only preserve the
basic and general network feature. We want to get more information that benefits
weakly similar users. For example, a student may face the following scenarios on
the group buying platform: he may co-purchase with his classmates, which is very
intuitive because they are robustly similar; he may also co-purchase with buyers
of a safety helmet because they have a consistent need for helmets; he might even
co-purchase with buyers of a rucksack, however, there are incongruities between
their shopping behavior. In reality, the last scenario is very common. There is
no aligned preference between co-purchasers, just an intersection under a large
category (e.g., outdoor activities).
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(a) DeepWalk (b) cop2vec

Fig. 4. The number of times co-occurrence of co-purchaser in one co-purchase on the
TaoBao (•: initiator, •: co-occurrence> 100, •: co-occurrence> 50, •: co-occurrence>
10, •: co-occurrence<= 10). (Color figure online)

Building on the above observations, we design a flexible neighborhood sam-
pling strategy which allows us to perceive the weakly related nodes effectively
and sensitively. We achieve this by developing a flexible bias walk procedure that
can explore farther neighborhoods with co-purchase tendencies. For example, a
bias walk that just traversed edge (t, u) and now resides at node u. The walk now
needs to decide on the next step so it evaluates the transition probabilities πux

on edges (u, x) leading from u. We set the unnormalized transition probability
to πux = αpkl(t, u, x) · wux, where

αpkl(t, u, x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

p if t == x

k · sim(t, x) if t ∈ I and x ∈ I
lw

1+|(wt−wx| if x ∈ Γ (t)

1 otherwise

(9)

In the equation, p, k, and l are the preset biased parameters that control the
tendency of truncated walks. wt is the purchase edge associated with t. U
and I are the users set and the items set. sim(t, x) denotes the approximate
index between item nodes t and x. We simply set the approximate index to
sim(t, x) = (Γ (i) ∩ Γ (j))/(Γ (i) ∪ Γ (j)), although we can calculate a more accu-
rate approximate index using side information attached to products.

Parameter p controls the likelihood of immediately revisiting a node in the
walk. If we set a value greater than 1, it would lead the walk to explore the
nodes that have already visited, and this would keep the walk “local” close to
the starting node [19]. Setting it to a low value ensure the walk spreads out at
a faster rate and avoids “bigram” redundancy in node sequences.

Parameter k is the key to ensure that the initiator node was able to perceive
the weakly similar co-purchaser. Setting k to a high value, the walking strategy
encourages the walk to diffuse along the chains (the red line in Fig. 3a) that are
composed of related goods. These chains are like backbones in the network, by
approaching the chains, the paths generated by walks makes more meaningful
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when the walk is moving far away. That is, the farther co-purchasers attached
to the chain will more likely coexist with the initiator.

Going back to Fig. 3a, Buyer u2 bought a product i2 in online shopping,
consider a random walk that just traversed edge (i2, u2) and now resides at node
u2. There are several alternative nodes (i3, u1, i2, i1) on the next step. At this
point, we could observe that i3 (safety helmet) has a high similarity with i2
(bicycle) because buyers of the two commodities are almost overlapping. The
similarity between two items is amplified by the biased parameter k, and then
propagated to the biased factor, and the transition probability is adjusted to a
larger value. That is to say, the walk has the high possibility to choose i3 on the
next step, and the walking path is like a backbone of the interaction network.
Finally, the purchasers of i3, such as u3, will appear in the walking path and
form a co-occurrence with u1 and u2. SGNS model will capture the phenomenon
of co-occurrence and map it to the embedding space.

Parameter l allows us to adjust the stay rate of the walk. If two buyers have
a consistent preference for one item or two items get a consistent rating by one
buyer, the item or buyer have a higher value of the stay. The higher the numeric
of the parameter, the larger the influence of the stay rate, and vice versa.

By adjusting the biased parameters, the biased strategy of walking can flexi-
bly explore the neighborhoods of nodes in interaction networks. In particular, the
parameters allow our walk procedure to generate more meaningful co-occurrence
paths for the co-purchaser recommendation. A toy example is shown in Fig. 4, the
weakly similar co-purchasers (cyan nodes in Fig. 4a) get a higher number of times
co-occurrence. As discussed in the formula 6, the weakly similar co-purchasers
will gain better embedding vectors because they have higher relevance to the
initiator. In addition, the biased walk is a smooth strategy and does not damage
the original network information. That is, the original structure of networks and
the adaptability to weakly similar co-purchasers both can be taken into account.

4 Experiments

In this section, we conduct various experiments to demonstrate the effectiveness
of our proposed methods. First, we describe three real-world datasets on online
shopping and visualize the embedding of a small number of purchasers. Secondly,
we evaluate the methods by the top-k purchaser recommendation task. Finally,
we report the co-purchaser detection experimental results on multiple online
shopping datasets and present the influence of biased parameters.

4.1 Datasets

We design experiments on three widely adopted online shopping datasets, includ-
ing Epinions, Amazon Electrol and TaoBao IJCAI16. Note, Amazon and TaoBao
are processed into 5-core subsets, which all users and items have at least five
records. Additionally, to enhance the diversity of truncated walk, we add a trust
edge between two buyers when they have multiple co-purchase. Table 1 shows
some statistics about datasets.
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Table 1. Statistics of datasets

Buyer nodes Product nodes Purchase edges Trust edges

Epinions 40163 61273 664823 269649

Amazon 158694 61848 1612208 574868

TaoBao 35295 17617 250489 71244

4.2 Visualization of the Embeddings

In this part, we visualize the embeddings of buyers learned by PDSDNE and
cop2vec. We compared two classic embedding methods like SVD and Deep-
Walk. The results are shown in Fig. 5 where the buyers of the same item were
highlighted with the same color. While the PDSDNE can be effective for the
2D embedding, it can also present a sparse form. Network embedding methods
based on the truncated walk has a natural advantage in dealing with this prob-
lem, DeepWalk can map purchasers of the same item more closely. On that basis,
cop2vec can further compact these nodes that are mapped to remote locations
due to the weak similarity.

(a) SVD (b) PDSDNE (c) DeepWalk (d) cop2vec

Fig. 5. Visualization of purchaser (Color figure online)

4.3 Top-k Purchaser Recommendation

Although purchaser recommendation is not common on many e-commerce plat-
forms, it is a critical part of group buying because we need to decide whom to
recommend products to. To split the test set, We randomly selected 20% items
from the TaoBao dataset and removed their 50% purchaser. After the model
training, we choose Top-k close purchasers for the item in the embedding space,
which are considered to be the most likely buyers to purchase the item. In order
to comprehensively evaluate the effectiveness of the recommendation, we not only
employ two state-of-the-art embedding models as baselines, including LINE [16]
and DeepWalk [15]. But also fully compared the two proposed methods.

For a fair comparison, we use a 128 dimensions vector to denote a node
in all methods. In LINE, as suggested in [16], the representation is directly
concatenated by first-order (dimension 64) and second-order (dimension 64). In
addition, we still use the same parameters for the truncated walk. The number
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(a) Precision (b) Recall (c) F1 score

Fig. 6. The performance evaluation of Top-k purchaser recommendation.

of walks per node is 50, and the walk length is 30. The context window is 8, and
the size of negative samples is 5. In PDSDNE, the structure of two-layer encoder
are 1000 and 128, and this is also the case with the decoder. In cop2vec, the
biased parameters are tuned to be optimal.

As shown in Fig. 6, the walk-based network embedding method (DeepWalk
and cop2vec) outperforms the proximity-based method LINE. When k is taken
as 50, the performance of cop2vec is better. Compared with PDSDNE, precision
is improved by 6%. Compared with LINE, the precision is improved by 23%,
which is partly due to the first-order and the second-order not well coordinated
in LINE. In terms of recall, cop2vec was significantly higher than the contrast
methods, which is increased by 41% compared to DeepWalk and 67% higher
than LINE. This shows that the bias walk strategy can effectively perceive the
purchasers who are weakly associated with items.

4.4 Co-purchaser Detection

In this section, we evaluate our proposed method on the co-purchaser recommen-
dation task. Given a purchase initiator and his order for a certain item, we want
to select the possible co-purchaser candidates. Note that current group buying
platforms encourage buyers to sign in using social accounts, that is, we can give
priority to recommending co-purchaser from a group of social accounts, rather
than recommending co-purchaser from the whole buyers.

We choose 20% of the items from datasets and remove their n purchaser as a
true buyer set. Additionally, we add (n−1)/2 unpurchased users as a false buyer
set for each selected item. Where n is 50% of an item’s total number of buyers.
Select two buyers from the true buyers set, one as the initiator and one as the
co-purchaser to form a positive sample, and finally generate n(n − 1)/2 positive
samples. Select a buyer from true buyers set and false buyers set respectively,
one as the initiator and one as the co-purchaser to form a negative sample, and
finally generate n(n − 1)/2 negative samples. We use AUC (Area Under Curve)
score to evaluate co-purchase intentions of positive and negative samples, where
the co-purchase intention can be represented by the Hadamard product of the
embedding vectors.
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Table 2. AUC (Area Under Curve) scores for co-purchaser prediction

SVD CN LINE SDNE DeepWalk node2vec PDSDNE cop2vec

Epinions 0.789 0.708 0.765 0.744 0.802 0.806 0.815 0.832

Amazon 0.620 0.549 0.546 0.589 0.656 0.655 0.582 0.687

TaoBao 0.703 0.645 0.668 0.681 0.683 0.696 0.717 0.764

(a) Parameter p (b) Parameter k (c) Parameter l

Fig. 7. Parameter sensitivity

We conduct experiments on three different scale datasets and compare them
with two traditional methods including SVD (Singular Value Decomposition),
CN (Common Neighbors), and not just network embedding methods. The per-
formances on three datasets are summarized as Table 2. We observe that cop2vec
is consistently better than all the comparison methods.

On Epinions dataset, the performance of co-purchaser recommendations is
the best, and we attribute this to a large number of real trust edges on the
dataset. The AUC score of PDSDNE is 9% higher than SDNE, 6% higher than
LINE, and 2% lower than cop2vec. On Amazon dataset, the walk-based network
embedding method is significantly higher than other types of methods, and the
worst-performing DeepWalk is also 20% better than the proximity-based embed-
ding method LINE. We can see that the performance of cop2vec gain is more
significant on Taobao dataset, the AUC score is 7% higher than PDSDNE, 11%
higher than DeepWalk, and 19% higher than Common Neighbors.

4.5 Parameter Sensitivity

We investigate the parameter sensitivity in this section. Specifically, we mainly
evaluate how the different choices of biased parameters affect the results of the
co-purchaser recommendation. We report AUC score on the Epinions in Fig. 7.
Intuitively, we can see that the performance raises when the value of parameter
p increase, as shown in [19], a high p ensures that the walk does not go too far
from the start node. We also observe that performance tends to saturate once
the biased parameter k reaches around 8. Interestingly, we keep the parameter
l at a small figure and get a good performance. This experiment suggests that
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we don’t need to pay too much attention to the “closed-loop” structure in the
co-purchaser recommendation task.

5 Conclusions

As an emerging online shopping form, group buying has been restricted by the
co-purchaser recommendation problem. Both the handcrafted invitation and the
classic collaborative filtering do not solve the problem well. In this paper, we
present network embedding based methods to address the co-purchaser recom-
mendation challenge. To cope with the problem that traditional algorithms are
desensitized to the weakly similar nodes, we propose two novel co-purchaser rec-
ommendation method, namely PDSDNE and cop2vec, particularly the latter,
which effectively perceive weakly similar nodes and maintain the original net-
work information. Experiments on real-world datasets verify the effectiveness of
our proposed approaches. For future work, incorporating side information such
as stores, product categories, and attributes of buyers constitutes a heteroge-
neous network with more diversity of the bias walk, which may further improve
the co-purchaser recommendation performance.
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Abstract. Due to their success, social network platforms are consid-
ered today as a major communication mean. In order to increase user
engagement, they rely on recommender systems to personalize individual
experience by filtering messages according to user interest and/or neigh-
borhood. However some recent results exhibit that this personalization
of content might increase the echo chamber effect and create filter bub-
bles. These filter bubbles restrain the diversity of opinions regarding the
recommended content. In this paper, we first realize a thorough study of
communities on a large Twitter dataset to quantify how recommender
systems affect users’ behavior and create filter bubbles. Then we propose
the Community Aware Model (CAM) to counter the impact of different
recommender systems on information consumption. Our results show
that filter bubbles concern up to 10% of users and our model based on
similarities between communities enhance recommender systems.

Keywords: Twitter · Communities · Filter bubble · Recommender
system

1 Introduction

Social networking has become a major way to share and discover information
on the Internet. Users generally connect since they know each other in real life
or share a common interest. Since received content from the flow is related to
people with whom they are connected to, users may consequently find their
opinions constantly echoed back which creates an echo chamber [8], that may
skew their point of view. Moreover, it has been theorized that this phenomenon is
reinforced by recommender systems [18] massively used to enhance users’ engage-
ment by personalizing individual experience. Consequently, they tend to focus on
highly relevant messages mainly based on users’ neighborhood and/or interests.
Recently critics argued that such systems are impoverishing user opportunities
to be displayed to diversified information, so called the “filter bubble”.

The link between Recommender Systems (RS) and filter bubbles is not clearly
characterized in literature and we particularly target this issue in this paper. So
c© Springer Nature Switzerland AG 2019
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we first extract communities with a traditional community detection algorithm
in a real Twitter dataset. This algorithm which relies mainly on topological
properties (so not topic-centric) will group people who are close and strongly
connected in the network, because they know each other, are geographically
close and/or share common interests. Then we perform analysis to detect filter
bubbles by measuring how often messages leave their community of origin and we
try to understand how RS focus on content originated from a reduced number of
communities. To achieve this we propose to characterize users by a community
profile based on their interactions with communities through messages prove-
nance. Then we show that recommendations provided by RS may differ from
users’ community profile and generate a filter bubble for some users. Therefore,
we advocate the fact that filter bubbles can be characterized by topology-based
communities, further works on opinion mining are out of the scope of this article.

Our second objective is to tackle this filter bubble effect for these users
through a re-ranking of their recommendations to be more respectful of their
community profile. Our proposal can be deployed on top of any RS without
modifying its implementation. We show that our solution significantly improve
the quality of recommendations by matching more closely users’ community pro-
file and by reducing the filter bubble effect at a limited computation cost.

In a nutshell, the main contributions of the paper are:

1. A community analysis to study how information is propagated through com-
munities to characterize echo chambers,

2. A measure and an analysis of the filter bubble effect from respectively a com-
munity and a user’s point of view,

3. A novel re-ranking strategy that relies on users’ community profile and the
community network to reduce the filter bubble effect.

2 Related Work

Most popular social network platforms such as Facebook, Baidu, Twitter or Insta-
gram gather millions of users. To help them find relevant content, these platforms
largely rely on RS. Recently, some works have shown that these platforms have
to face two simultaneous effects that affect user points of view. First, the “echo
chamber” phenomenon means that some users tend to consume only information
from the same ideological alignment. This leads to biased opinions. The second
effect, due to the personalization of content from recommender systems, traps
users in a “filter bubble” as described by Eli Pariser [18].

Studies on “echo chambers” were initially conducted in social sciences to
investigate how people tend to bind with similar people, creating communi-
ties and having difficulties to access opposite view points. It has been partially
described and analyzed in [7,16]. They conclude that people tend to choose news
articles from sources aligned with their political opinions. [3] also shows that
people tend to connect to each other on social platforms following an homophily
behavior, so to bind with similar people. A large study [5] focusing on filter
bubbles and echo chambers states that this phenomenon is not limited to the
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Table 1. Main features of the Twitter dataset

# nodes 2,2M # edges 325.5M # tweets 3,002M

Avg. path length 3.7 Avg. out-deg 57.8 Max out-deg 349K

Diameter 15 Avg. in-deg 69.4 Max in-deg 185K

digital era since social media users only mimic traditional offline reading habits.
In short, echo chambers is a natural phenomenon which has existed for a long
time before Facebook and the echo chamber on social networks is due to this
real-life behavior, homophily, which is only replicated on social platforms.

While it is commonly admitted that echo chambers exist, there is no indis-
putable evidence of the existence of “Filter Bubbles”. Indeed, it is unclear
whether recommender system algorithms amplify the echo chamber phenomenon
or not. Some studies have tried to quantify this phenomenon. [5] studied web-
browsing habits of 50,000 US-located people. To our knowledge, this is the largest
study on filter bubbles and echo chambers phenomena. They observed a coun-
terintuitive behavior: users with the highest “ideological segregation” rely more
on recommender systems to find new information but also are more exposed to
opposite perspectives. Thus, people using recommendation systems (RS) are the
ones seeing more different points of view. Another study [17] related to movie
recommendations made by the GroupLens team has a similar conclusion. This
work on filter bubbles asserts that RS actually lower the chances of being trapped
into a filter bubble. Facebook also conducted a similar study [1] on their algorithm
which is used to filter the feed of users. They conclude that it only decreases by
1% the chances of seeing posts corresponding to opposing views.

Models aiming at bursting an echo chamber to create more “peaceful” debates
on a specific topic, such as gun control or Obamacare, have been presented in [6].
In this work the authors propose to add edges between people having opposite
views in order to reduce controversy in the network. [12] proposes a model where
the user gives a specific point of view in order to see how recommendation change
based on this new perspective. A similar idea is developed in [8]. However, these
solutions are difficult to deploy in practice because they rely on the will of the
users to change their viewpoints. Our approach largely differs from existing work
since it is, to the best of our knowledge, the first approach to use communities
as a tool to observe echo chambers and filter bubbles effects, and to propose a re-
ranking strategy of the recommendation to reduce the filter bubble phenomenon.

3 Community Analysis

In order to estimate the importance of the filter bubbles and echo chambers’
phenomena induced by recommender systems’ usage, we first extract communi-
ties from the social graph with the traditional Louvain method. Then we try to
have a better understanding of the communities these algorithms produce and
we study the behavior of users regarding the community they belong to.
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3.1 Twitter Dataset

We present here the main characteristics of our Twitter dataset introduced
in [anonymous]. It is based on a connected component extracted from the graph
made provided by Kwak et al. [14] which has been updated since 2017 thanks to
the Twitter API 1. We collected the incoming edges (followers), out-coming edges
(followees) and all the tweets published by the associated accounts. Observe that
due to the API limit we only retrieved the last 3,200 messages for each node.
Table 1 summarizes the main features of the dataset.

We can notice that, with more than 2 million users and 3 billion messages, we
have a mean number of 1,375 published tweets per user. We detect that around
12% of these tweets, so on average 150 tweets per user, correspond to a retweet
action. Our analysis also exhibits that 92% of the tweets are never retweeted. It
means that recommendations mainly focus on a small part of the messages. As
shown in [11] users tend to have more similar profiles with users within a 2-hop
distance in the graph (called homophily [13]). This homophily has an impact on
information propagation: people close to each other in the network tend to have
a higher number of retweets in common.

3.2 Communities’ Detection

To characterize the echo chamber phenomenon and the information propaga-
tion between users, we identify and study communities in our dataset. Scal-
able community detection algorithms are proposed in literature, like Infomap,
Louvain and Label Propagation. Note that these methods only use the network
topology and not topics, user profiles or exchanged content to extract commu-
nities. Moreover they associate users to a single community. The Louvain algo-
rithm we have adopted is tailored for directed graphs [4,15]. It consequently
suits to the Twitter network. It maximizes the modularity of clusters inside
the graph that will produce denser components (i.e., maximizing the number
of connection triplets). However note that we also performed similar work for
Infomap and got very similar results. To explain the filter bubble effect, we try
to understand the rationale for the formation of a community. We first label the
communities according to their main feature(s). Remember that a user belongs
to a single “community” according to the considered community-detection algo-
rithms, and that these communities are built by considering only the topology
of the underlying social graph. We focus on the 105 more representative commu-
nities, i.e., those with more than 100 users identified by the Louvain method.
To determine the labels, we adopt the following three-step process:

(1) Most followed users inside each community are selected (most central users),
(2) We find most frequent terms occurring in the tweets of these users and we

check important features from their profiles like age, location, language, etc.,
(3) Based on these two kinds of information we provide the most representative

tag for each entity.
1 https://dev.twitter.com/rest/public.

https://dev.twitter.com/rest/public
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Some improvements may be considered like performing named-entity extrac-
tion rather than only relying on term frequencies, for instance. However it turned
out that our basic strategy provides good labeling since users who have strong
common interests, such as “Sports” for instance, are highly connected and form
a community we effectively tagged as “Sports”.

3.3 The Community Network

We exploit here the detected communities to enlighten the echo chamber effect.
The objective is to quantify how information spreads outside the community to
which it has been attached to. We first link a tweet to a community, then we
find out how many communities it reaches. This quantification could be seen
as a propagation measure inside the social network. This allows us to study the
presence of echo chambers at both users and communities level.

Community Membership of a Message. To track messages “activity” we
need to identify the way to attach messages to a community. Two options can
mainly achieve this: a message belongs to the community from which it occurs
first or to the community in which it obtained most likes/retweet.

It appears that 90% of retweeted messages obtain a high popularity in the
community from which it comes from. The remaining 10% belong to small com-
munities and naturally become famous when they reach larger communities. In
the following we decide to identify the message community membership based on
the community where it was written initially in order to emphasize the influence
of small communities on bigger ones.

Correlation Between Popularity and Spread. Now we have communities
and messages, we can measure the popularity of messages and how they propa-
gate throughout the community network.

Figure 1 shows the distribution of retweeted messages with respect to the
number of reached communities. We can see that 80% of retweeted messages
reach at most 2 communities, and among them, half remains internal to the
community they belong to. This distribution is characterized by a Power Law :
Cx−α (with C = 200, α = 2.2 and xmin > 1 for probabilities). As expected C is
really high stating that the probability that a tweet remains in a community is
high. According to α, this classical value (typically between 2 and 3) indicates
that communities have far connections between each other. This experiment
confirms the fact that most of the messages are rarely retweeted while few very
popular messages reach high numbers of communities. It underlines the existence
of an echo-chamber effect inside communities.

According to this analysis, we conclude that most of the tweets hardly ever
leave their community, especially if they are not popular.

4 Filtering Bubble

The objective is to analyze how recommender systems create or reinforce the echo
chamber phenomenon at community and user levels. We study the filter bubble
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effect with three different recommendation systems: GraphJet [19] proposed by
Twitter, Collaborative Filtering [2] (called CF ) and SimGraph [11]. To achieve
this, we consider recommendations produced for samples of 25 users randomly
extracted from each community obtained by Louvain.

4.1 Community-Level Approach

A global approach to quantify the filter bubble effect is to compute the pro-
portion of intra-community recommendations. When the proportion of users’
recommendations belongs to its own community is too high (intra-community
recommendations, opposite of the diversity), it implies that a filter bubble effect
could lead to the reinforcement (or apparition) of an echo chamber effect.

In Fig. 2 we plot the ratio of intra-community recommendations regarding
the number of recommendations proposed per day (for each user). We find out
that GraphJet tends to propose less “diverse” recommendations than CF with
on average 23% of intra-community recommendations. This could be explained
by the random walk-based algorithm behind GraphJet that would give more
opportunities to recommend messages in the neighborhood, which corroborates
conclusions of Fig. 1. At the opposite CF computes similarities between users
from the whole graph independently from the topology and tends to provide
more diversified recommendations than other solutions, in terms of community
provenance. SimGraph results are between CF and GraphJet since it mixes both
topology and similarity (i.e., homophily).

We also notice that independently of the number of recommendations pro-
posed, the diversity is constant after 20 recommendations. Consequently, in the
following we fix the recommendation number to 20 per day. As expected, in
Fig. 2 filter bubbles aren’t visible due to average values over every user.

To study the filter bubble at community scale, we display in Fig. 3 the ratio
of intra-community recommendations per community along with their size for
the CF recommendation algorithm. Community labels come from Sect. 3.2. Due
to space limitations, we do not display Figures for the other algorithms but they
behave similarly. We observe that for all recommendation algorithms, there is a
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logarithmic correlation between community size and intra-cluster recommenda-
tions. The rationale is that the bigger a community is, the higher the chances
are for its users to receive a recommendation from this community. However this
experiment reveals that a global approach isn’t sufficient to exhibit a particular
community being concerned by a filter bubble.

4.2 Local Approach

Since we cannot detect filter bubbles with a global approach at community-
level, we attempt to see whether this phenomenon can be observed at user-level.
Therefore, we analyze communities’ diversity for which recommended tweets are
issued from. For this, we apply for each user the Gini coefficient [9] on the aggre-
gate number of received recommendations per community. The Gini coefficient
measures the ratio of inequalities within a set of values, i.e., its diversity.

Users with high Gini scores seem to be trapped into a filter bubble. It is due to
the RS which provides recommendations issued from few different communities.
However after analyzing their profiles, we observe that these users have in fact a
very specific usage of the platform (e.g., football player’s account only interact
with sports messages). Therefore the RS by recommending only sports messages
just follow the usage of the user maintaining the echo-chamber effect.

Consequently we believe that we must consider users’ profile in the platform
to determine if they are in a bubble or not. We thus consider the difference
between user’s interactions and RS recommendations. We propose to show this
effect by computing the difference between the Gini coefficient of users’ profile
(list of effectively “liked” communities) and the one from the recommender sys-
tem (list of “recommended” communities). Results are plotted in Fig. 4. High
values mean that the recommendations are too diversified compared to the real
user behavior while low values lead to a bubble effect with fewer communities
concerned by recommendations compared to the real user behavior.

We see that 30% of the users are faced with less diversified recommendations
than their own profile. This effect is mainly due to a frequent behavior of the
user who “likes” many messages from a particular community and less frequently
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from “random” ones. However, recommender systems focus mostly on this main
community and provide recommendations mainly issued from this community.

5 CAM - A Community-Aware Model

Thanks to this preliminary but essential study, we are now able to detect a filter-
bubble effect on users’ community profile with topology-based communities. We
propose in the following our Community-Aware Model whose objective is to
reduce the filter-bubble impact. It can be deployed on top of a RS and it enhances
it with a new scoring function which permits re-ranking the recommendations.
Observe that our approach is consequently independent of the choice of the RS
and may be consequently deployed in any existing social network platform.

5.1 Community Profiles

So consider a user u and a social network where n communities were detected
by a community detection algorithm. Let

−→
Pu be the user’s u community profile

represented as a normalized vector:
−→
Pu = (pc1, pc2, . . . , pcn) where pci denotes

the rate of messages from the community ci among all the messages he liked.
Suppose that a recommender system RS produces a list of recommenda-

tions LRecou for the user u from which only the top-k items are extracted and
presented to u. The main idea is to re-rank LRecou by considering, for each
message, its community of origin. The end goal consists in finding a top-k which
corresponds more precisely to the user community profile

−→
Pu.

Note that naive models which attempt to pick up the required number of
messages from LRecou in each community of

−→
Pu wouldn’t be successful. Indeed,

due to too low recommendation scores or to a period where the corresponding
community is less active, some communities from a profile

−→
Pu are not present

(or insufficiently present) in LRecou. Besides, with such naive approaches, a
message with a high recommendation score which is not issued from a community
appearing in

−→
Pu will also be discarded, even if the community is topologically

and/or thematically closed to, which contributes to the filter bubble effect.
Since our community analysis reveals that some communities are themat-

ically very close to, we propose that our re-ranking model takes into account
this similarity and consequently modifies the scores produced by RS even for
messages from communities which are not in

−→
Pu.

Our model relies on the impact of items on communities called
−→
VU and the

user’s profile
−→
Pu. It tries to minimize the distance between

−→
VU and

−→
Pu.

5.2 Community Similarity Score

We first need to determine a measure of similarity between communities which
takes into account (1) topology, (2) semantic information and (3) flows of infor-
mation between these communities. We propose the following similarity measure
to estimate how similar two communities can be.



220 Q. Grossetti et al.

Definition 1. (Community Similarity Score) The asymmetric similarity mea-
sure between a community ci and cj is estimated as follows:

sim(ci, cj) = α Links(ci → cj) + β Sem(ci, cj) + γ F low(ci → cj) (1)

where Links is the ratio of the number of links from ci which are directed to cj

among its outgoing links, Sem represents the similarity (see Sect. 6.1) between
the main topics of ci and cj, and Flow corresponds to the link importance which
relies on the proportion of circulating tweets (retweets) from ci to cj. α, β and γ
are constants which can be tuned according to the behavior of the underlying RS
(see Sect. 6.2) in order to target relevance and/or filter bubbles.

Based on this similarity measure we can build the Community Similarities
Matrix (CSM = (simij)1≤i,j≤n). Observe that this matrix is not symmetric
since we consider links’ direction and information propagation (flow).

5.3 Community-Aware Recommendations

We consider that each item I is associated to a community score vector
−→
I

which captures how this item is thematically and topologically close to each
community. To compute the vector

−→
I of an item I we rely on the community-

similarity matrix CSM . So
−→
I corresponds to the community similarities from

column ci of the CSM matrix to which community I is associated to.
Our model intends to propose a set of recommendations U , selected from the

recommendation list LRecou produced by RS, with a community score vector−→
VU which matches as much as possible the user profile

−→
Pu. The community

score vector
−→
VU of a set of recommendations U is the aggregation of different

normalized community score vectors of each item in U :
−→
VU =

∑

I∈U

−→
I /|| ∑

I∈U

−→
I ||.

Finding the set of recommended items U whose community profile
−→
VU

matches as much as possible the profile
−→
Pu can be modeled as a distance mini-

mization problem between
−→
VU and

−→
Pu:

{
U = argmaxLrecou |−→Pu − −→

VU |
|U | = k

(2)

However, determining the new recommendations based only on the distance
with the user profile, regardless of the importance of the recommended con-
tent, may lead to recommend content of lower interest for the user. So another
objective for our approach consists in the following maximization problem:

{
U = argmaxLrecou

∑
I∈U

recom(u, I)

|U | = k
(3)

where recom(u, I) denotes the score of item I for user u provided by the RS.
Consequently the objective of our re-ranking algorithm is expressed as a

multi-objective optimization problem determined by both Eqs. 2 and 3.
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5.4 Avoiding the Filter Bubble

A traditional strategy to determine a solution to a multi-objective optimization
problem is scalarization where no solution satisfies both objectives. Scalarizing is
an a priori method, which transforms the multi-objective optimization problem
into a single-objective optimization problem.

Table 2. Recommendation scores for
Joe

Ranking Origin community Score

1 A 0.8

2 A 0.7

3 A 0.5

4 B 0.4

5 C 0.1

Table 3. Scores for all 3-item
combinations

3-item set and their score

{1,2,3} 0.81 {1,2,4} 0.40

{1,2,5} 0.57 {1,3,4} 0.41

{1,3,5} 0.54 {1,4,5} 0.48

{2,3,4} 0.42 {2,3,5} 0.47

{2,4,5} 0.47 {3,4,5} 0.43

To achieve this transformation, we propose to integrate the recommendation
score when estimating the community score vector

−→
I . Since our objective is to

get a high global recommendation score, we attempt to discard first from our
recommendation set, items with a low recommendation score.

Thus, we adopt for our community score vector
−→
I this new definition:

−→
I =

1

recom(u, I)
× −−−−−−→

CSM(ci) (4)

With this new definition, an item with a low recommendation score will
significantly increase the different components of its community score vector.
This item will have a high impact on

−→
VU and increase the profile distance. Thus,

this item is more likely to be replaced by another one in the final item set.

Example 1. Consider a user Joe to whom a recommender system proposes a
list of recommendations RecoJoe. Assume for this example that we limit the
recommendations to the top-3 scores, so Joe receives the three recommendations
originated from the community A. We suppose that there are only 3 communities
and that there exists no similarity between them. Therefore CSM is the identity
matrix. We assume that Joe interacts equally with these three communities;
therefore his profile is:

−−→
PJoe = (0.33, 0.33, 0.33).

To re-rank the items by considering the user profile and the relevance of the
messages, we compute the distance from Eq. 2 with the community score vector
computed with Eq. 4.

We display in Table 3 the distance = |−−→PJoe − −−→
VJoe| for the different 3-item

combinations. For our example, we see that the score for the best combination
is 0.40 and corresponds to {1, 2, 4}. We see in Table 2 that these items have a
high recommendation score, and this set better matches the user profile.
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To determine the top-k recommendation set, we theoretically need to com-
pute all the combinations of k items from U extracted from LRecou which con-
sists of N items has a complexity of

(
N
k

)
. We escape the exponential complexity

by adopting an interchange algorithm. So we initialize the recommendation set
with the k top-rated items. Then we check for each of the N −k remaining items
if we can reduce the distance with the user profile by replacing one recommen-
dation by this item. This algorithm has a N2 complexity.

6 Experiments

We first detail the experimental protocol we adopted to measure the benefits of
our re-ranking model CAM for both the relevance of recommendations and the
number of users suffering from the filter bubble effect. We also study the impact
of the different parameters in our model, i.e., semantic similarities, the flow and
the topological similarity, on the overall results. Our experiments reveal that our
model can be tailored for different RS to provide significant gains. For all our
experiments, we use the Twitter dataset described in Sect. 3.

6.1 Settings

To measure the filter bubble effect, we use the Gini coefficient (see Sect. 4.2) for
a sample of users from our dataset. More precisely we measure the difference
between the user’s Gini coefficient computed for his community profile and the
one computed for the community distribution of the recommendations. We con-
sider that a user is affected by a filter bubble if this difference is lower than a
given threshold of −0.2 (bottom right of Fig. 4). This −0.2 corresponds to the
inflection point observed in Fig. 4 which characterizes 10% of the users.

We select the largest communities, with at least 1,000 users, from the USA
found by the Louvain clustering method. They represent 38 communities. For
each of these communities, we randomly extract 16 users, leading to 608 selected
users. This choice of 16 users corresponds to the maximum number of users for
the smallest community that retweeted at least twice, therefore users that can
be targeted by a RS to give sufficient messages to re-rank. We chose to balance
all the communities by an equal number of users.

Then we select messages’ retweets which were retweeted at least twice. This
constitutes a set of 132, 389, 409 sharing actions, timely ordered. We split the
set in two: the first 90% of actions (the oldest retweets) compose the training
set and the last 10% the test set. While the former set is used to train the three
methods, the latter one allows checking the recommendations with real retweets.
Note that the test set captures 66 days of retweets from users in our dataset.

Then for each recommender system we compare CF, GraphJet and Sim-
Graph, we observe the recommendations computed during the test set with and
without applying our CAM algorithm. To estimate the CAM re-ranking score
we determine its three components Links, Semantic and Flow as follows:
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– The number of directed edges between communities is used to compute the
Links weight, capturing the topological proximity between communities.

– In order to compute the Semantic similarity we rely on Word2Vec trained on
Google News data [10]. We extract most frequent words from communities
and combined them to create a vector thanks to Word2Vec. This method
allows us to compute semantic distance between communities.

– We measure the Flow weight from the network of communities based on
the proportion of tweets that circulates between corresponding communities
through retweets (flow proximity).

We consider that a message is a hit if it is recommended to a user based on the
training set, and we detect that it leads indeed to an interaction (retweet/like)
in the test set. This prediction task can be seen as a relevance measure.

γ (F low)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

1 551 639 641 652 644 649 637 641 642 650 645
0.9 559 639 644 646 643 638 633 648 654 640 641
0.8 570 637 645 646 643 639 641 651 638 639 634
0.7 580 646 652 644 644 634 647 640 639 629 634
0.6 599 634 641 637 639 644 639 642 636 634 636

β
(S

e
m

a
n

t
i
c
s
)

0.5 617 652 649 647 644 636 637 636 635 638 627
0.4 634 644 642 640 644 639 635 639 636 624 626
0.3 642 644 642 644 643 635 638 626 622 635 627
0.2 642 643 642 638 639 634 633 621 621 620 616
0.1 653 633 644 636 629 626 631 625 630 620 620

0 638 631 636 636 630 622 618 621 624 620 619

γ (F low)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

1 55 77 65 58 53 49 47 46 44 45 42
0.9 59 73 63 58 54 47 47 45 44 41 41
0.8 58 73 61 59 50 47 45 44 41 40 40
0.7 57 72 61 58 47 47 44 41 40 39 38
0.6 62 69 62 50 47 45 41 40 38 37 36

β
(S

e
m

a
n

t
i
c
s
)

0.5 74 67 60 47 45 43 38 38 36 35 34
0.4 84 67 51 48 42 38 38 36 35 33 32
0.3 94 64 49 42 38 36 35 33 32 32 33
0.2 102 56 42 37 35 33 32 31 31 31 29
0.1 101 46 35 33 30 30 29 29 29 29 30

0 59 32 30 29 28 28 28 28 28 28 28

Fig. 5. hits and users suffering from filter bubble for GraphJet w.r.t. γ and β

γ (F low)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

1 1197 1417 1420 1412 1418 1423 1416 1410 1394 1392 1374
0.9 1209 1420 1402 1416 1418 1426 1412 1385 1382 1380 1350
0.8 1226 1420 1424 1420 1430 1417 1400 1405 1377 1350 1366
0.7 1271 1417 1410 1425 1428 1423 1407 1370 1356 1351 1356
0.6 1320 1439 1421 1425 1431 1393 1385 1354 1378 1347 1344

β
(S

e
m

a
n

t
i
c
s
)

0.5 1344 1436 1430 1420 1420 1379 1363 1363 1352 1333 1334
0.4 1389 1432 1414 1434 1392 1369 1375 1354 1339 1326 1337
0.3 1410 1434 1428 1416 1356 1374 1352 1335 1330 1326 1317
0.2 1431 1427 1400 1383 1372 1347 1334 1329 1329 1315 1303
0.1 1457 1434 1400 1362 1342 1324 1300 1308 1288 1287 1280

0 1456 1379 1336 1304 1283 1282 1270 1260 1270 1263 1272

γ (F low)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

1100 84 64 46 41 35 30 25 22 19 20
0.9 100 84 58 47 39 33 26 24 21 18 18
0.8 98 80 55 46 38 29 25 20 17 17 16
0.7 95 77 50 41 32 25 21 17 16 14 14
0.6 93 72 46 38 28 21 17 16 14 13 13

β
(S

e
m

a
n

t
i
c
s
)

0.5 96 67 42 32 21 16 16 14 12 11 10
0.4 103 59 35 25 19 16 14 11 11 10 11
0.3 115 48 28 18 15 11 9 10 10 10 10
0.2 124 40 17 11 9 9 9 10 9 10 9
0.1 127 19 9 7 7 7 7 9 8 9 9

0 52 7 6 6 6 6 7 7 7 7 8

Fig. 6. hits and users suffering from filter bubble for CF model w.r.t. γ and β

6.2 Studying Weights’ Impact

The re-ranking algorithm relies on the similarities between communities (Eq. 1).
Since similarity scores depend on α, β and γ, we perform experiments to study
the impact of each weight on the re-ranking quality. Each weight is bounded
between 0 and 1 and we adopt a 0.1 padding for our experiments providing 11
different values for every weight which leads to 113 = 1, 331 different weights
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configurations. For space reason, we displayed only results with α set to 0.5
which showed a lower impact than β and γ that are considered here.

In Fig. 5 we plot the results for GraphJet from Twitter. The left table shows
the number of accurate predictions (hits) made by the system w.r.t. β and γ
weights. The right table represents the number of users among our 608 selected
users who suffer from a bubble effect (those with a Gini difference lower than
the −0.2 threshold). Results for respectively the collaborative system (CF ) and
for SimGraph are presented respectively in Figs. 6 and 7. We first observe a
high variability of results depending on our parameters. The number of accu-
rate recommendations - hits - ranges from 492 to 653 for GraphJet for instance,
so a 32% difference. We notice the same order of variability for both CF and
SimGraph. The variability is even more important for the number of users fac-
ing a filter bubble. For instance, we see that 6 users at a minimum are concerned
by a filter bubble for the CF model while in the worst configuration there are
128 users concerned. So we see that the given weights to the different dimen-
sions (semantics and messages flow) have an important impact on the quality of
the recommendations and they allow us to efficiently boost the relevance of rec-
ommendations or to decrease the number of users suffering from filter bubbles.
Obviously, the two scores are linked: the more we narrow users’ interests the
more chances we have to make accurate recommendations but the more users
are proposed the same kinds of recommendations.

γ (F low)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

1 1441 1529 1524 1522 1513 1500 1491 1487 1476 1461 1461
0.9 1459 1525 1533 1518 1504 1497 1493 1485 1473 1466 1462
0.8 1479 1521 1532 1521 1494 1494 1489 1460 1470 1469 1460
0.7 1506 1531 1515 1511 1500 1494 1479 1460 1476 1455 1465
0.6 1515 1547 1525 1505 1506 1482 1462 1475 1463 1462 1470

β
(S

e
m

a
n

t
i
c
s
)

0.5 1518 1540 1512 1501 1477 1457 1476 1450 1477 1448 1462
0.4 1519 1546 1500 1502 1476 1475 1463 1449 1461 1458 1459
0.3 1528 1533 1493 1477 1471 1476 1462 1465 1468 1454 1434
0.2 1524 1517 1487 1472 1454 1472 1461 1452 1436 1427 1413
0.1 1521 1494 1475 1455 1460 1441 1430 1431 1423 1421 1412

0 1514 1479 1471 1452 1433 1432 1422 1404 1403 1400 1409

γ (F low)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

1 76 88 78 74 64 63 63 62 60 59 55
0.9 78 84 77 68 65 62 62 60 58 55 55
0.8 77 83 77 65 62 61 60 58 56 55 54
0.7 78 83 74 64 61 60 59 56 54 54 54
0.6 81 79 69 62 61 60 56 55 54 54 53

β
(S

e
m

a
n

t
i
c
s
)

0.5 84 79 65 61 59 56 54 54 54 53 53
0.4 92 77 62 58 56 53 54 53 53 53 53
0.3 98 74 61 55 53 53 52 53 53 53 53
0.2 100 63 55 53 53 52 52 52 52 52 52
0.1 99 56 53 52 51 52 51 51 51 50 51

0 65 50 49 49 48 49 50 50 50 50 50

Fig. 7. hits and users suffering from filter bubble for SimGraph w.r.t. γ and β

Table 4. CAM approach benefits

Initial Best configuration

Hits Filter Bubble Hits Filter Bubble

GraphJet 552 5.4% 630 (+14%) 4.6% (−15%)

CF 1,400 2.7% 1,348 (−3%) 0.9% (−64%)

SimGraph 1,468 10.0% 1,491 (+2%) 7.0% (−23%)

Overall we observe that the three RS tested show similar key trends when
changing α, β and γ. Reducing weight β (the semantics similarity between
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communities) allows tweets whose topic is different from the users niche interest
to be more likely recommended and therefore lowers the number of users suffer-
ing from the bubble effect. On the other hand, lowering this weight also induces
that some relevant items will not be recommended to the user. The γ weight
(the flow between communities) has an opposite effect. Higher γ values tend
to recommend items from different communities with which the user is used to
interacting but also to decrease at the same time the number of hits. Finally, we
observe that α has a similar impact β on the results but with a lower amplitude.

Our experiments show that there does not exist a configuration where both
the relevance of recommendations and the number of users in a filter bubble are
optimized. So the different weights in our CAM model may be tuned according
to the objectives of the recommender system. Thanks to our experiments, we can
also determine for each recommender system the configurations which minimize
the number of users suffering from the filter bubble effect (see below).

6.3 Gains Achieved with the CAM Approach

Our next experiment aims at illustrating the gain that we achieve by deploying
the CAM model on top of existing recommender systems. So for each recom-
mender system, we select the best weight setting to minimize the number of
users affected by filter bubbles according to our observations in Figs. 5, 6 and 7.

SimGraph SimGraph* CF CF* GraphJet GraphJet*
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Fig. 8. Filter bubble users w.r.t. their activity without or with* CAM

We present in Table 4 the percentage of users facing a filter bubble with and
without re-ranking the recommendations for the different recommender systems,
along with the total number of hits we get. We observe that our re-ranking model
successfully decreases the number of users affected by the filter bubble by 15%
for GraphJet, 64% for CF and 23% for SimGraph. Additionally, by matching
more to the user’s profile we also improve the relevance of recommendations and
boost the number of accurate predictions especially for Graphjet. Only for CF,
removing 64% of filter bubble effects on affected users slightly decreases their
relevance: −3% of hits.

Our model seems to remove users more successfully from a filter bubble for
the CF model. This could be explained by choice possibilities of the re-ranking
step. Sometimes, GraphJet and SimGraph hardly produce recommendations
far in the social network, narrowing the possibilities of re-ranking while CF
could compute a large list of recommendations for all users [11].



226 Q. Grossetti et al.

6.4 Users Activity and Filter Bubbles

In Fig. 8, we investigate the link between users’ activity, i.e., number of messages
they interacted with, and the filter bubble. Users are assigned to a category (i.e.,
low, medium-low, medium-high, high) according to the number of interactions
they made on the platform. For each of these categories, we plot the percentage
of users affected by a filter bubble. We observe that most users concerned by
this phenomenon have a low activity. Users with low or medium-low activities
correspond to more than 70% of affected users.

Due to fewer interactions, recommender systems focus on the known interest
of these users. Therefore, this limits the scope of possible recommendations.
Consequently, using CAM allows highlighting items that were poorly considered
by the underlying recommender system, and impact those users much more.

7 Conclusion

In this paper we have presented a thorough study on information flow on Twitter
and we showed that the filter bubble phenomenon only concerns a minority
of users. We proposed the CAM approach which relies on similarities between
communities to re-rank lists of recommendations in order to weaken the filter
bubble effect for these users. Moreover our approach is able to boost the accuracy
of GraphJet recommendations by increasing the prediction by 14%.

For future works, we want to investigate better partitioning strategies for
Twitter. Even if we showcased filter bubbles with topology-based communities,
our approach can reasonably be enhanced by finding location and/or opinion-
based community detection algorithms to better detect filter bubble effects.

We also wish to study the evolution of the links between communities, since
retweets evolve over time, it will have an impact on the similarity measure.
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Abstract. An increased interest in sequential recommendation has been
observed in recent years. Many models have been proposed to leverage
the sequential user-item interaction data, which includes those based on
Markov Chain or recurrent neural networks. Most of these models are
designed for the scenario where each historical record composed of single
item. However, the records could be a subset of items (or session) such as
music playlists and baskets in e-commerce applications. How to leverage
the session structure to improve the effectiveness of the recommendation
system is a challenge. To this end, we propose a MEmory-augmented
Attention Network for Sequential recommendation (MEANS), to effec-
tively recommend next items given the sequential session data. The most
recent sessions are stored into external memory after a max-pooling oper-
ation. The long-term user preference are learned through an attention
network which is stacked on the memory layer. Finally, the mixture of
long-term and short-term preference is feeded into the prediction layer
to make recommendations. Extensive experiments on four real datasets
show that MEANS outperforms various state-of-the-art sequential rec-
ommendation models.

Keywords: Sequential recommendation · Memory network ·
Attention mechanism

1 Introduction

With the growth of user-item interaction in various applications such as e-
commerce Web sites or media streaming, the recommendation systems are
deployed to support users in finding interested items. In traditional recommen-
dation systems, the user-item interactions are feed into models such as nearest
neighborhood based or matrix factorization. In recent years, much work have
explored the temporal or sequential information in user historic records.

There are two lines of research in recommendation systems to leverage the
temporal information, i.e., sequential recommendation and session-based rec-
ommendation. In session-based recommendation, the goal is to recommend the
next item vt+1 given the prefix of current session S = {v1, · · · , vt}. Most recent
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work employ Markov chain or recurrent neural networks to learn the represen-
tation of the context of session which is feed into a prediction module [12]. In
sequential recommendation, many methods based on neural networks are also
proposed given an ordered or timestamped list of past user actions as an input
[13]. The empirical results show that modeling long- and short- term user prefer-
ence simultaneously can improve the performance of sequential recommendation
models [26].

In some applications, the record at time slice t could be a session or trans-
action of actions or items [26]. Tailored to this sequential recommendation with
session data, Ying et al. [26] recently proposed a model named SHAN which
integrates a hierarchical attention network to recommend the next-items. How-
ever, we believe that the user’s behavior history has not be exploited thoroughly
by existing models. Consider a toy session such as {flour, fat, egg, sugar} which
could be purchased for a cake. The local patterns within this session could be
ignored when we treat each item separately. Therefore, the high-level informa-
tion in the sessions should be exploited to capture the user preference. To this
end, we propose a sequential recommendation model that leverages the users’
most recent sessions, which can capture the hidden patterns within the sessions
and the correlation between sessions. First we use a memory module to store the
recent sessions after a max-pooling operation. We then design an attention net-
work to learn user’s long-term preference which is combined with the short-term
preference to represent an user. Finally the mixture of long- and short-term pref-
erence is feed into a prediction layer to recommend the next-items users interest
of. The model’s parameters are estimated with Bayesian Personalized Ranking
criterion. The effectiveness of proposed method are validated through extensive
evaluation on four datasets.

The main contributions of the paper are summarized as follows:

1. We propose a novel framework named MEmory Augmented Network for
Sequential recommendation (MEANS) that integrates the memory network
and attention network.

2. We employ max-pooling operations to capture the local pattern within ses-
sions, a memory module to maintain the recent session information, and an
attention network to learn the importance of each session when learning the
users’ long-term preferences.

3. We conduct extensive experiments on four real datasets. The experimental
results demonstrate the superiority of our proposed model compared to the
state-of-the-arts.

2 Related Work

After several decades of development, many effective recommendation algorithms
have emerged. The association rule method directly mines the patterns exist-
ing in user-item interaction [1]. The item-based collaborative filtering algorithm
analyzes the user-item matrix to identify relationships between different items
[4,19]. Later, a large number of model-based methods were proposed, which
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greatly affected the field of recommendation systems. Including PMF [17], MF
[9], Restricted boltzmann machines [18], Bayesian methods [15].

In addition to the above state-of-the-art methods, there are a lot of related
work. According to the application scenario of our proposed model, it is mainly
related to two major methods:

2.1 Sequential Recommendation

It has been widely concerned that the user’s long-term behavior is mined to
accurately obtain user preferences. Pattern recognition, as the most basic data
mining algorithm, also applies to problems in the background, such as [25].
Markov chains also have powerful capabilities in stochastic process modeling,
such as [2,16]. Further, since the rise of the deep learning, the neural network
structure is also used to model the user-item interaction. The RNNs model is
specifically designed for sequential task. DREAM [27] uses the RNNs model to
correlate all of the user’s basket records. HGRU [14] relays and evolves latent
hidden states of the RNNs across user sessions. [24] is based on long-short-term
memory (LSTM) autoregressive models that dynamically capture user and item
characteristics. Personal representation is contributed to a new type of Gated
Recurrent Unit (GRU) to effectively produce personalized recommendations [5].
The time interval is also used as an input to the recurrent unit to accurately
measure the relationship between continuous behavior of the user [28]. Multi-
task learning is also used in sequential methods, such as [10], which combines
the RNNs and MF. It has achieved good results.

Although deep learning is powerful enough, the requirements for resources
are higher than the general method. Therefore, some methods simplify user con-
tinuous behavior modeling in order to achieve trade-off between model efficiency
and complexity. For example, RUM [3] uses memory network to record the user’s
recent behaviors, combined with the attention mechanism to obtain user prefer-
ences. SHAN [26] divides user behavior into long-term and short-term, and then
uses attention mechanism to get the final behavioral representation.

2.2 Session-Based Recommendation

In addition to modeling all historical behaviors of users, focusing on the last
session to obtain user preferences has also become a research direction in the
field of recommendation systems. In this respect, the neural network model also
plays an important role. There are a lot of methods which are based on the
GRU to learn the internal relationship of the session [6,8,21]. [20] is based on
the RNNs model, supplementing the session representation with event informa-
tion. NARM [11] uses GRU for global encoding and local encoding, respectively.
The local encoding combines the attention mechanism to obtain the user purpose
feature. Of course, the CNN-based model has also been tried in session-based rec-
ommendation [22]. In order to simplify the model complexity, HRM [23] directly
uses the pooling operation to extract the session representation. Similar methods
include [7].
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Fig. 1. The architecture of MEANS.

3 Proposed Method

3.1 Notations and Problem Formulation

In this paper, we study the next-item prediction problem following the problem
formulation of [26]. We denote the user set as U = {u1, u2, · · · , un} and the
item set as V = {v1, v2, · · · , vm}. For each user u, let Hu(T ) = {S

(1)
u , · · · , S

(T )
u }

denote her previous T sessions where each session is a subset of itemset V , i.e.,
S
(t)
u ⊆ V . For any time slice t, the user u’s short-term preference is reflected by

session S
(t)
u . And the long-term (before time t) is reflected by Hu(t − 1). Given

the historical behavior of all users, we aim to recommend the next item users
will consume.

3.2 Recommendation Framework: MEANS

Our proposed recommendation model consists of three components: (1) a mem-
ory module that transforms each of recent k sessions into a session vector then
store them in the memory M , (2) an attention network that helps to generate
the long-term user’s preference representation, (3) a predictor layer that ranks
items for the next-item recommendation. The architecture of MEANS is shown
in Fig. 1.

Memory Module: Let vj ∈ Rd be the embedding vector of item vj which is
the basic unit in MEANS. At session level, we aim to capture the local pattern
within each session. To this end, we employ a max-pooling operation to extract
the most salient features from every item-embedding dimension. Formally, given
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the t-th session of user u, S
(t)
u = {v

(t)
1 , v

(t)
2 , ..., v

(t)
n }, the representation of current

session is computed as follows:

s(t)u = Max − Pooling(v(t)
1 ,v

(t)
2 , ...,v(t)

n ). (1)

The learned representation s
(t)
u is also the short-term user preference at

time slice t. We apply the same operation to previous sessions. The represen-
tations of most recent k session are stored in the memory cells, i.e., Mu =
{s(t−1)

u , s
(t−2)
u , · · · , s

(t−k)
u }. The content of the memory is updated under First-

In-First-Out principle. That means we write the most recent session into the
memory after removing the oldest one.

Note that although we could resort to an attention network to learn a session
representation, the max-pooling operation is more simple and feasible to capture
the local pattern as demonstrated in experiments.

Attention Network Modeling Long-Term Preference. After modeling the
session representation, we design an attention network to learn the users’ long-
term preference. Here we firstly feed k sessions into a fully connected network
followed by a rectifier linear unit transformation to get the importance score of
each session. Then the scores are normalized through a softmax operation. For-
mally, the attention coefficient of each session stored in the memory is computed
as follows:

h(i) = ReLU(Ws(t−i)
u + b) (2)

αi =
exp(s(t)u · h(i))

∑k
j=1 exp(s(t)u · h(j))

(3)

where ReLU(x) = max(0, x), W ∈ Rd×d and b ∈ Rd are model’s parameters.
Then the long-term representation of user u before time slice t is modeled

as a weighted sum of the most recent k session which is stored in the memory.
Formally, this representation can be formulated as follows:

m(t)
u =

k∑

i=1

αis
(t−i)
u , (4)

where the attention coefficient αi could reflect the importance of st−i
u on further

prediction. When both the long- and short- term preferences are ready, we arrive
at the user’s representation at time slice t as follows:

h(t)
u = αm(t)

u + βs(t)u (5)

We tune the weighting parameter α and β to balance the influence of long-
term and short-term preference, which will be detailed in the experiments.

Prediction Layer: In the prediction layer, we employ the inner product between
the representations of user and item as the ranking function:

x̂uv = h(t)
u · v (6)
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3.3 Model Training

The goal of our model is to recommend top-k items which users may interest.
Therefore we resort to Bayesian Personalized Ranking criterion to ranking items
pair-wisely. Given the training set DS = {(u, vi, vj) : u ∈ U, vi ∈ S

(t)
u , vj ∈

V \ S
(t)
u }, the generic optimization criterion of BPR (BPR-OPT) [15] is defined

as follows:
LBPR =

∑

(u,vi,vj)∈DS

ln σ(x̂uvi
− x̂uvj

) − λΘ||Θ||2, (7)

where λΘ are model specific regularization parameters. The parameters Θ =
{V ,W , b} are estimated through stochastic gradient ascent. The tuning of
hyper-parameters are detailed in the experiments.

4 Experiments

To evaluate the effectiveness of our proposed method, we conduct extensive
experiments on four real datasets and compare against state-of-the-art session-
based and sequential recommendation methods.

4.1 Experimental Setting

Datasets and Data Preparation. We conduct experiments on the following
four datasets:

– Gowalla1 contains the point-of-interest information from users.
– TallM2 records the user’s consumption and browsing behavior during the

user’s shopping process.
– MovieLens3 dataset is collected from the Movielens web site, which contains

the user’s viewing status and user ratings.
– Tafeng4 is a grocery shopping dataset, and collects users’ transaction data.

It covers products from furniture, food to office supplies.

Similar to [26], we evaluate comparison methods on data from recent years.
We perform the following preprocessing on the four data sets: user actions in one
day are treated as a session. All singleton sessions, cold-start users and items are
removed. In the three data sets Gowalla, TallM, Movielens, the items that occur
less than 20 times are regarded as cold-start items, and the users who have less
than 5 session are treated as cold-start user. For Tafeng dataset, the items which
occur less than 10 users are regarded as cold-start, and the users have less three
sessions are treated as cold-start. After that, we randomly select 20% of sessions
in the last several months as test set, and the rest are used for validation. We also
randomly sample one item from the sessions as the next item to be predicted.
After the above processing, the statistics of all data sets are summarized in the
Table 1.
1 http://www.yongliu.org/datasets.
2 https://tianchi.aliyun.com/dataset/dataDetail?dataId=53.
3 http://grouplens.org/datasets/movielens/20m/.
4 http://www.bigdatalab.ac.cn/benchmark/bm/dd?data=Ta-Feng.

http://www.yongliu.org/datasets
https://tianchi.aliyun.com/dataset/dataDetail?dataId=53
http://grouplens.org/datasets/movielens/20m/
http://www.bigdatalab.ac.cn/benchmark/bm/dd?data=Ta-Feng
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Table 1. Statistics of the evaluation datasets.

Datasets #Users #Items #Sessions Avg.s size Avg.s per user

Gowalla 14470 11862 124218 2.9 8.5

TallM 17617 48804 116879 3.3 6.6

MovieLens 1418 4456 25717 11.2 18.1

Tafeng 12095 11024 75417 7.3 6.2

Baselines. To validate the performance of the proposed method, we compare
with the following baselines:

– POP: This method counts the number of occurrences of items in all user inter-
actions and recommended items based on their popularity.

– BPR [15]: Bayesian Personalized Ranking is a state-of-the-art recommendation
framework which exploits the user-item interaction data. We adopt BPR-MF
in our comparisons.

– HRM [23]: HRM utilizes pooling operations to obtain sequential feature from
the baskets, which is pooled with the user’s representation before making
prediction. Here we use HRM with double max-pooling operations because it
achieves the best results as shown in [23].

– GRU4Rec [6]: This is a state-of-the-art session-based recommendation model.
The method uses the GRU to model the context of sessions.

– NARM [11]: This is a session-based recommendation model which integrates
recurrent neural network and attention mechanism.

– HGRU [14]: The is a personalized session-based recommendation model which
learns session-level and user-level representations. The combination of the
two representation is passed to the next session as the initialization state and
treated as the user’s next representation.

– RUM [3]: This is a state-of-the-art sequential recommendation model based
on memory network. RUM dynamically updates user memory with the most
recent item, and use an attention mechanism to weight the recent items.

– SHAN [26]: This is a state-of-the-art sequential recommendation model for
session data. SHAN employs a hierarchical attention network to learn long-
and short-term preference which is combined as a hybrid user representation.

We also include a variant of our MEANS, named MEANS-, which uses the
current session to recommend the next-item, i.e. set α = 0.

Evaluation Metrics. We follow the evaluation protocol in [26] and adopt two
common evaluation metrics:

P@K : In the scenario of predicting the next item, P@K score is often used
to measure the accuracy of the prediction. The value of P@K indicates the
proportion of correct predictions in the top-K recommendation list:

P@K =
nhit

N
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where N is the number of test data, nhit denotes the number of correct pre-
diction. A hit occurs when the target item lies in the top-K recommendation
list.

MRR@K : The average of the reciprocal ranks of the target items in the top-K
recommendation list. The reciprocal rank is set to zero if the rank is larger than
K. Formally, for a given test T , the MMR@K is defined as follows:

MRR@K =
1
N

∑

v∈T

1
Rank(v)

The MRR@K is a normalized score with range of [0, 1]. As the value increases,
it indicates that the target item is ranked higher in the prediction list, which
indicates better performance in the recommendation system.

Parameter Settings. We use the grid search to tune the hyper-parameter
on all data sets, and choose the best setting by early stopping based on the
P@50 score on the validation set. In the grid search, the hyper-parameter
ranges as follows: embedding dimension size d in {20, 50, 100}, number of
recent sessions k in {3, 5, 8}, learning rate η of stochastic gradient search
in {0.001, 0.005, 0.01, 0.1, 1}, regularization parameter λ in {0.001, 0.01, 0.1, 1}.
According to the empirical performance, we use the following hyper-parameters
setting for all the tests on four datasets: {d : 50, k : 3, η : 0.01, λ : 0.01}. All
items’ embedding are initialized randomly with Normal distribution N(0, 0.01).
The weight parameters in attention network are initialized by sampling from the

uniform distribution U(−
√

3
d ,

√
3
d ).

4.2 Impact of Hyper-parameters

First we study the impact of hyper-parameters on MEANS, which include the
weights of long- and short- term preferences, and embedding dimensions. Due to
the space limit, here we report the performance in terms of P@K when varying
the weights of long- and short- term preferences (α and β).

The importance of short-term preference on prediction performance has been
validated by the pilot experiments with MEANS-, so we fix the weight of short-
term preference (β) to 1 in most cases. Figure 2 shows the change in P@K of
MEANS on the four datasets as the weights of long-term (α) varies. From the
figure, we can see that MEANS performs best on most datasets (especially on
MoviveLens and Tafeng) when α = 0.2, which confirm the effectiveness of taking
advantage of the long-term preference. Therefore, we empirically fix α to 0.2 in
the following experiments. Note that we also include the case when β = 0 in the
figure. The results confirm the significance of short-term preference on next-item
prediction.
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(a) P@K on Gowalla (b) P@K on TallM

(c) P@K on MovieLens (d) P@K on Tafeng

Fig. 2. The impact of different weight pairs of long- and short-term preference on each
dataset. Since the results in terms of MRR@K are similar to P@K, we only show the
results of P@K. Here we adopt six weight pairs of long- and short-term. These weight
pair settings correspond to the points: A(0.0, 1.0), B(0.2, 1.0), C(0.5, 1.0), D(0.8, 1.0),
E(1.0, 1.0), F (1.0, 0.0).

We also analyze the impact of embedding size (d) on the performance of
MEANS. We vary d in {20, 50, 100}. From the results in Fig. 3, we can see that
MEANS performs best on Gowalla and Tafeng datasets when the embedding
dimension is set to 50. Although results on Tall and MovieLens are best when
d = 100, we keep d = 50 in the following experiments to tradeoff the prediction
performance and computational efficiency.

4.3 Overall Performance Comparison

In this section, we compare the performance of different methods on four
datasets. Table 2 summarizes the best performance obtained on embedding size
50. From the table, we can find that:

(1) Our proposed method achieves the best or competitive performance in terms
of both metrics on Gowalla, MovieLens, and Tafeng datasets, significantly
outperforms the state-of-the-art methods based on recurrent neural networks
and attention networks. (On average, the relative improvement over the
best baseline is 15.30% in terms of P@K). Although MEANS lose on TallM
dataset in term of MRR@50, it also performs best under P@50. The results
demonstrate that the effectiveness of MEANS, which captures local pat-
terns through max-pooling operation on sessions and dynamically updates
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(a) Gowall (b) TallM

(c) MovieLens (d) Tafeng

Fig. 3. The impact of embedding size (d) on the performance of MEANS.

the user long-term preference through the memory module and attention
network. The out-performance of both MEANS and MEANS- indicates that
the short-term preference hidden in the current session can be captured by
max-pooling operation. That simple operation is suitable for the next-item
prediction tasks.

(2) SHAN outperforms other methods in the most cases. It indicates that the
hierarchical attention network in SHAN may capture the high-level nonlinear
information. However, the local pattern may not be captured by distribut-
ing the attention weights on item-level as demonstrated in the following
subsection.

(3) Both RUM and MEANS employ memory network to model the long-term
preferences. However, RUM operates on item level in memory module, which
can not capture the high-level information in the session and limit the capac-
ity of the followed attention network. The inferiority of HRM could be due
to that it just leverages the short-term preferences.

(4) The inferiority of GRU4Rec and HGRU in most cases suggests that the
recurrent neural network may not be powerful as in natural language pro-
cessing. The user preferences or pattern within sessions or between sessions
could not be modeled recurrently.
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Table 2. Overall performance on four data sets

Dataset Gowalla TallM MovieLens Tafeng

Metric P@50 MRR@50 P@50 MRR@50 P@50 MRR@50 P@50 MRR@50

POP 0.00067 – 0.00076 – 0.02295 0.00755 0.00474 0.00054

BPR 0.00101 0.0001 0.00152 – 0.01408 0.00117 0.00444 0.00038

HRM 0.42136 0.09794 0.08333 0.01981 0.09692 0.01318 0.16156 0.04249

GRU4Rec 0.22546 0.08986 0.19281 0.0753 0.08986 0.01294 0.03072 0.01071

NARM 0.37371 0.0891 0.20959 0.03685 0.05165 0.00503 0.13891 0.03841

HGRU 0.37626 0.10152 0.2609 0.06752 0.04639 0.0093 0.035 0.00988

RUM 0.41598 0.02781 0.0405 0.00378 0.08174 0.00733 0.15088 0.0647

SHAN 0.40909 0.10401 0.20768 0.04115 0.11893 0.01688 0.1618 0.06504

MEANS- 0.45857 0.11156 0.23412 0.06694 0.14797 0.02028 0.14695 0.04423

MEANS 0.48541 0.12232 0.26164 0.06952 0.17339 0.0237 0.16172 0.06592

4.4 Compares MEANS with SHAN

Recall that we follow the problem formulation in [26], now we compare the
performance of MEANS with SHAN to investigate the effectiveness of our model
designs.

From the results show in Fig. 4, we can see that MEANS consistently outper-
form SHAN. This may to due to that the local patterns in sessions are captured
by our max-pooling operation, and the long-term preference is dynamically esti-
mated more well by the integration of memory module and attention network
in MEANS. However, the whole history before current session is treated as a
whole session in SHAN. The long-term preference hidden in such long behavior
sequences may not be captured by the attention network used in SHAN.

4.5 Performance over Sessions with Different Length

Recall that our model characterizes each session with a max-pooling operation
to capture the local pattern which might be complicated when the length of
session is long enough. Now we investigate the performance of our model over
sessions with different length. The sessions are classified into short or long with
respect to the mean length of sessions in each dataset. The percentages of each
class in four datasets are shown in the Table 3.

Table 3. Statistics of session length

Dataset Short sessions Long sessions

Gowalla 82.77% (length ≤ 3) 17.23%

TallM 90.02% (length ≤ 3) 9.98%

MovieLens 76.49% (length ≤ 11) 23.51%

Tafeng 85.51% (length ≤ 7) 14.49%
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(a) P@10 (b) P@20

(c) MRR@10 (d) MRR@20

Fig. 4. Our method compares with SHAN on four data sets.

Table 4 shows the results of MEANS over four datasets. From the table,
we find that: The performance of MEANS over short sessions are better than
long ones, except under P@50 on the TallM dataset. Note that the performance
over short sessions is still close to the overall performance. We leave improving
prediction performance over long sessions on other datasets as future work.

Table 4. Performance over short sessions and long sessions

Dataset Short sessions Long sessions

P@50 MRR@50 P@50 MRR@50

Gowalla 0.48115 0.12291 0.39501 0.10577

TallM 0.23992 0.06877 0.33716 0.05588

MovieLens 0.1902 0.01798 0.05333 0.00207

Tafeng 0.18533 0.06312 0.11313 0.02776

5 Conclusion

In this paper, we propose a sequential recommendation model, named MEANS,
which integrates max-pooling operation, memory network, and attention net-
work. The high level information could be captured by the pooling operation,
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and the long-term user preference could be attentively learned through accessing
the contents stored in the users’ memory. The extensive experiments on four real
datasets demonstrate the effectiveness of proposed method.
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Abstract. Recently social relationship among users has been exploited
to improve the recommendation performance. The intuition behind most
of these work is social homophily such that users are more similar to
their neighbors. Attention mechanism or attention network from deep
learning has been a popular component employed by recommendation
models. However, how to attentively learn the influence between users
remains pretty much open in the existing social recommendation models.
In this paper, we propose a social recommendation model MAS, Multi-
head Attentive Social Recommendation. The key to MAS is a multi-
head attention network which can distinguish the impact of users’ friends
when predicting users’ preference on different items. When compared to
the state-of-the-art baseline methods on three real-world datasets, our
method achieves the best performance.

Keywords: Collaborative filtering · Social recommendation ·
Attention network

1 Introduction

Recommender systems are pervasive in various web and e-commerce appli-
cations. The traditional approaches to personalized recommendation, such as
neighborhood models and latent factor models, rely on the users’ explicit or
implicit feedbacks on the items. Through training models on the historical data,
the recommender systems can predict the unknown ratings or preferences of users
on items. However, there are abundant link structures between users in social
media or other web applications that can potentially sway user’s own opinion,
because people may choose to change their own preferences to match others’
responses. Many recent studies have shown that it is beneficial to take those
social structures into account when building a recommender system [6,8,10,18],
particularly in the setting when users have diverse interests or characteristics.
Most social recommendation models rely on explicit feedback [14,26]. The social
structure is exploited to regularize the user preference vectors when modeling
the user-item interactions [17]. Recently, several social recommendation models
have been developed for implicit feedback data, such as SBPR [31] and SPMC
c© Springer Nature Switzerland AG 2019
R. Cheng et al. (Eds.): WISE 2019, LNCS 11881, pp. 243–258, 2019.
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[2]. SBPR uses an observation that users tend to assign higher ranks to items
that their friends prefer. The impact of different friends on a user is treated
as uniform. However, as noted in [2] that different friends could have a different
amount of impact on a user. In SPMC, the impact of friends on a user is modeled
as the closeness between them. However, the impact of friends on a user is static
with respect to items. In this paper, we further assume that when predicting the
preference of a user u towards different items, the impact of friends on u also
depends on the items. For example, when user u considers to choose a Romance
movie, she would be more likely influenced by some friends. In another time, she
might be influenced by other friends when choosing a Thriller movie.

Based on this assumption, we propose a new social recommendation model,
MAS (Multi-head Attentive Social recommendation) that explicitly exploits
social impact of friends on users rating behaviors. Specifically, we first embed
users and items into low-dimensional space through utilizing the user-item
interaction. Then we enhance the user representations with a weighted sum
of social representations of neighbors, which are learned through explicitly
modeling the social relationship. The social representations are used as context
information in multi-head attention network, which can stably estimate different
influence of neighbors for users with respect to different items. We finally employ
Bayesian Personalized Ranking framework to estimate the model’s parameters.
The advantages of our new approach over the existing ones are confirmed by
extensive experiments on three real-world datasets. Our contributions can be
summarized as follows:

1. We design a multi-head attention network to learn the diverse social impact
of different friends on a user with respect to each item.

2. We propose a new social recommendation model which incorporates the
user-item interaction and social structure into a unified model. The learned
preference representation and social representation are combined to represent
users.

3. We conduct extensive experiments on three real-world datasets, which include
performance comparisons with state-of-the-art methods. The experimental
results demonstrate the effectiveness of our proposed approach, even for cold-
start users.

2 Related Work

In recent years, the social link between users is used to improve the prediction
accuracy of the recommender system [6,18]. In [10], the authors propose
Trustwalker which is based on a random walk model combining the trust-based
and the collaborative filtering approach for recommendation. In [16], the authors
propose to fuse the users’ tastes and their trusted friends’ favors together. Based
on this intuition, they propose social trust ensemble to represent the formulation
of the social trust restrictions on the recommender systems. Social regularization
has been introduced in [17] to constrain matrix factorization objective functions.
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In [30], a circle-based recommendation system is developed through inferring
category-specific social trust circles from available rating data combined with
social network data. The out-performance of using explicit social information is
also demonstrated in the experiments of [15].

In [13], the authors propose to combine contextual information and social
information to improve quality of recommendations. The matrix factorization is
applied on the sub-matrix which is partitioned based on various context, and the
social information is incorporated into a social regularization term. In [22], local
and global social relations are exploited for recommendation. In their framework,
the user preferences of two socially connected users are correlated locally and the
global user reputation score is used to weight the importance of their ratings.
Motivated by the heuristic that individuals will affect each other during the
process of reviewing, a truster and trustee model is proposed in [29] to map
users into the same latent feature spaces but with different implications that can
explicitly describe the feedback how users affect or follow the opinions of others.
They synthesized the two models to one fusing model simultaneously fitting
available ratings and trust ties. TrustSVD proposed in [8] extends SVD++ [11]
with social trust information. The trust matrix is decomposed into trust-feature
matrix and trustee-feature matrix. However, the above models are developed for
explicit feedback data.

A few recent works exploit tie strength or user dependencies for building
social recommendation systems. The effects of distinguishing strong and weak
ties in social recommendation are studied in [27]. They use Jaccard similarity
to approximate the tie strength and incorporate the distinction of strong and
weak ties into the Bayesian Personalized Ranking method. In their following
work [26], the personalized preference of strong and weak ties are learned and
incorporated into probabilistic matrix factorization for social recommendation.
Assuming users’ latent features follow a matrix variate normal distribution, the
learnt positive and negative dependencies between users are incorporated into the
probabilistic relational matrix factorization model proposed in [14]. In SREPS
[12], the rating data, consumption data and social structure are incorporated to
learn latent vectors in the essential preference space. In SERec model [25], the
social information is used as social regularization and social boosting. Chaney
et al. [3] propose social Poisson factorization, a Bayesian model that incorporates
social network information.

Attention network has been successfully applied to tackle problems such as
machine translation [1], and recommendation systems [28]. The advantages of
recommendation models based on attention mechanism over traditional weighted
contribution perspective [3] are demonstrated in recent work such as ACF
[4] and NAIS [9]. The authors of [20] propose Attentive Recurrent Social
Recommendation model that users’ temporal complex dynamic interests and the
static interests are mixed to model users preferences over time. The temporal
social influence over time is learned through a temporal attention network.
However, the performance of Static Attentive Social Recurrent Recommendation
is inferior to ARSR and our model, as demonstrated in experiments of [20] and
ours.
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3 Proposed Method

In this section, we begin by setting up the notations before delving our proposed
method MAS (Multi-head Attentive Social Recommendation). First we present
the component modeling user-item interaction. We then design and elaborate a
social attention network which is used to learn the social impact. Furthermore,
we also extend our basic model with multi-head attention mechanism. Finally,
the MAS model is developed after the introduction of the component modeling
social structure.

3.1 Notations and Problem Formulation

We denote the user set as U = {u1, u2, · · · , un} and the item set as I =
{i1, i2, · · · , im}. In the recommendation systems that exploit social structure,
we are given a social network G = (U,E), where E is the set of social links
between users, in addition to a rating matrix R = [xui]n×m. In this paper,
we consider social recommendation with implicit feedback data where the user-
item interaction xui ∈ {0, 1} denotes the feedback of user u on item i. We
denote Ru and Nu as the positive and negative feedback of user u, respectively.
The user-user interactions describe the social connections between users, such as
truster/trustee relations or friendships. We denote the friends of user u by F (u).

Our goal is to recommend a list of items that a user may interested in by
exploiting both the user-item interactions and social relationship between users.

3.2 Modeling User Feedback

As we aim to recommend top-N items to users, we employ Bayesian Personalized
Ranking (BPR) as our basic learning model due to its effectiveness in exploiting
the user-item implicit feedback. The basic assumption of individual pair-wise
preference over two items used in BPR can be represented as follows:

i >u j, i ∈ Ru, j ∈ Nu,

where the partial ranking relationship i >u j means that a user u is likely prefer
a positive item i ∈ Ru to a negative item j ∈ Nu [19]. Given the training set
DS = {(u, i, j) : u ∈ U, i ∈ Ru, j ∈ Nu}, the generic optimization criterion of
BPR (BPR-OPT) is defined as follows:

LI =
∑

(u,i,j)∈DS

ln σ(x̂ui − x̂uj) − λΘ||Θ||2, (1)

where σ is the sigmoid function σ(z) = 1
1+e−z , and λΘ are model specific

regularization parameters. The preference of the user u towards the item i, x̂ui

can be estimated through a ranking model.
In this paper, we adopt the BPR-MF framework [19] where the user-item

interaction x̂ui is estimated as follows:

x̂ui = qT
i pu (2)
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where pu ∈ R
d and qi ∈ R

d are latent preference vector of user u and item i,
respectively.

Inspired by the work of node or social embedding [21], we introduce a social
representation cu ∈ R

d to the user u. Then we could enhance the representation
of user u as follows:

pu +
∑

v∈F (u)

αuvcv (3)

where αuv measures the closeness between user u and v, or social impact of user
v on user u.

Fig. 1. An illustration of one head social attention network

It is essentially the inherent user interest pu adjusted by a weighted sum of her
friends’ social preference vectors. The weight αuv could be set as αuv = 1/|F (u)|
or αuv = 1/

√|F (u)|. However, the amount of impact of different friends on user
u is overlooked in this simplest setting. Another choice of αuv is the closeness
between user u and user v as proposed in SMPC [2]. However, as mentioned
in Introduction section, our rating or buying behavior might be influenced by
different friends on different items. Based on this assumption, we propose the
following estimator x̂ui:

x̂ui = qT
i

⎛

⎝pu +
∑

v∈F (u)

αui(v)cv

⎞

⎠ , (4)

where αui(v) denotes the amount of impact of user v on user u for item i. It
can be seen that this formulation subsumes previous ones. We design an social
attention network to learn the weight αui(v) in the next section.

3.3 Multi-head Social Attention

The goal of the social attention is to select friends who have large amount impact
on user when predicting the behavior of a user on different items. We can derive
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a normalized score with a softmax function if we follow traditional settings of
neural attention network [1]. Figure 1 illustrates the architecture of designed
social attention network. Given the user’s preference vector pu, the friend’s social
representation vector cv and the item representation vector qi, we use a two-layer
network to learn the attention weight αui(v) as follows:

oui(v) = pT
u Wpcv + qT

i Wqcv (5)
αui(v) = softmax(oui(v))

=
exp(oui(v))∑

v′∈F (u) exp(oui(v′))
(6)

where Wp ∈ R
d×da and Wq ∈ R

d×da are parameter matrices. The first term
pT

u Wpcv can be interpreted as the weighted social similarity between user u and
user v, and the second term qT

i Wqcv can be interpreted as the preference of
friend u to item i. Both terms are combined into a score oui(v) through the
attention network and the final representation score oui(v) is computed by a
nonlinear activation function φ(·). Empirically, we found that the rectified linear
unit (ReLU) φ(x) = max(0, x) works best due to its non-saturating gradient [7].

To capture more abundant information about the social representation and
stabilize the learning process of attention network, we extend our model with
multi-head attention mechanism [23]. To make sure the multi-head attention
mechanism could learn different representations, we transform the input feature
cv through different learnable liner transformation as follows:

ck
v = cvW k

c (7)

The multi-head attention network has multi-parameters W k and ck. These
independent attention mechanisms execute the transformation and output the
following weight αk

ui(v)):

ok
ui(v) = φ(pT

u W k
p ck

v + qT
i W k

q ck
v) (8)

αk
ui(v) = softmax(ok

ui(v)) (9)

After that, we employ averaging strategy to combine the multi-head attention
outputs as follows:

αui(v) =
1
K

K∑

k=1

αk
ui(v) (10)

3.4 Modeling Social Structure

In this section, we introduce the component modeling social structure which
bridges the latent preference pu of user u and social embedding cu. We achieve
this goal through another instantiation of BPR. Given the social network or
graph G = (U,E), the social proximity between a friend v and user u is estimated
as ŷuv = pT

u cv. Borrowing the partial ranking assumption of BPR, we assume
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that ŷuv ≥ ŷuvn
for v ∈ F (u) and vn ∈ U \F (u). That means the social proximity

between neighbors should be larger than strangers. This yields the following
objective function:

LG =
∑

(u,v,vn)∈DG

ln σ(ŷuvvn
) (11)

where ŷuvvn
= ŷuv − ŷuvn

and DG = {(u, v, vn) : u ∈ U, v ∈ F (u), vn ∈ U \
F (u)}. From the perspective of recommender system, if two users are strongly
connected, it is very likely that they have similar preference and the friend should
have more impact on him.

3.5 The Unified MAS Model

In this section, we aim to develop a unified MAS model. By incorporating
the objective functions for modeling the user feedback and social structure
respectively as Eqs. (1) and (11), we arrive at the unified objective function
for our MAS model as follows:

LMAS = LI + γLG − λLr (12)

where γ and λ are parameters to trade-off the contribution of corresponding
terms, and Lr is the regularization term to avoid overfitting which is defined as
follows:

Lr =
1
2
(
∑

u

||pu||2| +
∑

v

||cv||2 +
∑

i

||qi||2 + ||W k||).

The model parameters {pu, cv, qi, wj} are estimated by maximizing the
above regularized objective function through stochastic gradient ascent. W k is
a collection of attention network parameters W k

c , W k
p and W k

q .

Learning Details. We describe some learning details which are essential to
re-implement our method.

Sampling Methods. Since we use the pairwise learning method BPR to optimize
model parameters, the sampled training instances have great impact on the
recommendation performance. Therefore, we adopt two sampling strategies for
the interaction component and the social component. For sampling an instance
in the interaction component, we uniformly sample a negative item j from Nu

to build a training triple (u, i, j) for user u and positive item i. For sampling
an instance in the social component which is also a triple (u, v, vn), we use
the negative sampling to draw the negative user vn according to the noise
distribution Pn(u). We set Pn(u) ∝ d

3/4
u as used in [21], where du is the out-

degree of user u.
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Pre-training. In our model, we integrate the attention network to better model
user preference, but this could lead to hard fitting because of the non-linearity
of neural network and sensitivity to initialization. On the other hand, we
only consider user’s neighbor relations during modeling social structure. In
reality, users occur in similar contexts also tend to have similar preference.
However, training complex social model and user preference simultaneously
converges slowly and traps to local minimums. Besides, our aim is to train
the recommendation model rather than to devise sophisticated model for social
embedding. Therefore, we consider involving the pre-trained social embedding as
prior knowledge. LINE [21] shows good performance for capture social structures
for social embedding. We adopt the social embedding learned by LINE to
initialize that of MAS which greatly facilitates the learning of the attention
network and achieves better performance.

Training Process. We summarize the training process in Algorithm 1. To be
specific, lines 1–3 initialize all embedding vectors and attention parameters; lines
6 performs uniform sampling; line 7 employs SGA to learn the embeddings and
parameters in the interaction component. lines 10 performs negative sampling;
line 11 employs SGA to learn the embeddings in the social component.

Algorithm 1. Optimization Algorithm of MAS Model
Input: interaction data R, social graph G,

negative feedback of user u Nu, noise distribution of negative user vn Pn(u)
Output: pu, cv, qi,W

k

1: Initialize embedding vectors pu, qi

2: Initialize embedding vector cv using pre-trained social embedding
3: Initialize attention parameters W k

4: while not converged do
5: for (u, i) ∈ interaction data R do
6: Uniformly sample a negative item j from Nu, build a training triple (u, i, j);
7: update pu, cv, qi, qj ,W

k by ∂LI
∂pu

, ∂LI
∂cv

, ∂LI
∂qi

, ∂LI
∂qj

, ∂LI

∂Wk ;

8: end for
9: for (u, v) ∈ social graph G do

10: Use negative sampling to draw a negative user vn from Pn(u), build a training
triple (u, v, vn);

11: update pu, cv, cvn by ∂LG
∂pu

, ∂LG
∂cv

, ∂LG
∂cvn

;

12: end for
13: end while

4 Experiments

In this section, we evaluate the effectiveness of the proposed MAS framework
using three real-world datasets.
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4.1 Experimental Settings

Datasets. Three publicly available datasets are used in our experiments, whose
statistics are shown in Table 1.

– Ciao1. This dataset contains ratings on DVDs and social network which is
crawled from a DVD community website in December, 2013.

– Epinions2. Epinions is an online consumer review website. The dataset is
collected from this website and also contains ratings and social network.

– Foursquare3. This dataset is collected from the popular location-based social
network Foursquare with the ratings of venues and social relations.

All three datasets consist of both ratings and directed social links. We
removed those items that have less than five ratings. Since feedbacks in these
datasets are all explicit ratings from 1 to 5, we treat the items rated higher than
2 as positive feedback Following [27], we randomly choose 70% of each user’s
positive items as the training set, 20% are held out as the validation set and
the rest are used as the test set. The best parameters are determined according
to the performance on validation set. Since a few top-ranked items can only be
noticed by users [5], we use the top-K metrics like Precision, Recall, MAP, and
NCDG to measure recommendation performance.

Table 1. Statistics of the datasets.

Ciao Epinions Foursquare

#Users 7,260 27,488 51,055

#Items 10,812 22,565 43,593

#Observed feedback 139,257 436,883 201,298

#Social relations 110,709 392,662 269,144

#Average feedback 13.4 15.9 3.9

#Avg. social relations 15.2 14.3 5.3

Baselines. To validate the performance of our approach, we compare with the
following baselines which aim to recommend with implicit feedback data.

– BPR. This is a recommendation method tailored to implicit feedback data
combined with Matrix Factorization model [19].

– SBPR. This is a state-of-the-art recommendation model that benefits
from modeling social relations. Introduced by [31], the model is based
on the assumption that users and their social circles should have similar
tastes/preferences towards items.

1 https://www.cse.msu.edu/∼tangjili/trust.html.
2 http://www.trustlet.org/epinions.html.
3 https://archive.org/details/201309 foursquare dataset umn.

https://www.cse.msu.edu/~tangjili/trust.html
http://www.trustlet.org/epinions.html
https://archive.org/details/201309_foursquare_dataset_umn
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– SPF 4. This is a probabilistic model that incorporates social network
information into Poisson factorization [3].

– SARSE. Static Attentive Social Recurrent Recommendation is one of variants
of Attentive Recurrent Social Recommendation model recently proposed in
[20]. In SARSE, only the social information is leveraged to learn users’
stationary interests.

For convenience, we denote the model with averaging social embeddings as
“ABPR”. In this paper, we focus on leveraging the social information to improve
the recommendation performance. To be fair, we present the comparison results
with SARSE, the static variant of DARSE.

Parameter Settings. For all models, we randomly initialize the parameters
with Gaussian distribution, where the mean and standard deviation are 0 and
0.001, respectively. All models are trained with stochastic gradient descent with a
batch size of 1024 at each iteration and the learning rate is 0.001 according to the
turning process. We set the regularization parameter λ to 0.01. The parameters
of our attention network are initialized with Glorot normal initializer. The latent
factor number of attention network is 16 and the number of multi-head is 3. The
weight of social component γ is 0.8. All these hyper-parameters are tuned on
the validation set.

4.2 Performance Comparison

We first compare the performance of our models with other methods under
different metrics. Then we investigate the performance comparison on cold-start
users. Finally, we investigate the performance over users with different degrees.

Overall Comparison. Table 2 shows the performance comparison of four
metrics with respect to the different recommendation methods on three datasets,
where the embedding size includes 16 and 32. We have the following findings:

– As shown in Table 2, our proposed model MAS achieves competitive results
than the other methods. The relative improvements over the best baselines are
24.1%, 8.7% and 3.3% in terms of Recall@10 on three datasets, respectively.
This may due to that MAS could capture the different impact of user’s
friends effectively. In addition, the performance of MAS is better than SARSE
which also adopts the attention mechanism, possibly because MAS assigns
more appropriate social weights which is related to each item through the
multi-head attention network. The improvements against SPF also verify the
benefits of multi-head mechanism.

– The proposed ABPR is a simplified version of MAS which only aggregates
the friends’ embeddings averagely. Even so, ABPR still outperforms SBPR.
In particular, in terms of Recall@10, the relative improvement over SBPR is

4 https://github.com/ajbc/spf.

https://github.com/ajbc/spf
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about 6% on average. While SBPR indirectly exploits the social connections,
it only utilizes ratings information of user’s friends. ABPR incorporates the
interaction component and the social component together effectively which
leads to better performance.

– All models taking social connections into account perform better than BPR on
all datasets, which indicates that integrating social information can effectively
improve performance when this information could be collected. We also
conduct experiments when the embedding size sets to 32. Our model still
outperforms all baselines on all datasets in terms of different evaluation
metrics. Meanwhile, the performance of all models improves, when the latent
embedding size increases from 16 to 32. Figure 2 shows the performance on
three datasets in terms of Recall@K when varying K.

Comparison on Cold-Start Users. We further investigate the performance of
different methods on cold-start users who consume less than 5 items. As shown in
Table 3, our approach MAS significantly outperforms competitors which confirms
the advantages of two components’ incorporation and attention network again.
The results indicate that MAS is effective for not only all users, but also cold-
start users.

Comparison in Degrees. We then analyze the performance comparison on
users with different degrees. Here, the degree of a user is the number of his friends.
After removing isolated users, we divide the users into four groups (namely, 1–5,
6–15, 16–25 and 25+) in terms of their degrees. Then, we compare the models
in terms of Recall@100. As can be seen from Fig. 3, our approach MAS performs
the best on different groups in most cases. However, when the degree is quite
large, MAS loses on Epinions and Foursquare. By examining the datasets, we
find that there are only dozens of users in these groups which may causes the
instability. However, MAS is more stable than ABPR on three datasets, which
indicates the incorporation of attention mechanism brings more superiority.

Effect of Pre-training. To enhance our model, we also use a popular
embedding method LINE [21] to initialize the social embedding which is able to
capture the first-order and second-order proximity. From the Table 4, we can find
that the performance of MAS with pre-trained social embeddings is improved
significantly.

4.3 Attention Analysis

We also investigate the multi-head attention weights to show that our model is
more explainable. To demonstrate this, we investigate the multi-head attention
weights of a sampled user on target item shown in Table 5. Since ABPR
aggregates the social embeddings averagely, it uniformly assigns weights to the
four friends. In this case, the target item #885 and #5020 are sampled from
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Table 2. Overall performance comparison with different dimension: d = 16 and d = 32.
(The best scores are in bold.)

d = 16

All Metrics BPR SBPR SPF SARSE ABPR MAS

Ciao Pre@10 0.011771 0.011969 0.013795 0.012607 0.012739 0.015578

Recall@5 0.025704 0.026720 0.029682 0.027483 0.025891 0.035738

Recall@10 0.041705 0.041305 0.046343 0.044330 0.043497 0.057512

MAP@100 0.006192 0.006749 0.007937 0.006807 0.006772 0.009036

NDCG@100 0.071647 0.078791 0.100342 0.079136 0.078630 0.112618

Epinions Pre@10 0.005430 0.005154 0.007215 0.005417 0.005799 0.007672

Recall@5 0.015882 0.015016 0.018453 0.014979 0.016074 0.019077

Recall@10 0.023777 0.022744 0.028749 0.023394 0.025221 0.031253

MAP@100 0.003125 0.002999 0.004710 0.003567 0.003932 0.005008

NDCG@100 0.047220 0.046970 0.068366 0.054218 0.058598 0.071660

Foursquare Pre@10 0.015491 0.015914 0.014764 0.016774 0.016388 0.017316

Recall@5 0.080396 0.083234 0.071552 0.084722 0.083648 0.091292

Recall@10 0.128577 0.132335 0.123059 0.139419 0.136544 0.144006

MAP@100 0.008165 0.008512 0.008788 0.008891 0.008744 0.009211

NDCG@100 0.116142 0.121366 0.127044 0.125835 0.123654 0.131144

d = 32

Ciao Pre@10 0.012541 0.012607 0.015050 0.012541 0.013553 0.015512

Recall@5 0.026552 0.027740 0.032062 0.026710 0.028773 0.037294

Recall@10 0.043851 0.044100 0.050020 0.043781 0.047155 0.056443

MAP@100 0.006607 0.006953 0.008704 0.006883 0.007270 0.009183

NDCG@100 0.077390 0.081609 0.106309 0.079903 0.085926 0.113812

Epinions Pre@10 0.005593 0.005442 0.007591 0.005862 0.005906 0.007697

Recall@5 0.015597 0.015222 0.019498 0.016257 0.015751 0.019203

Recall@10 0.024583 0.024490 0.030298 0.025993 0.025438 0.031148

MAP@100 0.003159 0.003089 0.004996 0.003865 0.003924 0.005154

NDCG@100 0.047384 0.047907 0.072082 0.057266 0.058611 0.073327

Foursquare Pre@10 0.016210 0.016485 0.014882 0.016374 0.016529 0.017316

Recall@5 0.082646 0.083160 0.073936 0.083592 0.083660 0.091742

Recall@10 0.135407 0.137932 0.123535 0.136601 0.137330 0.144124

MAP@100 0.008513 0.008680 0.008825 0.008688 0.008777 0.009222

NDCG@100 0.121073 0.123171 0.128066 0.122608 0.124192 0.131713

the test set and should be ranked higher. From the Table 5, we can see that
MAS predicts a larger score on the target items successfully. As a comparison,
ABPR predicts a relatively smaller score. We have the following findings: on
the one hand, the attention weights can represent the diverse impact of friends.
MAS assigns a lower weight on the friend #779 and a larger weight on the other
friends to the item #885. On the other hand, the attention weights of friends
may vary when the user consumes different items. MAS assigns a lower weight



Multi-head Attentive Social Recommendation 255

on the friend #3250 to the item #5020 which is different from the item #885.
The reason may because that the preferred items of friends and the relationship
between them have considerable influence on the user’s decision.

(a) Ciao (b) Epinions (c) Foursquare

Fig. 2. Performance under different values of K (measured by Recall@100).

Table 3. Cold-start performance comparison (embedding size 16).

Cold start Metrics BPR SBPR SPF SARSE ABPR MAS

Ciao Pre@10 0.004634 0.004802 0.005897 0.005055 0.005055 0.006740

Recall@10 0.036226 0.038051 0.042825 0.038894 0.038192 0.050688

MAP@100 0.002294 0.002776 0.003360 0.002796 0.002834 0.004066

NDCG@100 0.034076 0.042236 0.054717 0.042990 0.042903 0.064374

Epinions Pre@10 0.002818 0.002860 0.003674 0.002672 0.003027 0.003674

Recall@10 0.021380 0.021791 0.027413 0.020566 0.022800 0.027642

MAP@100 0.001596 0.001644 0.002307 0.001736 0.001924 0.002328

NDCG@100 0.026728 0.027941 0.038933 0.030064 0.033406 0.039222

Foursquare Pre@10 0.016550 0.017048 0.015555 0.017827 0.017438 0.018479

Recall@10 0.141429 0.145835 0.134005 0.152445 0.149381 0.157862

MAP@100 0.008799 0.009192 0.009179 0.009555 0.009388 0.009885

NDCG@100 0.126055 0.131999 0.133405 0.135933 0.133425 0.141354

(a) Ciao (b) Epinions (c) Foursquare

Fig. 3. Performance comparison on users with different degrees (measured by
Recall@100).
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Table 4. Performance of MAS methods with (w/) and without (w/o) pre-trained social
embeddings (embedding size 16).

Metrics Ciao Epinions Foursquare

Recall@10 MAS w/o 0.043786 0.025871 0.138270

MAS w 0.057512 0.031185 0.144006

NDCG@100 MAS w/o 0.079351 0.058428 0.122587

MAS w 0.112618 0.071693 0.131144

Table 5. Attention weights of a sampled user on target item #885 and #5020 on
Ciao. The user has four trustees which are shown in column 1 to 4, and the last
column represents the prediction score.

5 Conclusion and Future Work

In this paper, we propose a new social recommendation model, MAS, to exploit
the implicit feedback data and social structure. We design a social attention
network to learn the impact of users’ friends when predicting users’ preference
on different items. The experiments on three real-world datasets demonstrate
the effectiveness of our approach. In the future, we plan to extend our social
recommendation model through utilizing graph attention networks proposed
in [24].
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Abstract. Pointwise prediction and Learning to Rank (L2R) are both
widely used in recommender systems. Currently, these two types of
approaches are often considered independently, and most existing efforts
utilize them separately. Unfortunately, pointwise prediction tends to
overfit the training data while L2R is more prone to higher variance, and
both of them suffer one-class problems using implicit feedback. Therefore,
we propose a new framework called CPL, where pointwise prediction and
L2R are inherently combined to discriminate user preferences on unob-
served items, to improve the performance of top-N recommendations.
To verify the effectiveness of CPL, an instantiation of CPL, which is
named CPLmg, is introduced. CPLmg is based on two components, i.e.,
FSLIM (Factorized Sparse LInear Method) and GAPfm (Graded Aver-
age Precision factor model), to perform pointwise prediction and L2R,
respectively. The low-rank users’ and item’s latent factor matrices act
as a bridge between FSLIM and GAPfm. Moreover, FSLIM dynamically
rates an unobserved item for a user based on its similarity with observed
items. These pseudo ratings are further utilized with a confidence score
to rank items in GAPfm. Extensive experiments on two datasets show
that CPLmg significantly outperforms the baselines.

Keywords: Recommender system · Implicit feedback · Collaborative
filtering · Learning to Rank · Metrics optimization

1 Introduction

Recommender systems (RSs) have been widely adopted by many online ser-
vices, since they are able to solve the information overload problem as well as
facilitate interaction between users and systems. Most RSs infer users’ interests
through users’ historical behaviors, either represented in explicit form or implicit
form. Explicit feedback such as rating, which is given by users, can indicate a
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user’s interest in a particular product. However, this explicit feedback is not
always available in practical systems. On the contrary, implicit feedback, such
as users’ browsing history, or even mouse movements, can be easily obtained
from the system and do not burden the users. This information can also reflect
users’ preferences, although in an indirect way. Consequently, recommendation
approaches based on implicit feedback are becoming more widely used [1].

Pointwise prediction and learning to rank (L2R) are two representative genres
of the approaches for RSs. Pointwise prediction tries to estimate the value of an
item to a user based on historical data with the aim of minimizing prediction
errors. It is straightforward and effective when users’ historical data is organized
in rating forms. In domains where only implicit feedback is available, there are
also two definitional levels, i.e., 1 for observed examples and 0 for missing ones,
which can reflect the connection strength between a user and an item to some
degree [2]. However, pointwise prediction models easily lead to large bias, i.e.,
overfitting of training data, since they are confined to being finely tuned to each
value of individual examples, even these examples are noises. On the other hand,
L2R methods explore the preferential relations among multiple items, i.e., the
relation that a user prefers item i over item j, and consider the entire ranking list
as a target for optimization. In contrast to pointwise prediction, L2R methods
may cause high variances since they are not sensitive to small changes in the
estimated value of each individual examples unless these examples are compared
to the other ones. To balance variance and bias, existing approaches usually add
regularization terms to target functions.

In this paper, we explore a new framework, CPL (a Combined framework of
Pointwise prediction and L2R), which tries to balance bias and variance not only
by regularization but also based on the inherent features of pointwise prediction
and L2R. The ultimate goal of CPL is to find a balance between predicting an
accurate value for each example (which is the goal of pointwise methods) and
keeping the correct preferential relations between items (which is the goal of L2R
methods). To verify the effectiveness of CPL, we choose SLIM [9] which is one
of the pointwise prediction methods, and GAPfm [14] which is one of the L2R
methods, as the two components to implement CPL. SLIM and GAPfm both
have been demonstrated to have a stronger performance than other state-of-the-
art approaches to top-N recommendations. SLIM utilizes the intuition of item-
based K-nearest neighborhood (ItemKNN) collaborative filtering and makes use
of the learning process of matrix factorization (MF) techniques to estimate the
coefficients between every two items. The estimated coefficients are analogous
to item similarities in the traditional ItemKNN method, but they are learned
from observed data instead of being calculated based on items’ attribute vectors.
GAPfm, which addresses the top-N recommendation problem in domains with
grade relevance data, takes the Graded Average Precision (GAP) metric as the
extreme optimization objective function. However, we would like to utilize the
highly discriminative trait of GAP to dynamically mine potential positive exam-
ples and to avoid the trap of suppression of preferences for items about which
the user is unaware [13,17].
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To combine SLIM and GAPfm in a better way, we first revise their original
versions. Then, we combine the new versions into CPLmg, which is an imple-
mentation of CPL. Specifically, we improve the SLIM to be a more general factor
model, namely FSLIM. FSLIM inherits all the desirable characteristics of SLIM
and the difference is that FSLIM constructs a dense representation both for
users and items, which can improve the recommendation performance [6]. Then,
the low-rank users’ and item’s latent factor matrices act as a bridge between
FSLIM and GAPfm, so that the learned dense representation can be transferred
to each other. Moreover, FSLIM dynamically rates unobserved items for a user
based on the learned item similarities. These pseudo ratings are further utilized
in GAPfm, and the confidence score of a pseudo rating to be a threshold, which
separates unknown items to a positive example or to a negative example, is also
updated dynamically in every training round. Thus, the combination of FSLIM
and GAPfm results in the considerably improved learning accuracy of GPLmg.

The main contributions of this paper are as follows: (1) We introduce a
new framework CPL to combine pointwise prediction and L2R methods to
address the top-N recommendation problem. (2) We propose an implementation
of CPLmg for CPL. In CPLmg, we combine the FSLIM and GAPfm models.
FSLIM is extended from SLIM. Moreover, strategies are designed to better inte-
grate FSLIM and GAPfm. (3) Extensive experiments, which show that CPLmg
outperforms other baselines on various evaluation metrics, are conducted.

2 Related Work

Our proposed model, which is based on a combination of pointwise prediction and
learning to ranking, addresses the top-N recommendation problem with implicit
feedback. Therefore, it is related to state-of-the-art top-N recommendation tech-
nologies, including matrix factorization (MF) methods and L2R approaches.

MF is one of the most popular model-based collaborative filtering (CF) meth-
ods. It learns latent factor representations with respect to users and items, and
models user preferences as the dot product of latent factor vectors. SLIM [9]
is a particular case of MF. It directly learns a similarity matrix from the data
and thus becomes a novel learning model. To address the quadratic computation
problem of SLIM, a factorized similarity model FISM [5] is proposed. FISM fac-
torizes the similarity matrix into two low-rank matrices. However, both SLIM
and FISM do not produce a user-specific latent factor matrix. Thus, LRec [13],
which is interpreted as a linear classification model for each user, is proposed to
overcome this limitation. Currently, some work has explored the combination of
MF and deep learning for recommendations. For instance, NeuMF [4] is a neural
network-based CF method, and it is essentially a fusion of generalized matrix
factorization and multi-layer perceptron.

L2R becomes a hot research area, since it directly models partial ordering
relations between items, which happens to be consistent with top-N recommen-
dation tasks. One key element of L2R methods is the objective measures, defined
as either ranking error functions or optimization metrics. Thus, based on dif-
ferent objective measures, many L2R methods have been proposed. BPR [11]
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maximizes AUC metrics by utilizing the partial order relations between items.
xCLiMF [15] is an L2R method based on expected reciprocal rank (ERR). More-
over, TFMAP [16] optimizes MAP metric directly. To alleviate the overfitting
problem of L2R, GTRM [17] optimizes the group-oriented mean average preci-
sion (GMAP) which considers the similarities between items, and PRIGP [10]
integrates item-based pairwise preferences and item group-based pairwise pref-
erences into the framework based on BPR-OPT derived from BPR.

However, the above-mentioned approaches only utilize regularization terms
to balance bias and variance, and none of them combine pointwise prediction
and L2R for top-N recommendations.

3 Preliminaries

3.1 Definitions and Notations

Assume that the implicit feedback data is from M users’ behaviors on N items,
and we use the symbol u to index a user, the symbol i and j to index items,
and the symbol k to index a latent factor. The set of all users and items are rep-
resented by U = {1, 2, . . . , u, . . . ,M} and I = {1, 2, . . . , i, . . . , N}, respectively.
The matrices P ∈RM×K and Q ∈RN×K are latent factor matrices related to
users and items, respectively. The entire set of users’ historical feedback such as
purchases/clicking are represented by a user-item interaction matrix A ∈ R

M×N ,
in which each entry is represented by Aui ∈ {0, 1}, where Aui = 1 means user u
has at some point interacted with item i (observed items), otherwise the entry
is marked as 0 (unobserved items).

In the rest of the paper, vectors and matrices are both denoted by upper
bold symbols, where the symbol with no subscript represents the matrix itself.
The symbol with one subscript (e.g., Pu) represents a vector extracted from its
matrix by the row/column subscript index, and the symbol with two subscripts
(e.g., Puk) represents the entry. A predicted value is denoted by the symbol with
a wide tilde head (e.g., ˜Aui). Unless stated differently, all vectors are column
vectors by default, but the vectors with the transposed subscript � are row
vectors (e.g., P�

u denotes the u-th row of P).

3.2 SLIM

A parse linear method SLIM [9] has demonstrated very good performance for
top-N recommendations. Different from traditional similarity models that cal-
culate similarities based on attributes according to certain criteria, SLIM learns
the item similarities from the data directly. That is, SLIM estimates a sparse
aggregation coefficient matrix W ∈ R

N×N , in which each entry Wij can be
viewed as the similarity between items i and j. Then the recommendation score
from user u to an unobserved item i is computed as a sparse aggregation of all
the observed items of the user, as follows:

˜Aui = A�
u Wi (1)
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where A�
u is the row vector extracted from A by the row/user index u, and Wi

is a column vector, which represents the i-th column vector of matrix W. Then,
SLIM estimates/learns the W by solving the following optimization problem:

minimize
W

1
2
||A − AW||2F +

β

2
||W||2F + λ||W||1

subject to W ≥ 0
diag(W) = 0 (2)

Here, ||W||1 is the entry-wise �1-norm of W which encourages sparsity, and ‖•‖F

is the matrix Frobenius norm. The constraint diag(W) = 0 prevents learned
item similarities from being affected by the item itself. As for the nonnegativity
constraint, [7] showed that it could be ignored without affecting performance.

3.3 GAPfm

GAPfm [14] is a listwise L2R method which directly optimizes a smoothed
approximation of GAP metric [12]. GAP generalizes average precision (AP) to
the case of multi-graded relevance, and inherits the most important properties
of AP metric to guarantee that mistakes in recommended items at the top of the
list carry a higher penalty than mistakes at the bottom of the list. The definition
of GAP is as follows:

GAPu =
1

Zu

N
∑

i=1

Iui

Rui

N
∑

j=1

IujI(Ruj ≤ Rui)

(I(yui < yuj)
yui
∑

l=1

δl + I(yuj ≤ yui)
yuj
∑

l=1

δl) (3)

where Rui denotes the ranked position of item i for user u, e.g., Rui = 1 denotes
the item is ranked in the first/highest position. Iui = 1 (Iui ∈ {0, 1}) denotes
the item is a positive example, otherwise it is a negative/missing example. yui

denotes the grade of item i to user u. I(x) is a binary indicator function, i.e.,
it is equal to 1 if x is true, otherwise 0. Zu =

∑ymax

l=1 nul

∑l
c=1 δc is a constant

normalizing coefficient for user u, where nul denotes the number of items rated
with grade l by user u, and δl denotes the thresholding probability that the user
sets as a threshold of relevance at grade l, i.e., regarding items with grades equal
or larger than l as relevant ones, and the others as irrelevant ones.

δl =

⎧

⎨

⎩

2l − 1
2ymax

, ymax > 1

1, ymax = 1
(4)

where [1, ymax] is the scale of ratings. Then, with a small manipulation, Eq. (3)
can be smoothed to be an optimization objective function with respect to the
learned parameters, i.e., P and Q, the details are given in the following sections.
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4 Proposed Methodology

In this section, we introduce two components of CPL: (1) Factorized SLIM
(FSLIM), and (2) GAPfm with sampling strategy. Then, we show in detail how
to combine FSLIM and GAPfm to implement CPL.

4.1 Factorized SLIM (FSLIM)

Our proposed Factorized SLIM is a new version of SLIM that incorporates ideas
from traditional matrix factorization (MF) methods and similarity approaches.
We still define the recommendation score from user u to an unobserved item i as
a sparse aggregation of the scores of all observed items by the user. However, the
score of each item is no longer a defined value, i.e., 1 and 0, but is calculated as the
dot product of the item’s latent factor vector and the user’s latent factor vector,
as shown in Eq. (5). The dense representations of users and items introduce more
information capabilities.

˜Aui = P�
u

∑

j∈N (i)∩O(u)

QjWji (5)

where W ∈ R
N×N is a sparse aggregation coefficient matrix such as that in

SLIM, and O(u) is the set of all observed items of user u. To speed up the
learning process, N (i) representing the set of near neighborhoods of item i, is
added to select items in O(u). This operation can be viewed as feature selection
[9]. We utilize the cosine similarity, which is calculated based on co-click/co-
visitation behaviors to items by users, to retrieve iknn near neighborhoods of
item i, i.e., |N (i)| = iknn. Finally, taking into account all users, the loss function
is defined as follows:

LF =
1
2

M
∑

u=1

N
∑

i=1

‖Aui − g(P�
u

∑

j∈N (i)∩O(u)

QjWij)‖2F

+
β1

2
‖P‖2F +

β2

2
‖Q|‖2F +

β3

2
‖W‖2F + λ‖W‖1 (6)

where g(x) = 1/(1+ex)) is a sigmoid function, which is a common choice for one-
class recommendation. We add the constraint diag(W) = 0 to prevent learned
item similarities from being affected by the item itself, and drop the nonnegativ-
ity constraint, i.e., W ≥ 0, compared to SLIM as the reason we aforementioned.

Stochastic gradient decent technology (SGD) is used to solve this optimiza-
tion problem, and the gradients of the parameters are listed as follows:

∂LF

∂Pu
= −(Aui − g(˜Aui))g′(˜Aui)

∑

j∈N (i)∩O(u)

QjWji + β1Pu (7)

∂LF

∂Qi
= −

∑

j∈N (i)∩O(u)

(Auj − g(˜Auj))g′(˜Auj)PuWij + β2Qi (8)
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∂LF

∂Wij
= −(Aui − g(˜Aui))g′(˜Aui)P�

u Qj + β3Wij ± λ (9)

where g′(x) = g(x)/(1 − g(x)) is the derivative of function g(x). Then, with a
learning step size η1, the parameters are updated using SGD.

4.2 GAPfm with Sampling Strategy

The work about GAPfm in [14] mainly focuses on graded relevance domains,
such as rating data, and takes GAP as the objective metric in learning to rank.
However, in domains with binary relevance data, we would still like to take full
advantage of high informativeness and discriminative power of GAP to dynam-
ically mine potential preferred items and to avoid the trap of the suppression of
preferences for items about which the user is unaware. That is, we utilize the
sparse aggregation coefficient matrix (the item similarity matrix) learned from
FSLIM to estimate the pseudo rating of each item for each user, which can be
demonstrated as:

yui =

⎧

⎪

⎨

⎪

⎩

g
(

P�
u

∑

j∈N (i)∩O(u)

QjWji

)

, i /∈ O(u)

1, i ∈ O(u)

(10)

It is likely that some values will be prefill into matrix A. The closer the value of
yui to 1, the more likely item i is a potential preferred item for user u, since the
value of yui depicts the relationship between item i and the user. Thus, according
to the value of yui, we select the top pn unobserved items as potential preferred
items for user u, and record the indexes of all these items and already observed
items into a set O′(u) as well as record the pseudo ratings (the values of yui) of
all items in O′(u) into a set Y (u). Then, we change the thresholding probability
δu(y) as a confidence score of that pseudo rating y ∈ Y (u) being the threshold
value for user u, i.e., regarding items with a pseudo rating equal or larger than
y as potential preferred ones, and the others as not preferred ones, as follows:

δu(y) =
exp(y)

∑

t∈Y (u) exp(t)
(11)

The larger the value of δu(y) or of y, the more credible the result of this division.
Then, we update the formulation of GAP in Eq. (3) as follows:

GAPu =
1

Zu

N
∑

i=1

Iui

Rui

N
∑

j=1

SuijIujI(Ruj ≤ Rui) (12)

Zu =
∑

t∈Y (u)

nut

∑

l∈Y (u)&l≤t

δu(l)

Suij = I(yui < yuj)
∑

t∈Y (u)&t≤yui

δu(t) + I(yuj ≤ yui)
∑

t∈Y (u)&t≤yuj

δu(t)
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where Rui denotes the ranked position of item i for user u, Iui indicates whether
the index of the item is in O′(u), and I(x) is a binary indicator function, such
as those in GAPfm. Zu is a constant normalizing coefficient for user u, where
nut denotes the number of items rated with pseudo rating t to user u, Suij is a
intermediate variable whose value is related to the sorted list.

Then we use g(x) function and parameters P,Q to estimate the term of
1

Rui
≈ g(fui) and I(Ruj ≤ Rui) ≈ g(fuj − fui), where fui = P�

u Qi, in Eq. (12)
to get a smoothed version of GAP as follows:

GAPu ≈ 1
Zu

N
∑

i=1

Iuig(fui)
N

∑

j=1

SuijIujg(fuj − fui) (13)

Then, taking into account all users and adding two Frobenius norms ‖P‖F and
‖Q‖F as well as parameters β4 and β5 to control the magnitude of regularization,
the final objective function of GAPfm is shown as follows:

LG =
M
∑

u=1

N
∑

i=1

Iuig(fui)
N

∑

j=1

SuijIujg(fu(j−i)) − β4

2
‖P‖2F − β5

2
‖Q|‖2F (14)

Note that, Eq. (14) has dropped the coefficient 1/M and 1/Zu since they are
independent of the latent factors and have no influence on the optimization
procedure. Now, we use the stochastic gradient ascent (SGA) to solve this opti-
mization problem, and the gradients of the parameters are as follows:

∂LG

∂Pu
=

N
∑

i=1

Iui

(

g′(fui)
N

∑

j=1

IujSuijg(fu(j−i)) · Qi

+ g(fui)
N

∑

j=1

IujSuijg
′(fu(j−i)) · (Qj − Qi)

)

− λPu (15)

∂LG

∂Qi
= Iui

(

g′(fui)
N

∑

j=1

IujSuijg(fu(j−i)) +
N

∑

j=1

Iuj

[Sujig(fuj) − Suijg(fui)]g′(fu(j−i))
)

Pu − λQi (16)

Then, we update the parameters in GAPfm using SGA with a learning rate η2.

4.3 CPLmg Recommendation Model

Now, we introduce how to combine FSLIM and GAPfm under MF framework
to implement CPLmg, so that they can mutually reinforce each other and can
better learn from complex user-item interactions. We propose to train FSLIM
and GAPfm using a multi-task learning approach [8] where the latent factor
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Fig. 1. The framework of CPLmg

matrices P and Q are shared underlying variables, as shown in Fig. 1. In partic-
ular, the matrices P and Q are jointly updated by FSLIM and GAPfm in each
co-training round by modeling the task of pointwise methods and the task of
L2R methods. The additional item similarity matrix W further helps GAPfm
mine potential preferred items, which allows information transfer between two
tasks [3]. Furthermore, the trade-off controlling parameters in CPLmg are the
learning rate parameters, i.e., η1 and η2, since the relationship between the val-
ues of η1 and η2 determines the impact of each component on the model learning
process. CPLmg is trained until both FSLIM and GAPfm are converged or until
reaching the maximal number of iteration.

4.4 Time Complexity

The time complexity of CPLmg comprises two parts which accumulate linearly,
i.e., the time cost of FSLIM and GAPfm. Thus, CPLmg finally takes O(M |Ī|3K+
M |J̄ |(|Ī| + ln(|J̄ |)) time to update the parameters in each iteration.

4.5 Recommendation

At the prediction phase, we measure the final preference score of unobserved
items to each user as follows:

˜Aui = P�
u

∑

j∈N (i)∩O(u)∪{i}
QjW′

ji (17)

where W′ = W + w ∗ I, and I ∈ R
N×N is an identity matrix, and w is a

weight parameter of the combination of prediction functions in FSLIM, i.e.,
˜Aui = P�

u

∑

j∈N (i)∩O(u) QjWji and in GAPfm, i.e., ˜Aui = P�
u Qi, respectively.

The value of w is related to the trade-off controlling parameters of the framework
CPL, and we set the value of the ratio of η2

η1
to w. The items from the set I\O(u)

with the largest prediction values based on Eq. (17) are recommended to the user.



268 N. Zhu and J. Cao

Table 1. The datasets used in evaluation

Dataset #users #items #trans Density Ratings Thresholda

AppData 20,467 40,259 1,022,339 (installations) 0.124% – –

ML100K 943 1,682 100,000 (ratings) 6.30% 1–5 1
aThe user-item pairs with ratings equal or greater than threshold are positive examples,
the others are the missing ones.

So far, we have implemented CPLmg based on two components: FSLIM and
GAPfm. A question then arises: why does the combination of these methods
promote the top-N performance under CPL framework. There are four possi-
ble reasons: (1) The learning directions of FSLIM and GAPfm are generally
consistent when learning the model parameters P and Q through the gradi-
ent approach. Both of them tend to increase the value of a dot product with
respect to positive examples. (2) The sampling procedure based on the item
similarity matrix W brings more information from FSLIM to GAPfm to make
GAPfm more informative. (3) The multi-task learning approach allows informa-
tion transfer between the two tasks. (4) CPLmg balances the variance and bias
of the model, as previously discussed. Thus, our proposed CPLmg approach can
yield better performance for top-N recommendations, which is demonstrated by
the following experiments.

5 Experimental Results

5.1 Datasets and Settings

Our experiments are based on two datasets, AppData and MovieLens-100K
(ML100K). The characteristics of these two datasets are shown in Table 1.

The dataset AppData is from users’ log files where the users’ interactive
behaviors with mobile applications are recorded for six months. Since we are
more concerned about which applications the user will install on their smart-
phone, we only keep already installed mobile applications for users. Then,
each observed user-item pair represents one record of the user installing the
application.

The ML100K is a public dataset and it is organized in rating forms. However,
since we only discuss the one-class recommendation problem in this paper, the
ratings are converted to the appropriate binary form based on the threshold h,
i.e., the user-item pairs with ratings higher than h are positive examples, the
others are the missing ones. To simplify the analysis, we give the best value of the
threshold in our experiments, i.e., h = 1. In the experiment, mobile applications
and movies are the items to be recommended.

We randomly select records from the users’ historical data to keep a certain
number of observed items for each user as the test data, and set the rest of the
records as the training set. For example, “Given 10” denotes that for each user,
we randomly select ten observed items as unknowns in the training set, but as
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positive examples in the test set. Then, we measure the performance over these
positive examples in the test data.

Precision is a widely used evaluation metric in RSs. It reflects the ratio of
relevant items in the ranked list given a truncated position. In the case of top-N
RSs, MAP (mean average precision) and MRR (mean reciprocal rank) are more
practical, as they are position-related metrics. To better verify the properties of
the model, we apply all these three metrics to evaluate the performance of the
new and compared methods in this paper.

Table 2. Performance comparison based on the top-5 recommendation items

Method AppData/Given 3 AppData/Given 10

Params1 Precision MRR MAP Params Precision MRR MAP

iPOP – – 0.0989 0.2874 0.1098 – – 0.2830 0.6303 0.2264

ItemKNN 50 – 0.1126 0.3164 0.1290 50 – 0.3601 0.6089 0.2971

FISMauc 0.8 1e−5 0.1002 0.2895 0.1108 0.9 1e−5 0.2989 0.6338 0.2395

GAPfm 0.01 – 0.1186 0.3136 0.1348 0.01 – 0.3862 0.7053 0.3132

SLIM 0.1 0.5 0.1563 0.3948 0.1759 0.1 0.5 0.4017 0.7070 0.3177

FSLIM 0.06 0.14 0.1601 0.4158 0.1801 0.04 0.12 0.4072 0.7164 0.3173

NeuMF 10 – 0.1698 0.4209 0.1894 10 – 0.4098 0.7203 0.3184

CPLmg 245 22 0.1799 0.4377 0.2022 245 22 0.4208 0.7345 0.3305

Method ML100K/Given 3 ML100K/Given 10

Params Precision MRR MAP Params Precision MRR MAP

iPOP – – 0.0417 0.1153 0.0415 – – 0.1324 0.3001 0.0823

ItemKNN 50 – 0.0697 0.1855 0.0696 50 – 0.1769 0.3885 0.1152

FISMauc 0.7 5e−6 0.0491 0.1119 0.0413 0.6 1e−6 0.1342 0.2948 0.0808

GAPfm 0.05 – 0.0923 0.2497 0.0987 0.05 – 0.1820 0.3998 0.1475

SLIM 0.2 0.6 0.0982 0.2519 0.1009 0.1 0.5 0.2232 0.4722 0.1537

FSLIM 0.002 0.005 0.1034 0.2590 0.1113 0.001 0.005 0.2398 0.4795 0.1599

NeuMF 8 – 0.1078 0.2601 0.1132 8 – 0.2399 0.4819 0.1614

CPLmg 350 35 0.1194 0.2708 0.1298 350 35 0.2483 0.4916 0.1712

5.2 Experimental Comparisons with Previous Models

We compare our methods CPLmg and FSLIM with six baselines as follows: (1)
iPOP recommends a certain number of the most popular items from the training
set to all users. (2) ItemKNN is a traditional item-based collaborative filtering
method using Jaccard similarity. (3) FISMauc [5] considers ranking errors based
on loss function and obtains better performance than FISMrmse, which considers
the pointwise squared error loss function. Therefore, we do not further report
on the performance of FISMrmse. (4) NeuMF [4], which is a state-of-the-art
method using neural network-based collaborative filtering (NCF) framework. (5)
SLIM and (6) GAPfm are related to two components of CPLmg, respectively.
For each model, the parameters were empirically tuned to their optimal values
in the experiments and they were recorded in Table 2, i.e., for ItemKNN, they
are the number of neighbors; for FISMauc, they are the user-specific parameter
α and the learning rate; for GAPfm, they are the regularization parameters;
for SLIM and FSLIM, they are both the �1-norm and �2-norm regularization
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parameter; for NeuMF, it is the number of negative samples; for CPLmg, they are
the number of near neighborhoods iknn and the number of candidate potential
positive examples pn.

Since the size of the recommendation window is limited in practice, we mea-
sure all the performance values in the experiments which are reported in this
subsection based on the top-5 recommendation, and the results for top-10 rec-
ommendations are shown in the next subsection.

Table 2 shows that CPLmg achieves the best performance than the baselines
according to all three metrics. Then, it is NeuMF, which is the state-of-the-art
method using implicit feedback. It proves that the proposed CPLmg is highly
competitive for top-N recommendation tasks for reasons previously discussed,
and also proves that the combination of FSLIM and GAPfm is effective since
the performance of FSLIM and GAPfm is not good as NeuMF before the com-
bination. We can also observe that the performance of FSLIM is better than
SLIM. This indicates that dense representations of the user and item matrix can
better model the users’ preferences. The results also show SLIM and GAPfm
outperform the remaining methods, i.e., iPOP, ItemKNN, and FISMauc. This
observation provides empirical evidence that SLIM and GAPfm approaches are
more effective for top-N recommendations. This is one reason why we choose
SLIM and GAPfm as the two components in our new framework. Furthermore,
it can be noted that the performance of all methods is better when the number
of given items increases from 3 to 10. The reason for this lies in the fact that
more preferred items in the test data can better reveal the preferences of users
and more preferred items in the test means a higher chance of ranking potential
preferred items in the top positions.

5.3 Analysis of CPLmg Components

In this section, we describe the experiments conducted to explore the influence
of the main parameters on CPLmg, i.e., the number of neighborhoods when con-
ducting feature selection for FSLIM, the size of the candidate potential preferred
items in GAPfm sampling process, and the learning rates. It is worth pointing
out when we change the settings of one of these parameters, the others are set to
their optimal values, e.g., iknn = 245, pn = 22, η1 = 5×10−2, η2 = 10−4 for App-
Data. All experiment results given in this section are under the condition, i.e.,
“Given 10”. Due to the space limitation and without loss of generality, we only
report the parameter influences for the top-10 recommendations on AppData.
Similar results were observed on ML100K data.

iknn. We first conducted an experiment to investigate the influence of the num-
ber of near neighborhoods iknn. The results are shown in Fig. 2(a)–(c). We can
observe that the values of all three metrics including precision, MRR, and MAP
significantly increase at the beginning, then after the turning points, i.e., 240,
all values decline. This proves the effectiveness of the feature selection algorithm
and it might have an optimal value of iknn. The value of iknn is not the bigger
the better, since too many similar items may blur the preference information to
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(a) PRECISION@10 (b) MRR@10 (c) MAP@10

(d) PRECISION@10 (e) MRR@10 (f) MAP@10

Fig. 2. Results on different parameters iknn and pn for top-10 recommendations

be learned for a user. Note that the iknn is not the final number of neighbor-
hoods to be considered since |N (i) ∩ O(u)| ≤ iknn, |O(u)|, and usually |O(u)|
might be small in practice, e.g., the average number of installed applications
over users in AppData is smaller than 50.

pn. The value of pn controls the number of candidate potential preferred items
in the sampling process of GAPfm. The influence of pn on the recommendation
performance is shown in Fig. 2(d)–(f). We can observe that precision, MRR, and
MAP performance can be improved by properly increasing pn. However, when
the increasement is over a turning point, i.e., 20, the performance starts to decline
sharply. The reason for this is that a larger value of pn also introduces more
false preferred items. This observation proves that it is critical to properly take
into account missing values within the model in domains with binary implicit
feedback, since the selected missing values can alleviate the overfitting risk.

(a) PRECISION@10 (b) MRR@10 (c) MAP@10

Fig. 3. Results on different parameters η1 and η2 for top-10 recommendations
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η1 and η2. In this part, we provide the experiment results based on different
values for two parameters η1 and η2 which control the learning step sizes of
FSLIM and GAPfm, respectively. As previously mentioned, these two parameters
also act as a trade-off between the two components of CPLmg, i.e., FSLIM and
GAPfm. The influence of η1 and η2 is shown in Fig. 3. We observe that all
criteria show the same changes on different η1 and η2 values. We also observe
that some of the performance values are lower than the normal level. This is
because η1 and η2 will restrain each other in some settings where both η1 and
η2 try to dominate the learning process, i.e., η1 and η2 have very close values.
Furthermore, the largest performance values are fastened in the top right corner
while the performance values in the bottom left corner also tend to increase.
All these results show that the performance values increase with the proper
increasement of divergence between these two parameters.

6 Conclusions and Future Work

In this paper, we proposed a new framework, CPL, where pointwise prediction
and L2R are inherently combined to discriminate user preferences on unobserved
items and to improve the performance of top-N recommendations. Moreover, to
verify the effectiveness of CPL, we implement CPLmg which takes FSLIM and
GAPfm as its two components, where FSLIM is a variant of SLIM by infusing
dense representations. The components reinforce each other through information
interchange based on the dense representations and aggregation coefficients. The
final experiments prove that CPLmg is effective and outperforms the others on
various evaluation metrics. There are some potential research topics for future
study. Firstly, the combination approach between two components of CPLmg can
be extended. We would like to explore a more complex combination. For instance,
we can fuse two components based on the neural network framework motivated
by NCF [4]. Secondly but not lastly, other models of pointwise prediction and
L2R methods can be tried in the framework.
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Abstract. Influence Maximization (IM) consists in finding in a net-
work the top-k influencers who will maximize the diffusion of informa-
tion. However, the exponential growth of online advertisement is due to
Real-Time Bidding (RTB) which targets users on webpages. It requires
complex ad placement decisions in real-time to face a high-speed stream
of users. In order to stay relevant, the IM problem should be updated to
answer RTB needs. While traditional IM generates a static set of influ-
encers, they do not fit with an RTB environment which requires dynamic
influence targeting. This paper proposes RTIM, the first IM algorithm
capable of targeting users in a RTB environment. We also analyze influ-
ence scores of users in several social networks and provide a thorough
experimental process to compare static versus dynamic IM solutions.

Keywords: Real-Time Bidding · Influence Maximization · Social
network

1 Introduction

Since Kempe et al. [16], Influence Maximization (IM) is a well studied maximum
coverage problem which consists in finding the smallest subset of individuals in
a social network who will maximize information diffusion through social influ-
ence. In this paper, we are interested in enhancing IM methods with Real-Time
Bidding (RTB) constraints. We consider that a user can be influenced because
he saw an ad, interacted with it, or purchased the product. To be more relevant,
IM algorithms need to take into consideration time and targeting requirements
of RTB.

However, online advertising revenue outpaced all other advertising strategies
thanks to the advent of RTB [24,27] and Social Network Services (SNS). RTB is
an online auction system which allows online advertisers to bid in real-time for
ad locations on a webpage in less than 100 ms [27]. RTB ad targeting is initially
based on the content of the web page and users’ consumer profile, but fails to
c© Springer Nature Switzerland AG 2019
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rely on the social value of each customer as suggested in [9]. As far as we know
no RTB algorithms attempt to find an IM solution to improve bidding decisions.
They only consider influence as a parameter and not as a propagation value on
a network. It is important to note that there is potential here for IM to integrate
full bidding, however this approach is left for future work.

Existing IM algorithms propose various optimization technics to statistically
choose a seed set of users that maximizes influence. However, as far as we know,
no existing IM algorithm can work within a real-time bidding environment and
satisfy it’s requirements. Indeed, whereas existing algorithms take hours to find
seed sets up to 200 seeds in a large social network [1], they do not scale up or
take into account real time streams of users.

This article targets the issue with the following constraints: (a) only an
online user can be targeted, (b) deciding whether to target a user must be done
in under 100ms, (c) the propagation influence score relies on a social network
containing millions of users and relationships, (d) thousands of users must be
targeted in real-time while maximizing scores of large seed sets.

Therefore, to target influential users in a RTB environment it is necessary
to develop an IM algorithm capable of deciding in real-time which users are
worth targeting. To achieve this we propose the RTIM approach which stands
for Real-Time Influence Maximization.

Our main contributions are as follow:

– We propose an elegant approach for real-time influence maximization focusing
on the stream of online users,

– We provide a deep analysis of users’ influence scores for various social network
datasets in order to showcase users’ behavior in IM,

– We set up a thorough experimental setting for RTIM and IMM models on
different social networks.

In this article, we first explain in Sect. 2 the state of the art on IM. Section 3
explains our two stages RTIM approach and Sect. 4 gives the RTIM model and
algorithms. In order to understand the impact of our model, we propose an
analysis of influence in different datasets in Sect. 5. This leads to the experimental
process in Sect. 6 with a dynamic stream evaluation. Finally, we conclude and
give some perspectives in Sect. 7.

2 IM State of the Art

Influence Maximization takes place in a social network graph G = (V,E)
where V is the set of vertices (users), E the set of directed edges (influence
relationships). In this graph G, a user is activated if he has successfully been
influenced by a neighbor and therefore influences his own outgoing neighbors.
A targeted user is a user for whom a piece of information is shown to be
propagated.

The goal of IM is to produce a seed set S of targeted users which maximizes
its influence on G. The optimal seed set, or the final result is defined as S∗.
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2.1 Propagation Models

Kempe et al. [16] propose two common propagation models: Independent Cascade
(IC) and Linear Threshold (LT). IC considers that each user can be influenced
by a neighbor independently of any of his other neighbors. LT considers that a
user is activated if the sum of successful influence probabilities from his neighbors
is greater than his activation threshold.

Under the IC model, time unfolds in discrete steps. At any time-step, each
newly activated node ui ∈ Va,∀i ∈ V gets one independent attempt to acti-
vate each of its outgoing neighbors vj ∈ Out(ui),∀j ∈ V {i} with a probability
p(u, v) = eij . In other words, eij denotes the probability of ui influencing vi.

As explained in [12] there is a real challenge in acquiring real-world data
to build datasets containing accurate influence probabilities. Common practice
is to use theoretical edge weight models. For IC, the Constant model is where
each weight eij is given a constant probability [3,8,10,11,13,16]. Some define
p ∈ [0.01, 0.1] [4,23]. The Tri-Valency model is where the weights are ran-
domly chosen from a list of probabilities such as {0.001, 0.01, 0.1} [3,6,15].
Finally,the Weighted Cascade (WC) model is where eij = 1

|In(vj)| where In(vj)
is the number of neighbors that influence u [3,4,6–8,10,11,16,19,25,26]. Under
WC, all neighbors that influence ui do so with the same probability. Therefore, it
is easier to influence a user with a low in-degree.

For LT, the general edge weight rule is that the sum of the weights which
must equal 1. Therefore, WC applies to LT. Additional alternative models can be
found in [21] where an extensive IM state-of-the art is done.

IC is very useful to model information diffusion when a single exposition
to a piece of information from one source is enough to influence an individual.
LT doesn’t change the fundamental approach of our algorithm, it should not
be difficult to extend to. For these reasons, we limit our approach to IC. In
addition, we define the edge weights using the WC model, because we believe
it better corresponds to the diversity of influence between individuals in a real-
world social network.

2.2 Properties

Kempe et al. [16] prove that influence maximization is NP-Hard under both the
IC and LT models and computing the influence score is monotone and sub-
modular which Chen et al. [3] prove to be #P-Hard under the IC model.

The propagation function f is sub-modular if it satisfies a natural diminishing
returns property i.e., the marginal gain from adding an element v to a set S
is at least as high as the marginal gain from adding the same element to a
superset of S. Formally, a sub-modular function satisfies: ∀S ⊆ T ⊆ Ω and
x ∈ Ω\T, f(S ∪ {x}) − f(S) ≥ f(T ∪ {x}) − f(T ). This sub-modular property
is essential as it guarantees that a greedy algorithm will have a (1 − 1/e − ε)
approximation to the optimal value [22]. As it is presented previously, many IM
algorithms rely on this theoretical guarantee to validate their strategy.
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2.3 Computing Score

Influence Score: Computing the influence score requires solving Eq. (1), which
is a generalization of the inclusion-exclusion principle from [28].

σ(S) =
∑

vi∈V

aS(vi) =
∑

vi∈V

P(
⋃

pj∈Puvi

pj),

Puvi
= {all paths event existence between u and vi}

(1)

In Eq. 1, the influence score of a seed set σ(S) is the sum of activation proba-
bilities aS(v) of any node v ∈ V when users in S are targeted. The activation
probability of a user is the probability that there exists a path between that user
and any targeted user.

Computing σ(S) is proven by [15] to be #P-Hard but [16] approximate the
exact result by running n = 10, 000 Monte Carlo simulations. In this article, the
result of these simulations is written σMC(S).

[16] prove that IM is an NP-Hard problem. In fact, it simply consists of two
challenges. The first is finding the optimal seed set out of 2|V | subsets of users
or

(
N
k

)
if we know k, and computing the influence score according to Eq. 1.

2.4 Algorithms

Clearly presented by Arora et al. [1] there are three main categories of IM algo-
rithms: greedy, sampling and approximation.

GREEDY [16], CELF [17] and CELF++ [13] are all three lazy-forward algo-
rithms which guarantee an approximation of (1− 1/e− ε). To find S∗ they start
with S = ∅ and incrementally add to S the node v which brings the largest
marginal gain: σMC(S ∪ v) > σMC(S), until |S| = k. CELF, CELF++ improve
computation time with the submodular property by storing temporary results.

Reverse Influence Sampling method [2] from Borg et al. like in IMM [25], TIM
or TIM+ [26], use topological sampling. In the transpose graph, they generate a
set R of size θ of random paths of greatest influence by picking users uniformly
at random (Reverse Reachable sets). Using a greedy method, they build S∗ by
continuously adding to S∗ the user who covers the greatest number of Reverse
Reachable sets and removing them from R.

Approximation algorithms such as EaSyIM [10], IRIE [15], SIMPATH [14],
LDAG [5] or IMRANK [6], offer heuristics to compute σ(S) Eq. (1), such as using
the most probable path or the independence of paths.

Conclusions: Greedy solutions require hours or days of processing due to the
repeated computation of σMC(S). They perform poorly for seed sets larger than
50 and do not scale to large datasets [1]. Heuristics don’t offer theoretical guar-
antee and often lack in precision. Sampling algorithms are significantly faster
than greedy, are more precise than heuristics and offer a theoretical guarantee.
In addition, none of these solutions are meant to dynamically generate a seed set
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with RTB constraints. There exists a great number of specific IM contributions
which have been listed in [21]. It shows clearly, that no contributions have been
made regarding the analysis of the IM challenge in a stream of online users.

To this end, we propose the RTIM algorithm: Real-Time Influence Maximiza-
tion. It targets influential users, henceforth generating a seed set of influencers
under RTB constraints. To ensure this, RTIM takes places in two stages: a pre-
processing stage and a live stage which we present in the following.

3 RTIM Approach

RTIM is meant to perform in a RTB environment. The latter, consists of users
who connect to a website which sells ad slots. The IM algorithm has to determine
wether it is useful for targeting. As we know, these users, all belong to a very
large social network through which they may influence neighbors.

The originality of our approach lies in its ability to target users who appear
in this dynamic stream by estimating whether they will have a significant gain
based on previously targeted users in the same stream and belonging to the
same social network. While traditional approaches determine the best seed set
of targeted users by processing a graph in which any user is considered online.
Contrary to these solutions, RTIM allows us to adapt our IM strategy to take
place in a RTB streaming environment.

Static algorithms, such as IMM [25], correspond to an optimistic approach
which assumes that pre-computed users from their seed set will necessarily be
online in the stream. However, many users of the pre-defined seed set won’t be
available to target during the advertisement campaign. In contrast, our approach,
which can be considered as a pessimistic approach, allows us to dynamically fill
our seed set with online users of interest for the advertisement campaign.

3.1 Step I: Pre-processing - Building the Influence Graph

First, an influence graph GI(V,E,wI) is built with weights on each edge to
estimate the influence based on the number of incoming edges of a vertex. This
influence estimation is commonly adopted in influence propagation [23]. It is
defined formally as follows:

Definition 1 (Influence graph). Consider G(V,E) the social graph where V
is the set of vertices and E ⊆ V 2 is the set of oriented edges. The influence
graph for G is the graph GI(V,E,wI) with the same sets of vertices and edges
and a weighted function wI : E → R such that for an edge eij from vertice vi to
vj: wI(eij) = 1

indegree(vj)
.

Figure 1 depicts the influence graph for a social network between 5 users. For
instance, user u2 who follows or is influenced by users u1, u3 and u5 has each of his
incoming edge e ∈ E weighted by: wI(e12) = wI(e32) = wI(e52) = 1/3 = 0.33.
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To estimate the influence score, we use the Monte Carlo approach by running
n simulations, where n is a large number ([16] set n = 10, 000). The influence
score of each user u is the average number of users activated for all simulations.

Each simulation randomly test each outgoing edge of a user against the edge
weight wI(eij). When a neighbor is activated we can then recursively test neigh-
bors until no more nodes are activated.

Since the simulations are all independent and the graph data structure is
only read during the process, we can run the n simulations in parallel. However
running 10,000 Monte Carlo simulations for each user u ∈ G remains extremely
costly. Consequently, this computation must be performed offline and all influ-
ence scores are stored in a vector I: ∀ui ∈ G, Ii = σMC(ui).

3.2 Step II: User Targeting at Runtime

With the influence score computed in the pre-processing step, RTIM is able
to select, during the stream, users to target. Consider the temporal stream of
users T in which appears every online connection events of users from G. Since
a user can only be targeted when he appears in the stream, we need to decide
in real-time whether he is worth targeting or not. To make this decision, our
RTIM algorithm takes into consideration the influence score of users and the
probability that they have already been targeted by neighbors.

To verify these two criteria, we set two thresholds, θI and θA, respectively
the minimum influence score and the activation probability. Whenever a user is
online, we check whether his influence score is important enough (above θI) to
be a potential target for the ad campaign or not. We also check the probability
for him to be activated by users he follows (above θA). If θI is validated and not
θA, the user is targeted and added to the seed set. His activation probability is
set to 1. This activation is propagated in the neighbourhood. This will enable
us to make better targeting decisions for future users who appear in the stream.

Figure 2 illustrates the stream of users that are online and their correlation
with the graph. T is a basic example of a RTB stream where users appear one at
a time in discrete steps (in red/bold) and can only be targeted when available.
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When the first user u2 appears (time t1), we verify his influence score I2. If
I2 > θI then we consider that u2 tries to activate his followers u1, u3 and u5,
and propagate probabilities to their own neighbors. Assume that u1 is activated
(A1 > θA) while u3 and u5 are not. When user u4 is online (t2), his influence
score is insufficient to be targeted and is avoided. Then, when user u3 appears in
the stream (t3), he is considered to be an influencer (I3 > θI) and not activated
(A3 < θA). Thus the activation probability is propagated to u1, u2, u5 and u4.
When u5 appears in T , even if his influence score is higher than θI , A5 > θA

since he has been influenced by u2 and u3. Thus it is not worth targeting him.
By applying the whole stream of users T , our approach generates the seed

set S∗ where every user u ∈ G verifies θI and θA. The key point resides in the
fact that RTIM maximizes the influence of connected users while removing those
who are too close to users already targeted.

4 RTIM Model

Traditional influence maximization algorithms have an optimistic approach since
they determine statically the users to target based on the final global influence
score of the set of targeted users. If the advertisement campaign is not time-
limited (infinite stream), these solutions potentially maximize the total score.

RTIM’s strategy is quite different since it decides to target a user in real-time
when he is available. So RTIM can be considered as a pessimistic algorithm since
we decide to add him to the final seed set instantaneously, even if a “better”
user to add to the seed set appears later in the stream.

Activation Probability Graph. At time t0, when T starts, we create the
activation probability graph as the influence graph GI described in Sect. 3.1. We
can adopt the matrix representation for the graph in the following equation:
MGI

(V,E) = AG × InDegV , where AG is the adjacency matrix, i.e., AG [i, j] = 1
if there exists an edge from user ui to user uj , 0 otherwise, and InDegV is the
indegree vector, with InDegV [i] = 1

indegree(ui)
. The activation probability vector

AV is initialized as the vector with only 0 values.

Activation Probability Updates. Consider we have at time tk−1 > t0, an
activation probability vector AV (tk−1). Then assume that at time tk, a user ui

connects and we decide to target him. So his activation probability AV (tk−1)[i] is
now set to 1. This probability update impacts other probabilities in the graph.
Indeed, users who follow ui are now more likely to see this ad and we avoid
targeting them in the future. We must update other activation probabilities
through influence propagation to obtain the AV (tk) probability vector.

Definition 2 (Activation probability propagations). Consider G(V,E) the
social graph and its influence graph GI(V,E,wI) as defined in Sect. 3. The acti-
vation probability vector AV (tk) for G at instant tk is recursively defined as:

{
AV (0)(tk) = MGI

(V,E) × AV (tk−1)
AV (i+1)(tk) = MGI

(V,E) × AV (i)(tk)
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Algorithm 1. Updating activation probabilities
Require: graph G, nodes u and v, v’s activation probability A[v], u’s neighbors Nu,

current path weight p, depth d
1: procedure ActivationScores(G, u, p, d)
2: for v ∈ Nu do
3: A[v] ← 1 − (1 − A[v]) ∗ (1 − p ∗ wuv)
4: if d > 1 then
5: ActivationScores(G, v, p ∗ wuv, d − 1)

So, after targeting a user ui (AV (tk−1)[i] = 1) the vector is recursively com-
bined with the activation probability graph MGI

in order to propagate the acti-
vation while obtaining a convergence after i iterations:

AV (tk) = AV (∞)(tk) = MGI
(V,E) × AV (∞)(tk)

Since this model corresponds to a Matrix population model [18]1, we can
guarantee its convergence due to the fact that the Eigenvalues of MGI

(V,E) are
real strictly positive (the matrix is real, asymmetric and non-diagonal). Moreover
the propagation is an increasing and monotone function bounded to

−→
1 .

The aim of RTIM is to determine in real-time if a user is a good influencer
while not already having been influenced by other users. To target influencers,
we need to determine users worth targeting but also when users are considered
activated by influencers. For this we define the threshold θI as the minimum
influence score to reach, set to the influence score of the kth influencer. We also
define the activation probability threshold θA, set by default to 0.5. Any user
whose activation probability is greater than θA is considered to be activated and
therefore will have attempted himself to propagate the information provided by
an influencer and is therefore not worth targeting.

During the live stage we need to update users’ activation probability. To
achieve this, we propagate probabilities at depth less than d. For a user, if his
influence score is above θI and his activation probability is below θA, the user is
targeted. Otherwise we ignore him.

Equation 1 gave the activation probability of a user v. Since we consider paths
of length 2 all paths between u and v are independent:

A[u] = P(
⋃

pj∈Puv

pj) = 1 −
∏

wi∈Pd
uv

(1 − wi), (2)

Algorithm 1 illustrates activation probabilities updates. For each neighbor
v of user u we propagate his activation probability (line 3). While the depth
of propagation is sufficient we follow the propagation recursively (line 4&5). In
the worst case it runs in O(|V |d) when all users are interconnected. However,
updates can take place in a separate thread during the live stage.

For the live stage of RTIM, we consider that if any neighbor (of depth d) of
a user is targeted then we update his activation probability. First, Algorithm 2
1 Our model is not a Markov chain since the sum of a column can exceed 1.
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Algorithm 2. RTIM Live
Require: graph G, user u, vector of influence scores I, influence threshold θI , u’s

activation probability A[u], depth d, stream of users T , seed set S and max size k

1: Initialize A ← −→
0

2: while |S| < k do
3: u ← next(T )
4: if I[u] ≥ θI and A[u] ≤ θA then
5: ActivationScores(G, u, 1, d)
6: S ← S ∪ u
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Fig. 3. Datasets’ influence score distributions

initializes the activation probabilities to the 0 vector (line 1). Then, while the
seed set is not filled (line 2) we check each new incoming user u if he validates
both θI and θA (line 3 & 4). Deciding to target a user (line 4) is done in O(1)
and is thus instantaneous. If he does we add u to the seed set and propagate the
activation by applying Algorithm 1 (line 5 & 6).

5 Influence Analysis

Our model is experimented with empirical datasets of different sizes: Youtube,
LiveJournal and Twitter. We need their characteristics to understand the
impact of our approach. We can see in Table 1 the global statistics: # nodes, #
edges, and node degrees (mean, variance and standard deviation).

We can see that Youtube is the “smallest” graph with less connections (mean
degree of 10) but with a high variation compared to its size. LiveJournal is
highly connected with a high number of edges and a mean degree of 34. However,
users are more homogeneously connected (low variance and STD). Twitter, on
the other hand, is the biggest graph in which users can have varying numbers of
connections with a mean degree of 70 but a variance of 6.4M.

Figure 3 shows the distribution of influence scores for our graph datasets.
These distributions can be characterized by a standard Zipf-Mandelbrot distri-
bution [20], traditionally used for distribution of ranked data. It is defined by:
ZM(r) = B

(r0+r)α where r is, here, the rank of the influencer. r0 is a constant
representing the number of top influencers. B corresponds to the starting score
modifier and α is the decreasing speed of scores.
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Table 1. Datasets characteristics

# of

nodes

# of

edges

Deg.

Mean

Degree

Var.

STD

Youtube 1.13M 5.97M 10.53 10,304 101

LiveJournal 3.99M 69.3M 34.70 7,381 85

Twitter 41M 1.46B 70.50 6,426,184 2,534

Table 2. Zipf-Mandelbrot param-
eters for graph datasets

B r0 α X 2-Pearson

value

8 × 104 11 0.78 0.976

1.55 × 103 0 0.395 0.971

1.7 × 106 6 0.99 0.969

Table 2 gives the corresponding values for those Zipf-Mandelbrot distribu-
tions and the X 2-Pearson values (observation probabilities) found for each dis-
tribution. Youtube and Twitter behave similarly with a high r0 (resp. 11 and
6) leading to 100 to 750 top-influencers. We can see that Twitter has more top
influencers and then drops faster than Youtube. LiveJournal behaves differ-
ently with very few top influencers compared to Youtube or Twitter. The low
value r0 shows that top-influencers’ score decreases faster at the beginning of
the curve.

However, the decreasing speed of the influence score α witnesses really high
values (resp. 0.78 and 0.99) which means that it is harder to become a top influ-
encer on Twitter than Youtube. Likewise, the absolute number of influencers is
really high with a B value between 104 and 106 leading to a long tail which only
starts after more than 105 for Youtube and 2 × 105 users for Twitter. On the
other hand, LiveJournal’s scores curve decreases more slowly than the others
with an α of only 0.395 giving the idea that the number of connections between
users are closer to the average than Twitter or Youtube. Consequently, the long
tail is reached more slowly than the others (4 × 105 users).

This conclusion is interesting in order to understand the impact of these
social networks on influence maximization. Indeed, targeting top influencers in
real-time requires choosing influencers according to their estimated score. For
instance, users from the long tail are pretty identical and cannot be differentiated
from each other, thus the decision to target or not an influencer depends on α
which tells us how much an influencers score evolves.

6 Experiments

We wish to show in this section the impact of choosing influencers in a real-time
stream of users. In order to do this, we need to compute the influence scores of
users, generate multiple streams of users with varying distributions and compare
the final solution of each algorithm for different graph datasets.

6.1 Experimental Process

Since RTIM is an IM algorithm which runs under RTB constraints, we want to
compare it to an existing IM algorithm. We choose IMM [25] since it is the best
compromise between computation speed, scalability and accuracy, especially on
large datasets. The code for IMM is provided by [1] in C++.
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Table 3. Update activation probabilities time

Average Median Max

Youtube 70.3 ms 6.30 ms 193.4 ms

LiveJournal 61.1 ms 6.03 ms 192.0 ms

Twitter 85.9 ms 44.5 ms 411.1 ms

Stage I: Pre-processing. First, IMM is run in its entirety and adds k users to
its seed set SIMM (k = 10, 000 and optimal seed ε = 0.1). Recall that IMM relies
on the fact that every user in the graph has the same probability to appear.

RTIM uses the Monte Carlo approach to compute the influence score of each
user in the graph. We run n parallel simulations per node (n = 10, 000) with a
limit depth of 3 for scalability purposes. Thanks to the graph topology with a
high connectivity (see Sect. 5), those Monte Carlo simulations converge faster.
The influence scores of each user are stored in a vector I for future use.

Stage II: Live Stream Generation. It’s during this stage that we read our
stream and both algorithms have the opportunity to target influencers. Since no
real streams of connected users are available online, we simulate users’ behavior
in the social networks with different distributions. Streams contain 10% of the
total number of users and can appear several times with two different distribu-
tions: Uniform and Log.

The Uniform distribution supposes that all users have an equal probability
of appearing in the stream. This distribution can be considered to be the worst
case where top influencers can appear as frequently as low influencers.

The Log distribution supposes that users who have more in/out edges in the
graph are more likely to be connected. The probability of user ui being in the
stream is therefore P (ui ∈ S) = log(degui

)/
∑

ui∈V log(degui
), where degui

is
the degree of ui. We apply a logarithm on degui

in order to give users with a
low influence score a reasonable probability of showing up in the stream. This
Log stream can be considered to be the best case where highly linked users are
more likely to be present in the stream, and potentially top-influencers.

To ensure the stability of our model, we generated multiple random versions
of each stream. Our results are averages of all versions.

Stage III: Live Stream Process. For IMM, during the live stage, if a user in
the stream belongs to SIMM , he is targeted and immediately added to the final
seed set S∗

IMM . Regardless of the number of times he appears in the stream, the
user is only targeted once. At the end of the stream: S∗

IMM = SIMM ∩ T .
For each user ui in the stream, if ap(ui) < θA and σMC(ui) > θI , RTIM

targets ui instantaneously. ui is added to the final seed set S∗
RTIM and we update

the activation probability of his neighbors in a separate thread.
Table 3 gives the time spent to update propagation probabilities in the net-

work. It shows that the average update time is less than 100 ms which satisfies
our real-time requirement, and in most of the case far less (median). However,
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Fig. 4. Seed set score & size evolution with Youtube

0 1 · 105 2 · 105 3 · 105 4 · 105
0

5,000

10,000

Se
ed

se
t
si
ze

0 1 · 105 2 · 105 3 · 105 4 · 105
0

2 · 105

4 · 105

Se
ed

se
t
sc
or
e

Fig. 5. Seed set score & size evolution with LiveJournal
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Fig. 6. Seed set score & size evolution with Twitter

some updates, especially on large dense graphs can take up to 411 ms. This is
still negligible since a user cannot influence another in less than half a second.

6.2 Experimental Results

In the following experiments, we see the real-time evolution of the seed set influ-
ence score and size on the Youtube, LiveJournal and Twitter datasets.

Youtube. Figure 4 gives the results produced for a stream of 2.27×105 connected
users over the Youtube dataset. The left-hand side shows the evolution of the
seed set size where IMM hardly finds pre-defined influencers, especially for the
Uniform distribution. RTIM evolves almost linearly with twice as many seeds
for the Uniform distribution and 3.3 times more for the Log one. According to
the Log distribution, RTIM finds more influencers and reaches k more quickly.
The sudden stop of the RTIM seed set at 1.89× 105 users is due to the fact that
the marketing campaign is over with a full seed set of k = 10, 000 users.
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The other side shows that RTIM produces seed sets with higher scores than
IMM. We can see different evolutions from the Uniform and Log streams. In
fact, IMM targets few users in the Uniform distribution, since highly connected
users are less often available online. On the other hand, RTIM targets more users
according to their local influence on the graph. According to the Log distribution,
IMM is closer to RTIM since top-influencers are more present in the stream.
Consequently, it takes time for IMM to reach this goal by the end of the stream
with a similar score (1,105 less), while RTIM stopped earlier when the seed set
size reached k. This confirms the fact that IMM is better at maximizing k than
RTIM in an infinite stream, however in a finite ad campaign this is not the case.

LiveJournal. Figure 5 focuses on LiveJournal. The stream contains almost
4 × 105 online users. On the left part, we can see the evolution of seed set sizes
for which IMM finds very few expected influencers and produces 8.5 times less
seeds for the Uniform stream (respectively 7 for the Log stream) than RTIM. In
fact, RTIM targets influencers more easily than IMM which can be explained by
the distribution of scores (see Sect. 5) with a very slow decreasing of the scores
(α = 0.395). This can be confirmed by the fact that LiveJournal has a low
degree standard deviation and variance. Thus RTIM adapts locally to the users
connection with similar scores while IMM only focuses on pre-chosen seeds.

We can see the evolution of seed set scores on the right part where scores are
really different from the Youtube dataset. The impact of pre-determined seeds
have a huge impact on the final seed set score since very few influencers appears
in the stream while RTIM can choose a “similar” score in the neighbourhood.

Moreover, RTIM obtains a lower seed set score for the Uniform distribution
than the Log one. It is due to the fact that RTIM Log fills the seed set more
quickly after only 2.38 × 105 users in the stream. The impact of the specific
distribution of scores of LiveJournal and the fact that users have high mean
degrees (with a low variance) give more chances for common users (lower scores).

Twitter. The seed sets produced for Twitter are presented in Fig. 6. The stream
is composed of 4.17× 106 connected users. We observe first that RTIM seed sets
evolves very quickly for both Uniform and Log streams. This is due to the
huge amount of high score users of the Twitter distribution (see Sect. 5 with
B = 1.7 × 106), consequently RTIM targets any user in the stream that reaches
the threshold θI . On the other hand, IMM evolves more slowly, 10 times less
for Uniform and 3.5 times less for the Log stream. RTIM fulfills the marketing
campaign k = 10, 000 after 4 × 106 users in the stream.

For seed set scores, they evolve similarly to the Youtube dataset with close
scores for the Log stream, even if the gap is higher due to huge seed set scores
(600,000 less). The effect of the high decrease of the influence score (α = 0.99 in
Table 1) is observable here where IMM targets high influencers that have suffi-
cient impact to grow rapidly while RTIM targets good influencers to guarantee
a global impact in a minimum amount of time.

Conclusions. Our experiments showed that RTIM provides better seed sets
score while maximizing the score in a minimum of time while IMM succeeds in
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maximizing on the whole dataset. The impact of the live stream distribution
between Uniform and Log is such that both methods behave clearly better on
users with very high degrees however IMM is more sensitive to this setting.

The seed set score curve is logarithmic since IM is sub-modular. Indeed, the
more users we target the smaller the marginal gain to the overall seed set. First,
the decrease of those scores is in favor of RTIM when α is low (LiveJournal)
where IMM makes a choice on similar influencers while RTIM targets only avail-
able ones. Second, graphs with very high influence scores (induced by B) give
RTIM more choices of influencers and so it fills up the seed set quickly.

7 Conclusion

In this article we have shown, that it is possible to answer the influence maxi-
mization problem in a real-time bidding environment, that up to now have not
been applied to IM algorithms. We have shown, that static IM algorithms, such
as IMM, that pre-compute the best seed set of size k can solve this problem
so long as they are capable of generating in reasonable time a large seed set
with k ≥ 10, 000. We have shown, in addition, that it is possible, in this setting,
to compete with these powerful static IM algorithms by using a dynamic IM
algorithm, such as RTIM, based on the local influence of each user. In fact, we
have proven, that dynamic IM algorithms such as RTIM can outperform static
algorithms when the stream of users is finite in size (or a fixed period of time).

It is important to note, that the RTB environment is more complex than the
constraints which we used. It is for instance, not guaranteed that a user having
been displayed an advertisement will see it, click on it, or even convert. For future
works, we propose to extend RTIM to fully answer RTB constraints. Contrary to
IM algorithms, RTIM could choose to target another user if a previous targeted
one was not considered as activated. We can therefore, make RTIM much more
interactive with dynamic user behavior while static solutions like IMM cannot.

In addition, should the graph be updated we can recompute local influence
scores, if necessary, or keep targeting users in the live stream. Whereas, static
IM algorithms need to recompute the best possible seed set for each new graph.
We can also improve RTIM by adapting dynamically the θI threshold when
processing the live stream. In fact, online user behavior, such as periodicity of
connection during the day or week, has an impact on the final seed set score.
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Abstract. Itemsets with relatively low support values are important
since they usually suggest highly confident association rules, which are
useful in applications such as recommendation systems and medical data
analysis. However, most existing algorithms are mainly designed to mine
frequent patterns and thus are time consuming in generating low support
patterns. There are also a few algorithms focus on low support patterns
but not efficient enough. Therefore, we propose here a low support closed
pattern mining algorithm, utilizing top-down lattice traversing and novel
closeness checking/pruning techniques. Extensive experiments show that
our method is much more efficient to mine low support closed patterns
than available alternatives.

1 Introduction

Itemset mining is an important topic in data mining for decades. Nowadays, it
is still actively applied in many areas such as recommendation systems, finan-
cial data and medical data mining. Recent researches show that, compared
to the advanced deep learning based recommendation systems, pattern based
approaches are still competitive [8].

Most existing pattern mining algorithms are designed to mine frequent item-
sets as they represent mainstream behavior. However, low support patterns or
infrequent itemsets are also important since they usually imply highly confident
association rules with solid support. In a large dataset, a low support pattern
may actually occur hundred times. Their corresponding rules are useful in rec-
ommendation systems for better accuracy. For instance, fewer people in Europe
will buy “rice” and “nori” together. Then the pattern “rice and nori” will not be
included infrequent patterns, i.e., “sushi maker set” would be recommended only
when low support patterns are considered. Low support patterns also play essen-
tial roles in other applications. In medicine area, they are crucial in identifying
rare diseases. For domain expert, untypical responses to medications are more
interesting than frequent and expected ones. In the analysis of traffic accidents,
causes of accidents might hide in less frequent and abnormal behaviors. Low
support patterns are also helpful in finding significant discriminative patterns
[3]. Process mining approaches make use of them as well in identifying deviations
in significant process [13].
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Conventionally, low support patterns are achieved by executing frequent
itemset mining algorithms with a small minimum support threshold. Thus, fre-
quent patterns are accessed inevitably. If the huge number of frequent patterns
are not of interest, such as the medication example mentioned above, this solu-
tion is time wasting. Even if in applications where both frequent and less frequent
patterns are needed, the ability to mine low support patterns directly is still nec-
essary. For instance, in dynamic environment, it is expensive for stream pattern
mining approaches to track both frequent and less frequent patterns. When low
support patterns are more stable over time, efficient low support pattern min-
ing makes it possible to maintain them separately, so that we can build a more
adaptive system which only tracks frequent patterns while less frequent ones
are updated by user request. Therefore, a few approaches aimed at low support
patterns are proposed [1,5,9,16,17]. However, they are either inefficient or with
additional constraints.

In this work, we focus on mining low support itemsets. It is well known that
redundancy is always a problem in itemset mining. Varies condensed representa-
tions and corresponding algorithms are proposed for frequent patterns. However,
similar studies are still missing for low support patterns. Closed itemset is one
of the most popular lossless condensed representations [14]. We propose a new
top-down based algorithm which extracts low support closed patterns without
traversing frequent ones. Our approach uses a very efficient tree-based struc-
ture. Novel closeness checking and pruning techniques are employed. We show
that our approach can achieve the same level of complexity per itemset as other
efficient frequent pattern mining algorithms.

2 Preliminaries

2.1 Problem Definition

Let I be the universe of items, a subset of I that contains l items is a l-itemset,
denoted as X = {x1, x2, . . . , xl}. A transaction dataset T contains a set of
transactions where each transaction T ∈ T is an itemset over I. Let T (X) =
{T |T ∈ T ,X ⊆ T} be the set of transactions in T that contains X, the (absolute)
support of X on T is defined as |T (X)|.

In this work, we tend to find less frequent or low support patterns, i.e.,
|T (X)| � |T |. Formally speaking, given two user-defined threshold: minimum
support α and maximum support β, we are going to mine patterns X such that
α ≤ |T (X)| < β, where α ≥ 1∧β � |T |. In general, our mining task is the same
as infrequent itemset mining since β � |T |. The parameter α is introduced for
more flexibility as users might consider patterns occurred less than α as noise.
Conventional frequent itemset mining algorithms can also extract low support
patterns by setting their minimum support threshold to α and then removing
all frequent patterns with support larger than β.

An itemset X is a closed itemset in dataset T if and only if there is no other
itemset Y in T such that X ⊂ Y ∧|T (X)| = |T (Y )|. The closed itemset concept
was first proposed in [14] to address the redundant problem in frequent itemset
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mining problem. It is a lossless condensed representation: user can determine
the support of any frequent itemsets from closed frequent itemsets. The set of
closed low support patterns is LP.

A frequent border set FB is defined as the set of longest patterns such that
|T (X)| ≥ β, which is also known as the maximal frequent itemset [2]. FB is
necessary to make LP complete. For example, given a pattern {ab}, if ∃X ∈ LP
such that {ab} ⊆ X but �X ′ ∈ LP such that X ′ ⊆ {ab}, then the pattern
{ab} can be either frequent or not frequent. The border FB helps in this case to
identify whether {ab} is frequent or not.

2.2 Lattice Traversing and Related Works

Itemset mining is a process of itemset lattice traversing. Frequent itemset mining
algorithms traverse the lattice bottom-up, i.e., starting from empty itemset.
Thus, they must waste time on accessing frequent patterns before extracting
less frequent itemsets. Similarly, frequent closed itemset mining algorithms also
suffer the same problem when the user only want low support patterns.

Infrequent itemset mining algorithms [5,7,16] are proposed to mine patterns
with support smaller than a given threshold. However, they still utilize the
bottom-up traversing strategy. Rarity [17] algorithm uses the top-down travers-
ing strategy which extracts low support patterns first. It is an apriori-like app-
roach so that an expensive candidate generation step is necessary. These early-
stage algorithms are indeed slower than well optimized frequent itemset mining
approaches.

RPTree [18] suggests that there are three types of patterns: frequent patterns;
infrequent patterns with infrequent items; infrequent patterns without infrequent
items. It is designed only to return the second type of patterns. A negative item
tree is proposed in [11] mine infrequent patterns top-down. We adopt this tree
structure to mine closed patterns.

A bi-directional traversing framework is proposed in [12] to extract closed
low support patterns by separating the dataset into a sparse and a dense part.
Bottom-up and top-down traversing strategies are applied respectively. However,
its top-down traversing part is slow due to duplication problems, which limits
the performance of this framework. In this work, we make use of this framework
to achieve better memory performance.

Some algorithms extracting descriptive patterns based on information theory
[15] or top-k patterns of each item [10]. In theory, they could also return some
low support patterns. However, the majority are left behind.

2.3 Support Counting on Negative Itemset Tree

The ni-tree [11] is initially proposed to mine all infrequent patterns. It stores
support information of negative represented (neg-rep) itemsets. Neg-rep itemsets
are itemsets represented by symbol of items that do not exist in the original
itemsets. For example, given I = {a, b, c, d, e, f}, an itemset X = {a, b, c} can
also be represented using the symbol of items not in X, denoted as X = {d, e, f}.
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Obviously, X and X represent the same information since X ⊆ T ⇔ X ⊇ T .
Let T be the negative dataset formed by neg-rep itemsets, the support of X can
be defined as the number of neg-rep transactions in T that covered by X such
that:

|T (X)| := |{T |T ∈ T , T ⊆ X}| ⇔ |T (X)| = |T (X)| (1)

Tid Itemset

1 b c
2 d e
3 a e
4 c d e
5 b d e
6 a d e

(a)

Tid Negative Itemset

1 a d e
2 a b c
3 b c d
4 a b
5 a c
6 b c

(b)

Fig. 1. Transaction dataset and its nega-
tive dataset.
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Fig. 2. The initial ni-tree of dataset in
Fig. 1. Red nodes are t-nodes. (Color
figure online)

The ni-tree is a prefix tree, as shown in Fig. 2. Items are sorted in ascending
order concerning their frequency T . Each node n is a triplet 〈i, c, l〉, where i and
c are the item label and its count, l is the list of child nodes. c is initialized to
0. The root node r = 〈P, c, l〉 stores the current pattern P .

Each transaction T ∈ T is converted to T and inserted to the ni-tree. The
last node, known as the termination node or t-node for short, will increase its
count by 1. Thus, the count of a node n is the number of its corresponding
transactions, i.e. n.c = |{T ∈ T , T = n.L}|, where n.L is the set of items on the
path from root to n. According to Eq. 1, |T (X)| can be computed by aggregating
all nodes whose path from the root is fully covered by X:

|T (X)| = |T (X)| =
∑

n.L⊆X

n.c (2)

For example, to identify the support of itemset X = {de}, the count of nodes
on paths that covered by X = I \ X = {abc} are aggregated, which equals to 4.
Therefore, the ni-tree can be used to compute the support of a given pattern.

Moreover, given patterns X and X ′, X ⊂ X ′ ⇐ X ⊃ X ′, the set of nodes
for computing |T (X)| can be decomposed as: {n|n.L ⊆ X} = {n|n.L ⊆ X ′} ∪
{n|n.L ⊆ X,n.L � X ′}. Thus, the aggregating process can be decomposed and
computed recursively. For example, let X = {de},X ′ = {bcde}, the support of
X can be obtained by removing nodes on the path covered by X ′ = {a}, which
leads to a new ni-tree that represents the pattern {bcde}, as shown in Fig. 3.
Then, removing nodes covered by X from the second ni-tree will generate the
pattern {de}. Such process is in top-down style. In practice, we only need to
create a new root node rather than a brand new ni-tree.
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3 Closed Itemset on Negative Itemset Tree

Though the ni-tree is not initially designed for closed pattern mining, we found
that the closeness can be determined readily by using t-nodes.

3.1 Closed Itemset Determination

According to the definition, an essential property of a closed pattern X is that
its support must be different from its supersets. In ni-tree, the count value of
any node, except t-nodes, is 0. Thus, if the count of all removed nodes is 0, the
generated pattern is not closed. A closed pattern can only be achieved if at least
one t-node is involved in the aggregating process. Formally speaking:

Theorem 1. Given I and the initial ni-tree, let NX be the set of nodes been
removed from the initial ni-tree to achieve the pattern X. Let N t

X ⊆ NX be the
set of t-nodes been removed. Then pattern X is closed if and only if the set of
items been removed (X) equals to the set of items on paths to t-nodes:

I \ X = X =
⋃

n∈Nt
X

n.L (3)

Proof. Obviously, NX = {n|n.L ⊆ X}, NX ⊇ N t
X . Thus,

X =
⋃

n∈NX

n.L ⊇
⋃

n∈Nt
X

n.L (4)

As non-terminated nodes are counted at 0 in the ni-tree, the support of pattern
X is the sum of all t-nodes:

|T (X)| = |T (X)| =
∑

n.L⊆X

n.c =
∑

n∈Nt
X

n.c (5)

Let M = X \ (
⋃

n∈Nt
X

n.L). Thus, any node n′ ∈ NX with item n′.i ∈ M is not
on the path to a t-node in N t

X . Removing such nodes or not won’t affect the
support value, i.e. |T (X)| = |T (X ∪ M)|. By closeness definition, M = ∅ ⇔ X
is closed. ��
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In short, a pattern X is closed if all removed items can be found on paths
towards removed t-nodes. For example, in the ni-tree of Fig. 2, pattern X = {be}
is not closed since item d is removed but its corresponding nodes are not on a path
towards t-nodes covered by X = {acd}. On the other hand, itemset X = {de}
is closed.

3.2 Näıve Method

According to Theorem 1, top-down closed pattern mining can be realized by
simply enumerating and removing all combinations of paths towards t-nodes.
The ni-tree is slightly adapted. The root node and each t-node stores a list
of pointers (lt) linked to their child t-nodes, as shown in Fig. 4. In each step,
nodes on the path from one t-node (excluding) to its child t-node (including)
are removed together, which guarantees that only closed patterns are generated.
Figure 4 illustrates an example. By removing all nodes on the path to t-node 1, a
new ni-tree is generated, and the corresponding closed pattern {de} is returned.
Then removing t-node 2 in the new ni-tree lead to another closed pattern {e}.
Enumerating all removing combinations generate all closed patterns.
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Fig. 4. The adapted initial ni-tree with t-node links (blue) and corresponding ni-tree
by removing t-node 1, 2 or 1, 2 together. Each link is marked with the t-node id. In
each step, only child t-nodes of root are considered (e.g. node 6 can only be removed
after node 4). (Color figure online)

The main disadvantage of this naive approach is the duplicate accessing prob-
lem. For example, given I = {abcde}, the pattern X = {ab} can be achieved
by either removing {cd} and {ce} or removing {cd} and {de}. A pattern X
might be accessed repeatedly up to O(2|T (X)|) times. Extra duplicate checking
and pruning step are necessary. By examining patterns discovered so far, we can
avoid the majority of duplicates. However, the overhead of the pruning step plus
remaining duplicates are still time-consuming. Indeed, this näıve method is the
top-down part used in the bi-directional traversing framework [12].

4 Algorithm: LSCMiner

4.1 Divide-and-Conquer Paradigm

The naive approach described above is a top-down based algorithm. However,
it is not efficient due to the expensive duplicate accessing problem. To take
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advantage of top-down traversing, we propose our Low Support Closed Miner
(LSCMiner), which employs the depth-first traversing strategy with novel close-
ness checking and pruning steps. The general mining process employed a divide-
and-conquer paradigm, which is commonly used in bottom-up based algorithms.
The main difference is that we remove items recursively, rather than grow pat-
terns.

First of all, let operators ≺ and � denote the concept of “before (smaller)”
and “after (larger)” with respect to the ascending frequency order used by the
ni-tree. Given I = {a ≺ b ≺ c ≺ . . . }, the top-down mining process removes
items recursively, which can be represented as a tree as shown in Fig. 5. We call
the tree above as the deletion tree. Each node in the tree is the set of items to
be removed, known as the deletion set. Given a node in the deletion tree, we say
that deletion sets in its sub-tree and right to it are under or after the deletion
set in the node, as shown in Fig. 5.

The first challenge is to combine the closeness checking process with the
divide-and-conquer paradigm. According to Theorem 1, we need to check if every
removed item can be found on paths to removed t-nodes. To solve the problem,
we let each t-node nt contains a list nt.L, which stores items on the path from
itself (including) to its proceeding t-node (excluding), as shown in Fig. 6. During
the removing process, a set U is maintained to track items that are not covered
by paths towards removed t-nodes yet. In one recursive step, we first add the
current item to U . If a t-node nt is removed, all items exist in nt.L are removed
from U . When U = ∅, we knew that the current pattern is closed.

Remove:

Removing sets
under 

Removing sets
after 

Fig. 5. We solve the mining task by
removing items in a recursive way. Such
process can be represented as a tree.

count=1

a b

c

d

d

e

b

c

ccount=1

count=1
count=1

count=1

count=1

Fig. 6. The adapted ni-tree used in
LSCMiner. R is the set of items been
removed so far.

Figure 7 gives an example of the closed pattern mining process. We first
remove item a, no t-node is removed right now. Thus, U = {a} and the pattern
{bcde} is not closed. Then, we recursively remove b from the current ni-tree.
There is a t-node of b is removed and U = {ab} \ {ab} = ∅. Pattern {cde} is
closed and should be added to the result set.

Algorithm 1 illustrates the pseudo code of the LSCMiner. Each iteration step
removes one item (Line 5). If there are t-nodes in removed nodes list li, we remove
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Fig. 7. Recursive steps of the removing process a → ab → abd → abde.

items from U and aggregate counts (Line 10–13). If the current candidate pattern
is not frequent, we attach nodes with larger item to the new ni-tree root for the
next recursive call (Line 18). The recursive mining process is continued until the
aggregated count is larger than the given maximum threshold β. Variables iM1

and iM2 are pruning thresholds as described later.

4.2 Pruning

An efficient algorithm should be able to prune unclosed itemsets as early as
possible, known as the “look ahead” ability [14,19]. In our LSCMiner, we fully
utilized the closeness property of the ni-tree. Two types of pruning methods are
utilized.

Trial-and-Error Pruning. Our first pruning method (Line 27, Algorithm 1)
is based on the following observation:

Theorem 2. Given the current ni-tree root r and the current unclosed items
set U �= ∅. Let R be the set of items been removed so far. If ∃i ∈ r.l such that no
closed pattern in deletion sets under {R∪ i}, then there is also no closed pattern
in deletion sets after {R ∪ i}.

Proof. The sub-ni-tree under item i must contain at least one t-node. Let l be
the set of items from i (including) to a t-node nt (including) in its sub-ni-tree.
Obviously, we have nt.L ⊇ l and i ∈ nt.L.

Let deletion sets after i be R�i. Assuming the deletion set of i and deletion
sets under i are not closed. If ∃p ∈ R�i which will lead to a closed pattern,
then removing all items in {p ∪ l} will also lead to a closed pattern (by further
removing the node nt mentioned above). Obviously, {p ∪ l} is a deletion set of i
or under i, which is contradict to our assumption (Fig. 8). ��

In short, if removing i does not generate a closed pattern, the recursion
call will be executed (Line 21, Algorithm 1). This recursive call will try all
possible combinations of items with respect to i. If no closed pattern is generated,
iterations on items (Line 5, Algorithm 1) after i can be canceled.
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Input: Ni-tree root r, Minimum support α, Maximum support β
Output: Infrequent Itemset List LP, Frequent Border List FB

1 LP ← ∅, FB ← ∅;
2 LSCMiner(r,∅,+∞, −∞) ;
3 return LP, FB ;
4 Function LSCMiner(r, U , iM1, iM2)

5 foreach Item i ∈ r.l ∧ i � iM1 do
6 li ←List of nodes in r.l with label i ;
7 U ′ ← U ∪ {i}, P ′ ← r.P \ {i}, c′ ← r.c;

/* Closeness checking */

8 foreach Termination node n ∈ li do
9 U ′ ← U ′ \ n.is, c′ ← c′ + n.c ;

10 end
11 if c′ < β then
12 if c′ ≥ α ∧ U ′ = ∅ then
13 Add P ′ to LP
14 end
15 l′ ← {n′ ∈ r.l|n′.i � i} ∪ {⋃

n∈li
n.l}, r′ ← {P ′, c′, l′};

/* Initial new end index */

16 if P ′ is closed then
17 iM ′

1, iM
′
2 ← +∞, −∞;

18 else
19 iM ′

1, iM
′
2 ←UpperBound(l, iM2);

20 end
21 LCSMiner(r′, U ′, iM ′

1, iM ′
2) ;

22 if No closed pattern generated in the recursive call above then
23 Break; // Trial-and-Error Pruning

24 end

25 else
26 if U ′ = ∅ then
27 Add P ′ to FB;
28 end

29 end

30 end

31 end
Algorithm 1: LSCMiner

Upper-Bound Pruning. The second pruning technique computes the largest
possible item as an upper bound for the next recursion step. Given the current
removed item i and the list of nodes to be removed li, assuming all nodes in li
are not terminated, then the largest possible item iM ′

1 that can be removed in
the next recursion step is the largest item among all children of nodes in li.

The reason is straightforward: the item i will be covered by a t-node if and
only if at least one of its child is removed. If we remove an item i′ � iM ′

1 in the
next recursion step, all items to be removed in the future are also larger than
iM ′

1. Thus, it is impossible to reach a t-node that covers i. For example, given
the left ni-tree in Fig. 9, assuming now we are removing item a, which results
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Fig. 8. Given the current unclosed ni-tree, Trial-and-Error pruning will try all deletion
sets under R ∪ c. If no closed patterns exists, then later deletion sets can be skipped.

in the right ni-tree in Fig. 9. However, t-nodes that cover a only exist in the
sub-ni-tree of a. Thus, the upper bound for item removing on the second ni-tree
is b. Further removing process on items after b is pruned since the item a will
never be covered.

a
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b c

Termination 
node that 
covers 
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b c
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covers count=1

count=1
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Fig. 9. The maximum item under nodes
of a is iM ′

1 = b. Later removing process
on the right ni-tree must removing b first
since otherwise, t-nodes that cover a will
not be removed.
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Fig. 10. There is a t-node that covers b.
Then the maximum upper bound up to
now (iM ′

2), which equals to the upper
bound when removing a, is used as the
upper bound for further removing pro-
cess on the right ni-tree.

The above upper bound assumes that �n ∈ li, i.e., item i can only be covered
by children of nodes in li. However, if one node of item i is terminated, then i
is covered by a node of itself. Removing items larger than the upper bound iM ′

1

can still lead to closed patterns. Another weaker upper bound iM ′
2 is introduced

for this case, which is defined as the largest upper bound, except for infinity,
among all previous recursion steps. For example, assuming the left ni-tree in
Fig. 10 is achieved by removing item a, and the right ni-tree is achieved by
further removing item b. Since node b is terminated, removing items larger than
its children is valid. However, the previously removed item a needs to be covered
so that the upper bound iM ′

2 is the upper bound when removing a. Algorithm
2 computes both upper bounds described here.

4.3 Complexity

Pattern mining is an NP-hard problem. The overall runtime is highly dependent
on the number of desired patterns. For instance, one of the most efficient frequent
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1 Function UpperBound(li, iM2)

2 iM ′
1 ← −∞

3 foreach n ∈ li ∧ n is not t-node do
4 xlast ←Last item in n.l
5 if iM ′

1 ≺ xlast then
6 iM ′

1 ← xlast

7 end

8 end
9 if iM ′

1 = −∞ then
10 iM ′

2 ← max(iM ′
1, iM2)

11 end
12 if ∃n ∈ li, n is terminated then
13 iM ′

1 ← iM ′
2

14 end
15 return iM ′

1, iM ′
2

16 end
Algorithm 2: Compute the new upper bound.

closed pattern mining algorithms, LCM [19], declares that it extracts each closed
pattern in polynomial time: O(P (|T |)). Let U and UC be the set of desired and
undesired patterns, the time complexity per itemset of the LCM algorithm can
be written as: O( |U|+|UC|

|U| P (|T |)), where UC contains frequent patterns in the
low support closed pattern mining scenario.

Our approach can also achieve the same level of complexity. Given the current
ni-tree root r and the current unclosed items set U , removing item i from the
child list r.l involves the following steps:

1. aggregate counts in removed nodes, which requires O(|li|) time, where li is
the list of nodes in r.l labeled with i.

2. closeness checking if t-nodes exist, which requires O(|U | log(|nt.L|)) time,
where nt.L is the set of items in a t-node and binary search is employed

3. add children of nodes in li to the new root node r′, which takes O(
∑

n∈li
|n.l|)

time.
4. add all nodes in r.l with label larger than i to the new root node r′, which

requires O(|l�i|) time, where l�i is the list of nodes.

The total complexity is O(|li|+ |U | log |nt.L|+
∑

n∈li
|n.l|+ |l�i|). |U | and |nt.L|

are limited to the size of a single transaction so that the second term can be
seen as a constant. The length of li, l�i and n.l are limited to the size of the
dataset. Thus, the complexity of removing item i is polynomial. A closed item-
set X is achieved by removing items in X. The complexity to extract X is
O(

∑
i∈X P (|T |)) ∈ O(P (|T |)) since |X| is small compared to |T |. Consider-

ing that our approach also accesses some unclosed patterns, its complexity per
itemset is also O( |U|+|UC|

|U| P (|T |)), where UC are those unclosed patterns.
In terms of memory complexity, it is obvious that our approach is lim-

ited by the size of the dataset, similar to algorithms such as FPGrowth [6].
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However, LSCMiner has to store the negative dataset such that a scale factor
s = |I|

avg. transaction length exists, known as the sparsity of the dataset. s can be
huge on sparse dataset. In this case, the bi-directional traversing framework pro-
posed in [12] can be used so that our LSCMiner only need to handle the densest
part of a dataset.

5 Experiments

We first conduct the runtime performance of our LSCMiner. In experiments,
the naive approach described in Sect. 3.2 represents the performance of a simple
top-down based algorithm. The LCM [19] algorithm represents the most efficient
bottom-up based algorithm in solving low support pattern mining problem. We
also conduct the bi-directional traversing framework [12] by combining the LCM
algorithm with our LSCMiner. Other infrequent pattern mining algorithms are
not included since they are either represented by LCM (bottom-up based) or
too memory expensive to finish (apriori alike).

Database Size (N) Items (I) Avg. length (L)

mushrooms 8k 119 23
chess 3k 75 37

connect 67k 129 43

accident 340k 468 33.8
kddcup99 1000k 135 16

BMS1 59k 497 2.5

Fig. 11. Real-life datasets in our experiments.

Algorithms are implemented using Java. The LCM implementation comes
from [4]. 6 real-world datasets obtained from the fimi repository (http://fimi.
ua.ac.be/data/) are used as our test datasets. Necessary information of those
datasets are listed in Fig. 11. There are three small dense datasets, two large
dense datasets, and one sparse dataset. First N transactions and first L items
in each transaction are used in our experiments. We are interested in the time
difference in accessing patterns on a certain level of support from different direc-
tions. Thus, we set α = β − 10. The default value of N , L and β are provided in
each experiment. The splitting threshold for the bi-directional framework is set
to δ = 1%.

http://fimi.ua.ac.be/data/
http://fimi.ua.ac.be/data/
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LSCMiner

(a) chess dataset (default: N = 3200, L = 26, β = 20)

(b) connect dataset (default: N = 10k, L = 25, β = 20)

(c) mushrooms dataset (default: N = 8k, L = 23, β = 20)

Naive

LSCMiner
+LCM

LCM

Fig. 12. Runtime on small dense dataset.

Dense Data. Figure 12 illustrates the performance on small dense dataset. On
these datasets, the bottom-up algorithm, LCM, is up to two order of magnitude
slower than our top-down LSCMiner on the first two datasets. It is even slower
than the naive approach under some settings. This is mainly because the bottom-
up LCM algorithm has to traverse all frequent patterns. When β increased, i.e.,
we become more interested in frequent patterns, the runtime of LCM is reduced
and may surpass top-down approaches since it needs to traverse less frequent
patterns. On the mushrooms dataset, top-down approach is slower with β > 150.
This is mainly because that the mushrooms dataset has less number of patterns.
Our LSCMiner is very efficient. Its runtime grows similar to the LCM approach
with increasing dataset size, which indicates that the time complexity of both
approaches is on the same level. The combined approach is also efficient under
most settings. Our LSCMiner under the bi-directional framework only need to
handle the densest part of the dataset, which reduces the memory consumption,
as discussed in Sect. 4.3. However, the slowness of the bottom-up part under
some settings drag down its performance. The performance gap between top-
down and bottom-up approaches is further enlarged on large dense datasets, as
shown in Fig. 13. Both accidents and kddcup99 datasets have larger size and
longer transactions. The LCM algorithm is up to 3 order of magnitude slower
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than our LSCMiner. Even the naive approach is better under most cases. Though
increasing β slows down our LSCMiner, it is still hard for LCM algorithm to
overtake in the low support pattern mining scenario.

(a) accidens dataset (default: N = 300k, L = 15, β = 50)

(b) kddcup99 dataset (default: N = 1000k, L = 16, β = 20)

LSCMiner

Naive

LSCMiner
+LCM

LCM

Fig. 13. Runtime on large dense datasets.

Sparse Data. In theory, bottom-up algorithms should perform better than our
top-down approach on a sparse dataset. According to our analysis above, both
LCM and our LSCMiner have a complexity of O( |C|+|UC|

|C| P (|T |)). In the case
of sparse datasets, |UC| in LCM is much smaller since the number of frequent
patterns is tiny. On the other hand, a sparse dataset leads to a huge ni-tree,
which is a substantial overhead for LSCMiner. Figure 14 illustrates the run-
time performance on a sparse dataset BMS2. The results fulfill our expectations.
The combined approach performs the best since we can take advantage of both
bottom-up and top-down algorithms.

LSCMiner

Naive

LSCMiner
+LCM

LCM

Fig. 14. Runtime on BMS1 dataset (default: N = 60k, L = 30, β = 20)
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Memory-Performance Trade-Off. As discussed above, the performance of
our LSCMiner is limited by the dataset size. An extra constant scale factor
s exists since the ni-tree stores the negative dataset. Sparsity is a crucial fac-
tor that affects the memory consumption of LSCMiner. By applying the bi-
directional traversing framework and adjusting the value of splitting threshold
δ, the LSCMiner only need to traverse the densest part of the dataset, which costs
much fewer memories. We can still benefit from the efficient top-down traversing
since top-down traversing is powerful on dense dataset while bottom-up travers-
ing is good at the sparse dataset, as shown in experiments above. In this section,
we study the relation between memory consumption and runtime performance
by investigating how the trade-off behaviors with respect to different (relative)
dividing threshold δ.

Two dense datasets, chess and connect, are selected as representatives since
they have both sparse and dense parts. We measure the memory consumption
using the first 1k transactions in each dataset. The runtime value for connect
dataset is measured with the first 10k transactions instead. When the value of
δ is close to 0, all patterns are extracted by the LSCMiner. When the value of
δ is close to the relative support of the most frequent item, the bottom-up app-
roach extracts all patterns. Thus, by increasing δ, the bi-directional traversing
is moving from purely LSCMiner to purely LCM algorithm (Fig. 15).

(a) chess dataset (b) connect dataset

Fig. 15. Memory consumption and runtime under different δ values. δ is set up to 0.4
on connect dataset since almost all items occurred less than 40%.

On the chess dataset, the runtime of the bi-directional framework increased
about 20 times while the memory consumption decreased about 2.5 times when
moving from LSCMiner to LCM approach. On the connect dataset, the runtime
increased about 7 times while the memory consumption decreased about 30%.
LSCMiner is beneficial on both datasets: we spend some memory but get much
better performance.

6 Conclusion

We present a very efficient low support closed pattern mining algorithm,
LSCMiner, which avoids traversing undesired frequent patterns. It is particu-
larly effective on datasets with huge amounts of frequent patterns. Though it
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is memory expensive to store the ni-tree, much better runtime performance is
achieved in return. Furthermore, we can balance the memory consumption and
runtime performance by using the bi-directional traversing framework. If only
those dense datasets are considered, our LSCMiner guarantees to provide the
best performance in time complexity.
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Abstract. Distant supervised relation extraction has been widely used
to extract relational facts in large-scale corpus but inevitably suffers
from the wrong label problem. Many methods use attention mechanisms
to address this issue. However, the attention weights in these models are
not discriminative and precise enough to fully filter out noise. In this
paper, we propose a novel Pattern Filtering Attention (PFA), which can
filter noise effectively. Firstly, we adopt an online clustering algorithm on
the instances labeled with the same relation to extract potential seman-
tic centers (positive patterns) of each relation, and these patterns have
less noise statistically. Then, we build a sentence-level attention based
on the similarities of instances and positive patterns. Due to the large
differences between these similarities, our model can assign more dis-
criminative weights to instances to reduce the influence of noisy data.
Experimental results on the New York Times (NYT) dataset show that
our model can effectively improve the performance of relation extraction
compared with state-of-the-art methods.

Keywords: Relation extraction · Distant supervision · Deep learning ·
Knowledge graph

1 Introduction

Relation extraction (RE) is a very important subtask in natural language pro-
cessing (NLP). It aims to extract structured relational data that are generally
in the form of triplet 〈h, r, t〉 from unstructured text. Previous RE models focus
mostly on supervised classification and require a large number of labeled training
data, which is labor-intensive for open domains. Thus, distant supervision [15]
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heuristically aligns text with knowledge bases (KBs) to automatically generate
annotations. It assumes that a sentence related to an entity pair may express the
same relation as that the entity pair expresses in KBs. Although distant supervi-
sion is effective in labeling training data, it suffers from the wrong label problem,
which introduces noise into generated instances [19]. As shown in Table 1, S1
and S2 both mention entity pair Donald Trump and New York, so they are
considered as positive instances for relation born in. However, it is obvious that
sentence S1 is a true positive example, while S2 is a false positive example.

Table 1. An example of instances for the triplet 〈Donald Trump, born in, New York〉

KB fact Relation instances

〈Donald Trump, born in, New York〉 S1: Donald Trump was born in 1946 in New
York

S2: President Donald Trump has countless
ties to New York

. . .

In recent years, most methods concentrate on the combination of neural net-
works and multi-instances learning to overcome above weakness [9,11,22,23,26].
These methods treat a set of instances related to a specific entity pair as a
bag and attempt to select valid instances in a bag to reduce noise in training
data. Specifically, some methods only utilize one sentence that is most likely to
be valid based on the at-least-one assumption [22], ignoring the rich informa-
tion contained in neglected instances. Therefore, various sentence-level selective
attention (ATT) mechanisms are proposed to automatically learn weights over
multiple instances [2,6,11,26], and these strategies are regarded as soft selec-
tion strategies. However, the attention weights in these models are not dis-
criminative and not precise enough to fully filter out noise. We prove this
experimentally, and Fig. 1 shows two examples of attention weights learned by
PCNN+ATT [11] models. Instead of the soft selection, some methods use rein-
forcement learning to redistribute false positive instances into the negative set
[4], which deal with the noise data effectively. However, these models are difficult
to train and reproduce, so their performances are not stable.

Different from these methods, we propose a novel Pattern Filtering Attention
to overcome the above problems. Our model can learn more discriminative and
more precise attention weights, thus greatly reducing the impact of noise, and
the performance of our model is stable. As illustrated in Fig. 2, our method firstly
extracts the features of sentences via CNN. Considering the constraints between
entity types and relation, we introduce entity type to extract better instance
features in this process. Then we explore positive patterns for each relation,
and we believe that the positive patterns can be extracted from the instances
through clustering because the true positive instances in the data set still account
for a large proportion statistically [18]. Since the clustering process makes full
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Fig. 1. Two examples of the attention weights learned by PCNN+ATT. We use si
instead of each instance in a bag. Obviously, in these two figures, the attention weights
are not discriminative enough between the valid and invalid instances.

use of the distribution information of instances, the positive patterns have less
noise statistically. After that, we build a sentence-level attention over multiple
instances based on the similarities between instances and positive patterns. In
our model, the similarities of the valid instances and positive patterns are greatly
different from those of the invalid instances and positive patterns, which makes
the attention weight more discriminative. Finally, we generate better representa-
tions of the entity bags based on these attention weights. We evaluate our model
on the New York Times dataset, and experimental results demonstrate that our
model achieves competitive performance compared with baselines.

s1

s2

s3

sm

···

p1

p2

p3

pm

CNN 

CNN 

CNN 

CNN 

···

α1

α2

α3

αm

···

Instances Instance Features Positive Patterns Attention Bag Feature

Fig. 2. The architecture of our model, where si indicates the original sentences. pj

indicates the sentence features encoded by CNN. αi is the weight given by our Pattern
Filtering Attention.
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The contributions of this paper can be summarized as follows:

– We propose an online clustering algorithm to extract potential semantic
centers (positive patterns) for each relation from labeled instances. These
patterns contain the information of entity types and keep away from noise
statistically.

– We combine sentence-level attention with pattern filtering, which filters noise
more effectively via more discriminative and precise attention.

– Experimental results show that our model, combining sentence-level attention
with pattern filtering, makes full use of valid instances and achieves compet-
itive performance in relation extraction.

2 Related Work

Relation extraction is a fundamental task in NLP, which has been widely applied
to many applications, such as question answering and information retrieval. Most
previous models [5,16] require lots of labeled data to train a supervised classifier
and achieve high performance. However, acquiring enough labeled data is time-
consuming and labor-intensive. So Mintz et al. [15] align plain text with Freebase
[1] to automatically generate training examples, while introducing massive wrong
labels into training. To tackle this problem, Riedel et al. [19] adopt multi-instance
learning based on the assumption that if two entities participate in a relation, at
least one sentence that mentions these two entities might express that relation.
Surdeanu et al. [20] expand multi-instance learning to multi-instance multi-label
learning, which jointly models all the instances of a pair of entities in text and all
their labels using a graphical model with latent variables. Yet these models using
traditional NLP tools have weaknesses of error propagation in feature extraction,
which limits the performance.

In recent years, deep neural network has become an excellent feature extrac-
tion tool and is widely used in relation extraction. Zeng et al. [22,23] use CNN
and piecewise CNN to extract features of relation instances. Zhou et al. [26] com-
bine bidirectional long short-term memory networks with two-level attention for
relation classification. Moreover, Zhang et al. [25] use graph convolutional net-
works to pool information over dependency structures efficiently. Furthermore,
Zhang et al. [24] explore the capsule network in multi-instance multi-label learn-
ing framework for relation extraction.

To alleviate the wrong label problem, many studies combine attention strate-
gies with neural networks to select valid instances. Du et al. [2] explore a multi-
level structured self-attention for better context representation and better sen-
tence selection. Han et al. [6] propose a hierarchical attention scheme to better
identify valid instances. There are other methods focus on reducing noisy labels,
which is also a momentous topic in this area. Peng et al. [17] solve wrong label
problem by achieving a more precise alignment through the similarity between
the relation mentions. Liu et al. [12] use a soft-label method to correct wrong
labels dynamically during training. Luo et al. [13] utilize dynamic transition
matrix to characterize the noise and protects relation distribution from noise.
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Rather than modeling the noise, other strategies try to filter out invalid instances
from training data. Takamatsu et al. [21] propose a generative model that directly
models the heuristic labeling process of distant supervision and predicts whether
assigned labels are correct or wrong via its hidden variables. Qin et al. explore a
sentence-level true-positive generator to choose true positive instances [18], and
Feng et al. [4] select valid instances by reinforcement learning.

Although these methods achieve great success, they still have flaws in select-
ing valid instances due to lack of discriminative attention or complicated pro-
cesses in reducing noise. Compared to them, we build sentence-level attention
with pattern filtering to further reduce noise. Our model can assign more dis-
criminative and precise attention based on the similarities between instances and
positive patterns, thus better filtering the noise.

Table 2. Observations about the effect of entity types. The entity type of Donald
Trump and Obama is PERSON, and the entity type of New York is LOCATION.

S0 Donald Trump was born in New York

S1 Obama was born in New York

S2 Donald Trump was born in Obama

S3 Donald Trump is working in New York

3 Methodology

In this section, we present the main parts of our model including instance feature
extraction, positive patterns extraction and sentence-level attention combined
with pattern filtering. In the training process, the positive patterns are adjusted
by our online clustering algorithm and will be fine-tuned by the back propagation
of the network. Using the semantic positive patterns extracted by clustering on
instance features, our model builds more discriminative and precise attention
over instances, which reduces the influence of noise effectively.

3.1 Instance Feature Extraction

It has been proved that neural networks show effectiveness in extracting features
[23]. Hence, we adopt CNN as an instance feature encoder for relation instances
to extract relational features. We firstly discuss the features of instances utilized
for relation extraction and then describe how to extract these features.

The Effect of Entity Types. Most neural models only exploit the word-level
information of entities, while ignoring the effect of entity types. For instance, as
shown in Table 2, S0 is the original sentence and S1, S2, S3 are three variants.
Due to the same entity types as S0, sentence S1 is possible to express the rela-
tion born in. However, S2 may express another relation because it has different



Pattern Filtering Attention for Distant Supervised Relation 315

entity types compared to that of S0. Nevertheless, relations between entities
can’t be simply derived from entity types. S3 doesn’t express the born in rela-
tion, although containing the same entity pair compared with S0. In other words,
there may exist relevance between entity types and entity relations. Therefore,
our instance feature encoder is designed to extract instance features including
the information of entity types.

Instance Feature Encoder. Given a sentence s = {w1, w2, · · · , w|s|} where
wi is a word, the encoder generates the feature vector p of the sentence. The
instance feature encoder mainly consists of vector representation, convolution
layer and max-pooling layer.

Each word wi is mapped to a low-dimensional vector xi consisting of the pre-
trained embeddings of the word, position embeddings and type embedding. We
employ the method proposed by [14] to train a matrix V ∈ R

dw×|V |, where V is
the vocabulary. Similar to [23], we adopt two position embeddings to emphasize
the importance of w for predicting relation. They are defined as the combination
of the relative distances from w to head or tail entities. To utilize the informa-
tion of entity types, we append a type embedding that indicates the entity type
w belongs to. Figure 3 shows an example of relative distances and entity types
for sentence ‘Donald Trump was born in New York.’. Here coarse-grain entity
types including LOCATION, PERSON, ORGANIZATION, OTHER are con-
sidered. Assuming the dimensions of the three embeddings are dw, dp, dt, then
the dimension of the concatenated input word x is d = dw +2dp +dt. A sentence
is transformed into a matrix S = [x1;x2; · · · ;x|s|].

Donald
Trump

was born

-3 1

in New York .

LOCATIONPERSON OTHER OTHER OTHER OTHER

Fig. 3. An example of relative distances and entity types. The relative distances from
word in to entities Donald Trump and New York are −3 and 1. The entity types of
Donald Trump and New York are PERSON and LOCATION.

We employ n filters to extract local features of sentence s and the convolution
matrix is W ∈ R

n×(l×d), where l is the size of filter window. Let us define xi:j as
the concatenation of xi to xj . The convolution operation of i-th filter is defined
as follow:

cij = Wixj−l+1:j (1)

where j ranges from 1 to |s|+ l−1. All out-of-range words xi /∈ {x1,x2, · · · ,x|s|}
are set as zero vector for convolution.
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The objective of max-pooling layer is to down-sample result vectors so as to
reduce the computational cost and avoid over-fitting. Max-pooling operation of
ci is defined as:

pi = max(ci) (2)

ci ∈ {c1, . . . , cn}, where n is the number of filters. pi is the i-th element of the
vector p ∈ R

n. Hence the final representation of sentence s is p.
Finally, a non-linear function such as Rectified Linear Unit (ReLU) is applied

at the output to introduce nonlinearity in the final representation.

3.2 Positive Patterns Extraction

To select valid instances in a bag, we conduct an online clustering algorithm [3]
on the feature vectors to extract semantic positive patterns for each relation sta-
tistically. Each cluster centroid is regarded as a positive pattern of one relation.
We assume that instances similar to the patterns are more likely to be valid.

Given a subset Pr = {pr1,pr2, · · · ,prNr
}, in which all instance feature vec-

tors in Pr are labeled with the same relation r and Nr indicates the number
of instances labeled by relation r in training data, we aim to gather positive
patterns from it via a clustering process. In detail, we cluster Pr into T groups
as positive patterns, where T is a hyper-parameter. Considering computational
efficiency, we conduct an online clustering algorithm on Pr. The algorithm for
sampling positive patterns is presented in Algorithm 1. Step 7 reflects the con-
cept of online clustering. If p belongs to the t-th group of relation r, the cluster
centroid Mrt is updated according to step 7, without recalculating the average
of all feature vectors of the t-th group of relation r. After performing this algo-
rithm on each relation, we obtain a positive pattern tensor (a 3-channel tensor)
M = {Mij |1 ≤ i ≤ R, 1 ≤ j ≤ T}, where Mij ∈ R

L represents the j-th posi-
tive pattern for relation i, L is the sentence embedding size and R indicates the
number of predefined relation classes.

Algorithm 1. Positive Patterns Extraction Algorithm
Input: The instances feature vector set P = P1,P2, · · · ,PR

Output: The positive pattern tensor M

1: Initialize pattern tensor M
2: Set counting matrix C ← 0, C ∈ R

R×T

3: for Pr in P do
4: for each instance feature p in Pr do
5: if p is closest to Mrt then
6: Increase Crt

7: Mrt ← Mrt + 1
Crt

× (p − Mrt)
8: end if
9: end for

10: end for
11: return M
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Because only a small amount of data is sent to the algorithm at a time, some
patterns may be incorrect. To correct the deviation in the clustering process, we
allow the pattern tensor to be adjusted in the end-to-end learning procedure.

3.3 Sentence-Level Attention Combined with Pattern Filtering

Based on the generated positive patterns and feature representations of instances,
we enhance sentence-level attention mechanism using positive patterns.

Pattern Filtering. To select valid instances from the whole bag of relation
instances related to the same entity pair, we employ the network presented in
Fig. 2 for relation extraction. We assume that a valid instance should be similar
to the positive patterns of its assigned relation. The similarity between instance
s and the positive patterns can be defined as follows when the relation label of
s is unknown:

sim(s) =
R∑

i=1

T∑

j=1

1
d(ps,Mij)

(3)

where d(·) is the Euclidean distance, ps is the feature vector of s, T is the number
of positive patterns of each relation.

training instance with
the 2nd relation

testing instance

similarity of instance

Fig. 4. An example of calculating the similarity of an instance. ps represents instance
features of relation instances or sentences, M represents our positive pattern tensor.
sim(s) represents the final output, i.e., the similarity of instances s.

Specifically, given the relation label r during the training process, instances
are only filtered by positive patterns related to r. The similarity of instance s
can be simplified as:

sim(s) =
T∑

j=1

1
d(ps,Mrj)

(4)

Figure 4 illustrates an example of acquiring similarities. The relation label of
training instance is known, and it’s the 2nd relation. Hence we only calculate
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the distances between the instances features and patterns of the 2nd relation
to produce similarity. While the relation label of testing instance is unknown in
our model, we then calculate the distances between the instance feature and all
patterns to produce its similarity.

Sentence-Level Attention. We perform a sentence-level attention after cal-
culating the similarity, and then we use the attention weights to de-emphasize
the noisy sentences. Suppose there is a bag B containing |B| sentences related
to entity pair (head, tail), i.e., B = {s1, s2, · · · , s|B|}, the attention weight αi

for si is defined as:

αi =
exp(sim(si))∑
k exp(sim(sk))

(5)

Then the representation of B can be calculated as:

q =
|B|∑

i=1

αipi (6)

We use a softmax layer to calculate the probabilities of all relation types
that B may express. Thus the conditional probability of relation r is defined as
follows:

p(r|B,Θ) =
exp(or)∑R
i=1 exp(oi)

(7)

where Θ represents all parameters, and o is the finally output of neural network,
which is defined as:

o = Wsq + bs (8)

where Ws is the weight matrix and bs ∈ R
R is the bias vector.

From the above, we can see that sim(s) is proportional to the sum of the
reciprocal of distances between sentence s and positive patterns. If an instance
s is invalid, it is far from all positive patterns so that sim(s) will be especially
small. If s is a valid instance, it is close to at least one positive pattern, and
the reciprocal of the distance is relatively large, so sim(s) will be large. Hence,
similarities of valid and invalid instances are greatly different. Attention weights
based on the similarities are more discriminative, which can reduce noise in
training data effectively.

3.4 Training Objective

Suppose there are N bags {B1, B2, · · · , BN} in training data, and their labels
are relations {r1, r2, · · · , rN}. we define the objective function of relation classi-
fication using cross-entropy as follows:

J =
N∑

i=1

log p(ri|Bi, Θ) + λ||M||22 (9)
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where Θ is all parameters of our model, M is the positive pattern tensor, λ ∈
[0,∞) is the weight of the L2 norm of M.

In experiments, we use Adam [10] optimizer to minimize the objective func-
tion and adopt dropout strategy [7] on the output layer to prevent overfitting.

4 Experiments

In this section, we firstly introduce the dataset and evaluation metrics, followed
by the baseline models, experimental settings and results. Finally, we present
analysis of the results.

4.1 Dataset and Evaluation Metrics

We evaluate our model on the NYT dataset developed by [19], which aligns
Freebase1 relations with the NYT corpus. The aligned sentences from years
2005–2006 of the NYT corpus are regarded as training data and those from year
2007 are for testing. Its entity mentions are found by Stanford named entity
tagger and linked to Freebase. The dataset contains 53 relations including no
relation “NA”. There are 522,611 sentences linked to 281,270 entity pairs for
training and 172,448 sentences linked to 96,678 entity pairs for testing.

Similar to previous work [11,15], we evaluate our model in the held-out eval-
uation. We compare the relation instances extracted from the test data against
Freebase relations data. In experiments, we present both precision/recall curves
and Precision@N (P@N).

To illustrate the effect of sentences number for our selective attention, we
present Precision@N result in three test settings:

– One: For each testing entity pair, we randomly select one sentence and use
this sentence to predict relations.

– Two: For each testing entity pair, we randomly choose two sentences and use
them for relation prediction.

– All: For each testing entity pair, we use all sentences of it for relation extrac-
tion.

4.2 Baseline Models

Both traditional feature-based and neural methods are considered as our base-
lines. The brief introductions of these baselines are as follow:

– Mintz: This is a traditional distant supervised model proposed by [15], which
extracts features from all instances.

– MultiR: A probabilistic graphical model of multi-instance learning by [8],
which handles overlapping relations.

1 freebase.com.

http://www.freebase.com
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– MIML: A graphical model that jointly models both multiple instances and
multiple labels [20].

– CNN/PCNN+ATT: Neural network models based on selective attention
proposed by [11]. These methods use CNN or piecewise CNN (PCNN) for
feature extraction instead of NLP tools, which avoids error propagation.

– APCNN+soft-label: A Soft-label method proposed by [12]. It corrects
wrong labels at entity-pair level during training by exploiting seman-
tic/syntactic information from correctly labeled instances.

– CNN+RL: Reinforcement learning is introduced to choose high-quality sen-
tences at the sentence level, which deals with the noise of data [4].

4.3 Experimental Settings

We train word embeddings on the NYT corpus with word2vec tool.2 Following
previous work [11], we tune our model using three-fold validation on the train-
ing set. In our experiments, we select the dimension of type embedding among
{3, 5, 10, 15}, the window size l among {3, 4, 5}, the number of feature maps or
filters n among {128, 230, 256}, batch size among {32, 64, 128}, the learning rate
among {0.001, 0.005, 0.01, 0.1}. We select the number of relation patterns for
each relation T from 5 to 100 in steps of 5. We choose Adam [10] method as
the optimizer to minimize the objective function. The best configurations are
presented in Table 3.

Table 3. Main parameters setting in our experiments

Parameter name Parameter value

Filter window size l 3

The number of filters n 230

Sentence size L 80

Word dimension dw 50

Position dimension dp 5

Type dimension dt 5

The number of relation patterns T 15–50

Batch size 64

Learning rate 0.01

Dropout probability 0.5

Weight parameter λ 0.001

2 https://code.google.com/p/word2vec/.

https://code.google.com/p/word2vec/
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Table 4. P@N results for relation extraction with different settings

Test settings One Two All

P@N(%) 100 200 300 Avg 100 200 300 Avg 100 200 300 Avg

CNN+AVE 75.2 67.2 53.8 60.9 70.3 62.7 55.8 62.9 67.3 64.7 58.1 63.4

CNN+ATT 76.2 65.2 60.8 67.4 76.2 65.7 62.1 68.0 76.2 68.6 59.8 68.2

PCNN+AVE 71.3 63.7 57.8 64.3 73.3 65.2 62.1 66.9 73.3 66.7 62.8 67.6

PCNN+ATT 73.3 69.2 60.8 67.8 77.2 71.6 66.1 71.6 76.2 73.1 67.4 72.2

APCNN+soft-label 84.0 75.5 68.3 75.9 86.0 77.0 73.3 78.8 87.0 84.5 77.0 82.8

CNN+RL – – – – – – – – 80.0 73.5 70.6 74.7

CNN+PFA-type 82.0 75.0 66.3 74.4 80.0 77.5 70.7 75.8 82.0 79.5 73.3 78.2

CNN+PFA 80.0 76.5 72.3 76.3 87.0 81.5 73.7 80.7 89.0 83.3 76.4 82.9

4.4 Experimental Results

Table 4 shows the P@N results for three test settings the same as [11]. We
can find that: (1) Compared to APCNN+soft-label, our CNN+PFA has bet-
ter performance in One and Two test settings and comparable performance in
All test setting. Besides, all the average performance of our model outperforms
APCNN+soft-label, so we can conclude that our method can reduce the impact
of noise more effectively. (2) When removing entity types, our CNN+PFA-type
has weaker performance compared with APCNN+soft-label but it still outper-
forms CNN/PCNN+ATT models in three test settings. It indicates that our
attention strategy based on positive patterns filtering is better in selecting more
useful instances for relation extraction. However, its performance depends on
whether the positive patterns we learned are accurate. Hence, we add entity
type information to learn the constraints of entity types for relation patterns,
which is useful for filtering noisy instances. (3) Compared with average strate-
gies, attention-based models generally obtain higher performance with the same
network. Therefore, we can conclude that the importance of each instance related
to an entity pair is not consistent for relation extraction. (4) CNN+PFA per-
forms better than CNN+RL. It is because RL strategy may wrongly remove
some true positive instances, which leads that the rich information contained
in those removed instances is discarded. But our model doesn’t suffer from this
problem and our model can make full use of valid instances based on the patterns
filtering attention.

Figure 5(a) presents the results of precision/recall curves of multiple models.
We follow the same experimental settings as [11]. CNN+PFA yields better per-
formance compared with feature-based methods and neural models. It proves
that our model combining sentence-level attention with pattern filtering is able
to learn more precise weights, because they are discriminative. Additionally,
without the consideration of entity types, the performance of CNN+PFA-type
decreases by 9.5% compared with CNN+PFA, but is comparable to that of
CNN+RL. It shows that the information of entity types can promote the per-
formance of relation extraction.

As mentioned above, the performance of our model outperforms the existing
methods in aggregate precision/recall metric and achieves comparable perfor-
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(a) Comparison of CNN+PFA and baseline. (b) Comparison of different values(T ).

Fig. 5. The performance of CNN+PFA

mance in P@N metric. It shows that discriminative attention is more beneficial
to denoise the training data. Compared to many existing methods that use more
complex networks such as PCNN or DCNN, our model combines a simpler CNN
with efficient pattern filtering and produce good performances. We believe that
the performance will be better when adopting complex networks in our model.

4.5 Detailed Analysis

In this section, we present the effect of the number of positive patterns and case
study for our model.

The Effect of the Number of Positive Patterns. To explore how the
number of relation patterns affects the extraction performance, we conduct a
set of experiments using different numbers of patterns. Intuitively, the number
of positive patterns for each relation is not particularly large, so we select it
from 5 to 100. The experimental results are shown in Fig. 5(b). CNN+PFA-T is

Table 5. An example of attention weights assigned by CNN+ATT and CNN+PFA

Bag:〈Mel Karmazin, company, Sirius Satellite
Radio〉

CNN+ATT CNN+PFA

When Howard Stern was preparing to take
his talk show to Sirius Satellite Radio,
following his former boss, Mel Karmazin, Mr.
Hollander argued that the show should ...

0.17 5.7E−07

... Mel Karmazin, the chief executive of
Sirius, vowed last Wednesday that prices
would not be raised and ...

0.54 0.99
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our model which has T patterns for each relation. We can see that our model
achieves a stable performance over different numbers of patterns.

The performance of our models improves with the increase of the number
of relation patterns T at the beginning. Then models’ performance tends to be
stable when the value of T changes in a large range. For the reason, we believe
that each relation may have a different number of relation patterns, but we
simply set them to the same value T , which makes T have a wider range of
values. However, when T is a larger value, such as 90, the performance drops
gradually. We believe that this is because too many relation patterns increase the
likelihood that each instance will be similar to the positive patterns, which leads
to indiscriminative attention weights and poor guidance for relation extraction.

Case Study. Table 5 demonstrates an example for selective attention from the
testing data. We present two sentences and their attention weights assigned by
CNN+ATT and CNN+PFA.

We can find that both CNN+ATT and our model can correctly assign
attention weights for the sentences according to their relevance to the rela-
tion company. Yet the former sentence obtains the weight of 0.17, which
means CNN+ATT has still learned 17% noise from this sentence. Instead,
CNN+PFA assigns more discriminative weights according to the similarities
between instances and relation patterns, which weakens the influence of noisy
instances effectively.

5 Conclusion and Future Works

In this paper, we introduce a novel model combining sentence-level attention with
pattern filtering for relation extraction under distant supervision. The pattern
filtering can select more valid instances in a bag by calculating their similarities
with positive patterns that are gathered via an online clustering algorithm. Based
on it, the sentence-level attention can make full use of valid instances and further
reduce noise effectively, via assigning more discriminative and precise attention
according to the similarities. We conduct experiments on NYT dataset and our
model achieves competitive performance.

In the future, we will explore the appropriate number of patterns for each
relation and how to extract positive patterns for relation from external text.
Since entity types are conducive to relation extraction, fine-grained entity types
are also worth investigating.
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Abstract. Rule-based systems have been used to augment machine
learning based algorithms for annotating data in unstructured and
dynamic environments. Rules can alleviate many of shortcomings inher-
ent in pure algorithmic approaches. Rule adaptation is a challenging and
error-prone task: in a rule-based system, there is a need for an analyst to
adapt rules in order to keep them applicable and precise. In this paper, we
present an approach for adapting data annotation rules in unstructured
and constantly changing environments. Our approach offloads analysts
from adapting rules and autonomically identifies the optimal modifica-
tion for rules using a Bayesian multi-armed-bandit algorithm. We con-
duct experiments on different curation domains and compare the perfor-
mance of our approach with systems relying on analysts. The experimen-
tal results show a comparative performance of our approach compared
to analysts in adapting rules.

Keywords: Rule adaptation · Data annotation · Rule based systems ·
Data curation

1 Introduction

Data curation indicates processes and activities related to the integration, anno-
tation, publication, and presentation of data throughout its lifecycle [5,8]. One
category of data curation is data annotation, which aims to label the raw data
to generate value and increase productivity. Data annotation has been studied
widely in various computational machine learning algorithms for information
extraction, item classification, and record-linkage [3,4,6,7,22,23]. However, in
dynamic environments, e.g., Twitter, Facebook, data is constantly changing.
Accordingly, relying on algorithmic approaches does not scale to the time con-
straints and business needs. Algorithms make predictions based on the historical
data only, whereas in dynamic environments the distribution of data is constantly
changing. Therefore, algorithms need to be re-trained to capture changes, which
is expensive and time-consuming. Several solutions [2,11,16,19,26,27,30], have
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been proposed to augment algorithms with rule-based techniques. Rules can alle-
viate many of the shortcomings inherent in pure algorithmic approaches. Rules
can be written by non-technician analysts, which can be cost effective [11].

Typically, in rule-based systems [2,11,19,26,30] there is a need for an analyst
to adapt rules, i.e., the process of modifying a rule to become better suited to
its execution environment, to keep them applicable and precise. However, the
successful adaptation of a rule requires an analyst to understand the context of
data. Rule adaptation is particularly challenging and error-prone as an improper
modification of a rule makes the rule inapplicable or ineffective. This problem
exacerbated in dynamic environments as adaptation is not a one shot rule mod-
ification task. Accordingly, the analyst needs to modify the rule over its life
cycle. In this paper, we propose an approach for adapting rules in dynamic and
constantly changing environments, to offload analysts from adapting rules and
to keep rules applicable and precise based on changes in the execution environ-
ment. We utilize a Bayesian multi-armed-bandit algorithm, an online learning
algorithm that adapts a rule by estimating the performance of a set of candidate
feature, e.g., keyword, extracted from the execution environment. Each time a
rule annotates a set of items, the algorithm receives feedback over the number
of items that the rule correctly/incorrectly annotated. Then, it updates the per-
formance of candidate features based on the collected feedback. Over time, by
collecting more feedback the algorithm better learns the performance of features
and adapts the rule more precisely. This paper makes the following contributions:

– We propose a self-adaptive approach for adapting rules. We utilize a Bayesian
multi-armed-bandit algorithm to adapt rules based on changes in the execu-
tion environment.

– To frame the problem as a Bayesian multi-armed-bandit algorithm, we propos
a reward and demote schema. The schema assigns a reward if the algorithm
identifies a rule that correctly tagged an item, and demotes a rule if it tags an
irrelevant item. Over time, the algorithm (by observing rewards and demotes)
learns a better adaptation for the rule.

We conduct experiments on different curation domains and compare the per-
formance of our approach with systems relying on analysts. The experiment
results show our approach could significantly improve the precision of rules in
annotating data by as much as 29% precision compared to the initial results. The
rest of this paper is organized as follows: We discuss the preliminaries and prob-
lem in Sect. 2. In Sects. 3 and 4, we describe our proposed approach. Section 5
presents the performance of our approach on three different curation domains:
mental health, domestic violence and budget. Finally, we discuss related works
in Sect. 6 before concluding the paper in Sect. 7.

2 Preliminaries and Problem Statement

Feature. We express a rule R in forms of features, where each feature f ∈ R
corresponds to a function in forms of “〈Dataset.Function.Operator〉 → value”,
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where Dataset is the data source suchas Twitter and Facebook, Function
performs a curation task (e.g., feature extraction), Operator represents the
condition for a feature to curate the data, and value is the output of a
feature. Examples of a feature can be extraction functions, e.g., identifying
named-entities, identifying similarity in keywords of text. Expressing a fea-
ture as a function allowing us to leverage the standard data-types as the fea-
ture’s operator. For example, if a feature operates over textual data the oper-
ator for the feature will include string operators, such as contains and exact.
Similarly, if a feature curates integer data the feature will include integer
operators, such as equals and less-than. As an example, consider the feature
“f1 =〈Tweet.Keyword.Contains(‘Mental’)〉”, feature f1 curates Tweets that
contains ‘Mental’ keyword. In this example, Tweet represents the dataset the
feature operates for curating the data, Keyword represents the function of the
feature, and contains(‘Mental’) is the operator, and represents the condition for
curating a Tweet.

Rule. We represent a rule R as a tree of features, where each feature f ∈ R
can have K children. We denote a path p in the tree as a sequence of features
f1, ..., fm, where f1 represents the root feature and fm represents the last feature
in the path. More precisely, a path p is a conjunction of a set of features is of the
form f1 ∧ ...∧ fm. To curate an item with a rule, the item should be annotated
with all features within a path. Notice that, we do not require inventing our own
rule language. Rather, the benefit of rules being expressed as features, we can
adopt any suitable functional or rule-expression language for our purposes.

Tag. A Tag is the label, e.g., ‘Mental Health’, a rule assigns to a curated item,
e.g., Tweet, to describe the item. In this paper, we use the terms tag and annotate
interchangeably. As an example, consider the rule presented in Fig. 1. This rule
is made up of three features {f1, f2, f3}, and tags a Tweet with ‘Mental Health’,
if the tweet curated with features in paths p1 = f1 ∧ f2, or p2 = f1 ∧ f3.
More clearly, Rule1 tags a Tweet with ‘Mental Health’, if the Tweet contains
‘Mental’ and ‘Health’, or ‘Mental’ and ‘Medical’ keywords.

Problem Statement. Given a rule, an analyst needs to adapt the rule to an
adequate form to annotate data precisely. Typically, to adapt a rule, the analyst
examines items that the rule annotated and identifies the potential modifica-
tions that make the rule more precise [11,16,18,19]. Over time, by examining
the accuracy of annotated items, the analyst learns a better adaptation for the
rule. Such problem is typically categorized under the category of online learning
problem, where an analyst does not have access to the entire knowledge that
is required to craft the most adequate type of rule. Instead, she incrementally
learns to better adapt a rule through examining the rule performance over an
extended period of time. To offload analysts from adapting rules, we formulated
the problem through a Bayesian multi-armed-bandit algorithm. In our approach,
each time a rule annotates a set of items, the algorithm receives feedback over
items the rule correctly/incorrectly annotated. By collecting more feedback the
algorithm learns to better adapt the rule.
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Fig. 1. The overview of our proposed approach for adapting rules.

3 Adaptive Rule Adaptation

The overview of our proposed solution shown in Fig. 1. The approach consists
of four steps, feature extraction, observation, estimation, and adaptation. Each
time a rule annotates a set of items, the algorithm extracts a set of candidate fea-
tures from annotated items as the potential modifications for the rule (Sect. 3.1).
Then, it takes a sample of annotated items and gathers feedback over the number
of items correctly/incorrectly annotated (Sect. 3.2). Next, it utilizes a Bayesian
multi-armed-bandit algorithm to estimate a probability distribution for candi-
date features based on the collected feedback, representing the performance of
features in adapting the rule (Sect. 3.3). Finally, the algorithm determines the
optimal modification for the rule based on the candidate features performance
(Sect. 3.4).

3.1 Feature Extraction

The initial step in our workflow is feature extraction. Each time a rule annotates
a set of items I = {i1, i2, i3, ..., in}, the algorithm extracts a set of candidate
features T = {t1, t2, ..., tn} to identify the potential modifications for the rule.
For extracting candidate features we perform a preprocessing task on annotated
items. The preprocessing task consists of three subtasks, tokenization, normal-
ization, and noise removal. Tokenization splits each item into smaller tokens.
Normalization removes stop words, and performs stemming. In noise removal,
we skip certain characters, e.g., imoji, urls, that occur in items. We consider the
remaining tokens as the candidate feature type of keyword.

3.2 Observation

The second step in the workflow is observation, which gathers feedback to update
a Bayesian multi-armed-bandit algorithm about changes in the execution envi-
ronment. For gathering feedback, we rely on crowd workers. Each time a rule
annotates a set of items, the sampling algorithm takes a sample of annotated
items S = {i′1, i

′
2, i

′
3, ..., i

′
n}, where S ⊂ I and sends to the crowd. The crowd
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will verify whether an item i′ ∈ S correctly tagged with the rule or not, e.g., if
the rule tags an item with ‘Mental Health’. The task was to verify whether the
item is relevant to ‘Mental Health’ or not. For selecting a sample of items, we
divided annotated items into several subgroups [14]. Then, we took sample from
subgroups based on their population. We represented each subgroup by a candi-
date feature, and the population of subgroups is determined by their frequency
in annotated items. Each time, we take a sample from 100 candidate features
with the highest frequency. Our sampling strategy will boost the Bayesian multi-
armed-bandit algorithm to better learn the performance of candidate features
in adapting a rule. For example, if we used more obvious techniques, such as
random sampling, then our solution would consider all items equally likely.

3.3 Estimation

The third step in the workflow is estimation, which computes a probability dis-
tribution θ for candidate features to determine their performance in adapting the
rule. This step consists of two components: (i) reward/demote schema, which cal-
culates a reward/demote for candidate features using the workers feedback; and
(ii) a Bayesian multi-armed-bandit algorithm, which estimates the performance
of candidate features based on their rewards/demotes.

Reward/Demote Schema. As we have described previously, in dynamic envi-
ronments, e.g., Twitter, Facebook, data is noisy and constantly changing, thus
rules need adaptation to be applicable and precise. We rely on a Bayesian multi-
armed-bandit algorithm to adapt rules. This algorithm is suitable for environ-
ments that need additional improvement to their decisions over time. The algo-
rithm learns to improve its decision based on the feedback receives from the
execution environment. To formulate the problem as a Bayesian multi-armed-
bandit algorithm, we propose a reward and demote schema. The schema assigns
a reward ‘r’ to a candidate feature t ∈ T if it identifies the feature appeared in
an item that verified as relevant. Conversely, it demotes ‘d’ a candidate feature if
it identifies the feature appeared in an irrelevant item. Over time, as a rule anno-
tates more items the schema updates candidate features reward/demote, allow-
ing a Bayesian multi-armed-bandit algorithm to update its estimations about
the performance of features in adapting the rule.

Bayesian Multi-armed-Bandit Algorithm. We utilized Thompson sam-
pling [25], a Bayesian multi-armed-bandit algorithm that has shown the near
optimal regret (given a period of time the regret is the difference between the
probability distribution θ the algorithm estimated for the optimal action and
the action selected by the algorithm) bound. Thompson sampling provides a
dynamic policy for choosing which feature should be selected for adapting a
rule, and an algorithm for incorporating new information to update this pol-
icy based on the candidate features reward/demote. Thompson sampling stores
an estimated probability distribution θ for each candidate feature. This distribu-
tion indicates the performance of the feature in adapting the rule. The algorithm
continuously observes the execution environment and gathers new feedback to
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Algorithm 1: Estimating performance of candidate features
1 Function Est Probability Dist():

Input: T
Output: θ

2 r ← ∅, d ← ∅, θ ← {};
3 foreach t ∈ T do
4 foreach I ′ ∈ S do
5 if t ∈ I ′ AND I ′ is verified as Irrelevant then
6 dt+ = 1;
7 else if t ∈ I ′ AND I ′ is verified as Relevant then
8 rt+ = 1;

9 θt ← Beta(rt, dt)

10 return θ;

update the probability distribution estimated for candidate features, reflecting
their performance in adapting the rule. Each time, the algorithm receives a set
of candidate features T = {t1, t2, ..., tn} along with their reward/demote. Then,
it updates probability distributions θ = {θ1, θ2, ..., θn}, where 0 < θ < 1 using
the Bayesian formula:

P (θ | t) =
P (t | θ) × P (θ)

P (t)
∝ P (t | θ) × P (θ)

where P (t | θ), represents the likelihood and P (θ), is the prior. The likelihood
is a Bernulli distribution and the prior is a Beta distribution

P (t | θ) = θr(1 − θ)n−r, r =
∑n

r=0
t

P (θ) =
θαn−1

n (1 − θn)βn−1

β(αn, βn)

α and β are the prior parameters. The initial value of α and β, indicates
our initial belief about the performance of candidate features. We have cho-
sen α = β = 1, which means initially, we considered all features to have the
same performance in adapting the rule. The prior is updated continuously based
on the likelihood of feedback we gather from the execution environment. The
posterior is proportional to the product of the prior and the likelihood, with
the likelihood updated continuously after receiving the workers feedback. This
update is easy to implement because the Beta and Bernoulli distributions are
conjugate. Algorithm 1 shows pseudo code of estimating the value of θ for can-
didate features. As an example, consider the following rule:

Rule1 = Tweet.keyword.contains(‘Mental’) : ‘MentalHealth’

which tags Tweets with ‘Mental Health’. Assume, the following candidate fea-
tures T = {t1 : medical, t2 : health, t3 : wellbeing, t4 : care, t5 : qanda}
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are extracted from annotated items as the potential modifications for the rule.
First, to identify the performance of candidate features the algorithm computes
their reward/demote using the workers feedback. Then, a Bayesian multi-armed-
bandit algorithm estimates a probability distribution θ for candidate features.
Each time the rule annotates a set of items, the algorithm updates the value of
θ based on the feedback gathers from workers to better reflect features perfor-
mance in adapting rules.

Rule1
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F2 F3 F4

Replace
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Fig. 2. Adapting a rule through replacing/ restricting its features

3.4 Adaptation

In this section, we explain how our proposed solution modifies a rule. Recall from
Sect. 2, that we introduced a rule R as a tree of features, where each feature f ∈ R
can have K children. We also defined a path p in a rule as a conjunction of a set
of features in forms of p = f1 ∧ f2 ∧ ... ∧ fn. First, to adapt a rule we identify
imprecise paths that annotate data with a precision below a threshold j. The
threshold represents the minimum precision a path should have to be considered
as precise. We determine the precision of paths by calculating the number of
relevant/irrelevant items their features annotated. After identifying imprecise
paths, we determine whether to replace or further restrict their features. We
replace a feature in an imprecise path if the number of annotated items was
below the average number of items annotated with its siblings, indicating the
feature is imprecise and incapable of adequately annotating data. Conversely,
we restrict a feature if the number of annotated items was greater than or equal
to average, indicating the feature is applicable, but should be restricted to be
precise. For replacing or restricting features, we select candidate features that
yielded the highest probability distribution θ estimated by a Bayesian multi-
armed-bandit algorithm. Example 4 further explains how we replace or restrict
a feature in the proposed solution.

Example. Consider Rule1, which is made up of a feature (Fig. 2a). Suppose,
after annotating a set of items at time τi the algorithm identifies that the rule
is imprecise1. Thus, the algorithm examines the number of annotated items
1 Annotates data with a precision below j.
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and adapts the rule by appending K candidate features2 that yielded the high-
est probability distribution (restriction) (Fig. 2b). Thus, after adaptation Rule1
annotates an item if the item curated with features in paths p1 = f1 ∧ f2, or
p2 = f1 ∧ f3, or p3 = f1 ∧ f4. Alternatively, the algorithm may replace a fea-
ture if it identifies the feature annotates data below the average number of items
annotated with its siblings3. For example, suppose at time τi+n feature f2 is
identified as imprecise and incapable of annotating data adequately4. Thus, the
algorithm removes feature f2, and replaces the feature with a candidate feature
that yielded the highest probability distribution value (Fig. 2c). To select a can-
didate feature, the algorithm performs a feature extraction task and estimates
their probability distribution θ based on the reward/demote features accumu-
lated from time τ1 to τi+n. The proposed adaptation strategy allows to adapt a
rule based on changes in the execution environment. For example, by replacing
an imprecise feature with a candidate feature that obtained a high value of θ
over an extended period of time, we keep the rule applicable as the rule would be
adapted with a feature that better captures the salient aspect of data. Similarly,
by restricting an imprecise feature that annotates a large number of items, we
make the rule precise by filtering out the irrelevant items.

4 Gathering Workers Feedback

This section explains, how we contribute workers to verify items annotated with
rules. For verifying items we created a task on Figure Eight microtasking mar-
ket5. The workers task was to verify whether an item is relevant to the tag
assigned by a rule or not. Workers could choose ‘Yes’ if they identify the item
is relevant to the tag, and ‘No’ if they identify the item is irrelevant. In cases
workers could not verify an item, they could choose ‘I don’t know’. For exam-
ple, we present a Tweet to workers, which a rule tagged as relevant to ‘Mental
Health’. Then, workers task was to verify whether the Tweet is relevant to ‘Men-
tal Health’ or not. In addition, we provide workers with a textual instruction to
explain them how to verify items. We explained steps workers need to follow and
provided them with three positive6 and three negative7 examples. For verifying
each item we paid 1 cent, and each worker verified 10 items per page. At each
round of the annotation task, we sent 3% of annotated items to workers.

2 As feature f1 is the root feature it annotates data above the average, thus satisfies
the restriction condition.

3 Features {f3, f4} are siblings for feature f2.
4 Annotates data below the average number of items annotated with its siblings.
5 https://www.figure-eight.com/.
6 @lucianaberger: Mental health services facing serious shortages of mental health

nurses decrease of 12% since 2010 psychiatrists.
7 If i have to hire a car and drive home from belgium i am going to go mental stupid

french air traffic control wanks on strike.

https://www.figure-eight.com/
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Stopping Condition. In the previous section, we explained how workers verify
annotated items. However, continuously sending items to crowds increases the
cost of adaptation task. Thus, there is a need to identify when a rule is sta-
bilized to stop verifying more items. To address this problem, we developed a
solution using the probabilistic policy defined in Thompson sampling algorithm
to determine whether a path in a rule is stabilized or not. For each path, we
estimate a probability distribution θ based on the number of relevant/irrelevant
items annotated. Then, we define a smoothing window Q to record the value of
θ. We set the size of smoothing window Q = 3 and average as the smoothing
function. We consider a path as stabilized, if the value of Q increases or remains
stable within 3ε, where ε = 0.018. More clearly, consider path p3 = f1 ∧ f4
presented in Fig. 2. Each time the rule annotates a set of items the algorithm
records the value of θ for the path. Then, we will compute the value of Q, where
Q1 = AV G(θ1, θ2, θ3), and Q2 = AV G(θ2, θ3, θ4) and so forth. The algorithm
stops sending items to workers, when the value of Qi+1 + 3ε ≥ Qi, indicating
the path is stabilized.

5 Experiments

First, in Sect. 5.1 we discuss the dataset was used for examining the performance
of our approach. Then, in Sect. 5.2 we explain scenarios have been defined to show
the applicability of our approach. Finally, we discuss results in Sect. 5.3.

5.1 Experiment Settings and Dataset

The core component of techniques described in the previous sections is imple-
mented in Python. Three months of Twitter data (Australian region) were used
as the input dataset (from May 2017 to August 2017) with ≈ 15 millions
Tweets. MongoDB and ElasticSearch were used for storing and indexing the
input dataset. We demonstrate the performance of our approach in three dif-
ferent curation domains (domestic violence, mental health, and budget). As the
initial rules for annotating data we used rules that contains only one feature.
For example, the initial rule for annotating Tweets in mental health domain was
in form of Tweet.keyword.contains(‘Mental’) : ‘MentalHealth’, which tags
Tweets that contains ‘Mental’ keyword. We demonstrate the performance of our
approach within five rounds of annotation.

5.2 Experiment Scenarios

A set of experiments have been conducted to evaluate the performance of our
approach. First, we show the precision of rules adapted based on the probability
distribution θ, estimated for candidate features. We show that a Bayesian bandit
algorithm by collecting more feedback better learns the performance of candidate

8 We set the value of ε and Q, experimentally using simulated data.
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features in adapting rules. In addition, we adapt rules with different number of
features (K = 10 and K = 20) to show the applicability of our approach in
different scenarios. Adapting a rule with a higher number of feature allows the
rule to annotate a larger number of items, but with less precise ones.

The second scenario conducts a controlled experiment to compare the per-
formance of our approach with an interactive system, which relies on an analyst
for adapting rules. We reused the algorithm proposed by Suganthan et al. [11].
In this approach, the system sends a sample of items annotated with a rule to
crowds, and receives feedback over the number of items correctly/incorrectly
annotated. Then, the system tokenizes items, and weights every token using the
TF/IDF weighting scheme. Each time an analyst selects a token for adapting
the rule, the system incorporates the analyst feedback by adjusting the weight
of other candidate tokens that co-occurred with the selected token using a rel-
evance feedback algorithm [24]. The system continues showing tokens until the
analyst is satisfied with the resulting rule.
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Fig. 3. The precision of our approach in adapting rules with different values of K
(K = 10 and K = 20)

5.3 Results

1. Precision of adapted rules. This section demonstrates how a Bayesian
multi-armed-bandit algorithm learns to formulate the workers (see Sect. 4) feed-
back to improve the precision of rules. We show the precision of rules adapted
with 10 (k = 10) and 20 (k = 20) candidate features yielded the highest prob-
ability distribution θ. As presented in Fig. 3, by adapting rules with 10 can-
didate features our approach could significantly improve rules precision in all
curation domains. For example, in budget domain the precision is improved by
36.65% from 54.56% to 91.21%. Similarly, in mental health and domestic vio-
lence domains the precision is improved by 32.47% and 18.20% respectively. Also,
we repeated the experiment by adapting rules with a higher number of feature
(k = 20). As presented in Fig. 3, in budget domain the precision is improved
by 33.22, and in mental health and domestic violence domains the precision is
improved by 30.81% and 16.36% respectively. In this experiment, we considered
features that annotate data with a precision below 75% (j < 75%) as imprecise.
Based on the obtained results, we concluded that a Bayesian multi-armed-bandit
algorithm by collecting more feedback learns a better adaptation for rules over
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time. Although, by adapting rules with a higher number of feature the preci-
sion of rules drops, still the algorithm could improve rules precision and keep
them applicable based on changes in the execution environment. In the next
section, we compare the performance of our approach with interactive systems
in adapting rules.

Table 1. Precision of rules adapted through participants in Budget, Mental Health,
and Domestic Violence Domains.

Budget domain Round 1 Round 2 Round 3 Round 4 Round 5

Participant 1 54.56 79.75 82.02 84.21 87.19

Participant 2 54.56 83.22 85.62 88.20 90.86

Participant 3 54.56 86.56 86.77 86.67 86.59

Mental health domain Round 1 Round 2 Round 3 Round 4 Round 5

Participant 1 54.74 72.88 80.65 87.19 86.32

Participant 2 54.74 70.38 75.09 83.58 85.01

Participant 3 54.74 71.63 81.61 85.04 84.14

Domestic violence domain Round 1 Round 2 Round 3 Round 4 Round 5

Participant 1 74.32 87.65 88.78 90.90 90.82

Participant 2 74.32 88.63 90.28 91.36 92.59

Participant 3 74.32 85.37 86.51 87.04 86.42

2. Comparing the Performance Against Analysts. To further understand
the performance of our approach with systems relying on analysts for adapting
rules, we performed a controlled experiment by implementing the interactive
system proposed by Suganthan et al. [11]. We asked three PhD students in a
lab that were familiar with the concept of learning algorithms, e.g., true posi-
tive rate, false positive rate, to participate in the experiment. We explained to
them how the system works and how they can use the system to adapt rules.
In addition, we allowed them to work with the system to gain the required
understanding for adapting rules. To better compare the performance of our
approach with the interactive system, we have asked participants to adapt rules
in all domains. Then, in each curation domain, we selected the rule with highest
obtained precision and compared it with rules adapted with our approach. In
this experiments we asked participants to adapt rules with 20 features (k = 20).
Table 1 shows the precision of rules obtained through participants. The results
show our approach has a comparable performance to interactive systems. For
example, in budget domain the highest obtained precision through participants
is 90.86%, which is only 3.08% higher than our approach, while in domestic vio-
lence and mental health domains the highest obtained precision is 92.59% and
86.32% respectively, which shows a similar precision to our approach.

In addition, we compared the number of items annotated with rules adapted
with our approach and participants. Figure 4 compares the number of annotated
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items. As presented, both approaches showed a similar result and could annotate
a similar number of items. For example, in budget and domestic violence domains
rules adapted by participants could slightly annotate more items than rules
adapted with our approach. However, in mental health domain the rule adapted
with our approach showed a better performance.

By comparing the precision and the number of items annotated with our
approach, we believe that our adaptive approach outperforms current rule adap-
tation techniques. In particular, by considering the prohibitive cost of analysts
for adapting rules, our proposed approach can boost companies that need to
annotate data in unstructured and constantly changing environments with a
limited budget.
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Fig. 4. Comparing the number of items annotated with participants and our approach

6 Related Works

In this section, we discuss prior works related to rule adaptation (Sect. 6.1), and
online learning algorithms (Sect. 6.2).

6.1 Rule Adaptation

Rule adaptation is an evolutionary process focused on modifying a rule to better
fit the rule to the execution environment. However, rule adaptation is a chal-
lenging and error-prone task, thus many solutions [11,13,16,19,28,30] have been
proposed to assist analysts in adapting rules. Several solutions [13,16,18,19,28]
focused on interactive approaches for adapting rules. In these solutions a system
identifies the potential modifications for a rule and adapts the rule by interact-
ing with the analyst. For example, Milo et al., proposed a cost-benefit approach
for generalizing or specializing fraud detection rules. The approach developed
a heuristic algorithm to interactively adapt rules with domain experts until a
desired set of rules is obtained [19]. Volkovs et al., proposed a cost function to
adapt integrity constraint (IC) rules. The approach relies on the analyst feedback
to update the cost function and resolve inconsistencies in IC rules [28]. Liu et al.,
proposed an interactive approach for refining a rule using a set of positive and
negative results. The approach uses a provenance graph to identify candidate
changes that can eliminate the negative results [12,16]. However, these solutions
have focused on adapting rules that operate in structured data, where a rule
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may adapted with only a limited number of features. In addition, many of these
solutions hypothesis that the analyst has access to a ground truth, e.g., a dataset
of items that are tagged with the correct label, to verify the effectiveness of an
adaptation.

Alternatively, to adapt rules in both unstructured and dynamic environments
some solutions [11,20,21,26,30] focused on augmenting interactive rule adapta-
tion systems by coupling crowds with analysts. These solutions rely on crowd
workers to provide feedback about the performance of rules and an analyst for
identifying the optimal modification for rules. For example, Xie et al., proposed
an approach for validating rules in information extraction applications. The app-
roach proposed a voting technique to identify whether an adaptation of a rule
produces positive impact in extracting information or not [30]. Suganthan et
al., designed an interactive system by coupling analysts and crowds. The system
verifies items annotated with a rule using crowd workers, and assist the ana-
lyst to identify the optimal modification for the rule using a relevance feedback
algorithm (Rocchio) [11]. Sun et al., proposed a rule based system (Chimera)
for large scale data classification. The system identifies the classification errors
in cooperation with crowd workers. Then, forwards errors to analysts to adapt
rules and address the problems [26]. Bak et al., rely on visualization for adapt-
ing rules. The approach visualizes the result of applying a rule on a set of data
records. Then, asks the crowd workers to mark the effect of applying the rule on
the data record, indicating the optimal adjustment for the rule [2].

Although coupling crowd workers with the interactive systems provides more
flexibility for adapting rules in dynamic environments, these systems still rely-
ing on analysts for identifying the optimal modification of rules. In contrast,
our approach observes changes in the execution environment and automatically
adapts rules without relying on analysts.

6.2 Multi Armed Bandit Algorithm

In this section, we discuss how a Bayesian multi-armed-bandit algorithm has
been used in dynamic and constantly changing environments. This algorithm
increasingly used in large scale randomized A/B experimentation by technology
companies [15]. One area of work that used a Bayesian multi-armed-bandit algo-
rithm is educational learning to facilitate learners learning rate. For example,
Williams et al., proposed a system (AXIS) to improve explanation generation for
online learning materials by employing a combination of crowds and a Bayesian
multi-armed-bandit algorithm [29]. Clement et al., used a multi armed ban-
dit algorithm in intelligent tutoring systems to choose activities that provide
better learning for students [10]. Other areas that relied on a Bayesian multi-
armed-bandit algorithm are feature engineering [1], gaming [17], and online mar-
keting [9]. In this context, we utilized a Bayesian multi-armed-bandit algorithm
that adapts rules based on the feedback gathers from the execution environment.
Over time, the algorithm by gathering more feedback learns a better adaptation
for rules.
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7 Conclusion

In this paper, we proposed an approach for adapting rules in unstructured and
constantly changing environments. Our approach offloads analysts and auto-
matically modifies rules based on changes in the execution environment. We
utilized a Bayesian multi-armed-bandit algorithm, an online learning algorithm
that learns the optimal modification for rules using the feedback gathers from
the execution environment. We evaluated the performance of our approach on
three months of Twitter data in three different curation domains: domestic vio-
lence, mental health, and budget. The evaluation results showed our approach
has a comparable performance to systems relying on analysts for adapting rules.
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Abstract. Information security has been in the mainstream of com-
puting for the last few decades and our increasing reliance on the large
scale distributed systems, such as the Cloud, has put greater emphasis
on the security capabilities of these systems. The security concerns are
amongst the important factors affecting adoption of Cloud. This paper
identifies and addresses issues concerning management of hierarchical
authorization policies in the Cloud. These policy models pose the risk
of policy shadowing where the decision taken at higher levels mask the
possibly erroneous or conflicting policies specification at the lower levels.
We introduce the notion of shadowed policies and present a model which
is based on formal Event-Calculus (EC); for the identification of shad-
owed policies. The results show that our proposed approach is scalable
and practical.

1 Introduction

The need to protect valuable information has always been there. During the
early ages, the information about food and shelter was of utmost importance.
We live in a digital world now and our valuable digital information, such as
business plans, images and confidential documents, needs to be protected from
the malicious access. Information security has thus been in the mainstream of
computing for the last few decades and would remain same for the foreseeable
future. As our information security capabilities have matured and increased, so
are the challenges we are being faced with. In this context, the widespread use
of internet and adoption of large scale distributed systems, such as Cloud, we
are faced with more challenging environments to enforce security principles. The
past decade has seen significant increase in the use of Cloud Computing, as many
organizations either have private Cloud deployments or they are using services
from public Cloud providers. All major Cloud providers thus provide advanced
security mechanisms to handle security challenges. One approach to implement
security principles within an organization is by the use of a policy. The authoriza-
tion or access control policy of an organization specifies which users can access
c© Springer Nature Switzerland AG 2019
R. Cheng et al. (Eds.): WISE 2019, LNCS 11881, pp. 341–355, 2019.
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which resources, under what conditions, and what actions can they perform on
the resources. All major Cloud providers thus provide the support of authoriza-
tion policies and users can be organized into groups and policies can be assigned
to them to specify their access permissions. Even with the advanced security
capabilities provided by major Cloud providers, security breaches still happen
resulting in loss of revenue and trust. In this context, authorization policies spec-
ification and management is a critical task and erroneous specification of even a
single policy can lead to undesired consequences. The scale of the services from
the Cloud providers makes the authorization management process challenging
and complex and this can result in inducing more human errors.

One approach to improve the manageability of authorization process is the
hierarchical access control model. In general, such policy models are evaluated
from top to bottom, with each level providing more fine-grained access policies.
This is the approach taken by major Cloud providers including AWS where
policy specification and evaluation concerns different levels ranging from AWS
organizations Service Control Policies (SCPs) to permission boundaries for a
user or role. Hierarchical policy models pose the risk of policy shadowing where
the decision taken at higher levels mask the erroneous or conflicting policies
specification at the lower levels. Let us consider an example of hierarchical policy
design having three levels, L0, L1 and L2, with the level L0 being the top most. If
a permission is denied at the level L0, then any policy specification at the lower
levels would be masked. The access control policy on the whole may produce
the intended behavior but it poses serious challenges to policy management and
any future change may result in erroneous behavior. As per the IBM sponsored
13th annual cost of a Data Breach study, more than one fourth of all breaches
are triggered by human error. We believe that the shadowed policy’s behavior
is masked and not directly evident and thus a policy designer may tend to
under constrain the rules assuming them to be handled at the higher level. The
problem is amplified for the environments where the hierarchy structure itself
can be dynamic, as we will highlight the case of AWS IAM policies where an
Organization Unit can be moved within the AWS Organization tree.

We have identified the issues in our paper that are concerned to the manage-
ment of authorization policies in the Cloud. We introduce the notion of shadowed
policies and map their existence in the Amazon Web Services (AWS) Identity
and Access Management (IAM) policies. We have highlighted the side-effects of
having shadowed policies and how they induce more human errors. We introduce
the notion of shadowed policies and present a model which is based on formal
Event-Calculus (EC); for the identification of shadowed policies. The results
show that our proposed approach is scalable and practical.

2 Background and Related Work

There are many facets of implementing information security within an organi-
zation and one way is through the use of security policies. After authentication,
the decision of access control to the users is done by the authorization poli-
cies. The decision of authorization process is either to permit or deny the access
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and this decision may be evaluated in a certain context or conditions. One of
the major studied area these days is access control and authorization policies
management. One major subdomain has been the authorization models being
used to implement the authorization process. In the Role Based Access Control
(RBAC) model [1,2] authorization policies are based on roles of the users. RBAC
has remained popular since its inception and all the major Cloud providers sup-
port RBAC. It does suffer from some scalability limitations including the role
explosion. In order to ease management, the hierarchical RBAC introduces the
concept of role hierarchy and inheritance and a parent role inherits all the per-
missions of inherited role [3]. For instance, there can be a role named staff and
above in the role hierarchy can be a role named manager which implicitly inher-
its the permissions of the staff member. Hierarchical RBAC does provide ease
of management but it makes difficult to enforce separation of duty (SoD) con-
straints. In Attribute-based access control (ABAC), the subjects, objects and
the environment have attributes and the access decisions are made based on the
boolean function on these attributes. ABAC can subsume RBAC and a detailed
discussion on tradeoffs and characteristics of both models can be found in [4].

A number of approaches have addressed the need for formally modeling the
authorization policies and verifying their consistency. In this context, authors
have proposed a verification framework for conflicts detection in policies modeled
through event-driven RBAC in [5]. In [6] authors have proposed a privacy preserv-
ing policy model and approach for handling policy conflicts. In [7] authors have
proposed an approach to specify and verify authorization policies in the compo-
sition of Web services. A formal approach based on Fusion Logic for the speci-
fication and verification of properties such as consistency and SoD is discussed
in [8]. In [9] authors have proposed an approach based on interval temporal logic
for the specification and verification of temporal access control policies. In [10]
authors have proposed an approach for the specification of policies in first order
logic and then they use Prover9 theorem prover for proving proposed identity
constraints. The verification of access control policies for SGAC is addressed in
[11]. The authors have used Alloy and ProB, two first order logic model check-
ers. In [12] authors have introduced the concept of policy quality in terms of con-
sistency, completeness, and minimality dimensions. There are many approaches
that have addressed modeling and verifying the consistency of existing authoriza-
tion languages. One such language is XACML (eXtensible Access Control Markup
Language). Many approaches have been proposed to model and verify the consis-
tency of XACML based policies [13–15]. In [16] authors have analyzed the spec-
ifications that handles the combination of authorization and management poli-
cies that detects inconsistencies and conflicts in policies. They have also modelled
authorization in the behavior of system including policy specifications which is
based on Event Calculus, but have not addressed shadowed authorization policies
and their conflicts in specific. Authors have also addressed the problem of incon-
sistencies and conflicts in policies. Abnormal behavior is caused in a system due
to these conflicting policies, hence, resolving these policy conflicts is highly sig-
nificant. Chomicki and Lobo in [17] detect and resolve conflicts in ECA policies
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through a formal logic-based framework. Bandara in [18] analyzes and manages
policies through a tool. The tool helps to query policies for validation and review.
In [19] authors present a set of algorithms to check consistency among policies.
None have addressed the policy conflicts and policy management in a hierarchal
structure specifically targeting policy shadowing.

We believe that there is a research gap concerning both the consistency check-
ing of authorization policies for the real world large scale distributed systems,
such as Cloud, and the resolution of conflicts that concern policy management
and thus stem from the implementation of policies at a larger scale. A formal
ABAC based framework modeling policies and identifying inter and intra policy
conflicts that exists between them is presented in [20] and authors have also
proposed a model where policies from different cloud providers (AWS, GCP
and Microsoft Azure) can be combined in a Multi-Cloud project [21]. This work
addresses the conflicts related to policy management in the large scale distributed
systems. One such conflict is policy redundancy and the redundant rules in an
access control policy increase the size of the policy and would affect the perfor-
mance and management of policies [22]. To best of our knowledge, there exists
no approach that considers the case of shadowed authorization policies in large
scale distributed systems. We have motivated the problem by presenting the case
of AWS Identity and Access Management (IAM) and AWS Organizations, where
policies exist at different levels and are evaluated based on a detailed and com-
plex evaluation logic. We have justified the need for a formal approach and have
both modified existing models for performance and correctness and presented
new models needed for identifying shadowed policies. We have highlighted the
side-effects of having shadowed policies and how they induce more human errors.

3 Case Study - AWS Policies Management

The authentication and authorization management service provided by AWS is
called the Identity and Access Management (IAM) service. AWS IAM gives the
opportunity of users management and their permissions and thus handles both
authentication and authorization aspects. It provides a broad set of services rang-
ing from managing users and their permissions to enabling multi-factor authen-
tication (MFA) including auditing services. Policies are created and assigned to
users, groups, roles, and resources, to achieve access management using IAM.
When a request is made to access a resource, AWS evaluates different policies
to reach a decision. The format of policies storage is JSON documents and fol-
low specific syntax and structure. An example AWS policy is shown in Fig. 1.
On a high level, AWS policies contain a set of statements and each statement
represents a specific access control rule. Each statement contains the service
and resources element which specify the AWS service, for instance Amazon S3
and corresponding resource, for instance a S3 bucket, to which this statement
applies. Further, using the action element of a statement one can specify what
service-specific actions one is willing to perform on the resource specified earlier.
The conditions element of the statement allows to further specify the conditions
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Fig. 1. Single statement example from AWS IAM policy

under which the statement applies, for instance specifying the IP addresses from
where the request arrives. Finally, the statement effect element specifies if the
statement outcome is either Allow or Deny access. AWS supports different types
of policies, these include the Identity-based policies which are attached to users,
groups or roles and these policies grant permissions. The resource-based policies
are attached to resources such as Amazon S3 buckets. Permission boundaries are
assigned to users and roles and specify the maximum permissions can be granted
to a user or role. In contrast to identity-based policies, permission boundaries on
their own does not grant access but only limit the maximum access of identity-
based policies. In order to discuss the service control policies (SCPs), we first
provide a brief introduction to AWS organizations.

Fig. 2. An example AWS organization structure

AWS Organizations is an account management services by Amazon to provide
services such as hierarchical grouping of accounts. Some key concepts include
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root, which is the top most container for all the accounts within the organiza-
tion. Within a root, accounts are associated with the Organization Units (OUs).
Organization units can be organized in a tree-like structure (with fixed depth)
and an OU can thus be part of another OU. Figure 2 shows an AWS organiza-
tion with four organization units (OUs) each having associated accounts. The
root is at the top. The type of access control policies applied at the account level
granularity for AWS organizations are called Service Control Policies (SCPs).
As similar to permission boundaries SCPs do not grant permissions but rather
can be considered as a filter applied to the capabilities of an account. SCPs can
be applied to different entities within an organization. If the SCP is applied to
the root, it implicitly applies to all the OUs and associated accounts, as root is
the top of the hierarchy. Similarly, if the SCP is applied to an Organization Unit
(OU ) it applies to that OU and any sub OUs associated with it.

AWS IAM is an example of hierarchical policy management as many such
levels exists and there is a detailed and complicated policy evaluation process to
check policies at each level in a top-down order. As the number of levels increase
so does the risk of shadowed policies and in case of AWS Organizations, the
OUs can themselves be nested and the maximum nesting supported by AWS
is five OUs under the root. The SCPs associated with the higher level OUs are
inherited at the sub OUs and thus any services blacklisted at the root results in
shadowing SCPs at the lower levels. Before presenting the proposed approach,
highlighting the risks of shadowed policies is highly significant. The shadowed
policy’s behavior is masked and not directly evident and thus a policy designer
may tend to under specify the rules assuming them to be handled at the higher
level. One such example can be of a permission boundary applied to a user that
allows read only access to some resources. As the permission boundary is at
the higher level, a policy designer may accidentally allow all actions on these
resources using AWS IAM wildcards. The effective permission would remain
to be read-only but this is a potential risk bound to happen. For an instance,
permissions for a top level OU are changed or an OU is moved around in the
AWS Organization tree.

4 Proposed Approach

The approach we present uses the formal logic based representation of policies to
identify shadowed policies. There exist multiple authorization rules (statements
in the context of AWS) at multiple levels. Rules at each level are evaluated
and combined into a level policy and all the level policies are merged to identify
shadowed policies. There can be more than one policy at a level, as supported by
AWS. All the rules need to be modeled in Event-Calculus (is done automatically
as the proposed models are generic) and we use a reasoner for Event-Calculus
to evaluate rules and level policies. The algorithm below presents an abstract
view of our proposed work. The algorithm is not optimized for performance but
rather resembles the approach used in our EC models and the one taken by the
EC reasoner. For simplicity, we assume that there exists a single policy at a
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level, however, the proposed approach handles multiple policies at same level,
as shown later in Sect. 4. This can be the case when multiple sibling OUs have
associate SCPs.

Algorithm 1. Identification of shadowed policies
Require: rContext is the context to identify applicable policies.

1: procedure detectShadowing(rSet, rContext)
2: for each level ∈ levelSet do � levelSet is a set of all levels
3: for each rule ∈ rSetlevel do � rSetlevel is a set of rules at some level
4: rdecSetlevel ← evaluateRule(rule, rContext)
5: end for
6: policyDecision ← NotApplicable
7: for each rdecision ∈ rdecSetlevel do
8: if rdecision = deny then
9: policyDecision ← Deny

10: break
11: end if
12: pdecSetlevel ← policyDecision
13: end for
14: end for
15: for each level ∈ levelSet do
16: for each nextLevel ∈ levelSet do
17: if pdecSetlevel = Deny & pdecSetnextLevel = Permit then
18: pShadow = pShadow ∪ (pdecSetnextLevel, pdecSetlevel)
19: end if
20: end for
21: end for
22: end procedure

We iterate through every set of levels (named levelSet) and then for each
level we iterate through all the rules associated with that level (rSetlevel), lines
2–3. Then, at line 4, we evaluate each rule within the rSetlevel to identify if it
permits or denies the access, or if it is not applicable. The decisions are based
on the context and all the decisions are added to the decisions set for a level,
rdecSetlevel. Once we have a set of decisions for all rules within a level, we
can combine them in a level policy and use a rule combining algorithm to con-
clude a policy decision. The rule combining algorithms include permit-overrides,
deny-overrides and others. In practice, the approach taken by AWS is always
deny-overrides, that is a single deny rule can cause the complete policy to be
considered denied and we have thus used the same case in our algorithm, lines
7–12. We discuss other combining algorithms at the end of this section. We store
the decisions of all level policies in pdecSet and the decision of policy at a level is
represented by pdecSetlevel, line 13. We can then identify the shadowed policies
by iterating through level policy decisions, lines 15–20. We term a level policy to
be shadowing if its level decision is ‘deny’ and there is a permit decision at the



348 E. Zahoor et al.

lower level, line 17, and we add the tuples of shadowing and shadowed policies
to the set pShadow. Once we have identified tuples of shadowing and shad-
owed policies, it is further possible to identify the rules within the shadowing
policy which are causing shadowing. This is needed as the rule combining algo-
rithm being used is deny-overrides and it is possible that a single rule within the
level policy is responsible. It can be accomplished by iterating through the rules
within the shadowing policy and identifying the rules having deny decision. Let
us conclude this section by highlighting the effect of rule combining algorithms
and the shadowed policies. The rule combining algorithms specify how the com-
bined individual decisions from multiple rules (and policies) reach a decision.
The Deny-overrides combining algorithm considers a policy to be Denied even if
it contains a single rule denying the access. Similarly, the Permit-overrides algo-
rithm permits the access if a permit rule is there in the policy. Other algorithms
include First-applicable and Only-one-applicable, but we limit our discussion to
Permit and Deny-overrides. Let us consider the case of two level policies, pL0
and pL1 and each containing some rules permitting and denying the access.
If we consider the deny-overrides to be the combining algorithm, both policies
would evaluate to deny decision and even though they have the same decision,
there are some permitting rules in pL1 that are being shadowed by pL0. The
permit-overrides case is somewhat similar. We address this issue by considering
a policy containing rules with multiple decisions to have intra-policy conflict [20]
and resolving the conflicts before identifying the shadowed policies.

5 Event-Calculus Formalism

The proposed approach uses Event Calculus. It is a formal language used to rep-
resent events and their effects with reasoning. The choice of a formal approach
is motivated by a number of factors. First, the authorization rules are evaluated
not only based on syntactically matching subjects, objects, actions and decisions
but rather on the environment or context as well, which may contain temporal
(for example, the timing set for an access policy can be from 9am - 5pm) and
other aspects. The subjects and other attributes may themselves have relations
(for instance, Alice is member of group Users and some AWS resources is indeed
part of S3 bucket). Then, the rules may be combined based on some rule com-
bining algorithms into a policy. The policy shadowing itself can be based on a
number of related aspects, such as the rule combining algorithms we discussed
earlier or it may be the case that shadowing occurs only for specified time inter-
vals or in some delegated scenario. The use of a formal expressive approach helps
in collectively addressing these related aspects. In addition, EC has open-source
tool support, DECReasoner1. The basic elements in EC are events (or actions),
fluents (whose value can change on different time-points based on occurrence
of events), and a set of predicates. Some predicates used in our models include
the Initiates(e, f, t) predicate which specifies that if event e happens at time-
point t then the fluent f holds after t. Similarly the Terminates(e, f, t) predicate
1 http://decreasoner.sourceforge.net.

http://decreasoner.sourceforge.net
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specifies that if event e happens at t then the fluent f does not hold after t.
The Happens(e, t) predicate specifies that event e happens at timepoint t and
the HoldsAt(f, t) is true iff fluent f holds at timepoint t. We use Event-Calculus
[23] and we will only deal with the models that are simple and shows important
aspects, without including the supporting axioms2.

5.1 Rules Specification

The rules construct specifies one access rule. Each rule includes Target, an Effect
and the Conditions associated with it. The EC meta-model for rules specifica-
tion is shown below. The basic idea is to first decide if the rule is applicable
in some context (achieved using RuleTargetHolds fluents and Match/Mismatch
events) and then decide if the rule has any of the following conditions: permit,
deny or not applicable, using fluents RuleIsPermitted/Denied/NotApplicable and
Approve/DenyRule/RuleDsntApply events. The fluents are initialized in a way
that when time=0, they do not hold and the reasoner should try to find a solution
leading from initial state to reach the goal.

;Sorts for rules and their elements
sort rule, subject, object, action

;Fluents for Rules evaluation
fluent RuleTargetHolds(rule), RuleConditionHolds(rule)
fluent RuleEffectIsPermit(rule), RuleIsPermitted/Denied/NotApplicable(rule)
;Events for Rules evaluation
event (Mis)Match(rule), Approve/DenyRule(rule), RuleDsntApply(rule)

;These axioms link fluents with events
Initiates/Terminates (Match/Mismatch(rule), RuleTargetHolds(rule), time).
Initiates(Approve/DenyRule(rule), RuleIsPermitted/Denied(rule), time).
Initiates(RuleDsntApply(rule), RuleIsNotApplicable(rule), time).

;Conditions on events occurrence
Happens(ApproveRule(rule), time) → HoldsAt(RuleTargetHolds(rule), time) &
& HoldsAt(RuleEffectIsPermit(rule), time).
Happens(RuleDsntApply(rule), time) → !HoldsAt(RuleTargetHolds(rule), time).

;Initial state of the Fluents
!HoldsAt(RuleIsPermitted/Denied/NotApplicable(rule),0).
;The goal for the reasoner
HoldsAt(RuleTargetHolds(rule),1) / !HoldsAt(RuleTargetHolds(rule),1).
HoldsAt(RuleIsPermitted/Denied/NotApplicable(rule),2).

Model 1 (Meta-model for IAM Rules)

The model given above shows some EC sorts which can be considered as
types for instantiating individual elements. For instance, rule SomeRule in an
EC model would declare SomeRule to have type rule. We have used Initiates
along with the definition of fluents, events and Terminates axioms to link them
together. For instance, the Initiates axiom for RuleTargetHolds axiom specify
that if the event Match happens at time point t, the fluent RuleTargetHolds

2 Complete models along with setup and execution instructions are available at
https://www.icloud.com/iclouddrive/0E4u-NuXGiGkpoql5BMamWhGQ#wise19.

https://www.icloud.com/iclouddrive/0E4u-NuXGiGkpoql5BMamWhGQ#wise19
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would hold at t+1 and afterwards. The Terminates axiom for Mismatch event
has opposite effect. The model above (and all other core models) are organized
into files to be included in an EC model for any specific rule. This helps us in
both manageability and have allowed us to develop automated tools to directly
convert policies fetched from the Cloud (in JSON) to EC models. For instance,
we modelled a specific rule, L0Rule1, to show the usage of generic model, given
below:

load includes/rules/... ;generic model files

load includes/input.e ;Contextual attributes would be specified in input.e

rule L0Rule1

;Specifying when the rule target holds

Happens(Match(L0Rule1),time) →
{subject, object, action} subject = Alice & object = SomeRsrc & action = SomeActn.

Happens(Mismatch(L0Rule1),time)→subject!=Alice /object!=SomeRsrc /action!=SomeActn.

!HoldsAt(RuleEffectIsPermit(L0Rule1),0).

Model 2 (Level0 rule specification)

At first, the meta-model files are included, as shown earlier. The contents of
file input.e will provide the context under which this rule needs to be evaluated
such as the value of subject, object and action attributes. The rule is named
as L0Rule1 and we then a conditional axiom is stated that the event Match
only holds true if there exists any match in the attribute name value pairs. We
define the fluent RuleEffectIsPermit not to hold true at time=0, that is the rule
denies the access and not permits. The rule model itself is very simple thanks
to separating the core meta-model.

0
RuleEffectIsPermit(L0Rule1).
Happens(Match(L0Rule1), 0).
1
+RuleTargetHolds(L0Rule1).
Happens(DenyRule(L0Rule1), 1).
2
+RuleIsDenied(L0Rule1).

Solution 1 (Rule evaluation using DECReasoner)

If EC reasoner, DECReasoner are invoked, the solution shown above is
returned. The reasoner first encodes the EC model in a SAT problem invok-
ing an off the shelf SAT-solver (relsat in this case). The models found are then
formatted to show events occurrence and fluents state at specific time-points.
In this case, the event match happens at time-point 0 (as the value species in
the input.e match the ones specify in the rule) and thus the RuleTargetHolds
fluent holds at time-point 1 (shown with a + sign). Further, as the rule effect
is not specified to be permit, the event DenyRule happens and the rule is con-
sidered denied. We can similarly model multiple rules in a level. We consider
following additional rules, L0Rule2 concerns the user Bob and thus it does not
apply. Similarly, the rule L0Rule3 concerns SomeOtherActn instead of SomeActn
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as specified in the input.e, so it does not apply as well. As per our shadowing
identification logic, the rules at every level are grouped in a level policy. Instead
of detailing policy meta-model and instantiation, we present the solution of level
L0 policy that groups the three rules at level L0.

model 1:

0

Happens(Match(L0Rule1)/Mismatch(L0Rule2)/Mismatch(L0Rule3), 0).

1

+RuleTargetHolds(L0Rule1). Happens(DenyRule(L0Rule1), 1).

Happens(RuleDoesntApply(L0Rule2), 1). Happens(RuleDoesntApply(L0Rule3), 1).

2

+RuleIsDenied(L0Rule1). +RuleIsNotApplicable(L0Rule2).

+RuleIsNotApplicable(L0Rule3).Happens(DenyPolicy(L0Policy), 2).

3

+PolicyIsDenied(L0Policy).

Solution 2 (Level policy evaluation using DECReasoner)

The policy at level L1 is thus denied as it contains at least one rule as
denying access. The policy evaluation algorithms in our case is chosen to be
deny-overrides, permit-overrides and not applicable otherwise. As discussed ear-
lier a policy cannot contain both permit and deny rules and is considered a
conflict. In order to present policy shadowing identification models, let us con-
sider another level L1, having two policies L11Policy and L12Policy (as per our
naming convention, L11 means first policy of level 1). Both policies have three
separate rules but intentionally tailored to have L11Policy resulting in permit-
ting the access, while the L12Policy is not applicable. For the identification of
shadowed policies, we can group multiple level policies and use EC axioms to
identify shadowed policies.

predicate ParentOf(policy, policy) fluent PolicyShadowed(policy, policy)

event Shadowing(policy, policy) event NoShadowing(policy, policy)

Initiates(Shadowing(policy1,policy2), PolicyShadowed(policy1,policy2), time).
Terminates(NoShadowing(policy1,policy2), PolicyShadowed(policy1,policy2), time).

!HoldsAt(PolicyShadowed(policy1,policy2),0).
Happens(Shadowing(policy1,policy2),time) & ParentOf(policy1,policy2) →
HoldsAt(PolicyIsDenied(policy1), time) & HoldsAt(PolicyIsPermitted(policy2), time).

Happens(NoShadowing(policy1,policy2),time) & ParentOf(policy1,policy2) →
(!HoldsAt(PolicyIsDenied(policy1), time) /
(HoldsAt(PolicyIsDenied(policy1),time) & HoldsAt(PolicyIsDenied(policy2),time)) / (Holds
At(PolicyIsNotApplicable(policy1),time) / HoldsAt(PolicyIsNotApplicable(policy2),time))).

Model 3 (Meta-model for the identification of shadowed policies)

In the model above, we first define a predicate ParentOf, which defines the
relationship amongst policies. Then, we define a fluent named PolicyShadowed,
whose state would eventually represent if a policy is shadowing another policy.
We then define some events and Initiates and Terminates axioms to link these
events with the fluent. We further define some axioms to define that the event
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Shadowing can only happen amongst policies if there exists a ParentOf predicate
amongst them and if the parent policy is denying the access and the child policy
is permitting the access. Similarly, we define that the event NoShadowing can
only happen if there exists a ParentOf predicate amongst policies and there is
no deny or permit relation amongst policies.

load includes/rules/... ;generic model files
load includes/policy/defined/L0Policy/L11Policy/L12Policy.e
load includes/input.e
;Contextual attributes would be specified in input.e

[policy1, policy2] (policy1 = L0Policy & policy2 = L11Policy) /
(policy1 = L0Policy & policy2 = L12Policy) <-> ParentOf(policy1, policy2).

Model 4 (Model for aggregating level policies)

The meta-model can be instantiated to specify a specific model for identi-
fying shadowed policies and in the model above, we first include policy files for
different policies and then define the ParentOf relations amongst them. More
specifically, we define that L0Policy is parent of both L11Policy and L12Policy.
The complete solution showing the evaluation results for policies and associated
rules (if they are permitted, denied or not applicable) is returned, when the
DECReasoner is invoked for the instantiated model above. The solution shows
that the L0Policy does not shadow L12Policy, as one is denying access and the
other is not applicable. The solution also shows that the L0Policy does shadow
L11Policy, as one is denying the access and other is permitting the access. We
have thoroughly tested our models on a number of complex configurations.

model 1:
0
RuleEffectIsPermit(L11Rule... L12Rule3).Happens(Match(L0Rule1/L11Rule1), 0).
Happens(Mismatch(L0Rule2/...L12Rule3), 0).
1
+RuleTargetHolds(L0Rule1/L11Rule1). Happens(ApproveRule(L11Rule1), 1).
Happens(DenyRule(L0Rule1), 1).
Happens(RuleDoesntApply(L0Rule2...L12Rule3), 1).
2
+RuleIsPermitted(L11Rule1). +RuleIsDenied(L0Rule1).
+RuleIsNotApplicable(L0Rule2...L12Rule3).
Happens(ApprovePolicy(L11Policy), 2). Happens(DenyPolicy(L0Policy), 2).
Happens(PolicyDoesntApply(L12Policy), 2).
3
+PolicyIsDenied(L0Policy). +PolicyIsNotApplicable(L12Policy).
+PolicyIsPermitted(L11Policy).
Happens(NoShadowing(L0Policy, L12Policy), 3).
Happens(Shadowing(L0Policy, L11Policy), 3).
4
+PolicyShadowed(L0Policy, L11Policy).

Solution 3 (Shadow policies identification using DECReasoner)

6 Performance Evaluation

For testing the correctness and scalability of our approach, we have created
different test cases and evaluated them on Amazon EC2 c5.xlarge instance having
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4 vCPUs and 8 GiB memory running Ubuntu Server 16.04 LTS. We have setup
DECreasoner on the EC2 instance and have used the modified and improved
version as proposed in [24]. Three test cases were evaluated; first we increase
the number of levels with each level having maximum of two children each.
As per our shadowed policies identification algorithm, multiple rules at a level
are organized in a level policy. However, there can be multiple policies directly
assigned to a level (as is the case with AWS Organizations) and these policies are
at the same level. So, in the first test case, we assume the maximum policies at a
level to be two. For the second test case we increase the number of policies at a
level to a maximum of five and finally as an extreme case, we create a full binary
tree having 2h − 1 policies, where h is the tree height (or implicitly the number
of levels + 1). All the policies contain three rules and they are intentionally
tailored to make the policies deny, permit and non applicable. Thus, if we have
three policies, one is denied, the second one is permitted and the last one is not
applicable.

Fig. 3. Performance evaluation results

The performance evaluation results are shown in Fig. 3. In order to manage
space limitations, we have merged the results of two different cases in a single
figure. For both the cases, the Y-axis shows the time-taken in seconds while the
X-axis shows the increase in the number of levels. The performance results are
encouraging even though the EC to SAT encoding process does not scale well,
a well known limitation of DECReasoner. The shadowing identification process
does not require strict response time guarantees and is a occasional process used
by policy designers to better manage the security policies of an organization.
For simpler models, having two policies at a level and probably more common
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occurring use case, even at ten levels time taken by both encoding process and
the SAT solver is around 2 s. For complex models, having five policies at a level
and with 10 levels, the performance results are acceptable. We have evaluated
further complex scenarios, which are rare to experience in practice, where we
have a full binary tree and thus at a height of 6 the total number of policies is
63, each having three distinct rules. In this extreme scenario, not shown in the
Fig. 3 due to space limitations, the time taken for EC to SAT encoding process
is 3.5 min and the solution takes 2.9 s.

7 Conclusion

The proposed approach in the paper identifies and addresses issues concern-
ing the management of hierarchical authorization policies in the Cloud based
systems. These policy models pose the risk of policy shadowing where the deci-
sion taken at higher levels mask the possibly erroneous or conflicting policies
specification at the lower levels. We introduce the notion of shadowed policies
and to the best of our knowledge, there isn’t any approach so far that deals
with shadowed authorization policies in distributed systems. We have motivated
the problem by presenting the case of AWS IAM. We have justified the need
for a formal approach and have both modified existing models for performance
and correctness and presented new event-calculus models needed for identifying
shadowed policies. The results that we have presented show that our approach
is scalable and practical.
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Abstract. Class imbalance has been proven to seriously hinder the precision of
many standard learning algorithms. To solve this problem, a number of methods
have been proposed, for example, the distance-based balancing ensemble
method that learns the unbalanced dataset by converting it into multiple bal-
anced subsets on which sub-classifiers are built. However, the class-imbalance
problem is usually accompanied by other data-complexity problems such as
class overlap, small disjuncts, and noise instance. Current algorithms developed
for primary unbalanced-data problems cannot address the complex-data prob-
lems at the same time. Some of these algorithms even exacerbate the class-
overlap and small-disjuncts problems after trying to address the complex-data
problem. On this account, this study proposes a dynamic ensemble selection
decision-making (DESD) method. The DESD first repeats the random-splitting
technique to divide the dataset into multiple balanced subsets that contain no or
few class-overlap and small-disjunct problems. Then, the classifiers are built on
these subsets to compose the candidate classifier pool. To select the most
appropriate classifiers from the candidate classifier pool for the classification of
each query instance, we use a weighting mechanism to highlight the competence
of classifiers that are more powerful in classifying minority instances belonging
to the local region in which the query instance is located. Tests with 15 standard
datasets from public repositories are performed to demonstrate the effectiveness
of the DESD method. The results show that the precision of the DESD method
outperforms other ensemble methods.

Keywords: Dynamic ensemble selection � Unbalanced dataset � Classification

1 Introduction

Class imbalance refers to the scenario in which the number of training instances in
different categories varies greatly, and it is a common phenomenon in classification
tasks [1–3]. For instance, if some software were tested for detecting a specific fault,
only a small portion of them would be faulty and the remaining software would be fault
free. In real-world applications, the accuracy of detecting the minority class is vitally
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important because the cost of misclassifying the minority class is more expensive
compared to misclassifying the majority class. For example, in comparing the cost of
misclassifying a cancer patient as a non-cancer patient to the cost of misclassifying a
non-cancer patient as a cancer patient, in the former case the misclassification may
result in one person dying, but in the latter case more diagnosis and treatment will be
required. In summary, the accuracy of predicting the minority class is critical.

Generally speaking, learning from unbalanced data is a challenging task in data
mining and machine learning [1–3]. In conventional methods of solving the classifi-
cation problem, a classifier is generally trained on a balanced dataset. As such, this
classifier will strongly favor the majority class and ignore the minority class when
learning unbalanced datasets. Therefore, many algorithms have been proposed to
address the class-imbalance problem [1, 3]. For example, the distance-based balancing
ensemble (DBE) algorithm learns the unbalanced data by converting it into multiple
balanced subsets on which sub-classifiers are built, and then integrating the outputs of
the sub-classifiers using the distance-based combination rule (DCR) [4].

Most of these algorithms focus on solving the primary unbalanced-data problem.
However, the class-imbalance problem is usually accompanied by other data-
complexity problems, such as class overlap, small disjuncts, and noise instances [1,
5]. Current algorithms developed for the primary unbalanced-data problem cannot
address the complex-data problem at the same time. Some of these algorithms even
exacerbate the class-overlap and small-disjunct problems after trying to address the
complex-data problem. These complex-data problems will deteriorate the performance
of the existing algorithms developed for the primary unbalanced-data problem and
finally result in the loss of performance of these algorithms [6–8].

To solve the problem of class imbalance with complex data, in this paper we
propose a dynamic ensemble selection decision-making (DESD) method. The DESD
consists of three components:

(1) Generation of the candidate classifiers pool. The DESD repeats the random-
splitting technique to divide the dataset into multiple balanced subsets that contain
no or few class-overlap and small-disjuncts problems. Then, the classifiers are
built on these subsets to compose the candidate classifier pool.

(2) Dynamic selection of the most appropriate ensemble of classifiers. To select the
most appropriate classifiers from the candidate classifier pool for the classification
of each query instance, the competence of candidate classifiers is evaluated using
the weighted instances in the neighborhood surrounding the query example; that
is, we intend to select the classifiers that correctly classify more minority-class
instances belong to the local region where the query instance is located.

(3) Integration of the selected candidate classifiers. Each selected classifier will give
the individual classification result for predicting the query instance. Here, the
outputs are integrated using the DCR.

To verify the effectiveness of the DESD method, we carried out an extensive
experimental design. The proposed DESD method was evaluated on 15 publicly
available standard datasets. G-mean and area under receiving operator characteristics
graph (AUC) are used as the performance indicators.

The remainder of this study is organized as follows: In Sect. 2, the description of
complex unbalanced data, dynamic ensemble selection, and combination rule are
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presented. In Sect. 3, the DESD method is proposed. In Sect. 4, experimental inves-
tigations of the DESD are carried out. In Sect. 5, conclusions are summarized.

2 Related Work

Classification of unbalanced data has attracted attention for some time and has been
widely studied. However, most studies only focused on the primary unbalanced-data
problem and ignored other complex-data problems. Meanwhile, DES has been a very
active area of research in machine learning [9]. The combination rule in DES that we
took here was the DCR in the DBE [4]. To clearly present our findings, we briefly
review these works in the following subsections.

2.1 Difficulties in Learning Complex Unbalanced Data

Data complexity is a broad term that includes the lack of representative instances, class
overlap, small disjuncts, and noise instance. To clarify the data-complexity problem,
Fig. 1 shows artificially created two-dimensional unbalanced data in which the number
of star points is significantly less than that of circular points; that is, the circular points
represent the majority class and the star points the minority class.

The first problem of data complexity is the lack of representative instances because
the minority class is very limited. In this case, the lack of representative data about the
target concept makes the learning task difficult and affects the final classification result.
The second problem of data complexity is class overlap. Some different class instances
have similar values on the same attribute. As shown in Fig. 1, in the feature space,
some minority (majority) instances are located in the region of the majority (minority)
instances. Researchers have found that class overlap often occurs near decision

Small 
disjunct

Class 
Overlapping

Noise 
instance

Minority class

Majority 
class

f1

f2

Fig. 1. Example of complex unbalanced data (figure is adapted from [5]).
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boundaries. The third and fourth problems are small disjuncts and noise instance. It is
worth noting the difference between them. Ideal classifiers should cover the small
disjuncts, while the noise instances should be ignored because they have a negative
impact on the performance of the classifier. However, it is difficult to learn from noise
and unbalanced data, because noisy instances may induce a set of small disjuncts. For
example, in Fig. 1, there are two small disjuncts and one noisy instance. Suppose a
classifier generates disjunct for the noisy instance; then, this disjunct would be ille-
gitimate with respect to the other disjuncts that are legitimately formed from severely
under-represented sub-concepts.

2.2 Dynamic Ensemble Selection

Multiple classifier systems (MCSs) [10], which aim to classify the query instances by
using a pool of base classifiers, have been proven to be superior to any base classifiers
in various classification problems. A MCS consists of three parts.

(1) Generation: The candidate classifier pool is generated by using the learning
dataset.

(2) Selection: This part finds the set of appropriate classifiers from the candidate
classifier pool for the classification of the query instances. We refer the subset of
base classifiers as the ensemble of classifiers.

(3) Integration: The output of the selected classifier is integrated by using a specific
combination rule.

The selection phase could be static or dynamic. In static selection, the selection of
ensemble classifiers is processed during the training phase and used for classifying all
query instances in the generalization phase. However, the static selection does not
consider the performance difference between different classifiers when predicting query
instances. To select only the most proper classifiers to form an ensemble for the
selection of each query instance, dynamic selection (DS) was proposed. Usually, the
competence of a base classifier is estimated based on a small region in the feature space
surrounding a given query instance, called the region of competence. This region is
formed by using the k-nearest-neighbors (KNN) technique, with a set of labeled
instances, which can be either the training or validation dataset. This set is called the
dynamic selection dataset (DSEL) [9]. The DS could be dynamic classifier selection
(DCS) or DES. DCS selects a most competent classifier for the classification of each
new query instance, while DES selects more competent classifiers to form an ensemble
for the classification. Both DES and DCS have been studied in recent years, and
numerous papers are available examining them [11–17]. Among these, Ko et al. [12]
introduced four DES methods inspired by Oracle, and further demonstrated the
superiority of DES over DCS.

2.3 Distance-Based Combination Rule

Each of selected classifiers will give the individual classification result for predicting
the query instance. It is then necessary to combine the results given by these sub
classifiers. Assume that there are K binary class data and for each data the class labels
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are C1 and C2. Then, we could obtain K classifiers by applying a specific classification
algorithm to each of these K binary class data. The ith classifier (1� i� k) classifies
query instance as Cj with the probability Pij (1� j� 2). The DCR [4] classifies the
query instance as label Cj according to

Cj ¼ argmax1� j� 2max1� i�K
Pij

exp Dij
� � ; ð1Þ

where Dijð1� i� k; 1� j� 2Þ is the average Euclidean distance from the query
instance to the data with class Cj in the ith subset. The DCR employs a distanced-based
mechanism because the query instance is likely to be classified into the class with the
shortest average Euclidean distance to the query instance.

3 Dynamic Ensemble Selection Decision-Making

In this section, we present our proposed DESD method for complex unbalanced data,
expanding on the DBE and dynamic selection of classifiers, which consists of the
following three steps.

Generation of Candidate Classifiers Pool. DESD repeats the random-splitting
technique to divide the dataset into multiple balanced subsets. After data splitting, the
complex dataset is decomposed into multiple subsets containing no or few class-
overlap and small-disjuncts problems. Then, the classifiers are built on these subsets to
compose the candidate classifier pool.

Dynamic Selection of Most Appropriate Ensemble of Classifiers. In classic DES
methods, the distribution of instances within the region of competence is not consid-
ered, and it makes the final decision lean towards the majority class. To extend the DES
approach to a complex unbalanced data scenario, we develop a novel weighting
method to outstand the competence of a candidate classifier with more power in
classifying the minority-class instances; that is, the instances belonging to the minority
classes within the neighborhood of a query example have greater weights when
evaluating the level of competence of a classifier in the candidate classifier pool.

Integration of Selected Candidate Classifiers. Each selected candidate classifier will
give an individual classification result for predicting the query instance. Obviously, it is
necessary to integrate these classification results. Here, these results are integrated by
the DCR.

Since the third step is nothing but directly applying the DCR to integrate the
selected classifiers, we will introduce the first two steps in the following sections.

3.1 Generation of Candidate Classifiers Pool

Data complexity is an obstacle in learning from unbalanced data. The instances in
different categories should be balanced without complex data. At present, most of the
data pre-processing techniques in DES use the bagging strategy [14, 16]; that is,
sampling the original learning set with a replacement, the classifiers are built on these
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sampled datasets to generate the candidate classifiers pool. However, the datasets
obtained by the bagging sampling strategy on the unbalanced dataset are still unbal-
anced, and the generalization performance of the ensemble model is still poor.
The DBE [4] divides the majority instances into multiple majority subsets with sizes
equal to twice the number of the minority-class instances. The algorithm combines each
majority subset with the minority-class instances to form multiple unbalanced subsets,
and then applies a modified adaptive semi-unsupervised weighted oversampling (A-
SUWO) method in each subset to obtain balanced subsets for building classifiers.

However, the subset generated by the DBE method may still have complex data in
the feature space, as shown in Fig. 2. Figure 2(a) and (b)–(d) show the results of
random splitting twice, respectively. We find that the subsets (b) and (c) still contain
the noise instances and class-overlap problem, while subsets (a) and (d) contain no
complex data. It is reasonable for us to repeat the random-splitting technology many
times to obtain multiple subsets in which contain no or few class-overlap and small-
disjuncts problems, and finally obtain multiple subsets with an imbalance ratio of 2
between the majority and minority instances. The modified A-SUWO method is also
applied in these subsets to balance the subset. Afterwards, the selected base learner is
trained using the generated balanced dataset to compose the candidate classifiers pool.

3.2 Dynamic Selection of Most Appropriate Ensemble

The subsets generated by random splitting may still have complex data. Involving the
classifiers built on such subsets in the ensemble of classifiers will directly affect the
final classification result, so it is necessary to select the competent classifiers from the
candidate classifier pool for the classification of each query instance xquery. This con-
sidered, the most important step is how to measure the competence of candidate
classifiers. Although many methods have been proposed to estimate the classifier’s
competence, all of them were presented based on the premise of a balanced scenario.

Noise instance

Class overlapping
(a) (b)

(c) (d)

Class overlapping

Noise instance

Query instance which 
belongs to minority class

Fig. 2. Complex data after random splitting is decomposed into multiple subsets that contain no
or few class-overlap and small-disjunct problems.
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To select the proper ensemble of classifiers that are more powerful in classifying
minority-class instances, we propose a dynamic selection algorithm, the detailed pro-
cedure of which is described in Algorithm 1. The candidate classifiers that correctly
classify more minority-class instances belonging to the region of competence will have
a higher competence.

Thus, our main goal is to describe the procedure for selecting a proper ensemble for
each query instance in the unbalanced-data scenario. Here, the key step is to estimate
the performance of candidate classifiers belonging to the region of competence for each
query instance that needs to be classified. The region of competence is defined by using
the k nearest neighbors of the query instance (lines 1–3 of Algorithm 1). Our purpose is
to develop a DES classifier system to handle the issues present in complex imbalanced
datasets. Hence, we intend to select the classifiers that are more powerful when clas-
sifying the minority-class instances in the region of competence.

This considered, we have developed a weighting mechanism that is described in
lines 7–10 of Algorithm 1, in which the classification result of the instances in the
region of competence are weighted. In this way, the ability of classifying the minority
instances is emphasized while ensuring the accuracy of classification. Then, the
competence of each candidate classifier is calculated in line 10, in which an adaptive
weight adjustment procedure is embedded in the DES criteria; that is, classifiers with
higher precision in classifying minority instances in the region of competence are
associated with higher competence when the classification accuracy in the region of
competence is the same. Finally, the ensemble of classifiers is combined by the DCR.
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4 Experimental Study

To verify the effectiveness and usefulness of the proposed DESD in the scenario of
complex unbalanced data, we designed an experimental study consisting of two
investigations.

(1) Can the proposed dynamic selection algorithm be an effective method to improve
the classification performance when dealing with the complex unbalanced-data
problem?

(2) Are the classification results provided by the DESD method more precise than
those provided by the state-of-the-art methods developed for unbalanced data?

We performed these experiments on 15 publicly standard datasets from the Keel
dataset repository [18]. Table 1 presents the characteristics of these datasets, including
the number of attributes (ATT), the number of datasets (Instances), the number of
minority instances, the number of majority instances, and the imbalance ratio for each
dataset. For more detailed information on the adopted datasets, interested researchers
can refer to http://sci2s.ugr.es/keel/imbalanced.php.

In this study, G-mean and AUC are selected to use as the performance indicators.
To introduce these performance indicators, we first review the confusion matrix
(Table 2) to indicate the correct and incorrect classifications of the instance. Minority
classes are positive and majority classes are negative in the confusion matrix.

Table 1. Statistical summary of the 15 complex unbalanced datasets.

ID Dataset ATT Instances Minority Majority Imbalanced ratio

1 ecoli3 8 336 35 301 8.60
2 ecoli034vs5 8 200 20 180 9.00
3 ecoli0234vs5 8 202 20 182 9.10
4 yeast0256vs3789 9 1004 99 905 9.14
5 ecoli046vs5 7 203 20 183 9.15
6 ecoli0347vs56 8 257 25 232 9.28
7 glass016vs2 10 192 17 175 10.29
8 glass0146vs2 10 205 17 188 11.06
9 glass2 10 214 17 197 11.59
10 ecoli0146vs5 7 280 20 260 13.00
11 ecoli4 8 336 20 316 15.80
12 pageblocks13vs4 11 472 28 444 15.86
13 glass5 10 214 9 205 22.78
14 yeast4 9 1484 51 1433 28.10
15 yeast1289vs7 9 947 30 917 30.57
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G-mean is determined as follows:

Gmean ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

TP
TPþFN

� TN
TN þFP

r
: ð2Þ

AUC is the area under the ROC graph and is not sensitive to the distribution of the
two classes, which makes it suitable as a performance measure for the unbalanced-data
problem. The ROC graph is obtained by plotting the true positive rate (TPR) over the
false positive rate (FPR), which are defined as follows:

TPR ¼ TP
Np

;FPR ¼ FP
Nn

; ð3Þ

where Np is the number of positive (minority) instances and Nn the number of negative
(majority) instances.

The parameter k in Algorithm 1 is set to 7, which was chosen by cross-validation.
The random-splitting technique was repeated until the candidate ensemble consisted of
100 base learners. The percentage of classifiers to be selected in the candidate clas-
sifiers pool is set to 15 (P = 15 in Algorithm 1). With respect to the methods selected to
carry out the comparison, the same parameter settings were used as in the literature.

To obtain objective results for the performance measure, we used a 5-fold cross-
validation strategy in the experiment. To avoid misleading results due to occasional bad
division of the training and testing datasets, we repeated the 5-fold cross-validation 10
times while shuffling the instances each time.

4.1 Analyzing Effectiveness of Dynamic Selection Procedure Proposed
for Complex Unbalanced Data

In this subsection, we try to answer the question “Can the proposed dynamic selection
algorithm be an effective method with which to improve the classification performance
when dealing the complex unbalanced-data problem?” To this end, we carried out the
experimental analysis to compare the proposed DESD method with the representative
benchmark methods, that is, the initial base learner (C4.5 was selected as the base
learner in this study), synthetic minority over-sampling (SMOTE) [19], dynamic
selection of a single most competent classifier, and ensemble of all the candidate
classifiers. Detailed descriptions of the representative benchmark methods follow:

Table 2. Confusion matrix.

Predicted positive class Predicted negative class

Actual positive class TP FN
Actual negative class FP TN
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• The base learner (denoted Base): This method builds the classifier by using C4.5 as
the learning algorithm on the original learning set.

• Balancing the dataset using SMOTE (denoted SMOTE): In this method, the training
dataset is balanced by using the SMOTE algorithm. Then, the classifier is built on
the balanced dataset by using the learning algorithm.

• Dynamic classifier selection for complex unbalanced datasets (denoted DCSD): The
generation of the candidate classifiers pool in this method is the same as that in our
proposed method, but DCSD selects the most proper classifier rather than an
ensemble for each query instance.

• Distance-based combination rule (denoted DCR): In this method, an ensemble is
obtained by combining all the candidate classifiers with the DCR.

The detailed AUC and G-mean values of each dataset are presented in Table 3, in
which the best results for each performance measure are emboldened. Observing the
results, we can easily obtain that the generalization performance of the proposed DESD
method outperforms the other methods in both performance measures. The average
value in the last row in both performance measures is remarkable, as is the number of
datasets in which the DESD method is the best method. However, we cannot extract
meaningful conclusions without using the proper statistical analysis.

Table 3. Average AUC and G-mean results of DESD method and representative approaches.

ID AUC G-mean
Base SMOTE DCSD DCR DESD Base SMOTE DCSD DCR DESD

1 0.8230 0.7527 0.9330 0.8806 0.9274 0.6538 0.6674 0.8555 0.8741 0.8908
2 0.8611 0.9063 0.9660 0.9222 0.9653 0.8083 0.8989 0.8967 0.9228 0.9388
3 0.8771 0.8710 0.9649 0.9266 0.9782 0.8219 0.8540 0.9020 0.9250 0.9252
4 0.7852 0.7417 0.8769 0.8115 0.8938 0.6909 0.7259 0.8034 0.7922 0.8193
5 0.7318 0.8136 0.9507 0.9192 0.9699 0.6936 0.8125 0.9025 0.9172 0.9202
6 0.9045 0.8115 0.9163 0.9111 0.9587 0.7570 0.8336 0.8660 0.9052 0.9455
7 0.5838 0.6545 0.8552 0.7229 0.8800 0.2225 0.6019 0.6995 0.664 0.8656
8 0.6051 0.6944 0.8771 0.7151 0.8676 0.4206 0.6180 0.5863 0.6469 0.8105
9 0.5897 0.7140 0.8608 0.7589 0.9138 0.2085 0.6375 0.6981 0.7339 0.8563
10 0.7654 0.8279 0.9894 0.9067 0.9606 0.7222 0.8410 0.9845 0.9051 0.9206
11 0.8652 0.8290 0.8945 0.9194 0.9826 0.8371 0.8485 0.8778 0.9154 0.9824
12 0.9757 0.9977 0.9966 0.9865 0.9978 0.9755 0.9977 0.9966 0.9864 0.9977
13 0.9707 0.8878 0.9902 0.9171 0.9805 0.7287 0.6769 0.9901 0.9129 0.9802
14 0.5924 0.6664 0.8492 0.7916 0.8362 0.4236 0.5806 0.7044 0.7806 0.8152
15 0.9210 0.8524 0.9545 0.8087 0.9844 0.7598 0.8684 0.9192 0.7761 0.9818
Avg 0.7901 0.8014 0.9250 0.8599 0.9398 0.6483 0.7642 0.8455 0.8439 0.9100

368 D. Chen et al.



Therefore, the Wilcoxon signed-ranks test [20] is performed to compare the pro-
posed DESD method with the selected methods on both performance measures. The
Wilcoxon signed-ranks test is a non-parametric test that can be used to determine
whether two dependent samples were selected from populations having the same dis-
tribution. There is a significant difference between the proposed algorithm and the others
if this statistical value is greater than 0.05. The completed statistical results are shown in
Table 4, where R+ is the sum of the positive signed ranks and R− is the sum of the
absolute values of the negative signed ranks. It can be seen from Table 4 that the DESD
method is significantly better than Base, SMOTE, and DCR, since the corresponding p-
values obtained are lower than our a-value (0.05). Although there are no significant
differences obtained in the comparison of DESD and DCSD for the AUC performance
measure, we can still highlight the robust performance of the proposed DESD method,
since in AUC the values of R+ are considerably greater than that of R−. Therefore, we
can highlight the effectiveness of the proposed dynamic procedure in addressing com-
plex unbalanced datasets.

4.2 Comparison of DESD Method with State-of-the-Art Methods

As we have mentioned above, this investigation aims to compare the proposed DESD
methods with the state-of-the-art methods developed for unbalanced data. A set of
methods have already been proposed in the literature for addressing unbalanced-data
problems. We have selected two dynamic selection ensemble techniques from the
literature as reference methods for our proposal, that is, DES-IM [5] and the combi-
nation of Ramo and KNU [21], two static ensemble methods, that is, DBE-DCR [4]
and clustering-based undersampling in class-imbalanced data (named CUC by us) [22].
The results of the comparison of the proposed DESD method with these state-of-the-art
methods are shown in Table 5.

From Table 5, it can be seen that the proposed DESD method performs consid-
erably better than the selected state-of-the-art methods both in terms of the AUC and G-
mean performance measures. The DESD method distinctly achieves the best results on
nine out of 15 datasets when AUC is used as the performance measure, whereas with
G-mean as the performance measure the DESD method performs best on all 15

Table 4. Results of Wilcoxon tests for comparing DESD method with Base, SMOTE, DCSD,
and DCR.

Performance measure Comparison R+ R− Hypothesis p-value

AUC DESD vs Base 120 0 Rejected for DESD at 5% 0.000061
DESD vs SMOTE 120 0 Rejected for DESD at 5% 0.000061
DESD vs DCSD 86 34 Not rejected 0.1514
DESD vs DCR 120 0 Rejected for DESD at 5% 0.000061

G-mean DESD vs Base 120 0 Rejected for DESD at 5% 0.000061
DESD vs SMOTE 105 15 Rejected for DESD at 5% 0.000123
DESD vs DCSD 109 11 Rejected for DESD at 5% 0.0034
DESD vs DCR 120 0 Rejected for DESD at 5% 0.000061
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datasets. With respect to the average performance, the DESD method also outperforms
the selected state-of-the-art methods.

Again, one cannot obtain any meaningful conclusions without the appropriate
statistical analysis. Therefore, we followed the same methodology used in the pre-
ceding section. We also employed the Wilcoxon signed-ranks test to compare the
proposed DESD method with the state-of-the-art methods for both performance

Table 5. Average AUC and G-mean results of DESD and state-of-the-art methods.

ID AUC G-mean
DES-
IM

Ramo-
KNU

DEB-
DCR

CUC DESD DES-
IM

Ramo-
KNU

DEB-
DCR

CUC DESD

1 0.8859 0.9243 0.8983 0.9426 0.9274 0.7550 0.7794 0.8886 0.8580 0.8908
2 0.9736 0.9451 0.8646 0.9660 0.9653 0.8802 0.9054 0.8857 0.8824 0.9388
3 0.9356 0.9254 0.9057 0.9752 0.9782 0.8405 0.8855 0.9015 0.8599 0.9252
4 0.8610 0.8445 0.8400 0.8498 0.8938 0.7504 0.7240 0.8125 0.7778 0.8193
5 0.9579 0.9547 0.8889 0.9714 0.9699 0.9004 0.8819 0.8985 0.8590 0.9202
6 0.9376 0.9479 0.913 0.9514 0.9587 0.8438 0.8783 0.9051 0.8403 0.9455
7 0.7676 0.8140 0.6862 0.7910 0.8800 0.6166 0.6201 0.6445 0.6943 0.8656
8 0.7494 0.8337 0.733 0.7484 0.8676 0.3850 0.5285 0.6669 0.6373 0.8105
9 0.8945 0.7669 0.7241 0.7481 0.9138 0.6572 0.4586 0.6137 0.6332 0.8563
10 0.9240 0.9760 0.8702 0.9553 0.9606 0.8193 0.8566 0.8853 0.8277 0.9206
11 0.9409 0.9655 0.9282 0.9667 0.9826 0.8797 0.8862 0.9262 0.8606 0.9824
12 0.9989 1.0000 0.9831 0.9989 0.9978 0.9977 0.9977 0.9829 0.9898 0.9977
13 0.9427 0.9878 0.8598 0.9659 0.9805 0.8787 0.9390 0.8510 0.9317 0.9802
14 0.6972 0.7581 0.6184 0.7700 0.8362 0.4167 0.3574 0.5091 0.7314 0.8152
15 0.9558 0.9806 0.9549 0.9913 0.9844 0.8691 0.8859 0.9531 0.9484 0.9818
Avg 0.8948 0.9083 0.8446 0.9061 0.9398 0.7660 0.7723 0.8216 0.8221 0.9100

Table 6. Wilcoxon signed-ranks test results for comparing DESD method with Base, SMOTE,
DCSD and DCR.

Performance
measure

Comparison R+ R− Hypothesis p-value

AUC DESD vs DES-IM 120 0 Rejected for DESD at 5% 0.000061
DESD vs Ramo-KNU 94 26 Not rejected 0.0536
DESD vs DEB-DCR 112 8 Rejected for DESD at 5% 0.0015
DESD vs CUC 108 12 Rejected for DESD at 5% 0.0043

G-mean DESD vs DES-IM 120 0 Rejected for DESD at 5% 0.000061
DESD vs Ramo-KNU 120 0 Rejected for DESD at 5% 0.000061
DESD vs DEB-DCR 105 15 Rejected for DESD at 5% 0.000012
DESD vs CUC 105 15 Rejected for DESD at 5% 0.000012
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measures. The results of these tests are shown in Table 6. From Table 6, we can see
that all the null hypotheses are rejected for the DESD method except the comparison
between it and CUC. With respect to the pairwise comparison between the DESD
method and CUC, one can observe the significant difference between them when G-
mean is used as the performance measure, whereas considering AUC the null
hypothesis of equivalence is not rejected with the p-value of 0.0536. However, the
value of R+ (94.00) corresponding to the sum of the ranks for the DESD method is
obviously greater than R− (26.00) for CUC and the obtained p-value is low, which
indicates the superiority of the DESD method with respect to CUC. Therefore, we can
highlight the goodness of the proposed method using DES-based frameworks for
complex unbalanced data.

5 Conclusions

The main contribution of this study is to propose a DESD method that improves the
precision of classifying complex unbalanced data. Compared with the existing methods
developed for unbalanced data, the dynamic decision framework can well solve
complex unbalanced-data classification problems. Complex unbalanced data are
decomposed into multiple balanced subsets that contain no or few class-overlap and
small-disjuncts problems by repeating random splitting. Moreover, the dynamic
selection algorithm is designed to select the proper ensemble of classifiers that are more
powerful in classifying minority-class instances. The first experiment validated the
effectiveness of the proposed dynamic selection algorithm in dealing with complex
unbalanced data. In addition, the experimental results obtained by comparing the
proposed DESD method with two dynamic ensemble selection methods and two static
ensemble methods demonstrated that the precision of the proposed DESD method
outperforms the previous methods in most of the datasets. As future work, the appli-
cation of the DESD method to multi-class classification problems will be studied.
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Abstract. Today’s Model-Driven Web Engineering (MDWE)
approaches automatically generate Web applications from conceptual,
domain-specific models. This enhances productivity by simplifying the
design process through a higher degree of abstraction. Due to this raised
level of abstraction, the collaboration based on conceptual models also
opens up new use cases, such as the end user’s tighter involvement into
Web development. However, especially in the early design stages of Web
applications, common practices for requirement elicitation mostly rely
on paper prototypes or wireframes instead of MDWE, created usually in
analog settings. The digitization of this process, combined with the ben-
efits of model-driven development, bears a lot of potential for improving
MDWE practices. In this contribution, we enhance an existing MDWE
approach with wireframing capabilities, realized through real-time syn-
chronization of models, wireframes and code. We present the conceptual
considerations of our approach, the realization of the synchronous wire-
framing tool and the synchronization between wireframe and model. Our
evaluation results for collaborative Web development tasks are promis-
ing and open the gate towards novel, collaborative and agile MDWE
techniques.

Keywords: Model-Driven Web Engineering · Collaborative
wireframing · Model-to-model synchronization

1 Introduction

Current Model-Driven Web Engineering (MDWE) approaches try to increase
productivity by enabling the generation of Web applications based on informa-
tion usually specified in the form of a conceptual model [7]. Corresponding to
a certain domain-specific metamodel, the models reflect the structure of Web
frontends and abstract the pagination and the navigation of applications. Based
on certain templates and incorporated, framework-specific best practices, the
resulting applications can be specified and instantiated accordingly. However,
this abstraction still requires a rather good and specific development knowledge,
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in order to be able to model and generate the software artifacts. Due to their
complexity and adoption challenges, the initial design stages of Web applications
cannot easily be included into the MDWE life-cycle, as they require intensive
communication with end users, in order to elicitate requirements.

On the other hand, software prototyping is a popular software engineering
method to quickly conceive the most important aspects of a software applica-
tion in the very beginning stages of software development. In Web engineering,
a wireframe is an agile prototyping technique to sketch the skeletal structure
of a Website or Web application [2]. It is a collaborative and social process,
that involves designers, end users, developers and other stakeholders. In con-
trast to a conceptual model, that consists of rather abstract nodes and edges,
a wireframe provides a closer representation of the final Web application. Con-
sequently, a wireframe is more intuitive and feels more familiar to end users.
Therefore, especially users with a non-technical background can benefit from
an integrated collaborative wireframing application into the MDWE process,
that allows the design of Web frontends in an intuitive way. Such an applica-
tion promises a lower learning curve, with less required knowledge about Web
development. In order to achieve such a novel collaborative frontend develop-
ment practice, live synchronization between models and wireframes have to be
implemented.

In this contribution, we investigate the role of collaborative near real-time
(NRT) wireframing for MDWE processes. Therefore, we adapt related concep-
tual mappings of MDWE and wireframes and develop both a conceptual mapping
for the co-evolution of model and wireframe in NRT, as well as we integrate a
Web-based collaborative wireframing editor into an existing MDWE framework
to evaluate our conceptual mapping. Currently, there are no MDWE techniques
we are aware of, that use collaborative, synchronous wireframing together with
collaborative, synchronous modeling.

The paper is structured as follows. We start by presenting the background
and related work needed for our approach in Sect. 2. Then in Sect. 3, we shortly
introduce the existing MDWE approach and describe how the wireframing editor
developed in this contribution integrates with it. We continue by explaining the
formal concept of this integration in Sect. 4, before we describe the technical
realization of both the wireframing editor and the synchronization of models with
wireframes in Sect. 5. The results of our investigative end user evaluation are
presented in Sect. 6. Finally, Sect. 7 concludes the paper and offers a perspective
for future work.

2 Background and Related Work

Model-Driven (Web) Engineering. Most MDWE approaches follow the phi-
losophy of separation of concerns [5]. Based on a comprehensive metamodel, cer-
tain viewpoints are defined to reflect specific aspects of a Web application. One
of the first MDWE approaches that obeyed the separation of concerns paradigm
in MDWE was OOHDM [18], with the goal of dealing with the increasing com-
plexity of Web applications. It described a methodology for systematic guidance
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to design large scale, dynamic Web applications. The main activities of the
OOHDM methodology comprised a conceptual-, navigational- and abstract user
interface design and proposed how they are implemented in the final Web appli-
cation. A slightly more recent, as well as ongoing, MDWE methodology is the
UML-based Web Engineering (UWE) [6], which was conceived as a conservative
extension of the UML. Thus, already existing concepts of the UML are not modi-
fied, the new extensions are just related to existing concepts. The first extensions
are UML stereotypes, which are used to define new semantics for model elements,
e.g. a navigation link. The Object Constraint Language (OCL) is used to define
constraints and invariants for classes. UWE follows the separations of concerns
principle to split up the modeling process into the conceptual-, navigational- and
presentation modeling part. WebML is another MDWE approach developed in
2000. It does not propose another language for data modeling, but also extends
the UML and is compatible with classical notations of ER-diagrams and oth-
ers [4]. WebML as well emphasizes the concept of separation of concerns. There-
fore, the development process is divided into four distinct modeling phases: The
structural model represents the content of the site expressed as UML class- or ER
diagram, the hypertext model consists of a composition- and navigation model.
The former one describes which entities of the structural model are composed
by a certain page and the latter one specifies the links between pages. The third
one is the presentation model which expresses the layout and graphical appear-
ance of pages. Finally, the personalization model defines user and/or user group
specific content. In 2013, WebML emerged into the Interaction Flow Modeling
Language (IFML) [3] and was adopted as standard by the Object Management
Group (OMG).

ArchiMate is an enterprise architecture modeling language [11]. Although not
a direct MDWE approach, it is relevant related work for our approach, because of
its interpretation of the separation of concerns paradigm. It separates the content
and visualization of the view. The main advantage of this is the usage of different
visualizations on the same modeling approach and vice versa. The content of
a view is derived from the base model and is expressed in the same modeling
concept. The visualization on the other hand can be completely different from the
actual representation of the model. ArchiMate allows to define a set of modeling
actions, that alter the content of the model. These modeling actions are mapped
to operations on a specific visualization of the view. This additional abstraction
level allows to define any sort of visualization, like videos or dynamic charts.
In this contribution, we use this concept of view separation to map certain
operations on the wireframing editor to operations on the modeling canvas, which
alter the current state of the wireframing-, respectively the modeling viewpoint.

Wireframing. There exist a plethora of wireframing and mockup tools on the
Web. We here exemplary introduce Balsamiq1 (as one of the most used ones)
and Mockingbird2 (as it features NRT collaboration and is Web-based). The idea
1 https://balsamiq.com.
2 https://www.gomockingbird.com.

https://balsamiq.com
https://www.gomockingbird.com
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behind Balsamiq is not to build large and fully interactive prototypes, which take
hundreds of hours to develop and may lead to costly refinements if something can
not be realized as intended. Instead, Balsamiq follows a more rapid development
philosophy. This has the advantage that developers gain experience and evalu-
ate components of the wireframe directly on a very early version of the Website,
which can also involve end user feedback. The feedback is used to tweak the wire-
frames and the implementation process starts again. Therefore, Balsamiq offers
only limited interactivity features on a wireframe. Mockingbird is a Web-based
wireframing application that offers NRT collaborative editing. The graphical
editor offers the most common UI elements of today’s Web pages which can be
rearranged and resized freely on a page. Similar to Balsamiq, it is possible to
link pages and preview them to demonstrate the Website’s interactivity flow.

Mockup Driven Development - Merging MDWE and Wireframing.
Mockup Driven Development (MockupDD) is a hybrid, model-based and agile
Web engineering approach [17]. The main goal of MockupDD is to extract and
combine the best of MDWE methodologies and the rapid collaborative design
process of wireframing, to add agility to existing MDWE approaches. MockupDD
describes a transformation approach from a mockup to a comprehensive model
that is further transformed to the specific models of an arbitrary MDWE app-
roach. In most related approaches, wireframes are not considered as models and
their impact declines in later development stages. MockupDD tackles this with
a generic approach to integrate mockups directly into the whole MDWE devel-
opment process. An additional computational instance builds the bridge from
the output of an arbitrary wireframing tool to an arbitrary MDWE approach.
The MockupDD methodology begins by creating UI mockups with an arbitrary
tool, e.g. Balsamiq or Mockingbird. The resulting mockup file is then parsed,
validated and analyzed with regards to a Structural UI (SUI) metamodel, which
denotes each UI control element, their compositions and hierarchical structures.
The goal is to obtain a “sufficient enough” structural model of the UI. Based on
this SUI model, another transformation approach to the specific model of the
used MDWE methodology is required. To further enrich the representational
strength of a SUI model, MockupDD includes a tagging mechanism. A tag is
simple specification that is applied over a concrete node of the SUI model and
consists of a name and an arbitrary number of attributes. The main purpose of a
tag is to define functional or behavioral aspects of a certain UI element. It allows
the designer to construct more complex wireframe specifications. An UI element
may have an arbitrary number of tags assigned to it. A SUI model enriched
with tags is also called a SUIT model. The concept of MockupDD has been
adapted to various modeling languages and domains (WebML [17], UWE [15],
IFML [16], and specifically focusing on mockups of touch user interfaces [1]).
We base this contribution partly on the conceptual findings of MockupDD, and
take the approach one step further by co-evolving the wireframe and MDWE
artifacts throughout the whole Web application development process.
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3 Agile MDWE with Collaborative Wireframing Support

We integrated our wireframing approach with an existing Web-based collabora-
tive MDWE framework, called the Community Application Editor (CAE) [9]. It
follows the separation of concerns and defines three orthogonal viewpoints (or
views) for the modeling of Web applications, based on a comprehensive meta-
model. An application of the CAE can be authored using these three views,
which we supplemented with an additional fourth wireframing view in the scope
of this contribution.

– The frontend component view, represented by a model of a Web component
– The backend component view, represented by a model of a microservice
– The application view, represented by a model of a the communication and

interactions between frontend and backend components
– The wireframing view, a visual representation of a frontend component

Fig. 1. Overview of the MDWE approach with integrated wireframing support.

Figure 1 gives an overview of the different views, as well as their connections
with each other and the code refinements/deployment. It can be split up into
two main phases, namely the Modeling and the Coding phase. Based on this
modeling – coding cycle and on both a predefined Web application metamodel
and templates, the CAE enables the collaborative, model-driven creation of Web
applications. To illustrate this concept, Fig. 2 depicts four representations of
the same sample frontend component. Figure 2a shows the conceptual model.
Figure 2c depicts the wireframe visualization of the frontend component model.
Both the wireframe model and the conceptual model are used as input for the
code generation to generate the code artifacts depicted in the live code edi-
tor of Fig. 2b. This live code editor enables NRT code refinements directly in
the browser, synchronized with the corresponding frontend/backend component
model [10]. Finally, Fig. 2d shows a live preview of the resulting application,
based on the code artifacts shown in the live code editor.
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(a) Modeling view (b) Code artifacts

(c) Wireframe (d) Live preview

Fig. 2. Different representations of the same frontend component.

4 Conceptual Integration

In this section, we describe the conceptual mapping between wireframes and the
frontend component metamodel, inspired by the concepts of MockupDD and
following the view separation of ArchiMate, both presented in Sect. 2. For this,
we developed a SUIT model for the wireframing editor and defined the trans-
formations of this metamodel to the frontend component metamodel. While the
focus of this contribution lies on the wireframing, and thus the SUIT model, two
characteristics of the used frontend component metamodel need to be described.
First, an arbitrary UI control element in our frontend component model can be
defined as static or dynamic. In contrast to static HTML elements, a dynamic
element is created through an event- or function call and thus is not necessar-
ily part of the initial Web page rendering. Second, our MDWE approach relies
on the generation of so-called widgets as base elements. Each frontend compo-
nent consists of exactly one widget that contains all further elements. Thus, an
application consisting of multiple frontend components exists of multiple (inter-
acting) widgets. While this is certainly a specific of our used MDWE approach,
the following conceptual integration is not generally limited to it and could eas-
ily be modified to provide a mapping between other wireframes and frontend
component metamodels. The remainder of the frontend component metamodel,
as well as the microservice and application metamodels of the used MDWE app-
roach have no direct relation to the wireframing integration presented in this
contribution and are thus not covered here.

Figure 3 illustrates the viewpoint concept of the CAE, extended with the
wireframing viewpoint. The SUIT model of the wireframing editor comprises
the most common HTML elements of the current HTML5 standard. It offers
simple structural elements like buttons, text boxes and containers. Furthermore,
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Fig. 3. Mapping of the SUIT model to the MDWE metamodel.

media elements like the HTML5 video and audio player and custom Polymer
elements are supported. Also compositions of elements are defined, like a check-
box with label. Each UI control element of the SUIT model has its own set of
attributes defined, according to the HTML5 standard. We also introduce a so
called ‘SharedTag’, that can be assigned to any UI control element to add NRT
collaborative behavior to it, using the Yjs shared editing framework [13]. In the
following, we want to define the conceptual relationship between the SUIT model
and the frontend component viewpoint metamodel. We use similar definitions
for viewpoints and views as presented in [14].

Mapping Between SUIT - and Frontend Component Viewpoint
Model. Conceptually, an instance of the SUIT model is a labeled tree. We
formally define such a tree as a connected, acyclic and labeled graph. An arbi-
trary element v ∈ V always has the signature v = (l, t, A), where l ∈ Σ is
the label, with Σ being a finite alphabet of vertex and edge labels. t ∈ T
is the type of the node, where T is either a UI control element or a tag
defined in the SUIT metamodel, as depicted in Fig. 3. For example T might
consist of the following elements: UI = {Text,Button, V ideo, Canvas, ..} and
Tag = {SharedTag,DynamicTag, ..} with T = UI ∪ Tag. A is a finite set of
properties related to an UI control element or tag and each a ∈ A is a key-value-
pair (k, v) with k, v ∈ Σ. The tree always consists of a distinguished vertex r,
which is also called the root. The root is always of type Widget. The parent(v)
function is a helper function that yields the parent-vertex for a vertex of the
SUIT tree. If the vertex v is the root, the root will be returned.

Definition 1. A SUIT model is a labeled tree with SUIT = (V,E). V is a finite,
non-empty set of vertices. V is always initialized with the root r. E is a set of
unordered pairs of distinct vertices (v1, v2) with v1 �= v2, which constitutes the
edges of the tree.

For the integration into our MDWE approach, a SUIT model is mapped to an
instance of the frontend component viewpoint. Let V P = (V,E) be an acyclic,
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directed graph that represents an arbitrary viewpoint. An edge e ∈ E of such a
graph has the signature (l, t, v1, v2, A), where l ∈ Σ, t is the type of the edge,
v1, v2 ∈ V and A is a set of key-value-pairs that constitute the attributes of the
edge.

Definition 2. An instance M of a viewpoint of V P is an acyclic, directed graph
with M = (V ′, E′). For each v ∈ V ′ holds type(v) ∈ label(V ), with type and label
being helper functions defined as:
type : V �→ Σ : (l, t, A) �→ t and label : V �→ Σ : (l, t, A) �→ l.
Analogously, these functions are defined for an edge e ∈ E′ of a viewpoint.

Now let V Pwireframe be the acyclic directed graph representing an arbitrary
instance of the wireframe viewpoint and WSUIT a SUIT model representing a
concrete wireframe. An instance of the SUIT model is mapped to an instance of
the wireframe viewpoint with the following function ϕ:

ϕ : WSUIT �→ V Pwireframe = (V,E) �→ (φ(V ), γ(E))

where φ is defined as follows:

φ(V ) = {φ(v)|v ∈ V } with

φ : V �→ V ′ = (l, t, A) �→ (l′, t′, A′) :
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(l, t, A) �→ (l,HTML Element, for t ∈ UI
A ∪ {(type, t), (static, true), (collaborative, false)}),
(l,SharedTag, ∅) �→ (l′,HTML Element, shared(A′)), for l′ = parent(l)
(l,DynamicTag, ∅) �→ (l′,HTML Element, dynamic(A′)), for l′ = parent(l)
(l,Widget, A) �→ (l,Widget, A), otherwise

where shared and dynamic are functions that are applied to every attribute
in A of the referenced ‘HTML Element’-node. These helper functions change
the value of the ‘collaborative’- respectively ‘static’-attribute for the referenced
‘HTML Element’-node. All other attributes are left untouched.

shared(A) = {shared′(a)|a ∈ A}

shared′ : A �→ A :
{

(k, false) �→ (k, true), for k = collaborative
(k, v) �→ (k, v), otherwise

and
dynamic(A) = {dynamic′(a)|a ∈ A}

dynamic′ : A �→ A :
{

(k, true) �→ (k, false), for k = static
(k, v) �→ (k, v), otherwise

The relationships between the nodes in the wireframe viewpoint are generated
with function γ:

γ(E) = {γ(e)|e ∈ E} with

γ : E �→ E′ = (v1, v2) �→ (l, t, v′
1, v

′
2, A) :

⎧
⎨

⎩

(v1, v2) �→ (l,Wid. To El., v1, v2, A), for v1 = r, type(v2) ∈ UI
for type(v1) ∈ UI, type(v2) ∈ UI

(v1, v2) �→ {(l,hasChild, v1, v2, A)}, and v1 �= v2 �= r
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Summary. With ϕ, we only map the UI elements of the SUIT model to the
wireframe viewpoint. An ‘HTML element’ node of the frontend component-,
respectively wireframe viewpoint, consists of the four properties id, type, static
and collaborative. The id of the HTML element is automatically generated by
the mapping approach. The value of the type attribute is an element from the
UI. The static and collaborative attributes are the only attributes represented
as tags in the SUIT model. Furthermore, they are simple Boolean attributes and
therefore have no own attributes defined. Additionally, the tags are unique and
thus they only appear once for a certain UI element.

A node of the SUIT tree is mapped with φ to a certain ‘HTML Element’ or
‘Widget’ node. An arbitrary UI element of the SUIT model is always mapped
to an instance of the ‘HTML Element’ node class, where the label of the UI
element is the label of the node. The type of the UI element is mapped to
the type-attribute of the node. By default, the ‘static’ attribute is true and
the ‘collaborative’ attribute is false. To change the values of these attributes, a
DynamicTag- respectively SharedTag element is mapped to the corresponding
attribute in the ‘HTML Element’ node. For each tag a function is required, which
alters a certain aspect of the signature of an ‘HTML Element’ node (e.g. type or
attribute). For the definition of the current mapping approach, the two helper
functions shared and dynamic are defined, which change the Boolean value of the
associated attribute. The root-element of the SUIT tree is always mapped to the
‘Widget’-node, where the label of the root is also the label of the ‘Widget’-node.
The same holds for the attributes. With function γ, the relationships between
nodes are generated. The function comprises two cases. First the UI element is
a direct child from the root. In such a case a single ‘Widget To HTML Element’
edge is created (abbreviated in the function with ‘Wid. To El.’, due to space
restrictions). For the second case, we assume that v1 is a parent of v2 and v1
and v2 are not the root. In such a case, the ‘hasChild’ relationship is generated.

5 Realization

The wireframing editor is realized as a separate and independent part of the
frontend component modeling space of the CAE3. We extended the persistence
functionality of the MDWE framework, such that it also stores the wireframe
models as XML files. Frontend component models and wireframe models are
stored next to each other, because the SUIT model enriches the HTML elements
of the frontend component model with additional metadata and type-specific
attributes. Nevertheless, for code generation, a frontend component model is
always required, while the SUIT model is optional. The microservice- and appli-
cation modeling space are not affected by the extension and integration of the
wireframing editor and are thus not further covered here.

3 https://github.com/rwth-acis/CAE-WireframingEditor.

https://github.com/rwth-acis/CAE-WireframingEditor
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Fig. 4. Screenshot of the wireframing editor.

5.1 The Web-Based NRT Collaborative Wireframing Editor

Figure 4 depicts a screenshot of the wireframing editor. With it, an arbitrary
number of users can collaboratively work on the graphical user interface of their
frontend in NRT. The context menu of the drawing canvas and the menu bar at
the top offer all common utility functions for the elements of the drawing canvas
(copy&paste, delete an arbitrary number of selected elements and an undo&redo
functionality). Additionally, designers are able to group and ungroup an arbi-
trary number of elements using the UI component container. All these features
are available in NRT by using the Yjs shared editing framework. The editor uses
an automatic save functionality. Each altering on the drawing canvas, attribute-
or tag editor saves the current state of the wireframe model to the shared edit-
ing framework as XML string. Nevertheless, this shared data space is not a
persistent storage, which is needed to persist the wireframe, once a collaborative
wireframing session has ended. The editor offers an interface for using the per-
sistence functionality of the MDWE framework, such that the wireframe model
gets stored alongside other modeling artifacts of the MDWE framework in a
relational database.

The editor provides certain awareness features to support the collaboration.
The user list shows all collaborators currently working on the wireframe. If a
remote user selects one or more elements on the drawing canvas, each element is
highlighted with a surrounding frame and marked with the image of their OpenId
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Connect profile they used to log into the modeling environment. If multiple users
select the same element, their profile images appear on the bottom of the element.

The palette, depicted on the left, consists of all elements supported by the
wireframing editor. Via drag&drop, an element from the palette can be added
to the drawing canvas. The attributes of an element can be edited with the
attribute editor. The screenshot depicts an attribute editor for a multi-line text
field element. Currently, three types of attributes are supported by the editor.
The first type is a string attribute which is edited with a simple text input field.
The second type is a Boolean attribute that is represented by a checkbox in the
attribute editor. The last type is the combo attribute, realized by a drop-down
menu. The tag editor is integrated as a separate tab in the window where the
attribute editor is located (not shown in the screenshot).

The hierarchy tree is a small helper tool, that visualizes the ordering of the
elements of the drawing canvas. This ordering is important for the wireframe
layout algorithm used in the code generation functionality of the MDWE frame-
work (not further covered in this work, see [10]). The wireframe layout iterates
through the wireframe model and calculates the position of the elements accord-
ing to their position in the order of the corresponding container. Therefore the
hierarchy tree also allows to change the order of the elements in a group via a
simple context menu.

5.2 Transformation Algorithms

For the integration of the wireframing editor in the MDWE framework, two
model transformation algorithms were developed to transform the SUIT wire-
frame model to a frontend component model and vice versa. The two transfor-
mations are only needed, if one of the two frontend component representations
is not existing. After that, the two model states are kept synchronized by the
live mapper. Both algorithms, as well as the live mapper, follow the conceptual
mapping approach we described in Sect. 4.

Wireframe to Model Transformation. The wireframe to model transforma-
tion takes as input an instance of a wireframe model and the frontend component
metamodel. The output of the transformation is a JSON object of the frontend
component model. The implementation uses templates of a node-, edge- and
attribute-representation in JSON of the frontend component model. We use the
lodash template engine to compile the templates and generate nodes, edges and
attributes of the resulting model. First, the transformation algorithm generates
the ‘Widget’-node, which represents the root element of the frontend compo-
nent model. Then, it recursively runs over the wireframe model and creates a
corresponding ‘HTML Element’-node for each UI control element. The ‘type’-
attribute of the node is set to the value of the ‘HTML Element’-node name of
the corresponding UI control element. Furthermore the ‘HTML Element’-node
is marked as static and the ‘id’-attribute of the node is automatically generated.
The value of the id is composed of the ‘type’-attribute value and unique. The
identifier of the UI control element is reused for the resulting node, which allows
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to trace back an ‘HTML Element’-node to the UI control element. This is neces-
sary for the awareness features and the live mapper. For each node, a ‘Widget to
HTML Element’-edge is generated, because each node has a connection to the
‘Widget’-root node. If the parent of the UI control element is not the root, addi-
tionally a ‘hasChild’-edge is added to the set of edges. This edge type denotes the
hierarchical structure of the wireframe. It connects the parent UI control element
to one of it’s child elements. If a UI control element has the ‘shared’-tag assigned
to it, the ‘collaborative’-attribute of the corresponding ‘HTML Element’-node
is set to true as well. Since the frontend component metamodel allows every
HTML Element to be collaborative, the wireframing editor allows this as well.
The result of this transformation is a valid instance of the frontend component
metamodel. However, the HTML attributes specified for a certain UI control ele-
ment are lost, because the frontend component metamodel does not offer a way
to represent them. Additionally the width, height and position of the UI control
element in the wireframing editor are not related in any way to the position and
dimension of corresponding ‘HTML Element’-node. Therefore it is necessary to
apply an auto-layout for directed graphs to the model, so that it is displayed
correctly in the frontend component viewpoint modeling canvas.

Model to Wireframe Transformation. The input for this transformation is
a JSON representation of the frontend component model and an instance of the
wireframe editor. The latter one is required to map the ‘type’-attribute of an
‘HTML Element’ node to the correct UI control element. Since the wireframe
only represents the HTML elements of the frontend component model, we only
have to consider the ‘Widget’ node (for the size of the whole frontend component)
and those ‘HTML Element’ nodes that are connected to the ‘Widget’-node and
marked as static. All other node and edge types of the frontend component model
can be ignored for this transformation. As already described in the previous
transformation algorithm, certain UI layout information (for example the size
and position of elements) is not present in the frontend component model. Thus,
we initialize these attributes with default values defined in the wireframe model.
Finally, the transformation algorithm assigns the ‘shared’-tag to every ‘HTML
Element’-node which has the ‘collaborative’-attribute set to true. The result of
the transformation approach is an XML document that represents the wireframe
model. The resulting model is then stored in the shared data space alongside with
the frontend component model.

Live Mapper. The live mapper listens to events on the canvas of the frontend
component modeling viewpoint and to the wireframing editor. In contrast to
the two previously described transformations, the live mapper directly applies
changes to the wireframe and frontend component model and visualizes the
results in NRT. Additionally, the live mapper provides awareness features for
the selection of entities in both the canvas of the frontend component modeling
viewpoint and the wireframing editor. To give an example of the live mapping,
the creation of a button element in the wireframe canvas leads to five to six
operations on the frontend component viewpoint modeling canvas. First, the
node is created on the canvas, the ‘type’-, ‘id’-, and ‘static’-attributes are set
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and the new node is connected to the ‘Widget’-node. If the button is placed
in a container, an additional edge is created between the ‘HTML Element’-
node representing the container and the new node that represents the button.
Furthermore, it is possible to edit the wireframe model through the frontend
component model viewpoint. For example one can create any UI control element
in the wireframe though the frontend component modeling canvas by creating
an ‘HTML Element’-node, connect it to the ‘Widget’-node and set the ‘static’-
attribute to true. After each action on the wireframe, an auto layout algorithm
for directed graphs is applied to the frontend component modeling viewpoint’s
canvas, only manipulating those elements that were updated.

6 Evaluation

The main intention of our exploratory evaluation was to gain user feedback about
the integration of a wireframing editor into the MDWE process. In total we
recruited eight participants, which were split up into groups of two, resulting in
four evaluation sessions that each lasted about 60 min. All of the participants had
a background in Web development or at least some programming experience. The
participants were asked to develop a frontend for an already existing microservice
backend. A specification for both the existing RESTful API, as well as the desired
Web frontend was handed out to the participants at the beginning of the session.
In the end, we asked the participants to answer a questionnaire, of which we
depict the most interesting results in Fig. 5.

Fig. 5. Results of our exploratory user evaluation.

In general, we received positive feedback from the participants. With an
average of 4, most participants found the wireframing editor was easy to use and
with an average of 4.13 and 4.25, the participants found both their application
reflected in the live preview widget as it was designed by them, as well as that
they were aware of what their collaborator did in the wireframing editor. To
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conclude our user evaluation, with an average rating of 4.25, the majority of
the participants thought the wireframing editor a useful extension for MDWE
frontend development and the integration of the wireframe into the process was
understood quite well (4.38).

7 Conclusions and Future Work

In this contribution, we presented a NRT collaborative wireframing editor, that
offers an easy to use interface together with many HTML5 elements to design
Web applications. The wireframing editor is successfully integrated into a view-
based modeling concept of an existing MDWE approach. The integration is
achieved through a formally defined and implemented live mapping approach
that transforms the SUIT model of the wireframing editor to a frontend compo-
nent model and vice versa in NRT. Following the WYSIWYG (“What You See Is
What You Get”) principle, the wireframes reflect the resulting Web application.
Our first user evaluation shows the wireframe editor is perceived a useful and
intuitive extension to prototype Web frontends. Most importantly, the wireframe
editor correctly reflects the designed user interface in the final Web application.
In general, the integration of a wireframing approach was acknowledged as a
useful enhancement for the agile MDWE framework.

As future work, we need to expand the currently limited and investigative
user evaluation. Even though the majority of the evaluation participants success-
fully solved the tasks and deployed the final application, it would be interesting
to further evaluate the behavior of different stakeholders, for a longer period
of time. This can also offer better insights on how NRT collaboration is actu-
ally used during development and which views are being used by which users
for which step. In the scope of this investigation, it might be interesting to
develop and evaluate strategies for guiding and nudging users [8] more through
the MDWE process. While the concept of our approach is applicable to arbitrary
MDWE approaches, the actual wireframing editor implementation is limited to
a specific metamodel of a specific MDWE approach. In future work, we want to
assess the integration of the wireframing editor into other MDWE frameworks.
Thereby, we also hope to answer the question, how much functionality imple-
mentation can be covered by wireframing, a question we explicitly did not cover
in both the concept and implementation of this contribution. To our knowledge,
this is still an open research question and it would be interesting to develop
strategies for wireframing Web application functionality. This could lead into
the domain of visual programming languages like Scratch [12] and provide new
opportunities to further integrate MDWE into agile development processes.
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Abstract. Ontologies are at the heart of the Semantic Web technolo-
gies. This paper introduces a framework for reasoning under uncertainty
in the context of ontologies represented in description logics; these ontolo-
gies could be inconsistent or incoherent. Conflicts are addressed through
a form of logic-based argumentation. We examine how the number of
attacks and the weights of arguments can be used to define various
labelling functions that identify the justification statuses of arguments.
Then, different inference relations are distinguished to obtain meaning-
ful answers to queries from imperfect ontologies without extra compu-
tational costs compared to classical DL reasoning. Lastly, we study the
properties of these new entailment relations and their relationships with
other well-known existing ones.

Keywords: Semantic Web · Ontologies · Argumentation · Uncertainty

1 Introduction

Ontologies play a central role in the development of the Semantic Web. They
provide a precise definition of shared terms in web resources via concepts, enti-
ties, properties, and their inter-relations. Description logics (DLs) [3] are a family
of knowledge representation languages and are the underlying logical foundation
of the Ontology Web Language (OWL) [39]. Because of the dynamic nature of
the Web, one can hardly expect to rely on ontologies without any errors.

There are two main strategies to deal with inconsistency in DL ontologies. A
traditional approach is to diagnose and repair it when we encounter inconsistency
[36]. This might not be practical or feasible in many contexts, e.g., when deal-
ing with large ontologies, or integrating heterogeneous ontologies. The second
approach is simply to accept the inconsistency and to apply a non-standard rea-
soning method to find meaningful answers from inconsistent ontologies. In this
paper, we focus on the latter, which is more suitable for the setting in the web
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area [26]. In particular, we consider the argumentative reasoning methods [13].
The basic idea of argumentation is that each plausible conclusion inferred from
the knowledge base is justified by some reasons, called arguments, for believing
in it. Due to inconsistency, those arguments may be attacked by other counter-
arguments. The problem is thus to evaluate the arguments in order to select the
most acceptable ones. Using argumentation-based ontology reasoning instead of
classical approaches has interesting features: (1) the maxcon approach (select-
ing a maximal consistent subset) results in a loss of useful information, as it
may not be certain which subset to choose, and therefore an arbitrary choice
is made; (2) the oracle approach (constructing a consistent ontology by getting
extra information to help resolve the conflicts) involves a lot of work that may
not be necessary if for example a query can be answered from a small part of
the agents’ knowledge, and furthermore that this knowledge may not even be
in conflict; and (3) argumentation-based approaches can be used for explana-
tory purposes. For example, if one wants to know why a conclusion is accepted,
an argument having that conclusion can be presented. That argument can be
attacked by other arguments and so on. Also, it might be possible to construct
only a part of the graph related to the argument in question, thus having a
better representation.

There are several proposals to deal with inconsistencies in DL ontologies
through argumentation (see Sect. 6). Different from existing approaches, in this
paper, we consider the scenario that our knowledge is both uncertain and incon-
sistent and/or incoherent, and we propose a logic-based argumentation frame-
work to deal with incomplete and conflicting DL ontologies. We do so by adopt-
ing a distinct notion of attack [11,18] among arguments to encompass different
forms of conflicts in DL ontologies. The paper presents the following major con-
tributions: (1) a general framework for reasoning with uncertain, inconsistent
and/or incoherent ontologies with the use of logic-based argumentation; (2) a
general labelling method, sensitive to the numbers of attacks and the weights
of arguments, with different interesting instantiations to identify the justifica-
tion statuses of each argument; and (3) a number of inference relations derived
from our framework in order to obtain meaningful answers without increasing
the computational complexity of the reasoning process compared to classical DL
reasoning. We also study the logical properties of these new entailment relations.

2 Preliminaries

In this paper, we focus on ontologies which are represented in ALC instead of the
more expressive logics SHOIN (D) and SHROIQ(D) to keep the explanation
simple. However, the results can be naturally extended to more expressive DLs
belonging to the Ontology Web Language OWL21.

The concept descriptions of DL are built from a set of concept names NC
and a set of role names NR using the constructors top concept �, empty concept
⊥, negation ¬, conjunction �, disjunction �, value restriction ∀, and existential
1 http://www.w3.org/TR/owl2-profiles/.

http://www.w3.org/TR/owl2-profiles/
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restriction ∃. An interpretation is in the form of I = (ΔI , ·I) where ΔI is the
domain and CI ⊆ ΔI for a concept C ∈ NC and rI ⊆ ΔI × ΔI for a role
r ∈ NR. The semantics can be extended to complex concepts by interpreting
each constructor in the standard way [3]. An ontology is composed of a TBox and
an ABox, where a TBox is a set of concept inclusions in the form of C 
 D, and
an ABox is a set of assertions in the form of C(a) or r(a, b). We call collectively
C 
 D, C(a), or r(a, b) an axiom. An ontology is therefore a finite set of axioms.
An interpretation I satisfies a TBox axiom C 
 D (resp. an ABox assertion C(a)
or r(a, b)) if CI ⊆ DI (resp. aI ∈ CI or (aI , bI) ∈ rI). For an ontology O, we use
Mod(O) to denote the set of models of O, i.e., Mod(O) = {I | CI ⊆ DI ∀ C 

D ∈ TBox, aI ∈ CI for all C(a) ∈ ABox, and (aI , bI) ∈ rI for all r(a, b) ∈
ABox}.

We say that O is satisfiable if and only if Mod(O) �= ∅. O is inconsistent if
and only if Mod(O) = ∅. Moreover, O is incoherent if and only if there exists an
unsatisfiable concept A, that is, AI = ∅ for each I ∈ Mod(O). Notice that incon-
sistency and incoherence are recognized as two significant problems in managing
ontological knowledge (e.g. [22,26]). Given an ontology O, an axiom α is said to
be a consequence of O (denoted by O  α) if for all models I of O, I satisfies α.
Two axioms α and β are called logically equivalent, denoted α ≡ β, if I satisfies
α iff I satisfies β for any interpretation I of O.

Example 1. Let the ontology O = (TBox,ABox) with the TBox =
{α1, α2, α3, α4} and ABox = {α5} given below:

α1 : PhdStudent � Student, (PhD students are students)
α2 : PhdStudent � ∃hasSalary.�, (PhD students are paid)
α3 : ∃hasSalary.� � Employee, (Those having salary

are employees)
α4 : Student � Employee � ⊥ (Students are not employees)
α5 : PhdStudent(Peter) (Peter is a PhD student)

O is incoherent because O |= PhdStudent 
 ⊥, that is, the concept
PhdStudent is an unsatisfiable concept. Moreover, O is inconsistent because the
ABox claims an instance of the unsatisfiable concept, which makes O without
models.

Next, we recall the main notions of possibilistic DL, denoted by DLπ, as
an adaptation of DL within a possibility theory setting [20]. More concretely,
DLπ extends the classical DL DL in particular by possibilistic knowledge about
concepts and roles as well as possibilistic knowledge about the instances of con-
cepts and roles. DLπ provides a powerful way to represent and reason with
inconsistent and uncertain ontologies. An DLπ ontology consists of a finite set
of possibilistic TBox and ABox axioms. A possibilistic axiom is a pair (α,w)
where α is an DL axiom and w ∈ [0, 1] is a weight representing the confidence
degree of α. Notice that the confidence degree of an axiom in an DLπ ontology
is unique. For an DLπ ontology O and θ ∈ [0, 1], the θ-cut of O is defined as
O≥θ = {α | (α,w) ∈ O, w ≥ θ}. The semantics of DLπ logic [34] is defined
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by a possibility distribution π over the set Ω of all classical DL interpreta-
tions. An axiom α is called a possibilistic consequence of O to degree w, denoted
O p (α,w), iff the following conditions are satisfied: (1) O≥w is consistent, (2)
O≥w  α, and (3) ∀v > w,O≥v � α.

Example 2 (Example 1 contd.). Let us consider an uncertain extension of
the ontology given in Example 1, O = {(α1, 0.9), (α2, 0.8), (α3, 0.7), (α4, 0.7),
(α5, 1)}. Then, we have O p (Student(Peter), 0.9), but O �p (PhdStudent 

Employee, 0.7).

3 Prudent Argumentation Framework

To present our prudent argumentation framework, let us first review a standard
notion called justifications for ontologies. The generation of justifications has
been recognised as a highly desirable functionality of an ontology reasoner that
is useful for both ontology development and ontology reuse, and many practical
tools have been developed [2,6,31].

Definition 1. [28] Let O be an DL ontology. A justification for an axiom α
w.r.t. O is a subontology O′ ⊆ O s.t. (1) O′ is consistent, (2) O′  α, and (3)
O′′ � α for any O′′ ⊂ O′.

Informally, a justification is a minimal consistent set of axioms in an ontology
responsible for a particular entailment. Note that the first condition of Definition
1 is required since O is not necessarily consistent in this paper. Inspired by clas-
sical argumentation theory [1,12,38], the notion of justification can be naturally
extended to define arguments in the light of both uncertainty and incoherence.

Definition 2. Let O be an DLπ ontology. A prudent argument for an axiom α
w.r.t. O is a triple 〈Φ,α, ω〉 s.t. the following conditions hold: (1) Φ is coherent,
(2) Φ is a justification for α w.r.t. O≥0, and (3) ω = min{ωi | (φi, ωi) ∈ Φ}.

For the prudent argument 〈Φ,α, ω〉, obviously, Φ ⊆ O≥0. We call Φ the
support, α the conclusion, and ω the weight of the argument. ω corresponds to
the certainty degree with which α follows Φ. It is obtained by the min aggregation
function [21].

Example 3. Some prudent arguments of O from Example 2 are: A1 = 〈{α1, α5},
Student(Peter), 0.9〉, and A2 = 〈{α2, α3},PhdStudent 
 Employee, 0.7〉. How-
ever, A3 = 〈{α1, α2, α3, α4},PhdStudent 
 ⊥, 0.7〉 is not a prudent argument
because {α1, α2, α3, α4} is incoherent.

Now, the relation between prudent arguments and the possibilistic conse-
quence p is given below.

Proposition 1. Let O be an DLπ ontology. If 〈Φ,α, ω〉 is a prudent argument,
then OΦ p (α, ω), where OΦ = {(α, ω) ∈ O | α ∈ Φ}.
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Accordingly, OΦ p (α, ω) does not imply O p (α, ω). For example,
{α2, α3} p (PhdStudent 
 Employee, 0.7). However, O �p ( PhdStudent 

Employee, 0.7). Hence, prudent arguments do not suffer from the drowning prob-
lem of possibilistic reasoning (i.e., axioms whose degrees are less than a threshold
are completely dropped).

The following result shows that the relation between the weights of two pru-
dent arguments provides a relation between their supports, regardless the con-
clusions, which follows directly from Definition 2.

Proposition 2. If 〈Φ,α, ω1〉 and 〈Φ′, β, ω2〉 are two prudent arguments and Φ ⊆
Φ′, then ω1 ≥ ω2. In particular, if Φ = Φ′, then ω1 = ω2.

Prudent arguments are not necessarily independent. The definition of more
conservative prudent arguments captures a notion of subsumption between pru-
dent arguments.

Definition 3. A prudent argument A = 〈Φ,α, ω1〉 is more conservative than a
prudent argument A

′ = 〈Ψ, β, ω2〉, denoted A � A
′, iff Φ ⊆ Ψ , and {β}  α. We

say 〈Φ,α, ω1〉 and 〈Ψ, β, ω2〉 are quasi-equivalent if A � A
′ and A

′ � A.

That is, a more conservative prudent argument can be seen as more general
in the sense that it is less demanding on the support and less specific w.r.t. the
conclusion. By Definition 3 and Proposition 2, the following conclusion holds.
That is, a more conservative prudent argument has a higher confidence level.

Corollary 1. Let A = 〈Φ,α, ω1〉 and A
′ = 〈Ψ, β, ω2〉 be two prudent arguments.

If A � A
′, then ω1 ≥ ω2.

Corollary 2. If A = 〈Φ,α, ω1〉 is quasi-equivalent with A
′ = 〈Ψ, β, ω2〉, then

Φ = Ψ and α ≡ β.

The notion of quasi-equivalence captures situations where two prudent argu-
ments can be said to make the same point on the same grounds. It will be used
together with the notion of being more conservative to avoid some redundancy
and infiniteness when counter-arguments need to be generated.

Interactions Between Prudent Arguments
Inconsistency and incoherence are two particular problems encountered in DL
ontologies. These kinds of conflicts are brought together in a unique relation of
conflict that we define as follows:

Definition 4. Let O be an DL ontology and α be an axiom of the DL language.
α is said to be conflictive with Φ ⊆ O, denoted as α � Φ, iff there exists β in
DL language s.t. Φ  β where (1) Mod({α, β}) = ∅, or (2) there exists A ∈ NC
s.t. AI = ∅ for all I ∈ Mod({α, β}).

It is important to stress that Definition 4 covers usual inconsistency-based
conflicts and the conflicts through incoherence. Obviously, the relation � is not
reflexive, not irreflexive and symmetric.
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Based on the conflict relation �, let us now explain how prudent arguments
can be challenged in DLπ ontologies. The conclusions of some prudent arguments
can be conflicting with the support of others, which leads to the notion of defeater
defined in the following manner2:

Definition 5. A defeater for a prudent argument 〈Φ,α, ω1〉 is a prudent argu-
ment 〈Ψ, β, ω2〉 where β � Φ and ω2 ≥ ω1.

Notice that in classical logic-based argumentation [12], if 〈Φ,α〉 is a defeater
for 〈Ψ, β〉, 〈Ψ, β〉 is also a defeater for 〈Φ,α〉. Consequently, the notion of
defeater is symmetric. However, this property does not hold w.r.t. the conflic-
tive paradigm of DLπ logic. The notion of defeater defined for DLπ ontologies is
thus asymmetric and anti-reflexive. Indeed, this relation depends on the weight
associated to prudent arguments.

Since defeaters are prudent arguments, they can be ordered from more con-
servative to less conservative as follows.

Definition 6. A prudent argument 〈Ψ, β, ω2〉 is a maximally conservative
defeater for 〈Φ,α, ω1〉 iff 〈Ψ, β, ω2〉 is a defeater for 〈Φ,α, ω1〉 such that no
defeaters for 〈Φ,α, ω1〉 are strictly more conservative than 〈Ψ, β, ω2〉, that is for
all defeaters 〈Ψ ′, β′, ω3〉 for 〈Φ,α, ω1〉, if Ψ ′ ⊆ Ψ and {β}  β′ (and hence,
ω3 ≥ ω2), then Ψ ⊆ Ψ ′ and {β′}  β (and hence, ω2 ≥ ω3).

We assume that there exists an enumeration which we call canonical enu-
meration of all maximally conservative defeaters for 〈Φ,α〉.

As prudent arguments, maximally conservative defeaters are in an infinite
number, as shown by the following results.

Proposition 3. Let 〈Ψ, β, ω2〉 be a maximally conservative defeater for
〈Φ,α, ω1〉. There is an infinite set of maximally conservative defeaters for
〈Φ,α, ω1〉 that are quasi-equivalent to 〈Ψ, β, ω2〉.

Now, it is possible to avoid some amount of redundancy among counter-
arguments by ignoring the unnecessary variants of maximally conservative
defeaters. To this end, we define a concept of rational defeaters as follows.

Definition 7. Let 〈Ψ1, β1, ω1〉, . . . , 〈Ψn, βn, ωn〉, . . . be the canonical enumera-
tion of all maximally conservative defeaters for 〈Φ,α, ω〉. Then, 〈Ψi, βi, ωi〉 is
a rational defeater for 〈Φ,α, ω〉 iff ∀ j < i, 〈Ψi, βi, ωi〉 and 〈Ψj , βj , ωj〉 are not
quasi-equivalent.

Henceforth, the rational defeaters gather all the possible attacks of a given
prudent argument in the same ones: the ones which are representative of all
defeaters for that prudent argument.

2 In the argumentation literature, several attack relations were proposed (see [24]).
Some of them, like the well-known rebutting, are encompassed by the defeater attack
relation. We therefore focus on defeater relation.
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From an DLπ ontology O, several possibly interconnected prudent arguments
can co-exist. They should be assembled to get a full understanding about the pros
and cons, conducting a conclusion to be “accepted”, “rejected” or “undecided”.
Argumentation trees are intended to gather those prudent arguments in the same
structure.

Definition 8. An argumentation tree for a conclusion α is a tree T whose nodes
are prudent arguments s.t.:

1. The root of T is a prudent argument for α, i.e., 〈Φ,α, ω〉,
2. The children of a node in T consist of all its rational defeaters 〈Ψ1, β1, ω1〉, . . . ,

〈Ψn, βn, ωn〉 s.t., for 1 ≤ i ≤ n, the following condition holds: there is γ ∈ Ψi

such that γ �∈ Ψ , for every ancestor < Ψ, β, ω > of 〈Ψi, βi, ωi〉.
That is, an argumentation tree aims to exhaustively capture the way counter-

arguments can take place as a dispute develops. Condition 2 requires that each
counter-argument involves extra information thereby precluding cycles. The fol-
lowing result shows the finiteness of argumentation trees due to the fact that O
is finite.

Proposition 4. Given an DLπ ontology O and an axiom α, there is only a finite
number of argumentation trees for α, and each argumentation tree is finite.

Example 4 (Example 2 contd.). An argumentation tree for α = Employee(Peter)
is given in Fig. 1.

〈{α2, α3, α5},Employee(Peter), 0.7〉
(A, 0.9)

〈{α1, α4},Employee � PhdStudent � ⊥, 0.7〉
(R, 0.9)

〈{α2, α3, α4}, Student � PhdStudent � ⊥, 0.7〉

(R, 0.9)

〈{α2, α3, α4}, Student � PhdStudent � ⊥, 0.7〉(A, 0.9)

〈{α1, α5}, Student�PhdStudent(Peter), 0.9〉
(A, 0.9)

〈{α1},PhdStudent�Student, 0.9〉

(A, 0.7)

〈{α1, α4},Employee � PhdStudent � ⊥, 0.7〉
(A, 0.9)

Fig. 1. An argumentation tree for the assertion Employee(Peter) w.r.t. the ontology
O. The boxed values are labels under the 3rd labelling instantiation (see Sect. 4),
with which the intuitive assertion is acceptable unless the presence of conflict and
uncertainty in the ontology.

Finally, given an DLπ ontology O, it can have more than one argumentation
tree for a given axiom. An argument structure aims to represent them in a global
manner by considering all rational defeaters and all possible attacks for a given
axiom and its contrary. More formally, we have:

Definition 9. The argument structure for an axiom α is a pair of sets 〈P,S〉
with P the set of argumentation trees for α and S the set of argumentation trees
for ¬α.
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4 Prudent Argument Labelling

Given an argumentation tree, we want to determine whether the root argu-
ment wins (i.e., it is undefeated) or whether it loses (i.e., it is defeated), or
undecided. Various developments in literature rely on exogenously given qual-
itative or quantitative information to decide, or give more refined accounts of,
the justification status of arguments. Other works intuitively refine the notion of
acceptability based on the number of (counter)-attacks on arguments (see [25]
for an overview). In this section, we aim to define a more prudent notion of
labelling sensitive to the number of attacks and the weights of arguments. More
concretely, if an initiating prudent argument wins, then we may regard it as an
acceptable inference. For this, each node is labelled as either A for accepted, R
for rejected or U for undecided. To do so, we refine the judge function proposed
in [12]. Let N(T ) be the set of nodes in an argumentation tree T . Consider a
node A ∈ N(T ), let C(A), CA(A), and CR(A) denote the children, the accepted
children, and the rejected children of A, respectively.

Now, we introduce our general labelling function that allows to associate to
each prudent argument the information concerning its possible justification sta-
tuses, depending both on the number of attacks and the certainty degree of their
children in the argumentation tree. In other words, based on the propagation
of numerical values assigned to prudent arguments, we determine the degree to
which prudent arguments are justified. More formally, we have:

Definition 10. Let T be an argumentation tree for an axiom α and A =
〈Φ,α, ω〉 be a prudent argument in T . A prudent argument labelling is a total
function Lab : A → {(A, ω′), (R, ω′),U} defined as follows:

1. if C(A) = ∅, then Lab(A) = (A, ω)
2. if C(A) �= ∅, then

Lab(A) =

⎧
⎪⎨

⎪⎩

(R, a) if a > 0

(A, −a) if a < 0

U if a = 0

where a = f(g(N1, . . . , Nm)) for Ni(1≤i≤m) ∈ C(A) is computed based on f : R �→
[−1, 1] and g : A

n �→ R. Note that we omit A in the signature of f, g when the

referred prudent argument is clear.

Intuitively, Definition 10 states that all leaves in T are always acceptable as
they have no attackers. The justified status of every other prudent argument
depends on the status of its attackers (i.e. children), which in turn depends on
the status of their attackers, and so on. This definition is a general bottom-up
framework for labelling argumentation trees, which is based on the combination
of the number of attacks and the weights of prudent arguments. Next, we give
some interesting instantiations of this prudent labelling framework.

Instantiations of Prudent Argument Labelling

To instantiate the prudent argument labelling, we only need to give the defi-
nitions of the functions f and g used in Definition 10. Next, we consider the
following cases:
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1. g(N1, · · · , Nm) = |CA(A)| − |CR(A)|, and f(x) = 1−e−x

1+e−x .
2. g(N1, · · · , Nm) = maxi,j{ωi − ωj | 〈Ψ, β, ωi〉 ∈ CA(A), 〈Θ, γ, ωj〉 ∈ CR(A)},

and f(x) = −x.
3. g(N1, · · · , Nm) = max{ωi | 〈Ψ, β, ωi〉 ∈ CA(A)} − max{ωj | 〈Θ, γ, ωj〉 ∈

CR(A)}, and f(x) = x.
4. g(N1, · · · , Nm) =

∑
i{ωi | 〈Ψ, β, ωi〉 ∈ CA(A)} − ∑

j{ωj | 〈Θ, γ, ωj〉 ∈
CR(A)}, and f(x) = 1−e−x

1+e−x .

5. g(N1, · · · , Nm) = |CR(A)|
|C(A)| , and f(x) = −1 if x = 1; f(x) = 1 if 0 ≤ x < 1.

6. f(g(N1, · · · , Nm)) = −1.

The intuitive idea about the first instantiation is that the judgment value of
choosing R,A or U depends on the difference between the number of rejected
children and that of accepted children. The intuition is that if a prudent argu-
ment is attacked by more defeaters that have been labelled as accepted than
those labelled as rejected, this argument should be rejected because its defeaters
are more often accepted. Otherwise, it can be accepted, unless if it has the same
number of accepted and rejected defeaters, its labelling is U . The second instan-
tiation focuses on the values of children nodes of a prudent argument instead
of their numbers. The intuition is that if the defeater of a prudent argument
with the highest confidence value has been accepted (resp. rejected), then the
prudent argument should be rejected (resp. accepted); Otherwise, it is undecided
if the confidence values of accepted and rejected defeaters are the same. In the
third instantiation, the decision of being accepted, rejected, or undecided is the
same as the second instantiation, but the labelling value is different: for exam-
ple, if a prudent argument has a child having the largest confidence 0.7 among
its accepted children and the largest confidence 0.3 among its rejected children
nodes, then the final labelling for this argument is (R, 0.4). In this way, we lower
the confidence of labelling during the presence of accepted or rejected defeaters.
Unlike the second or the third instantiation, the fourth variant aggregates all
confidence values (by the sum function g) for the final decision. Then, the func-
tion f maps the summed number into [−1, 1]. The fifth instantiation says that
the current node should be accepted iff all its defeaters are rejected, and rejected
whenever. Notice that this corresponds to the complete labelling used for char-
acterising the semantics of abstract argumentation theory [7]. Finally, the sixth
function is indeed a simple case where a prudent argument is always accepted
regardless their rational defeaters. We can see in Sect. 5 that such a simple label-
ing function allows us to encompass some existing inference relations.

Proposition 5. The fifth labelling function gives a complete labelling. That is,
Lab(A) = (A, 1) iff |CR(A)| = |C(A)|, and Lab(A) = (R, 1) iff |CA(A)| �= 0.

Notice that there are infinite possible instantiation manners, among which
are the six above. We believe that the choice of an instantiation depends on
specific application scenarios, which is under our future plan.

Now, with the notion of prudent labelling we can determine whether the
conclusion of the root node is taken to hold.
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Definition 11. Let T be an argumentation tree for an axiom α where Ar

is the root node of T . The judge function, denoted by Judge(), from T to
{(Warranted, ω), (Rejected, ω), Undecided} is defined as:

Judge(T ) =

⎧
⎪⎨

⎪⎩

(Warranted, ω) if Lab(Ar) = (A, ω)

(Unwarranted, ω) if Lab(Ar) = (R, ω)

Undecided if Lab(Ar) = U

Example 5. Figure 1 gives the prudent argument labelling for the argumentation
tree from Example 4 by using the third instantiation functions. Accordingly,
Judge(T ) = (Warranted, 0.9).

5 Argumentative Inference Relations and Properties

In this section, we present several inference relations based on the argument
structure and the labelling function. We also give the relationships of these
new entailments with two existing inference relations defined by the notions of
maximal consistent subset and argumentation (see Fig. 3).

Interestingly, our weighted inference relations can tell to what extent a given
conclusion is acceptable, which make them often more suitable than classical
reasoning in many situations like decision making, negotiation, persuasion, etc.
To begin with, we need some additional definitions.

Definition 12. An DLπ ontology O is conflict-free if O is consistent and coher-
ent. The maximal conflict-free subontologies of O are defined as MC(O) = {O1 ⊆
O | O1 is conflict-free and ∀ O ⊇ O2 ⊃ O1,O2 is not conflict-free}.

Intuitively, this definition states that no axiom from O can be added to O1

without losing consistency or/and coherence.
Now, we extend the inference relations proposed by [8,10] to DLπ ontologies

as follows.

Definition 13 (∀
MC, ∃

MC, no
MC). Given an DLπ ontology O and an axiom α:

– O ∀
MC α if MC(O) �= ∅ and for every O′ ∈ MC(O), O′  α;

– O ∃
MC α if there exists O′ ∈ MC(O) s.t. O′  α;

– O no
MC α if O ∃

MC α and ∀ O′ ∈ MC(O), α �� O′.

That is, MC is an inference relation totally determined by the set of maximal
conflict-free subontologies. Notice that for the non-objection entailment no

MC,
an axiom is deduced from an DLπ ontology O if it follows from at least one
maximal conflict-free subontoloy of O and the rest of the maximal conflict-free
subontologies are not against (w.r.t. �).

An argumentative inference in the context of propositional logic has been
proposed by [10]. We extend it naturally to DLπ by using prudent arguments as
follows.
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Definition 14. Let O be an DLπ ontology and α be an axiom. α is said to be
an argumentative consequence of O, denoted by O A α, iff:

1. there exists a prudent argument for α in O, and
2. there is no prudent argument for ¬α in O.

Example 6 illustrates that p does not imply A.

Example 6 (Example 1 contd.). A prudent argument for the claim
¬Employee(Peter) is 〈{α1, α4, α5},¬Employee(Peter), 0.7〉. However, we have
O �A ¬Employee(Peter) because there is also a prudent argument
for 〈{α2, α3, α5},Employee(Peter), 0.7〉. In contrast, it holds that O′ p

(¬Employee(Peter), 0.7).

Observe that if there exist two prudent arguments 〈Φ,α, ω〉 and 〈Ψ, β, ω′〉 in
O s.t. 〈Ψ, β, ω′〉 is a rational defeater for 〈Φ,α, ω〉, the conclusion O A α holds
by the definition of A, which is counterintuitive because the support of α is
attacked. For example, consider the following ontology.

Example 7. Consider the DLπ ontology O = {(Student(Jim), 0.9), (¬Student
(Jim), 0.8), (Student � Employee 
 ⊥, 0.7)}. So, O A ¬Employee(Jim)
since there is a prudent argument 〈{Student(Jim),Student � Employee 

⊥},¬Employee(Jim), 0.7〉 and no prudent argument for the conclusion
Employee(Jim). However, it is intuitive to claim that this deduction is dan-
gerous because this prudent argument is attacked by another prudent argument
〈{¬Student(Jim)},¬Student(Jim), 0.8〉, as shown in Fig. 2. Due to this fact, A

is insufficient to reject this kind of careless entailment.

〈{Student(Jim), Student � Employee � ⊥},¬Employee(Jim), 0.7〉
(R, 0.8)

〈{¬Student(Jim)}, ¬Student(Jim), 0.8〉
(A, 0.8)

Fig. 2. A labelled argumentation tree w.r.t. O

Now, to avoid the lack of generality and to elude the drawback of ignoring
attacked arguments, in the following, we introduce several notions of consequence
relations in the light of the argument structure and the labelling functions.

First, for a given argument structure 〈P,S〉 for α w.r.t. an DLπ ontology O,
let us consider the following conditions:

C1. P �= ∅ and S = ∅.
C2. ∃ T ∈ P, Judge(T ) = (Warranted, ω).
C3. ∀ T ∈ P, Judge(T ) = (Warranted, ω), and P �= ∅.
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C4. maxT∈P{ω | Judge(T ) = (Warranted, ω)} ≥ d, d ∈ [0, 1].
C5. ∀ T ′ ∈ S, Judge(T ′) = (Unwarranted, ω′).
C6. ∀ T ∈ P, Judge(T ) �= (Unwarranted, ω).

For the first type of reasoning, we suggest that a conclusion follows from an
ontology if the latter has an argument structure that supports this conclusion
but no argument structure against that conclusion.

Definition 15 (c). Let O be an DLπ ontology and α is an axiom. We say α is
credulously inferred from O with degree d, denoted O c (α, d), iff the argument
structure 〈P,S〉 for α satisfies C1, C2, and C4.

Example 8. Consider again the DLπ ontology O of Example 7. Then, we have
O �c ¬Employee(Jim), although O A ¬Employee(Jim).

Now, a more cautious inference relation can be defined as follows:

Definition 16 (s). Let O be an DLπ ontology and α is an axiom. Then, α is
skeptically inferred from O with degree d, denoted O s (α, d), iff the argument
structure 〈P,S〉 for α satisfies C1, C3, and C4.

Example 9 (Example 7 contd.). It is not difficult to see that O �s

¬Employee(Jim).

We remark that the existence of a counter-argument for a conclusion does not
imply that there must exist a prudent argument for its negation. For instance,
in Example 7, there is no argument for Employee(Jim) even though the prudent
argument for ¬Employee(Jim) is attacked.

It is important to stress that the above inference relations A,c, and s

for a conclusion α are conservative due to the requirement that there must
be no prudent argument against α, hence rather unproductive. To relax such
constraint, we propose in the following another reasoning type via three logical
consequence relations, namely ∀

arg, ∃
arg and no

arg.

Definition 17 (∀
arg). Let O be an DLπ ontology and α is an axiom. Then,

O ∀
arg (α, d) iff the argument structure 〈P,S〉 for α satisfies C3, C4, and C5.

That is, Definition 17 allows us to take all attacks into account in order to
judge if a given statement follows from O.

Definition 18 (∃
arg). Let O be an DLπ ontology and α is an axiom. Then,

O ∃
arg (α, d) iff the argument structure 〈P,S〉 for α satisfies C2, C4, and C5.

Clearly, the relation ∃
arg requires that there exists at least one warranted

argumentation tree for α. For both ∃
arg and ∀

arg, we require that the prudent
arguments against the conclusion should be labelled as rejected.

We now investigate a new argumentative inference relation based on the
notion of non-objection. The intuition behind is that no argumentation tree in
the argument structure has an objection to the acceptance of the conclusion.
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Definition 19 (no
arg). Let O be an DLπ ontology and α is an axiom. Then,

O no
arg (α, d) iff the argument structure 〈P,S〉 for α satisfies C2, C4, C5 and

C6.

That is, α yields from O under the relation no
arg if it follows from at least

one warranted argumentation tree and all the other argumentation trees for α
are labelled as rejected or undecided.

Properties of Argumentative Inference Relations
This section summarizes the properties of our inference relations. It is easy to
verify that they are all non-monotonic. Moreover, all the relations coincide with
the classical definition when the ontology is consistent and coherent, which are
two desired properties for dealing with conflicting ontologies. Next, we consider
the following desired properties [26] of an inference relation x:

– Soundness: If O x (α, d), then ∃ O′ ⊆ O s.t. O′
�x ⊥, O′ x

(α, d), and O′
�x (¬α, d).

– Consistency: If O x (α, d), then O �x (¬α, d).
– Monotonicity w.r.t. degree: If O x (α, d), then O x (α, d′), where

0 ≤ d′ ≤ d.

By definition, all inference relations satisfy our first desiderata.

Proposition 6. c,s, A, ∀
MC, ∃

MC, no
MC, ∀

arg,∃
arg, and no

arg satisfy
Soundness.

�∀
MC �no

MC�s�∀
arg�no

arg

�c �A�∃
arg

�∃
MC

Fig. 3. Productivity comparison of inference relations, where A ⇒ B means that the
entailement relation A is more productive than B.

Interestingly, we can see that a difference between ∃
MC and the other eight

relations is that it can hold that O ∃
MC α and O ∃

MC ¬α simultaneously, which
is not the case for the other relations. This leads to the next result.

Proposition 7. c,s, A, ∀
MC,no

MC, ∀
arg, ∃

arg, and no
arg satisfy Consistency.

The next result shows that the inference relations based on argumentation
structures are monotonic w.r.t. degree.
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Proposition 8. c,s, ∀
arg, ∃

arg, and no
arg satisfy Monotonicity w.r.t. degree.

Proposition 9 shows the productivity comparison of the different inference
relations, as depicted by Fig. 3. We say that an inference relation A is more
productive than B if each conclusion of A is also a conclusion of B. We observe
that ∀

MC is the least productive one, and ∃
MC is the most productive one, with

other 7 new inference relations among them.

Proposition 9. For an DLπ ontology O, an axiom α, and a real number d ∈
(0, 1], it holds:

O s (α, d) ⇒ O c (α, d) ⇒ O A α.
O s (α, d) ⇒ O ∀

arg (α, d) ⇒ O ∃
arg (α, d).

O c (α, d) ⇒ O ∃
arg (α, d) ⇒ O ∃

MC α.
O ∀

MC α ⇒ O no
MC α ⇒ O A α.

O ∀
arg (α, d) ⇒ O no

arg (α, d) ⇒ O ∃
arg (α, d).

O ∀
MC α ⇒ O s (α, d).

O A α ⇒ O ∃
MC α.

The converses are false.

Proposition 10. O ∀
MC α �⇒ O s (α, d) for the labeling functions 1–5. How-

ever, for the labeling function 6, we have O ∀
MC α iff O s (α, d).

Moreover, as given in Fig. 3, we have that O c (α, d) implies that O ∃
MC α

but the converse is false in general. However, for a special labelling function, we
obtain the equivalence between these two and other relations.

Proposition 11. For the labeling function 6, O ∃
MC α iff O c (α, d) iff O A

α iff O ∃
arg (α, d).

Proposition 12. For all the labeling functions, and all the inference relations
in Fig. 3, the entailment problem is EXPTIME.

Interestingly, we note that the proposed fine-grained inference relations are
all solvable without an increment in the complexity compared to classical DL
reasoning [4].

6 Related Work and Discussion

Reasoning with uncertainty and dealing with inconsistencies in ontologies is a
long time studied topic. Some approaches have been proposed to extend DLs
with uncertainty and are inconsistency-tolerant [32,34]. However, these work
are insufficient to handle different types of inconsistencies, such as inconsis-
tencies caused by assertional knowledge, or the drowning effect. The enhanced
probabilistic DLs [35] can avoid the drowning effect, but still suffer from the
inconsistencies caused by a set of conflicting knowledge sharing a same uncer-
tain degree, which is unavoidable for many applications, which is avoided in our
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framework by prudent arguments that allow any conflict-free sub-ontologies with
labeling functions over argument structures.

More recently, Inconsistency-Tolerant Query Answering has received a lot
of attention [5,9,15,33,40]. The AR-semantics [29] together with its approxi-
mations, e.g. IAR, ICAR and ICR [14], has been widely studied [16,17] and
extended to (c,l)no-semantics for a better productivity [8]. These work consider
that inconsistency comes merely from the data, i.e., it occurs when some asser-
tional ABox facts contradict some TBox axioms. In our framework, we handle
conflicts that come from ABox, TBox, and from the interaction between them.
Benefiting from deductive argumentation techniques, we emphasize on studying
new semantics that can tolerate such general conflicts with different productiv-
ity between the credulous entailment (∃

MC) and the universal entailment (∀
MC,

similar to AR-semantics) based on MC.
In addition, there are several proposals for argumentation with ontologies.

In [41], the authors use argumentation to reason with possibly inconsistent rules
on top of certain DL ontologies. In [30], the authors propose a reasoning method
for inconsistent and uncertain ontologies. However, this method is insufficient to
handle different types of faults in ontologies, i.e., incoherence. In [23], Gómez et
al. present a decision support framework for ontology integration based on Defea-
sible Logic Programming (DeLP). More recently, in [19], the authors propose the
concept of incoherency-tolerant semantics for certain Datalog±, and show how
incoherence affects classic inconsistency-tolerant semantics. Later, [37] introduce
a probabilistic structured argumentation framework for handling inconsistency
in uncertain data. These last three works are indeed relevant to but still different
from ours from the following aspects: First, instead of Datalog± ontologies or
probabilistic Presumptive Defeasible Logic Programming (PreDeLP) programs,
we deal with DLs based conflicting (both inconsistent and incoherent) ontologies
with an uncertainty degree associated to each axiom by means of a possibilistic
logic. In particular, our approach spreads uncertainty degrees through argu-
ment structures, leading to novel entailment relations that account for weights
attached to axioms. Second, [23,37] focus on logical consequences consisting of
a single atom. In contrast, our approach is more general as it supports arbitrary
DL axioms. Third, instead of using argumentation as the reasoning machinery
(by transferring Datalog± ontologies to their correspondent defeasible ones), our
approach allows to perform query-specific reasoning method for conflicting and
uncertain ontologies without changing the original ontologies. Finally, instead of
using an arbitrary argumentation tree to judge the acceptability of a query, our
system allows to consider all argumentation trees for and against the query. By
tacking the number of attacks and the weights of arguments, it can give a more
prudent judgment for a given query, such as the distinction among warranted,
unwarranted, and undecided conclusions.

To the best of our knowledge, it is the first framework that is capable
of reasoning under uncertain and conflicting ontologies with the use of logic-
based argumentation. Several labelling functions are provided and can be chosen
depending on applications, which encompass an existing complete labelling as
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a special case. Lastly, our framework is also featured by several inference rela-
tions, independent of labelling functions, whose computations are without extra
cost compared to the classical DL reasoning.

In future research, we plan to prune argumentation trees, by analysing the
resonance of prudent arguments with the intended audience, in order to raise
their impact as suggested by [27]. We will also build algorithms to compute
different inference relations based on cutting edge DL justification algorithms [28]
and approximations of argumentation trees with heuristics by adversarial search
techniques.
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Abstract. Benchmarking the containerized web-applications across
multiple cloud gives web-application owners more chance to deploy their
applications on cheaper host while meeting their performance require-
ments. However, benchmarking a large number of cloud hosts (about
267 cloud providers in the world) to find a flexible deployment option
becomes a grand challenge. Users need to evaluate as many hosts as pos-
sible to find an option which offers expected performance at the lowest
price. It is also necessary to benchmark the hosts for longer duration so
that it can capture the uncertainty of cloud environment.

In this paper, we present Smart Docker Benchmarking Orchestrator
(SDBO), a general orchestrator that automatically benchmarks con-
tainerized web-applications in multi-cloud environment. At the same
time, SDBO is able to maximize the numbers of evaluated cloud
providers and type of hosts without exceeding users’ budgets. Moreover,
we propose a flexible execution module which enhances SDBO’s ability
to capture the performance variation of benchmark web-application for
longer period of time in the defined users’ budgets.

Keywords: Cloud computing · Benchmarking · Orchestrator ·
Web-application

1 Introduction

Evolution of microservice architecture that modularizes the application into
smaller independent components gives the flexibility for developers to imple-
ment each component as a standalone service. Every microservice component
in the web-application chain can communicate either via synchronous (HTTP/
HTTPS) or asynchronous (AMQP) network communication protocols depend-
ing on the level of desired component autonomy. Note that many cloud providers
such as Amazon and Microsoft offer containers virtualized at the operating sys-
tem level which facilitates the deployment of microservices i.e. each component of
the web-application can be encapsulated into a container. Since containers have
c© Springer Nature Switzerland AG 2019
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many advantages including light-weight, fast start up/shut down, packaged; as
a result, users can move their web-applications fast and deploy them efficiently.

However, the multi-cloud environment provide diverse options for users to
deploy their web-applications, which means users have more chance to find
a cheaper host which still meets their deployment requirements such as cost,
throughput, latency. To this end, the users need to test the performance in these
hosts before actually deploying and publishing their web-applications. The com-
mon practice is to use the standard benchmarking applications to test the hosts
instead of using users’ own application. This is because these benchmarking
applications have the standard procedures to evaluate the performance of the
host, thereby obtaining more comprehensive results. Moreover, benchmarking all
the hosts from different cloud providers is very challenging as each provider has
their own architecture and programming interface [9]. Existing research [10,14]
focuses mainly on evaluating the benchmark web-application on different host
configurations alone. However, [3,6,13] discuss some frameworks that provide
the automatic systems to perform the benchmark across multiple clouds.

Web-application is a long running system and its performance must be guar-
anteed all the time. On the other hand, the underlying cloud environment is
very dynamic and resource preemption happens frequently in the virtualized
environment [8]. The performance is also affected by the interference caused
by other applications deployed on the same server [5]. Observing the perfor-
mance variation for a longer duration is an important task for benchmarking
web-application. Unfortunately, running the benchmark applications in various
hosts over different clouds for a longer duration (say at least 24 h) is very costly.
To the best of our knowledge, we could not find any study that considers cost
efficiency for benchmarking i.e. maximize the number of evaluated hosts and
benchmarking time within a defined budget.

In this paper, we aim to build a smart orchestrator for benchmarking con-
tainerized web-applications in multi-cloud. SDBO is designed to solve the com-
plexity of deploying benchmark applications in multi-cloud environment that
have different programming APIs and numerous ways to interact. To achieve
the cost efficiency, first, we develop an algorithm that maximizes the number
of evaluation hosts based on users’ budgets and pre-defined benchmarking time.
Then, the flexible execution module is designed to capture the performance vari-
ation of cloud environment by partitioning the pre-defined benchmarking time
into a set of slots. In summary, this paper makes the following contributions:

– We developed a novel orchestrator, SDBO that automates the definition and
execution of benchmarks for containerized web-applications. In particular, the
orchestrator allows the user to choose the benchmark applications and hosts
across different cloud providers.

– SDBO has a native feature of optimization that maximizes the utility of
user’s budget by maximizing the number of cloud providers and the hosts for
benchmarking.
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– Based on the optimized execution plans, we interact the plans with the flexible
execution module to run the benchmarks in a set of time interval thereby
capturing the performance variation for longer duration.

2 Related Work

The web-application benchmarks need to be deployed on various host configu-
rations in the multi-cloud environment. Orchestrating the systematic deploy-
ment consists of following steps [16]: (i) defining the benchmark with their
attributes and relationships, (ii) defining the host machine configuration (e.g.
CPU cores, location), (iii) instantiating the cloud host complying the applica-
tion requirements, (iv) monitoring the resources to ensure the QoS and SLA
parameters, and (v) controlling the overall processes. Performing all these steps
manually is tedious, error-prone and requires a lot of time and diverse knowledge
of architecture and accessing mechanism of all these environments. There are
different frameworks available that automate/semi-automate the orchestration
steps. [7,12] evaluated the performance of containers for scientific applications
where a few of them [17,18] evaluate for big data applications. However, most of
these works are intended for single cloud environment, without considering the
complexity of interacting with various APIs/SDKs provided by different cloud
providers.

There are few existing frameworks that handle the orchestration of bench-
marks in multi-cloud environment. CloudBench [13] and Smart CloudBench [3]
automates the benchmark execution in multi-cloud environment. However, it is
not easy to define the benchmarks using these frameworks. Also they are not
specific for containerized environment. Additionally, Varghese et al. proposed a
framework called DocLite [15] to evaluate the performance of VMs using con-
tainerized microbenchmarks. Microbenchmarks are executed on different VMs
and the ranking is evaluated by using the set of weights provided by the user
for different system parameters. This framework is specific for scientific appli-
cation and may not be applicable for web-application. Our proposed SDBO
orchestrates the benchmark for web-application while allowing users to define
and deploy the benchmark in a very interactive and user-friendly way.

Additionally, there are some commercial tools, e.g. CloudHarmony1 avail-
able that perform the benchmark for users but are not specific for particular
application. Also, they do not provide all the required metrics specific to that
particular application for making proper decisions before final resource selection
and provisioning. The limitations of the existing work are briefly summarized as
follows.

Limitations. The cloud providers offers shared computing resources to their
customers, which makes the cloud environments dynamic and the SLA very
hard to guarantee [11]. Moreover, the web-application is very sensitive to the

1 https://cloudharmony.com/.

https://cloudharmony.com/
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dynamically changing environment that directly affect user’s satisfaction. Cap-
turing or monitoring the changing behavior of the cloud environments requires
the users to run their benchmark applications over a considerable time, which is
very costly. Existing benchmark frameworks are not able to solve the trade-off
between the limited budgets and the long-time benchmarking experiments.

Additionally, the variety of cloud providers offer a massive configuration
choices of host. For instance, Amazon EC2 provide 43 types of host for their
customers excluding self customized hosts. It is not possible to run the bench-
mark applications over all available resources. The state-of-the-art systems do
not consider this case that provides an optimized recommendation to help users
in selecting the hosts from the massive number of available hosts spanned across
multiple cloud providers.

3 System Overview

This section discusses the architecture and system design details of SDBO.

3.1 SDBO Architecture

Figure 1 illustrates the architecture of SDBO and the dependencies of each
component. SDBO is implemented as a web-application that provides a User
Interface for users to interact, explore and manage their benchmarking exper-
iments. The User Interface allows the user to choose an existing benchmark
application or customize a new application. Moreover, users can easily select the
available hosts from different cloud providers, define the benchmarking time for
each selected host, and specify the total budget for running the experiments.
Next, this configuration information is stored in a relational Database.
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Fig. 1. System architecture of SDBO

The Optimizer is designed to create an optimized host list based on the
information provided by the user. It retrieves the necessary information (host
configurations, benchmark duration and budget) from the Database and applies
a heuristic algorithm to generate an optimized host list for running the bench-
marking experiments. More details about the Optimizer are given in Sect. 3.2.
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The generated host list is automatically stored in the Database. Next, users
can choose the flexible execution option for benchmark execution. If the user
chooses to execute the benchmark experiments, the Provisioner will be trig-
gered to provision the resources, deploy the benchmark applications and execute
the applications based on the user entered information and optimized host list.
The benchmark is executed for the specified interval of time and the completion
is notified to the Provisioner. The results are stored in the Database in real-time
for further evaluation and analysis. Finally, the user is notified after completion
of the benchmarking experiment and following that cloud resources are released.
The main steps of the execution workflow of SDBO is shown in Fig. 2.
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Fig. 2. SDBO execution workflow

3.2 SDBO Design

Optimizer and Its Formal Model. SDBO benchmarks containerized web-
application in a multi-cloud environment. Let N represent the number of cloud
providers Ci|i ∈ {1, N} where each provider Ci has T type of hosts vi,t|t ∈ {1, T}.
In our model, we assume a one-to-one mapping between host and container.
Consider C(vi,t) to be the unit cost of using vi,t, τi,t is the time units for which
vi,t is chosen to run and B is the user budget for the benchmark, finding an
optimal set of hosts for the benchmark is modelled as a Binary Integer Linear
Programming problem (BILP). The defined objective function is given in Eq. 1
subject to constraints as given in Eq. 1a–1c.

maximize:
N∑

i=1

T∑

t=1

xi,t + λ

N∑

i=1

(
T∑

t=1

xi,t − T) (1)
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N∑

i=1

T∑

t=1

(C(vi,t) × τi,t) ≤ B (1a)

∀i ∀t τi,t ≥ 0 (1b)

∀i
T∑

t=1

xi,t ≥ 1, ∀t
N∑

i=1

xi,t ≥ 1 (1c)

Where, xi,t|xi,t ∈ {0, 1} is a binary variable which represents whether vi,t is
selected or not. The first factor of the optimization problem is to comprehend
maximum selection of hosts and the second considers a penalizing factor to boost
the spanning of maximum number of cloud providers. λ is a tunable parameter
which is incorporated to maintain a balance.

Constraint 1a states that the total cost of benchmarking different containers
running inside the host must be less than the defined budget. Also, the cost is
calculated only if xi,t is 1 with a positive execution time for host vi,t (constraint
1b). Finally constraint 1c enforces the selection of at least one cloud provider
and at least one host configuration.

We developed and implemented a heuristic algorithm for the Optimizer to
solve the problem formalized above. The algorithm generates an optimized list
of hosts while satisfying all the defined constraints. The details about how to
create an optimized list of hosts is discussed in Algorithm 1. It first calculates
the total cost, CT (vi1,t1) for each selected host, vi1,t1 (line 4). It then performs
a local sorting (using merge sort) for each selected cloud provider, i1 according
to the increasing host cost and stores it in a temporary list, Listi1 (line 6).
Following that it selects a host with minimum cost globally and adds to the final
host list, V 2 (line 14, line 24) until the final cost is less than budget, B (line 8).
To maintain the fairness and diversity among different cloud providers, there is
a provision to add a penalty if the cloud has been selected (line 17). A host is
selected only if the penalty imposed to that cloud is less than a defined value
(100 for our case) or if there is no other providers left for selection (line 10).

Provisioner. Once the Optimizer generates a benchmark plan, the users can
decide whether they want to submit the plan for execution via the user friendly
web interface. If the user agrees to perform the experiment, the functions imple-
mented in Provisioner will be triggered. First, the Provisioner will check the
connection and the requirement of the resources on different clouds. Next, it
uses a background process application, Hangfire to create and launch the hosts
on the selected cloud providers.

Flexible Execution. SDBO offers two types of execution strategy (a) solitary
execution and (b) manifold execution. Solitary execution is the basic strategy
where users can set a particular time interval for evaluating the benchmark on
the desired host configuration. The performance evaluation in this case is limited
as it executes only for the particular time interval. We know that the host’s
QoS performance is highly dependent on the system parameters, e.g. current
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Algorithm 1: optimizer
Input: V 1 - list of hosts vi1,t1 selected by the user, τi1,t1 - time for executing

the benchmark on host vi1,t1, C(vi1,t1) - unit cost of using host vi1,t1, B
- budget

Output: V 2 - optimized list of hosts
1 ∀i1 finei1 = 0, V 2 = [], final cost = 0
2 for each selected provider i1 do
3 for each selected host type t1 do
4 CT (vi1,t1) = C(vi1,t1) × τi1,t1
5 end

6 Sort the host vi1,t1 in ascending order of total cost CT (vi1,t1) using Merge
sort and store in a list, Listi1

7 end
8 while (final cost ≤ B) do
9 Search the first element of all list and find the host vi1′,t1′ with smallest cost

10 if (finei1′ > 100 & ∀i1 (!empty(Listi1))) then
11 Skip Listi1 from current calculation
12 continue

13 else if (finei1′ ≤ 100 & ∀i1 (!empty(Listi1))) then
14 Add vi1′,t1′ to V 2
15 Delete vi1′,t1′ from the list Listi1′

16 final cost = final cost + CT (vi1′,t1′)
17 finei1′ = finei1′ × 10
18 for (∀ i1 <> i1′) do
19 if (finei1 ≥ 10) then
20 finei1 = finei1/10
21 end

22 end

23 else
24 Add vi1′,t1′ to V 2
25 Delete vi1′,t1′ from the list Listi1′

26 final cost = final cost + CT (vi1′,t1′)

27 end

28 end

workload, network state, etc. which may vary with time [4]. This variation is
especially significant for the web-applications due to the continuous execution
and the resource preemption in the virtualized environment.

To capture this variation, we propose manifold execution strategy that exe-
cutes the benchmark application in the same host but in multiple time intervals.
The user is asked to define the number of iterations along with other parameters
for the optimizer. The optimizer then generates an optimized list of hosts which
is associated with the execution timestamps. As a result, the Provisioner can
schedule the deployment and execution based on the host configurations and its
associated execution timestamps.
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4 Metrics Profiling

SDBO can support benchmarking for different type of web-applications includ-
ing e-commerce, social media and banking system. It does not only capture the
basic web-application features, e.g. response time, throughput illustrated in Sect.
4.1, but also supports more complex and advanced metrics (see Sect. 4.2).

4.1 Basic Metrics

Response Time (ΔT ). Response time is the total time taken by the web-
application to process a request and generate its response. It is a basic metrics
to evaluate the performance of any web-application. Normally, response time
depends on many factors varying from the host infrastructure, scheduling policy
and the current load on the system to the host capability and network capacity
to handle a user’s request. Average response time μ(T ) and standard deviation
of the response time σ(T ) are used frequently to measure the performance of the
web-applications. Lower response time represents better performance.

Throughput (TP ). Throughput represents the host performance in terms of
number of requests that can be handled per unit time. Consider that there are
total N number of sample requests which are successfully executed in Δt time
interval where Δt = (Start time − Finish time), throughput is calculated as
TP = N/Δt.

CPU Usage (CPU). It gives the percentage of CPU used by the container
while executing the process. We obtain this information from docker stats APIs
[1] embedded with our orchestrator.

Memory Usage (Memory). Docker stats APIs also allow us to obtain per-
centage of memory used by the monitored container.

Network Throughput (Net). This metric indicates how much data can be
transferred from a client to the target container in a unit time interval and is
represented in Mega bits per seconds (Mbps).

Block I/O (I/O). Block input/output refers to the amount of data written
to or read from the block storage devices in a unit time interval and is also
represented in Mbps. We collect Net and I/O also from Docker stats APIs.

4.2 Advanced Metrics

Based on the collected basic metrics which are stored in our database, users can
perform more complex queries to profile the complex systems.

Apdex Score. Apdex (Application Performance Index)2 is considered as an
open standard developed to standardize the methods for benchmarking, tracking

2 http://www.apdex.org/index.html.

http://www.apdex.org/index.html
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and reporting the application performance. It utilizes the Response Time (ΔT )
to check the user satisfaction level for an application’s performance. Based on a
defined threshold for the response time T, Apdex defines three acceptable zones
namely Satisfied, Tolerated or Frustated.

An Apdex score is calculated using the number of requests satisfied and
tolerated out of the total requests received. The contribution of satisfied and
tolerated requests for the user satisfaction level is 100% and 50% respectively.
Let NR, SR and TR be the total number, satisfied number and tolerated number
of requests respectively, an Apdex score is calculated as given in Eq. 2. The value
of an Apdex score lies between 0 and 1 with higher values representing better
satisfaction levels.

Apdex Score = (SR + TR/2)/NR (2)

Host Stability. Stability of host machine is the metric to measure the con-
sistency of the system performance. It is defined as the inverse of variability
experienced by different basic metrics. Given the average μi and standard devi-
ation σi for ith basic system metric (i ∈ M) executed for time T , variability is
calculated as given in Eq. 3.

V ariability = 1/T

T∑

t=0

M∑

i=0

(σi,t/μi,t) (3)

Thereby, host stability is calculated as Host Stability = 1/V ariability. Hosts
with smaller stability values show that the performance is inconsistent and is
not suggested for execution.

Host Suitability. Host suitability metric represents the worthiness of a host in
terms of performance and cost. It is computed using Eq. 4.

Host Suitability = TP/Cost (4)

where, TP is the throughput, Cost is the per unit execution cost for that par-
ticular host. The higher the value of host suitability the better is the host.

5 Evaluation

To illustrate the effectiveness of SDBO, we performed a case study using a simple
web-application benchmark. The details are presented in the section below.

5.1 Experiment Setup

SDBO is tested both in simulation and on a real testbed. The simulation is to
test the scalability of our proposed optimization algorithm, and the real testbed
is to evaluate the system performance. The experiment setup is detailed as fol-
lows.

Scalability Evaluation. Our algorithm is tested on a Lenovo PC with Intel(R)
Core(TM) i5-6200U CPU @2.3 GHz - 2.4 GHz with 16 GB memory and 512 GB
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Table 1. Experiment host configuration

CSP Host Type CPU cores Memory Disk Price/hr($)

AWS

t2.nano 1 0.5 EBS 0.0066
t2.micro 1 1 EBS 0.0132
t2.small 1 2 EBS 0.026

t2.medium 2 4 EBS 0.052
t2.large 2 8 EBS 0.1056
m4.large 2 8 EBS 0.116
t2.xlarge 4 16 EBS 0.2112
c4.xlarge 4 7.5 EBS 0.237
m4.2xlarge 8 32 EBS 0.464
c4.2xlarge 8 15 EBS 0.476

Azure

Standard B1s 1 1 2 0.0118
Standard B1ms 1 2 2 0.0236
Standard B2s 2 4 4 0.0472
Standard F2 2 4 8 0.119

Standard B2ms 2 8 4 0.0944
Standard D2 v3 2 8 4 0.116
Standard B4ms 4 16 8 0.189
Standard A4 v2 4 8 8 0.222
Standard B8ms 8 32 16 0.378
Standard D8 v3 8 32 16 0.464

SSD. We collected 20 host configurations from AWS and Azure as the input
dataset as shown in Table 1.

Benchmark Application and Its Deployment. SDBO is published on
Google Cloud App Engine (B2 instance class) London (europe-west2). There-
fore, the users can access to the system from any place and run their benchmark-
ing applications via the user interface. PostgreSQL Database is associated with
the SDBO, and stores different configuration of hosts and benchmark images
for running the experiments. The database is also deployed on a Google cloud
n1-standard-2 instance with 2 vCPUs, 7.50 GB memory, 128 GB disk. All these
components are running independent following the microservice architecture.

We utilized a popular benchmark application, TPC-W3 with SimplCommerce
that emulate the activities of a sample e-commerce web-application. This appli-
cation is containerized and used to benchmark various type of hosts on AWS
and Azure as shown in Table 1. The load on the web-application is created by
Apache JMeter4 according to the test plans defined by the user. To emulate
real traffic, JMeter is not configured on the same cloud where the benchmark
applications are running. The containerized load generator is deployed on Digital
Ocean cloud and the host is a Standard droplet machine with 6 vCPUs, 16 GB
memory and 320 GB SSD disk.

3 https://cs.nyu.edu/∼totok/professional/software/tpcw/tpcw.html.
4 https://jmeter.apache.org/.

https://cs.nyu.edu/~totok/professional/software/tpcw/tpcw.html
https://jmeter.apache.org/
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5.2 Cost Optimization

In this section, we evaluate the performance of our optimizer which aims to
maximize the number of hosts within the constraint of users’ budgets and pre-
defined benchmarking time.

To highlight the advantages of the optimizer, we considered 20 host configu-
rations from AWS and Azure (see Table 1). Moreover, we assume that the user
would like to run their benchmarking experiment for 3.5 h, with four different
budgets $ 0.5, $ 1.0, $ 1.5 and $ 2.0. We compared the performance of our
optimized selection method (Opt) with the random selection method (Rand).

Figure 3 demonstrates that the optimized option selects the higher number
of host in all the cases, compared to the random selection method. The reason
is because the optimizer always selects the host with lower price first and then
it moves to higher cost host. This is based on the logic that a user wants to
deploy their web-application on the cheapest hosts that can meet their QoS
requirements. Our algorithm design fits to this logic very much. However, the
random selection method selects any host which may not be cost optimized.
In addition to this, our method can provide a more stable numbers of hosts as
shown in Fig. 3, where the Opt has much smaller variance than Rand.

Fig. 3. Comparing the optimized result
with random selected result

Fig. 4. Schematic diagram showing the
execution time complexity of the Opti-
mizer

We also evaluate the scalability of our algorithm by simulating a scenario
with varying number of cloud providers with each provider having 50 different
host configurations available. Figure 4 shows the execution time of different cases
with increasing number of cloud providers varying from 1 to 30. The result shows
that the execution time only increases linearly as the number of cloud providers
increases. Moreover, the maximal execution time is 5.7 ms for 30 cloud providers,
which is comparatively very small as compared to the deployment time.

5.3 Basic Metrics Profiling

In this subsection, we present the benchmark results of an optimized test case.
We select a subset of the hosts from Table 1 as the input to our optimizer that
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then generates 6 hosts (highlighted with gray color in Table 1) for benchmarking
experiments.

To obtain the throughput of each deployed benchmark application, we emu-
lated the bursty request, i.e. we send the maximal number of requests to the web-
applications simultaneously without causing any response error. In other words,
the web-applications are fully saturated. Table 2 shows the maximal number of
requests for each selected host. Figure 5 illustrates the value of basic metrics (as
specified in Sect. 4.1) of the selected hosts, collected from the experiments.

Table 2. Number of requests to saturate the host

CSP Seq Host No. of req
(to saturate)

CSP Seq Host No. of reg (to
saturate)

AWS A t2.small 300 Azure D Standard B1ms 300

B t2.medium 600 E Standard B2s 600

C t2.xlarge 1500 F Standard B4ms 1500

CPU Usage. Figure 5(a) shows the CPU usage of each selected host. The result
clearly shows that CPU usage decreases as we increase the size of host. Also, the
more powerful hosts have less variation of CPU usage. For example, the variance
of the CPU usage for the big size hosts C and F is only 7% and 5% and that for
small host A and D reaches 24% and 12% respectively. Except for small sized
hosts, the performance of AWS to Azure is almost comparable. For the small size
host, there is a huge performance difference (52.5% degradation) as Azure has
less CPU usage compared to AWS for processing the same number of request.

Memory Usage. The memory usage (Fig. 5(b)) also shows the similar trend
except the variation which is much less (highest is 0.76 for host E) as compared
to CPU usage. Highest memory usage is noticed for host D followed by host
A with 16.1% and 15.3% respectively. Note that the memory usage is varying
only in the initial phase, after that the usage is almost constant. It is caused by
the property of the Docker container, the memory once allocated is not released
back until the container is terminated or restarted.

Network Throughput. The result in Fig. 5(c) shows that the hosts from Azure
have about twice the network throughput, compared to the hosts from AWS. The
hosts from the same cloud provider have the same network throughput except
for host B from AWS where the throughput is much less (487.2 Mbps) than
others A (889.2 Mbps) and C (869.2 Mbps).

I/O Throughput. As compared to the above three basic metrics, block I/O
shows different trends (see Fig. 5(d)). The I/O throughput of AWS hosts is very
random which is because of the selected hosts that offers EBS support. Thus,
the throughput is also affected by the time elapsed between the I/O requests and
EBS server [2]. Moreover, our benchmark application is block I/O intensive, so
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(a) CPU Usage (b) Memory Usage (c) Network (d) Block I/O

Fig. 5. Basic container system metrics while specifying the workload to 300 requests
per second with ramp up period as 0 s. CPU and memory usage are given in percentage
while network and block I/O throughput are in Megabits per second (Mbps). Black
bar on top represents the standard deviation.

(a) Throughput (b) Response Time

Fig. 6. System throughput and response time. Fig. 7. Workload pattern for contin-
uous and optimized execution

the collected statistics are not the maximal I/O throughput of each host. This
is demonstrated very well in Azure hosts (see D, E, F in Fig. 5(d)) that the I/O
throughput increases with the increase in the number of requests.

System Throughput. Figure 6(a) illustrates the throughput of different hosts.
It is clearly depicted from the figure that the throughput increases linearly with
the capacity of the host and AWS hosts have comparatively better through-
put than Azure for similar sized machine except for host B. The reason of
lower throughput for host B is the degraded network throughput as depicted
in Fig. 5(c). Therefore, the network becomes the bottleneck in this case. The
highest throughput achieved by AWS host is 8.93 requests per second (host C).

Response Time. Figure 6(b) shows the results of the response time. The results
show that the response time is significantly affected by the network throughput
and the number of requests. Figure 5(c) show that host B has the worst net-
work throughput which causes the significantly higher response time as shown
in Fig. 6(b), i.e. 252.2 s. If the network throughput is constant, the response time
increases with the increase of number of requests. Note that we try to saturate
the web-application until it reaches the maximal number of requests that it can
handle without causing errors. Thus, a large number of requests are queuing
and waiting for being processed, and this is the main reason that causes the
high response time for many requests.
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5.4 Advanced Metrics Profiling

In this subsection, we compute different advanced metrics based on the collected
basic metrics that can help in selecting the cloud provider and the hosts for the
actual deployment.

Apdex Score. We calculate the Apdex score for same case as discussed in Sect.
5.3. Since we are considering the case of a saturated system where the response
time is high, we set the threshold for the response time to 50 s. The higher the
Apdex score, the better users’ satisfaction. Table 3 shows the Apdex score for
all selected hosts. The result clearly shows that smaller hosts have better Apdex
scores as compared to larger hosts. We have explained why the smaller hosts
have lower response time ( see Sect. 5.3 Response Time). The lowest score of
0.15 is noticed for host B due to its bad network throughput (see Fig. 5(c)).

Table 3. Advanced metrics profile

CSP Host

seq

Apdex

score

Host

stability

Host

suitability

CSP Host

seq

Apdex

score

Host

stability

Host

suitability

AWS A 1 1.115 286.399 Azure D 0.8 0.921 109.979

B 0.15 0.790 36.313 E 0.5 0.772 104.470

C 0.5 0.834 42.311 F 0.4 0.846 32.042

Host Stability. A host with a higher stability value is considered best as it
signifies less performance variation with the elapsed time. The result in Table 3
shows that the stability of small and large host instances are higher. The highest
value is for host A with stability index of 1.115 followed by host D with the index
of 0.921. The worst stability index is for host E with the value of only 0.772.

Host Suitability. Host suitability is computed as discussed in Eq. 4. A host with
higher suitability value is considered to be better as it provides better throughput
to cost ratio. The suitability index for the selected hosts show a downward trend
with increasing size. For both AWS and Azure, smaller machines have better
suitability values as shown in Table 3.

5.5 Flexible Execution

Continuous execution of a benchmark for longer duration is the best way to
capture the performance variation. However, the benchmarking cost in this case
is very high. To capture the performance variation of changing environment in
a defined budget, SDBO offers the flexible execution module.

We do not have access to the cloud hypervisor, therefore, we are not able
to emulate the resource changing or preemption of the hosts. As an alternative,
we emulate the performance variation of our web-application by changing the
number of requests in a period of time. If our tool can observe the performance
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variation with the changing number of requests, it can also capture the variations
that may be caused by other reasons.

To this end, we define 9 test plans, each plan is defined with a timestamp
and the number of requests need to be sent as shown in Fig. 7 depicted by
Cont. For example, the first plan is to send 15 requests starting at 00:00 min
timestamp. Following that, the second plan sends 50 requests starting at 30:00
min timestamp. We keep the web-application (benchmark application) running
for 360 min to cover all timestamps from the test plans. For the Opt case,
we randomly selected 5 test plans and sort them based on the timestamp as
shown in Fig. 7 and Table 4. The web-application (benchmark application) is
executed for 10 min, if and only if the timestamp is reached. The above described
two experiments were executed simultaneously with the same host configuration
(AWS t2.medium).

Table 4 shows response time and throughput collected from both scenarios.
The result clearly shows that SDBO can capture the same performance with a
maximal variation of 15% in Case I for response time and 5.9% in Case III for
throughput. The cost for the optimized method is much less than continuous
way of deployment as the total time of deployment for Opt is only 50 min as
compared to 360 for Cont.

Table 4. Comparison of Optimized; Opt and Continuous; Cont method for Response
time and Throughput. Values in [] represent standard deviation.

Case No. of req Response time (sec) Throughput (req/sec)

Cont. Opt. Cont. Opt.

Case 10 0.684 [±0.29] 0.789 [±0.36] 6.71 6.54

Case II 15 2.114 [±0.10] 2.122 [±0.15] 6.23 6.17

Case III 50 4.105 [±0.13] 4.441 [±0.18] 10.49 9.87

Case IV 200 21.381 [±1.34] 22.482 [±2.04] 6.90 6.59

Case V 300 23.463 [±6.13] 24.649 [±4.18] 7.56 7.25

6 Conclusion

To facilitate web-application benchmarking in multiple cloud with cost effi-
ciency and flexibility, we proposed SDBO which is the first cost-efficient web-
application benchmarking orchestrator. SDBO provides the smart user interface
that expedites the handling of benchmark even for a non-expert user. Also, the
cost optimization offered by the orchestrator helps the user to select a variety of
hosts while flexible execution captures the long time performance variation in a
limited budget.

Future work. The flexible execution module allow users to execute their bench-
mark applications at any pre-defined timestamp. We can leverage this feature
and develop an advanced sampling method to collect the system metrics that
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can feed to some machine learning methods to have a better observation of
the uncertainty in cloud environments. Moreover, we will extend our orchestra-
tor to benchmark other applications such as stream processing and big data
applications.
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Abstract. This paper proposes a system that highlights weasel sen-
tences while browsing webpages. The term weasel sentence is defined in
the context of this paper as a quotation with an unknown or unidentifi-
able source. Following this definition, the system automatically detects
weasel sentences in browsed webpages. Then, we investigate how high-
lighting weasel sentences affects the search behaviors and decision mak-
ing of the users searching for information on the web. An online user
study yielded the following results: (1) Highlighting the weasel sentences
encouraged participants to invest more time in web browsing and to view
a larger number of webpages. (2) The effect of (1) was more significant
when participants were familiar with the search topics. (3) Web browsing
elicited less change in the confidence of the search answers when partic-
ipants were familiar with the given topics. The findings provide insights
into how users can avoid gathering misleading on the web.

Keywords: Web browsing · Information credibility · Critical
information seeking · Human factor · User interface

1 Introduction

The credibility of online digital content is becoming a social problem. With
the evolution of digital library technologies, people can create digital contents
and casually search for them on the web. Currently, many people often rely on
digital contents such as webpages for decision making on their future actions.
Therefore, as stated by the ACRL Information Literacy Competency Standards
[1], the credibility of online digital contents must be carefully checked. However,
people frequently accept online digital contents as credible and also trust the
technologies that search for them. For example, Nakamura and their colleagues
found that people often believe that web search engines rank webpages by their
credibility scores [18]. Pan et al. conducted a similar survey and reported that
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Fig. 1. Overview of our prototype system.

a lot of people choose a higher ranked webpage based on a greater trust in web
search engine algorithms [19].

In general, people often think of the credibility of information as an objective
quality like authenticity or accuracy. However, as researchers in social psychol-
ogy indicate, information credibility is a subjective quality, and its interpretation
depends on information receivers [6]. To prevent gathering of inaccurate informa-
tion, users must be made aware of the existence of misinformation or misleading
information among web contents and appreciate the value of critical information
seeking.

In this paper, we propose a system that highlights weasel sentences in
browsed webpages as a low-credibility signal that prompts critical information
seeking (see Fig. 1). Information credibility can be assessed by various mea-
sures such as authority, date of publication, coverage, and documentation1. In
this paper, We focus on the anonymous authority of claims, highlighting the
sentences which seem specific or meaningful but have unknown or unidentifi-
able sources. For example, in Wikipedia, weasel phrases such as “some people
say” and “researchers believe” should be rewritten because they appear to be
authorized without substantial evidence, and may therefore bias the readers2.
In the Japanese Wikipedia, 6430 articles are manually tagged with the
{{Weasel}} and {{By whom}} warnings and with rewrite recommendations3.
In reality, a larger number of documents with weasel phrases reside on the
web. Furthermore, web information is often viewed without sufficiently consid-
ering the information source [17], although researchers in information literacy
call attention to information source for obtaining credible information [1]. This
situation carries a severe risk of wrong decision making based on low-quality
1 Berkeley Library’s Evaluating resources: http://guides.lib.berkeley.edu/evaluating-

resources.
2 Unsupported attributions: https://en.wikipedia.org/wiki/Wikipedia:Manual of

Style/Words to watch.
3 The number is at the time of April 19th, 2018.

http://guides.lib.berkeley.edu/evaluating-resources
http://guides.lib.berkeley.edu/evaluating-resources
https://en.wikipedia.org/wiki/Wikipedia:Manual_of_Style/Words_to_watch
https://en.wikipedia.org/wiki/Wikipedia:Manual_of_Style/Words_to_watch
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information in trusted web information. To tackle this problem, we build a detec-
tor of sentences with weasel sentences based on Wikipedia articles tagged with
{{Weasel}} and {{By whom}} warnings and implement it on a web browser
extension designed for promoting critical information seeking.

We also study whether the proposed system guides users’ browsing/search
behaviors toward critical information seeking on the web. In the fields of informa-
tion retrieval and human-computer interaction, various search support systems
have been proposed in several studies, such as evidence search systems [14], dis-
pute suggestion systems [5], and systems to visualize credibility-related scores
[20]. In studies on such systems, researchers often have evaluated their proposed
systems from the aspects of user satisfaction or subjective usefulness. However,
how the systems promote critical web information seeking at the behavioral level
and the attitude level has been rarely explored. We discuss how the proposed
system can affect the dwell time, the number of viewed pages, and confidence in
decision making through an online user study.

The main contributions of this paper are as follows:

– We propose a method that detects weasel sentences in browsed webpages
based on weasel annotation data in Wikipedia.

– Through an online user study, we show that highlighting weasel sentences
increases both the time expended in reading webpages, and the number of
webpages viewed.

– The highlighting effect depends on the search-topic familiarity of the users.

2 Related Works

2.1 Evaluation of Quality and Credibility of Web Information

Various methods that evaluate the quality and credibility of web information
have been proposed. Dong et al. developed a method to evaluate web page infor-
mation credibility, assuming that credible webpages have few false facts or claims
[4]. Hasan et al. proposed a machine learning approach that evaluates the quality
of Wikipedia articles from their readabilities and editing histories [7]. The model
of Wang et al. classifies web information as true or false, using fact-checking web-
sites on political topics [21]. Differently from these related works, we target the
sentences in webpages, not the webpages themselves. Moreover, we adopt the
anonymous authority of claims as a measure of sentence credibility.

2.2 Attitude for Critical Information Seeking on the Web

Even if people are aware of suspicious information, they often fail to judge its
credibility due to the use of incorrect heuristics, i.e., cognitive bias [10]. Ieong
et al. revealed the existence of domain bias whereby search users believe that
relevant webpages are authorized by specific domains [9]. White et al. studied
the relationship between beliefs about search topics and search behaviors [22].
They suggested that if a searcher’s belief in a search topic is strong, it is difficult
to shift the belief after search and browsing.
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2.3 Promoting Critical Information Seeking

Several methods that promote critical information seeking have also been pro-
posed in the fields of human-computer interaction and information retrieval.
Search Dashboard, proposed by Bateman et al. provides a UI that reflects
search behaviors and summarizes search histories [2]. Liao et al. revealed that
suggesting the opinion stance and expertise of the information sender can mit-
igate the so-called echo chamber effect, in which recommender systems present
users only with contents that reflect their own views [15]. Yamamoto et al. pro-
posed a “query priming” system that implicitly activates critical information
seeking in web searches [24]. By highlighting the insufficiently accurate sen-
tences, we aim to encourage users to consider the credibility of the information
found in their document browsing.

3 Highlighting Weasel Sentences

This section describes our approach for automatically judging the anonymous
authority of claims in documents. It then proposes a prototype system that
highlights the weasel sentences during web browsing.

3.1 Classifier

Weasel sentence detection is treated as a binary classification problem on textual
documents. Our proposed system vectorizes a given sentence and detects its
anonymous authority status using a trained model.

Below we describe the (1) training data, (2) classification features, and (3)
classification performance.

Training Data. Our weasel sentence detection focuses on the {By whom} tag
in Wikipedia. Wikipedia volunteers tag the sentences in Wikipedia articles with
various warnings that encourage other volunteers to improve the article quality.
The {By whom} tag is one of such warning tags. The training dataset was derived
from Japanese Wikipedia articles. After dividing the entire set of Wikipedia arti-
cles into sentences, we extracted the sentences labeled with the {By whom} tag
as weasel sentences (positive examples). Sentences not annotated with the {By
whom} tag were then randomly extracted from the articles containing sentences
with weasel tags. These sentences were accumulated as non-weasel sentences
(negative examples).We finally collected 2,236 positive examples and 2,236 neg-
ative examples for building an weasel sentence classifier.
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Table 1. Examples of weasel expressions used for weasel sentence detection.

Weasel expression

People are saying..., It has been claimed that..., Some people believe...,

It is known that..., It has been mentioned that..., Researchers claim...,

Critics claim..., I heard that..., There is criticism to...

Features. For weasel sentence classification, our proposed system vectorizes the
Wikipedia sentences as two feature types:

Bag-of-Words (BOW): Binary vectors representing the presence (1) or absence
(0) of specific nouns, adjectives, and verbs in the sentences. In this study,
the BOW vectors were created from terms appearing in more than two sen-
tences. The target terms were extracted from the sentences by a Japanese
morphological analyzer, MeCab4.

Existence of weasel expressions: Binary vectors representing the presence (1)
or absence (0) of specific weasel expressions in the sentences. Examples of
weasel expressions are “some people think” and “researchers believe.” To
extract this feature, we prepared 27 weasel expressions listed in a Japanese
Wikipedia article on weasel expressions5. Some of these expressions are listed
in Table 1.

Performance Evaluation. The usefulness of the above features in weasel
sentence detection was experimentally evaluated on the dataset described in
Subsect. 3.1. For this evaluation, we trained a support vector machine (SVM)
classifier with a radial basis function kernel.

The best parameters C and γ of the SVM classifier, and the classification
performance were estimated by 5-fold cross-validation. The precision, recall, F1-
value, and accuracy were evaluated as 0.772, 0.748, 0.760, and 0.764, respectively.

3.2 Prototype System

Our prototype system was developed as a web browser extension for the user
study. Once the extension is installed, any weasel sentences in the browsed web-
pages are highlighted by the system. Figure 1 is a screenshot of the system
overview. The system flow is as follows:

1. When a user visits a webpage, the client system (browser) sends the webpage
URL to our application programming interface (API) server.

2. The API server extracts the texts from the webpage and divides them into
sentences. The end of each sentence is detected by the “.”, “?”, and “!”
symbols.

4 MeCab: [http://taku910.github.io/mecab/].
5 Weasel expression on Wikipedia (Japanese version): https://bit.ly/33lJ1hC.

http://taku910.github.io/mecab/
https://bit.ly/33lJ1hC
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3. The server classifies the sentences into weasel and non-weasel sentences using
the trained model.

4. The server sends the weasel sentences to the client.
5. The client system highlights the weasel sentences in the browsed webpage.

The highlights are presented as bold font against a yellow background.

3.3 Hypotheses

If the proposed system promotes critical information seeking during web brows-
ing, then users should change their search/browsing behaviors to improve the
integrity of their final decisions. This study poses the following hypotheses:

H1. The proposed system extends the time expended in web information seeking.
H2. The proposed system increases the number of visited webpages.
H3. The proposed system improves the users’ confidence in their decisions made

through web information seeking.
H4. The above-mentioned effects vary with users’ familiarity with the search

topics.

4 User Study

This section describes the experimental design and the evaluation procedure of
the proposed system.

Table 2. Search-task questions and topic familiarity. Numbers in parentheses represent
the standard deviations among 188 participants.

Question Mean of familiarity (SD)

Does cinnamon help improve diabetes? −2.53 (0.93)

Does vitamin C help prevent pneumonia? −2.28 (1.00)

Can cocoa decrease blood pressure? −2.05 (1.24)

Does garlic help improve and prevent a common cold? −1.51 (1.33)

4.1 Participants

We recruited 250 participants through a Japanese crowdsourcing service, Crowd-
Works6. After excluding the data of 67 participants who did not complete all
tasks or spent an exceptionally long time on the tasks, the data from 188 par-
ticipants were eligible for the analysis. Each participant received approximately
$2 for their time.

6 CrowdWorks: https://crowdworks.jp/.

https://crowdworks.jp/
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4.2 Tasks

Each participant performed search tasks on four contentious medical questions
(see Table 2). Medical issues were chosen because they are crucial to our life
and require careful decision making. We re-used the four questions used in the
user study of [24]. The participants were asked to search for the answers to each
question using our experimental system, and provide a yes or no response to
each question.

Before starting each task, we asked the participants how familiar they were
with the task question. The answers were provided on a six-point Likert scale
(from −3: completely unfamiliar to +3: completely familiar). Table 2 lists the
mean topic familiarities of the participants with the four tasks. On average, the
mean familiarity was under −1.50. This result confirms that most participants
lacked sufficient knowledge to answer the task questions before participating in
the user study.

4.3 Design and Procedure

The effects of two factors (UI condition and topic familiarity) were examined
by a between-subjects design. The UI condition (see Subsect. 4.4 for details)
consisted of a proposed level, which highlighted the weasel sentences while view-
ing the webpages, and a controlled level, which did not highlight the weasel
sentences. The topic familiarity factor consisted of six levels as described in
Subsect. 4.2. The participants were randomly allocated to one of the UI con-
ditions. Consequently, 105 participants were allocated into the proposed group
and 83 participants were categorized into the controlled group.

After signing a consent form on the crowdsourcing website, the participants
progressed to our experimental website for the user study. As discussed above,
the user study comprised four search tasks (see Table 2). The search task order
was randomized for each participant to control the task ordering effect. Each
search task consisted of three phases.

In the first phase, we asked the participants to indicate their familiarity with
the target topics. The participants provided their responses on a six-point Likert
scale as described in Subsect. 4.2. The participants then guessed their answers to
the task questions and assessed their confidence in their answers (again on a six-
point Likert scale from −3: completely unconfident to +3: completely confident).
We defined this confidence assessment as the pre-condidence level.

The second phase of the user study was the search phase. In this phase, the
participants researched their answers to each task using the experimental search
system. Each search task was introduced by a brief instruction; for example,

Does cinnamon help improve diabetes? Click the “Start search” button and
search for an answer using our search system. When you find a satisfactory
answer, come back to this webpage and report the answer.

After reading the description, the participants began searching by clicking the
“Start search” button. Upon clicking the button, the participants were directed
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to our pre-prepared search engine result pages (SERPs) (see next subsection for
details). The participants were asked to visit the webpages on each SERP, and
to report their answers when satisfied with the result. The search process was
not time-limited.

After the search phase, the participants reported their confidence levels in
their answers (on a six-point Likert scale from −3: completely unconfident to
+3: completely confident). We defined this confidence assessment as the post-
condidence level.

4.4 Experimental System

When preparing the SERPs for the task topics, we imitated commonly used
search engines such as Google and Bing. Each SERP displayed 30 fixed search
results on the target topic, each comprising a title, a snippet, and a URL. Note
that our SERPs did not provide a search box for modifying the initial query.
The search results of the SERPs were displayed through a Bing web search API7.
The search results on the tasks were pre-selected by inserting queries of the form
“{medical symptom name} AND {possible treatment}” into the Bing API.
Finally, we inserted the top-30 results for each task (e.g. “blood pressure AND
cocoa”) into the associated SERP.

When a participant clicked on a SERP title, the system opened a webpage
in a different browser tab. All webpages listed on the SERPs were cached before
disseminating the user study. The participant behaviors in the user study were
monitored by a Javascript code embedded in each webpage. Furthermore, under
the proposed UI condition, the weasel sentences in the webpages were highlighted
in yellow.

The weasel sentences to be highlighted by the system were manually selected
in advance. The manual selection was necessary because our classifier for weasel
sentence detection was imperfect. By avoiding the incorrect classifications, we
could purely examine the effects of highlighting the weasel sentences on the
participants’ behavior and decision making.

5 Analysis

The user study provided the behavioral data and pre/post-confidence levels in
752 sessions returned by 188 participants. This section describes the statistical
analysis of the data.

5.1 Statistical Approach

The collected data were analyzed by the Bayesian approach. Although the
Bayesian approach is less familiar than the frequentist approach, it was selected
because it better handles the data uncertainty, yielding the probability distri-
butions of the target parameters [11]. The Bayesian models were constructed
7 https://azure.microsoft.com/services/cognitive-services/bing-web-search-api/.

https://azure.microsoft.com/services/cognitive-services/bing-web-search-api/
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using generalized linear mixed models (GLMMs) [13], extensions of linear models
that model the target responses even when they follow a nonlinear distribution.
GLMMs also distinguish the fixed effects caused by the experimental conditions
from the random effects caused by variations among the random samples, such
as participants and tasks. The Bayesian GLMMs have become popular tools for
modeling various user behaviors in information-retrieval research and human-
computer interactions, where they are replacing traditional ANOVA analysis
[8,11,13].

In this study, we conducted the Bayesian GLMMs to study the effects of
weasel sentence highlight, tasks, and participants, with probability interval. We
developed Bayesian GLMMs of five response variables: session time, dwell time
in the SERPs, average dwell time per webpage, number of viewed pages, and con-
fidence change (described in Sect. 5.2)8. The fixed effects were UI condition and
topic familiarity. The interactions between UI condition and topic familiarity
also considered. The random effects were introduced by the subjects and tasks.

The session time, dwell time in SERPs and average dwell time per webpage,
were assumed to follow Weibull distributions. Previously, Liu et al. reported
that the dwell time in webpages follows this distribution [16]. Meanwhile, the
number of viewed pages was assumed as Poisson-distributed, as appropriate for
count data. As the link function for modeling the above-fixed variables on the
GLMMs, we selected the log function. After observing the histogram, the confi-
dence change was assumed to follow a normal distribution. As the link function
for modeling the confidence change, we selected the identity function. The fixed
and random effects were described by non-informative prior distributions.

We validated our hypotheses through two approaches. The first approach
adopted the high density interval (HDI), which summarizes the posterior distri-
bution of a parameter such that every point inside the interval has higher cred-
ibility than any point outside the interval [12]. When zero lies outside the 95%
(sometimes 90%) HDI of the coefficients of the target variable, Bayesian statistics
interprets that the variable exerts a significant effect on the outcome. Meanwhile,
frequentists conduct a significance test of the null hypothesis at the specified sig-
nificance level (typically α = 0.05, sometimes α = 0.1) [12]. The other approach
directly examines the posterior probabilities that our hypotheses are correct, given
the data and their non-informative prior distributions.

Table 3. Coefficients for the generalized linear mixed model for session time, with
mean, standard error, 90% HDI, and 95% HDI.

Variable Mean SE 90% HDI 95% HDI

Intercept 4.38 0.19 [4.02, 4.75] [3.87, 4.87]

UI 0.29 0.16 [0.02, 0.56] [−0.04, 0.61]

Familiarity −0.14 0.04 [−0.19, −0.08] [−0.20, −0.06]

UI * Familiarity 0.08 0.05 [0.003, 0.16] [−0.01, 0.17]

8 For Bayesian GLMMs, we used the R package brms [3].
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5.2 Response Variables

To investigate hypotheses H1, H2, H3, and H4 in Subsect. 3.3, we constructed
GLMMs of the following five response variables.

Session Time. This variable measures the time expended by a participant
during searching and browsing the webpages assigned to the task. The session
time may lengthen when the searching and browsing tasks are more carefully
performed. The session time of a participant completing a task was obtained by
summing his/her dwell time in the associated SERP and his/her total dwell time
in the webpages during the task. This measure was investigated in hypothesis
H1 and H4.

Dwell Time in SERPs. This variable measures the time expended by a partic-
ipant in the SERP of a given task. This time may lengthen if the useful webpages
are more carefully selected from the list of search results. This measure was eval-
uated in hypothesis H1 and H4.

Average Dwell Time per Webpage. This variable measures the time
expended (on average) by a participant on each webpage of the assigned task.
This time may lengthen when any webpage is carefully browsed for quality-
judgment information or evidence collection. This measure was investigated on
hypothesis H1 and H4.

Number of Viewed Webpages. This variable measures the number of web-
pages viewed by a participant during a task. The webpage count will increase
when the participant visits more webpages to collect and compare multiple pieces
of evidence. This measure was evaluated in hypothesis H2 and H4.

Confidence Change. This variable measures the extent to which the partici-
pants’ confidence in their task answers (beliefs) changes after the web search. The
post-confidence will increase if participants consider that the evidence strength-
ened or weakened their prior belief. This measure was evaluated in hypothesis
H3 and H4.

6 Results

6.1 Session Time

Table 3 shows the results of the Bayesian GLMM analysis on session time. The
90% HDI of the UI conditionvariable excluded zero (equivalent to p < 0.10 in the
frequentist approach). Furthermore, under the proposed condition, the session
time was extended with a very high posterior probability (a 96.0% chance that
the coefficient exceeded zero over the posterior distribution).



434 F. Saito et al.

1

2

3

4

5

−3 −2 −1 0 1 2

Topic familiarity

N
um

be
r

of
vi

ew
ed

pa
ge

s

UI condition

controlled

proposed

50

100

150

200

−3 −2 −1 0 1 2

Topic familiarity

S
es

si
on

tim
e

(s
)

(a) Session time (b) Number of viewed webpages

1

2

3

4

5

−3 −2 −1 0 1 2

Topic familiarity

N
um

be
r

of
vi

ew
ed

pa
ge

s

UI condition

controlled

proposed

50

100

150

200

−3 −2 −1 0 1 2

Topic familiarity

S
es

si
on

tim
e

(s
)

(a) Session time (b) Number of viewed webpages

Fig. 2. Marginal effects of UI conditions at specific levels of topic familiarity for (a)
session time and (b) number of viewed webpages. Green and orange lines indicate
the predicted response values under proposed and controlled conditions, respectively.
Colored backgrounds delineate the 95% credible intervals (CIs) of the predicted values.
(Color figure online)

Table 4. Coefficients of the generalized linear mixed model for dwell time on the
SERPs, with mean, standard error, 90% HDI, and 95% HDI.

Variable Mean SE 90% HDI 95% HDI

Intercept 3.10 0.17 [2.78, 3.42] [2.67, 3.53]

UI 0.19 0.16 [−0.09, 0.45] [−0.12, 0.51]

Familiarity −0.11 0.04 [−0.17, −0.04] [−0.18, −0.03]

UI*Familiarity 0.06 0.05 [−0.02, 0.15] [−0.04, 0.17]

The 90% HDI of the interaction between UI condition and topic familiarity
was also greater than zero. We confirmed a 96.1% chance that the coefficient
exceeded zero over the posterior distribution. Figure 2a illustrates the marginal
effects of the UI condition and topic familiarity. This figure indicates that (1)
the participant session times were longer in the proposed condition than in the
controlled condition, and (2) when participants were more familiar with a search
topic, the UI condition exerted a larger effect than when participants were unfa-
miliar with the topic.

6.2 Dwell Time on SERP and Webpage

As indicated in Table 4, the 90% HDIs of the UI condition and the interaction
between UI condition and topic familiarity contained zero (equivalently, the null
hypothesis cannot be rejected at the α = 0.1 significance level). In addition, there
was insufficient evidence (insufficiently many high chances) that the coefficients
of UI condition and the interaction between UI condition and topic familiarity
were positive (87.3% for the UI condition; 86.9% for the interaction).
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Table 5. Coefficients of the generalized linear mixed model for average dwell time per
webpage, with mean, standard error, 90% HDI, and 95% HDI.

Variable Mean SE 90% HDI 95% HDI

Intercept 3.65 0.16 [3.36, 3.95] [3.26, 4.03]

UI −0.09 0.16 [−0.36, 0.18] −0.42, 0.23]

Familiarity −0.04 0.04 [−0.11, 0.03] [−0.12, 0.05]

UI * Familiarity −0.02 0.05 [−0.11, 0.08] [−0.13, 0.09]

Table 6. Coefficients of the generalized linear mixed model for the number of viewed
webpages, with mean, standard error, 90% HDI, and 95% HDI.

Variable Mean SE 90% HDI 95% HDI

Intercept 0.84 0.18 [0.48, 1.19] [0.36, 1.35]

UI 0.23 0.14 [−0.01, 0.46] [−0.06, 0.51]

Familiarity −0.07 0.04 [−0.14, −0.004] [−0.15, 0.01]

UI * Familiarity 0.07 0.05 [−0.01, 0.15] [−0.03, 0.17]

As indicated in Table 5, the 90% HDIs of the UI condition and the interaction
between UI condition and topic familiarity contained zero (in the frequentist
approach, the null hypothesis could not be rejected at the α = 0.1 significance
level). Besides, there was insufficient evidence that the coefficients of UI condition
and the interaction were positive (28.7% for the UI condition; 38.7% for the
interaction).

6.3 Number of Viewed Webpages

Table 6 shows the GLMM results on the number of visited webpages. The 90%
HDIs of UI condition and the interaction between UI condition and topic famil-
iarity contained zero (in the frequentist approach, the null hypothesis could
not be rejected at the α = 0.1 significance level). However, the proposed condi-
tion encouraged the participants to visit more webpages with high probability
(a 94.5% chance that the coefficient exceeded zero over the posterior distribu-
tion). Furthermore, there was a marginally high chance that the coefficient of
the interaction between UI condition and topic familiarity exceeded zero over
the posterior distribution (90.4%).

Figure 2b illustrates the marginal effects of UI condition and topic familiarity
for the number of viewed webpages per task. This figure indicates that (1) the
participants under the proposed condition viewed more webpages than those
under the controlled condition, and (2) for participants familiar with the search
topic, the UI condition exerted a larger effect than for participants unfamiliar
with the topic.
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Table 7. Coefficients of the generalized linear mixed model for confidence change, with
mean, standard error, 90% HDI, and 95% HDI.

Variable Mean SE 90% HDI 95% HDI

Intercept 1.27 0.23 [0.85, 1.66] [0.78, 1.78]

UI −0.12 0.27 [−0.56, 0.32] [−0.64, 0.40]

Familiarity −0.37 0.07 [−0.49, −0.25] [−0.51, −0.23]

UI * Familiarity −0.17 0.09 [−0.32, −0.02] [−0.35, 0.01]
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Fig. 3. Marginal effects of UI conditions at specific levels of topic familiarity for eval-
uating the confidence change. Green and orange lines indicate the predicted response
values under proposed and controlled conditions, respectively. Colored backgrounds
delineate the 95% CIs of the predicted values. (Color figure online)

6.4 Confidence Change

Table 7 shows the GLMM results of the confidence changes after the tasks. As
indicated in the table, the 90% HDI of the UI condition variable included zero.
Moreover, the probability of the coefficient exceeding zero was low over the pos-
terior distribution (32.8%). However, as previously observed for the interaction
between UI condition and topic familiarity, the 90% HDI of the interaction
variable was less than zero (equivalent to p < 0.1 in the frequentist approach).
Furthermore, we confirmed a 96.7% chance that the coefficient of the interaction
was below zero over the posterior distribution.

Figure 3 illustrates the marginal effects of UI condition and topic familiar-
ity. This figure indicates that when the participants were not familiar with the
search topics, the confidence change was larger under the proposed condition
than under the controlled condition. On the contrary, when the participants
were familiar with the search topics, the confidence change was lower under the
proposed condition than under the controlled condition.
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7 Discussion

7.1 Detection of Weasel Sentences

As described in Subsect. 3.1, the precision, recall, F-value, and accuracy of our
classifier all exceeded 0.7, indicating that our classifier outperformed a simple
classifier that randomly judges whether or not sentences are weasel ones.

Rather than discussing the development of a high-performance classifier, we
investigated the effect of the classifier on user behaviors during web browsing.
Therefore, we simply employed the SVM classifier as a baseline method. However,
the performance of weasel-sentence detection could be improved. For example,
our classifier neglected the order and semantics of the terms in the sentences. In
the future, we have a plan to employ a deep neural network-based method for
higher performance. A further study of how the performance of weasel sentence
detection affect user behavior should be conducted.

7.2 Effect of Weasel Sentences During Web Browsing

Here, we discuss hypotheses H1, H2, H3, and H4 in terms of the study results.
For H1, we examined the session time, dwell time in SERPs, and average

dwell time per webpage during each search task. According to the analytical
results, the UI condition affected the session time (Subsect. 6.1). However, the
behavioral analysis revealed no influence of UI condition on the dwell time in
SERPs or on the average dwell time per webpage (Subsect. 6.2). From these
results, we cannot conclude whether the participants spent longer in the SERPs
or the webpages under the proposed condition. However, we can conclude that
highlighting the weasel sentences promoted longer web browsing in a particular
session level. Therefore, we consider that H1 was supported.

For H2, we examined the number of viewed webpages during each search
task. Highlighting the weasel sentences influenced the number of viewed web-
pages (Subsect. 6.3), meaning that participants using the proposed system vis-
ited more webpages than those using the controlled system. From this result, we
consider that highlighting the weasel sentences promotes browsing for compari-
son with other webpages or additional verification, thus supporting H2.

For H3, we examined the confidence difference in the participants’ answers
before and after the search tasks. The effect of highlighting the weasel sentences
depended on the participants’ familiarity with the researched topic. According to
Fig. 3, if the participants were unfamiliar with the search topic, their confidence
change was more influenced by web browsing under the proposed condition than
under the controlled condition. On the other hand, if the participants were famil-
iar with the search topic, their confidence change was lower under the proposed
condition than under the controlled condition. From these results, we consider
that H3 was partially supported; specifically, it was supported when the partic-
ipants were unfamiliar with the search topics.

In the H4 evaluation, participants who were more familiar with the search
topics were more influenced by weasel-sentence highlighting than those with less
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knowledge of the topic (Fig. 2a and b). Furthermore, as discussed for Fig. 3, high-
lighting the weasel sentences exerted less effect on the confidence change when
the participants were familiar with the topic. These results support hypothe-
sis H4.

From the above discussion, we conclude that highlighting the weasel sen-
tences encouraged the participants to view more webpages, and consequently
extend their time in web browsing, when they were somewhat familiar with the
search topics. Before the user study, we expected that when the participants saw
the highlighted weasel sentences in a webpage, they would read the text more
carefully over a longer time than when the weasel sentences was not highlighted.
However, this expectation was not supported by our results: the average dwell
time per webpage was no longer under the proposed condition than under the
controlled condition. We surmised that the participants judged the highlighted
text as poor-quality, and consequently abandoned it. The actual interpretations
and usages of the highlighted sentences should be investigated through partici-
pant interview or eye-tracking analysis.

Interestingly, we found that when the participants reported more knowl-
edge of the search topic, there was less difference between their pre- and post-
confidence levels than those of participants reporting low knowledge of the topic,
despite using our proposed system. One interpretation is that when the partic-
ipants with high topic familiarity looked at highlighted weasel sentences, the
sentences might strength their prior beliefs in their task answers. This inter-
pretation indicates that if people use our system with incorrect prior beliefs,
they may be prompted into wrong decision making. As discussed in [23,25],
several studies have claimed that user characteristics such as topic familiarity
and critical thinking capability can affect critical information seeking on the
web. Therefore, we should conduct a deeper analysis of the relationship between
user characteristics and the effect of the proposed method. Moreover, we should
study a better method to support unbiased and critical information seeking on
the web.

8 Conclusion

We proposed a system that highlights the weasel sentences on webpages during
web browsing. Furthermore, we studied how highlighting such sentences affected
the search behaviors and decision making of people searching for web nformation.

The findings of the online user study are summarized as follows: (1) Weasel-
sentence highlighting encouraged the participants to extend their web browsing
time and view more documents. (2) The effect of finding (1) was more significant
when the participants were familiar with the search topics. (3) When participants
with more topic familiarity used our system, their prior belief in their search-task
answers was less influenced by web browsing than that of users unfamiliar with
the topic. The proposed search-interaction design can enhance user engagement
in critical information seeking on the web.
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Abstract. Understanding the needs of highly-dynamic job market sec-
tors is of crucial importance to job seekers, employers, and educational
bodies alike. This paper describes efforts to identify skill demand com-
position and dynamics by constructing and interpreting a time series
of skills networks that are routinely identified through an established
agglomerative hierarchical clustering with breadth-first search order
based on co-word occurrences. We focus on Data Science as an exam-
ple of a highly dynamic sector. Data collected from job adverts between
2016–2017 is pre-processed to identify distinct evolving skills networks
observed over at least 12months. These result in 40 time-series that are
used to track the evolving skills clusters and to define the skillsets in
high-demand. To return a quantitative scientific result, we implement
three traditional statistical models (Naive, Simple Exponential Smooth-
ing (SES), and Holt’s linear trend) to forecast future skills cluster com-
position. The analysis is done based on the centrality and density indices
generated for each evolving cluster within the skills networks. Forecasts
based on the previous quarter(s) are then checked against actual obser-
vations in terms of positioning within a density- and centrality-based
strategic quadrant. The F-measures observed (75% and 73% for two top
methods) demonstrate the suitability of our approach to identify core
skillsets in the near future based on recent data with a high level of
accuracy.

Keywords: Graph mining · Network clustering · Time-evolving
network

1 Introduction

Many employment sectors have experienced rapid changes due to the increasing
availability of data and a corresponding surge in data value extraction through
data science, artificial intelligence, and automation. These changes have intro-
duced new opportunities for employment and education, but also challenges due
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to a discrepancy between the number of individuals possessing relevant skills
(supply) and the amount of highly-specific job positions that have come into
play (demand). For example, the widening gap between supply and demand
in the European data economy is expected to reach 2 million by 20201. This
extreme skills gap translates into a loss running into (Euro) billions. Therefore,
it is paramount to up-skill and re-skill the existing talent pool to meet the need
of fast-evolving employment sectors.

Our investigation considers the hypothesis that skill demand can, to an
extent, be discovered and predicted, by tracking the skills network evolution
over a series of observances derived from web-posted job adverts. It offers a
large-scale, dynamic, and freely available dataset representing job market skill
demand; offering a possibility to identify trends in the evolution of requested
skill-sets for a specific sector. Our literature survey (Sect. 2) indicated a lack of
publicly available tools or methods addressing this possibility. Moreover, the type
of analysis we consider differs from studies relying on a frequency value [1,2],
since we are not primarily concerned with studying the change in the number
of job postings per skill. Evolution-based skill-set forecasting is equally valuable
for:

1. job candidates seeking to optimize their skill-set by acquiring complementary
new skills to maximize their competitiveness in the job market.

2. academic institutions and training bodies, seeking to offer adaptive and
forward-looking curricula based on the observed demands.

3. employment bodies, providing skills-based job matching, career consultation,
etc.

4. industry seeking to make informed decisions on future investments.

Our method relies on a large number of job adverts that were published on
several online channels between 2016–17. The method for collection, transforma-
tion, and curation of the dataset was adapted from the earlier study by Sibarani
et al. [3] and is therefore not a contribution of our paper. However, we implement
the whole process for data collection and curation since we cover a longer period
(2016–2017) and more job adverts from more web job portal sources. Afterward,
the dataset is represented as an undirected and weighted graph that has a topol-
ogy of interconnected skills and weight indices representing the strength between
skills based on their observed job advert co-occurrences. We then implement
the Coulter method [4], which performs agglomerative hierarchical clustering
with breadth-first search to decompose the networks into sub-graphs or clus-
ters, which are sets of highly interconnected skills. Using that data, we create a
series of skills clusters for each country under observation. To ensure consistency,
we select those distinct but evolving clusters that are observed in at least four
consecutive yearly quarters. Although we can summarize their trend and ten-
dency in the near future according to the stability and consistency of the skills
clusters structure, nevertheless we need to provide a quantitative result for this

1 https://ec.europa.eu/digital-single-market/en/news/final-results-european-data-
market-study-measuring-size-and-trends-eu-data-economy.

https://ec.europa.eu/digital-single-market/en/news/final-results-european-data-market-study-measuring-size-and-trends-eu-data-economy
https://ec.europa.eu/digital-single-market/en/news/final-results-european-data-market-study-measuring-size-and-trends-eu-data-economy
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inherently empirical question. Therefore time series forecasting is then employed
on the resulting 40 cluster series in an attempt to forecast their density and
centrality within the entire skills graphs.

2 Related Work

There is little to no published results applying network clustering to monitor
market-driven skill-set demand. Network clustering (or graph partitioning) can
detect hidden network structures by decomposing them into clusters (or com-
munities) such that there is a dense set of edges within each.

Newman and Girvan [5] introduced one key network clustering algorithm.
It implements divisive hierarchical clustering based on breadth-first search. Xu
et al. [6] proposed a structural clustering algorithm for networks (SCAN) that
is based on the hierarchical agglomerative method. Despite the high effective-
ness at discovering community structure in networks, both algorithms [5] and [6]
were purposely designed for an unweighted graph. Another clustering algorithm
was presented by Blondel et al. [7], best known as Louvain algorithm, which
is a heuristic method based on modularity optimization that unfolds a com-
plete hierarchical community structure for a network. The accuracy is excellent
for the top-level hierarchy and extremely fast for networks of unprecedented
sizes. Unlike [5] and [6], Louvain algorithm tends to deal with an undirected
and weighted graph. Similarly, Coulter et al. [4] introduced an agglomerative
hierarchical clustering algorithm with breadth-first search based on patterns of
co-occurrence between pairs of items (i.e., words or noun phrases) in a corpus of
text, in order to identify links and to give weight to each link. Although both [7]
and [4] are purposely designed for weighted graphs, the approach that was under-
taken by each algorithm is different, which, in return, generates distinct results
as well.

The Louvain algorithm [7] places all vertices and links that are available in
the graph into the new clusters; therefore, there is a chance that not every result
detected by the Louvain method is meaningful. Despite its capability to make
sure every cluster has relatively dense internal and sparse external connections, it
cannot guarantee that every node in the cluster is important and has sufficiently
high connectivity with other nodes in the same cluster. It is highly possible that
a low-degree node belongs to a cluster only because it has zero connectivity
with other clusters. This primary concern influences the outcome of the Louvain
algorithm, which might lead to failure in identifying the core of clusters, for
which extracting the highly demanded skills would be impractical. In contrast,
the Coulter algorithm [4] is a weight-based method with a tendency to find the
cores of clusters. The core nodes in a cluster often have substantial similarity,
and hence are connected early in the agglomerative process. Thus, this approach
is, in a way, comparable and appropriate for the dataset and the goal of our
study.

Most studies related to the time-based analysis for identifying skill-set
demand based on the job market only address the frequency of job adverts about
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a specific skill. In 2014, Smith and Ali [2] conducted a study to assess the employ-
able skills in programming to guide curriculum decisions. Utilizing the search by
keyword function in one job portal, they collected data for several years, com-
prising the date, keywords identifying a skill, and a total number of jobs found
about it. They concluded that skill is still in demand based on the trend line
that remains strong and continues to grow relative to the total number of jobs.
Kobayashi et al. [10] also applied text mining to automatically classify job infor-
mation from vacancies collected from various employment websites; to analyze
the extracted worker attributes (i.e., skills), summarize them and use them to
cluster specific jobs; thus this effort had jobs at the focus. Sodhi and Son [1] also
analyzed online job ads from online sources, focusing on skills demand related to
Operational Research (OR). They compiled a dictionary (hierarchical structure
of categories, sub-categories, and keywords) of OR-related words and phrases,
which is used with content analysis software to analyze the ads. The proportion
of ads that have keywords associated with the skills categories reflects the skills
demanded by the industry. On the contrary, our objective is to learn patterns
of skills from job postings using the data collection approach that is routinely
collecting data posted by job advertisers from multiple sources. Moreover, our
results are skill cluster-based, rather than focused on a particular skill. Our app-
roach uses a vocabulary that is generated semi-automatically (in this paper, we
focus on Data Science) in place of a dictionary; thus, we eliminate the need for
tedious dictionary compilation.

3 The Proposed Framework

This section includes an extensive overview of our main contribution: a Skills
Network Evolution Tracking framework that is capable of observing skills net-
work from online-posted job adverts and discovering the highly on-demand skills
by tracking the changes in job markets. Therefore, the focus is on the reliance
on changes in sub-graph structure to predict which labor market skills will be
in-demand, creating a process which is tractable and can improve the visibility
of changes in job markets for end-users, e.g., policymakers, employers and work-
ers. Although it is not the primary goal of this study, we nevertheless implement
several traditional statistical prediction models to offer a proof-of-concept of how
the prediction results on highly-demanded skills can look like, so we can validate
and return a quantitative scientific result, despite its nature as an inherently
empirical question.

The proposed framework, as depicted in Fig. 1, comprises all the required
steps, starting from data curation and transformation, graph construction, sub-
graph identification (or skills network clustering), sub-graph quadrant and class’
type identification, skill series generation, and network evolution tracking for
the prediction task. As for the data curation and transformation, our proposed
framework re-used the pipeline from an earlier study by Sibarani et al. [3], thus
we omit this process from the detail description below, as we assume that there
is data in the knowledge base. However, to make it as clear as possible, we
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nevertheless start by summarizing the data collection and briefly introduce the
information extraction and the transformation process.

3.1 Dataset Compilation

We collected and analyzed 620,760 job adverts related to ‘Data Science’ from 17
European countries. The current results are limited by this data, which covers
the period 2016–17, as shown in Table 1. Adverts were obtained from Adzuna2,
Indeed3, and Trovit4. The disparity between data for the two years is due to
job adverts only having been available from four countries (Germany, France,
United Kingdom, and the Netherlands) between Jan–Sep 2017.

Table 1. Distribution of job adverts each country by year

Country 2016 2017 Country 2016 2017

Denmark 7315 – Switzerland 26653 1738

Portugal 28886 2187 Belgium 12358 623

Germany 107227 10856 Spain 16786 –

Hungary 5881 764 France 68450 7989

Italy 18396 1773 Czech Republic 9032 –

Austria 10879 1291 Sweden 16460 1932

The Netherlands 65307 4344 Romania 15239 1549

Ireland 38159 4946 Poland 9804 2437

United Kingdom 111377 10122

Fig. 1. Skills network evolution tracking framework architecture.

The adverts were indexed by a total of 1,287,994 keywords (a mean of 2.07
per job advert), identified using the Ontology-Based Information Extraction

2 https://www.adzuna.com/.
3 https://de.indeed.com/?r=us.
4 https://de.trovit.com/.

https://www.adzuna.com/
https://de.indeed.com/?r=us
https://de.trovit.com/
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pipeline [3] guided by the Skills and Recruitment Ontology5 (SARO) [13]. Col-
lected job adverts are transformed to comply with the Resource Description
Framework (RDF) W3C standard for data representation, in which Fig. 3 depicts
one job advert represented in RDF format. All job ad-related information that
consists mainly of JobPosting and Skill is stored as RDF instances adhering
to the concept in the SARO ontology.

3.2 Graph Construction and Clustering

The data used for the objectives in this paper, therefore, consists of RDF graphs
connecting skills using an equivalence index to measure the strength of associ-
ation between two keywords, utilizing its co-occurrence frequency and is calcu-
lated using (1)

sij =
(Cij)2

(Ci · Cj)
, 0 ≤ sij ≤ 1 (1)

where, Cij is the number of job adverts in which the skill pair appears; Ci is the
number of times that the keyword i is used for indexing a job advert from the
dataset; Cj is the number of times that the keyword j is used for indexing a job
advert from the dataset.

A graph was initially available for each country, for the whole period covered.
To support our goal, that is to generate a time series of skill clusters, we needed
to partition these graphs into time period-based observations further. Since the
country-specific data coverage during the two years for which data is available
was not always consistent at a weekly- or even monthly-level, therefore in our
experiment we decided to group the data per trimester to smoothen out the
irregular volume of job adverts, which gives in total of 92 out of 136 (complete
version: 17 countries for eight periods) data points to be observed. Notice the
discrepancy amount that happened due to job adverts only having been available
from four countries (Germany, France, United Kingdom, and the Netherlands)
between Jan–Sept 2017. The illustration of one graph out of 92 graphs as our
data points can be seen in Fig. 2, that is generated from period T1 for country
code ‘cz’.

Definition 1. A graph or undirected graph G is an ordered pair G = (N,E),
formed by a set N = {n1, n2, ..., nN} of vertices and a set E = {e1, e2, ..., eE}
of edges ek = {ni, nj} that connect the vertices. Hence we define a subgraph
at period p and country l as a weighted graph Gp,l(Np,l, Ep,l), where an edge
e(u, v) ∈ Ep,l connects nodes u, v in Np,l and suv is the similarity between them,
represented by their strength of association.

Then we applied the Coulter algorithm to generate skill clusters for each
graph; reducing a vast network of related keywords into multiple related smaller
clusters that are easier to observe. The algorithm uses two passes through the
data. Pass-1 identifies clusters by choosing the link with the highest strength

5 https://elisasibarani.github.io/SARO/.

https://elisasibarani.github.io/SARO/
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value, and its co-occurrence frequency is higher than t, a predefined threshold,
thus making the link as a starting point as well. For each graph, we set a different
threshold t based on the median value of the co-occurrence frequency of a par-
ticular graph. Other links and their corresponding nodes are added to the cluster
in the decreasing order of their strength value based on a breadth-first search
until there are no more links that exceed the co-occurrence threshold. Therefore,
the Pass-1 builds clusters that can identify areas of intense focus, by generat-
ing the primary associations among skills (internal nodes) and its corresponding
skills (internal links). In Pass-2, each Pass-1 cluster is extended by adding links
with the highest strength and exceed the co-occurrence frequency threshold, and
both nodes of the link must be included in some Pass-1 generated-clusters. The
steps will continue for each identified cluster in Pass-1 until no remaining link
meets the co-occurrence threshold. Pass-2 can identify keywords that associate
in more than one cluster, and thereby indicate the substantial issues, by gener-
ating links between Pass-1 nodes across clusters, which are called external nodes
and external links.

The application of network clustering algorithm to the graph depicted in
Fig. 2, resulting in total 11 clusters, represented by nodes with the same back-
ground colors are in the same cluster and vice versa, except for the nodes without
any background colors, are not belong to any clusters. Therefore, from 174 nodes
and 1651 edges that belong to graph T1 country code ‘cz’, the clustering algo-
rithm chose 106 nodes and 197 edges as the focus of the skills network, which will
be used further to construct a series of skills cluster for each country. Also, for
each resulted cluster, we identify the density and centrality index. The density
index measures the cluster’s internal strength (local context) by calculating the
average (mean) of the weights of the internal links, while the centrality value
measures the strength of a cluster’s interaction with other clusters (global con-
text), that is calculated with the square root of the sum of the squares of all
external link values.

Fig. 2. One graph that is observed from period T1 in country code ‘cz’.
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Figure 4 zooms-in one resulted cluster (Cluster-3) from graph T1 of country
code ‘cz’ that is located in the bottom part of Fig. 2, with skill mysql as the
cluster’s label. We assigned a label for each resulting cluster by choosing the
internal or external node a of a cluster Cl with the highest weight WCl. This is
calculated using (2), which is adapted from [14]

WCl(a) =
KCl(a)

nClin + nClex
, 0 < KCl(a) ≤ nClin + nClex, 0 < WCl(a) ≤ 1 (2)

where, nClin is the sum of the weights of the internal links of cluster Cl; nClex

is the sum of the weights of the external links of cluster Cl; and KCl(a) is sum
of the weights of the edges where an internal or external node a is incidental to
the internal or external links of Cl. Hence the keyword with most weight serves
to label cluster Cl.

In this study, we apply the clustering algorithm on the skills network for
which the clusters are not known ahead of time, thus, to know how good the
clusters found by the algorithm are, we calculate the modularity, as a measure
of the quality of a particular division of a network, that is adapted from [5]. For
the clustering of a graph with k clusters, the modularity is defined as (3):

Q =
k∑

s=1

[ ls
L

−
( ds

2L

)2]
(3)

where, L is the sum of the weights of all edges in the graph, ls is the sum of the
weights of edges between vertices within cluster s, ds is the sum of the weights
of all incidental edges to the vertices in cluster s. We define skills clusters as
follows. We fix an input data of 92 graphs Gp,l, on which the clustering algorithm
then produces a set of subgraphs (clusters) C = {C1, C2, ..., Cn} for each of the
original network Gp,l.

Definition 2. A cluster C1 of graph Gp,l comprises internal nodes Nint,
internal links Eint and external links Eext where each of the link’s co-
occurrence frequency is ≥ t, a predefined threshold, and external nodes Next,

Fig. 3. The final job adverts in RDF format
after the data collection and transformation
has been done.

Fig. 4. One resulted cluster (Cluster-
3) from period T1 in country code ‘cz’
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where each external node belongs to another clusters of the same graph. The clus-
ter’s attributes are: density value Den, centrality value Cen, the label Lab,
and modularity value mod. The number of clusters, k is not known a priori.

Furthermore, a new round of classification is needed to identify clusters with a
strong ability to structure the general network. We distinct each resulted clus-
ters from the clustering task based on four categories [8,9]: isolated, secondary,
principal, and crossroads. A cluster is either connected to another cluster(s), or
it is isolated, which is characterized by an absence of links with other clusters.

Definition 3. A cluster Ck is isolated iff its external links Eext = ∅.
The distinction between principal and secondary clusters must be retained
because the former designates the core of a network. In fact, within the set of
principal clusters, we highlight those clusters that have at least y secondary clus-
ters, namely crossroads, because, by their power to connect, crossroads clusters
play an essential role in the transformation of a network. As a result, principal
clusters – and in particular crossroads clusters – identify the focal point of the
object being studied.

Definition 4. A cluster Ck is the secondary of cluster Cx, which therefore
makes cluster Cx as a principal of cluster Ck iff there exist p number of external
links e1:p in cluster Cx with strength value that is ≥ the minimum strength value
from all internal links in cluster Cx, and each of this external link e1, e2, ..., ep
connects nodes (u, v) where u ∈ internal nodes Nint of cluster Ck and v ∈
internal nodes Nint of cluster Cx, or vice versa, where p has a value greater
than δ, a predefined link threshold.

Definition 5. Cluster Cx is categorized as a crossroads cluster iff it is a prin-
cipal cluster of y secondary clusters, where y has a value greater than α, a
predefined qualified secondary threshold.

The parameter δ = 2 is defined based on the average of the amount of external
link per cluster, and α = 2 is set according to the median value of total number
of other clusters that are linked to a cluster x.

We illustrate cluster classification process for Cluster-3 in Fig. 5, in which
Cluster-3 (in the middle, same as cluster in Fig. 4), is connected to two other
clusters (Cluster-7 on the left-side and Cluster-2 on the right-side) from graph

Fig. 5. Crossroads identification of Cluster-3 from T1 in country code ‘cz’.
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T1 in country code ‘cz’. Cluster-3 is not a isolated since it has links with other
clusters, and it is classified as a principal cluster, because it has at least two
links to another cluster where its strength value is higher than the minimum
strength value of Cluster-3 internal links, in this case, 0.049. Since Cluster-3 is
connected to two other clusters with this specification, three links to Cluster-7
(each has strength 0.06 on two links and 0.08 on the other one) and two links
to Cluster-2 (each on 0.14 and 0.06), therefore it is eligible to be a crossroads
cluster.

3.3 Time Series Generation and Evolution

The final step that is crucial in our proposed framework is the time series gen-
eration. Our time series is different from the common literature, in which a time
series is usually defined as a series of (floating) values, at regular timestamps.
In our proposed framework, we identify a series of similar skills clusters in order
to track the network’s evolution. Thus we create a series of similar clusters for
each location/country, for example, Cluster-10 from T1 corresponds to Cluster-
8 from T2; Cluster-8 corresponds to Cluster-4 from T3, which corresponds to
Cluster-2 from T4 and so on. One series might come to an end; another might
only start after a specific time (for example, at T2). To quantify the similarity
of clusters, we apply the Similarity Index (SI) [4], by measuring the intersection
of the keywords in two clusters, as can be seen in (4)

SI(Wi,Wj ,Wij) = 2 ×
( Wij

Wi + Wj

)
, 0 < SI ≤ 1 (4)

where, Wij is the number of skills common to cluster-i Ci and cluster-j Cj ; Wi

is the number of skills in Ci; and Wj is the number of skills in Cj . In order to
characterize the most significant changes and interactions in our time series, this
is where the cluster’s type class comes at handy, by limiting our comparisons to
crossroads clusters, and to include at least one crossroads cluster at one or some
point in a generated series. Hence our algorithm to create a series is, for each
country, starting from the T1, we obtain the crossroads clusters and make it as
the point of departure of each series. Then, for the next period (T2), using the
SI index and a word threshold, we compare each cluster in T2 with the cluster
in the series, that is of T1, and choose cluster with the highest SI as the next
series. This process must be executed until the end of the whole period (T8).
If, for example, a series x has a cluster at times T1, and no defined cluster in
T2; then to find the cluster for times T3 for series x, the comparison analysis
must be done between cluster candidates in T3 to the data point in T1, and the
cluster with the highest SI index will be chosen.

Definition 6. For each location l, a series of skills cluster Si is a period-ordered
sequence of clusters from location l, (C1,l, C2,l, ..., Cp,l), created based on compar-
ison analysis using similarity index between clusters on each period instance. To
ensure notable intersection between two clusters, we set a minimum similarity
threshold θ to define the least number of similar words (i.e., skills) based on the
average of the number of keywords in a job advert.
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To support the network evolution tracking task in order to define the highly
in-demand skills, we focus on the cluster’s attributes called centrality and density
indices. Using both indices, we allocate a cluster and identify their quadrant
location in the strategic diagram, which consists of the horizontal and vertical
axes, which represents centrality and density. The origin of the diagram is at
the median of the respective axis values and is drawn by plotting centrality and
density of each skills network within a two-dimensional space divided into four
quadrants [8,9]:

– Q1 contains clusters that are both central (strongly connected to other clus-
ters) and have intense internal links reflecting a high degree of development;
indicating the core of the network.

– Q2 comprises central clusters, but the density of their internal links is rela-
tively low; indicating their growing maturity and is already shown its impor-
tance, classified as emerging clusters.

– Q3 contains less central clusters – or peripheral – while their density is high;
indicating a well-developed but less interest with weak interactions with other
clusters.

– Q4 contains clusters that are both peripheral and little developed, indicating
possible marginal clusters that might gradually disappear from the sector.

Based on four quadrants above, we then could track the quadrant location of
each cluster in each series in order to follow its evolution and transformation
over several periods, especially for the cluster which is located in Q1, since it
represents the highly in-demand skills. More specifically, we fix our investigation
on the series, which shows a stable transformation during the period being stud-
ied. By manually observing the resulted series and its evolving trends, we define
four categories of transition curves, which can broadly be described as follows:

1. Category A represents clusters exhibiting a steady and stable curve.
2. Clusters in Category B exhibit a simple curve (gradual changes in quadrant

location) with a trend that continues during the forecasting period.
3. Category C includes clusters exhibiting a stable curve, with a sudden quad-

rant location shift during the last observed period.
4. Category D exposes a complex curve, with frequent and repeated changes in

the clusters’ quadrant location.

Fig. 6. One series of skills cluster (Series ID ‘2’) that is successfully generated for
country code ‘cz’.
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One resulted series of country code ‘cz’ is depicted in Fig. 6, where the starting
data point of the series is a crossroads cluster, that is Cluster-3 in Fig. 5.

4 Evaluation and Discussion

This section presents the results of the skills in-demand discovery through the
time series generation and skills clusters evolution tracking. The objectives of
our study are two-fold:

1. to evaluate the adequacy of the Coulter algorithm in finding the relevant
clusters and its performance based on the modularity gain.

2. to identify whether the proposed method has the potential to correctly track
established high-demanded skills clusters identified by their ‘quadrant’ loca-
tion.

Considering each of the above will enable us to determine whether we can
confirm our hypothesis – that skill demand can be discovered and projected
based on the evolution tracking of skills clusters with a sufficient amount of
earlier observations. Although to show that clusters that are included in the series
are having occurring changes and thus could be plausibly interpreted in terms
of the evolution of the labor market skills demand, is inherently an empirical
question, we nevertheless provide a proof-of-concept of our proposed framework
and return a quantitative scientific result for the discovery and prediction of
high demanded skills. To achieve a quantitative scientific answer, we implement
three traditional statistical prediction models that are sufficiently diverse to cope
with the ranges of variability and adjustment to trend, namely Naive, Simple
Exponential Smoothing (SES), and Holt’s linear trend method [15]. Then we
employ walk-forward validation to compare forecasted values with the actual
values that are observed later for the period in question. Finally, we consider the
forecasted quadrant location of established clusters against their next known
location and compute an F-measure to determine the forecast accuracy.

Clustering Result Evaluation. We implemented Coulter algorithm and
determined the clusters for every 92 graphs constructed from our curated job
adverts dataset, resulting in a total of 944 clusters. We then evaluated the clus-
tering results of Coulter algorithm by calculating each graph’s clustering mod-
ularity (Q) using (3), and compare it to the gold standard that is defined in
study by [5]. Although the Q values range between 0, means the number of
within-cluster edges is no better than random, and 1, which is the maximum
and indicate networks with strong cluster structure, however in practice, val-
ues for such networks typically fall in the range from about 0.3 to 0.7, with
higher values are rare. Thus in this experiment, the Coulter algorithm clustering
result achieves Q values that are consistently above 0.3 for all 92 graphs with
an average of 0.41 for all graphs. Thus we conclude that our clustering result is
sufficiently good and eligible to discover a sensible division of our skills graphs
dataset.
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Table 2. Prediction F-measure for each quadrant location in all investigated series

Quadrant label Precision Recall F-measure

Naive SES Holt Naive SES Holt Naive SES Holt

Q1 65% 63% 62% 75% 94% 88% 70% 75% 73%

Q2 23% 33% 32% 25% 35% 40% 24% 34% 36%

Q3 0% 0% 0% 0% 0% 0% – – –

Q4 33% 40% 44% 24% 19% 19% 28% 26% 27%

Evaluation of the Skills Cluster-Based Demand Prediction. We estab-
lish the list of the series of skills clusters containing at least one crossroads cluster
to determine what themes played a role in structuring the skills in demand over
time. For the data and period (T1–T8) in consideration, this generates 195 series.
However, only 40 series have consistently one cluster in four quarterly periods,
and just four series have a cluster in each period T1–T8. Since four series was
considered too low to derive significant interpretations, we opted to focus on the
40 skills cluster series and their evolution over four quarters. Forecast calcula-
tions were conducted based on the 40 series (each containing four versions of
an evolving skills cluster), starting by using two data points (T1–T2) to train
the model, then the previous two to forecast the third, and the previous three
to forecast the fourth. Thus, a total of 80 cluster forecasts are generated. Since
unlike Naive, the SES and Holt methods weight distant and recent observations
differently, for their generation, we set the first estimate to the first observation
value.

In the second experiment, the forecasted centrality and density values result-
ing from the three methods considered were projected onto the strategic diagram
(refer to Sect. 3.3) to get the quadrant location of each cluster. We compare the
quadrant location based on the forecast result to the actual quadrant in order
to assess the performance of the forecasting method. The precision, recall, and
F-measure were computed for 80 clusters between the two datasets and is sum-
marized in Table 2.

Overall the F-measure ranges between 70%–75% for Q1, 24%–36% for Q2,
and 26%–28% for Q4, with no prediction potential observed for Q3. Based on
the objective of this study, the evaluation section focuses on the Q1 label since
all clusters in this quadrant are both central to the global network (strongly con-
nected to other clusters) and display a high degree of development (have strong
internal links). Thus, these strategical clusters are considered an indication of
skill sets that are in high-demand. The F-measure result for the Q1 label is
quite reliable and seems to indicate that the proposed approach is suitable for
predicting highly-demanded skills. The reasons for the F-measure value decrease
for other quadrant labels are not clear and are worth further exploration, as out-
lined in conclusion, since they can give useful heuristics to enhance the overall
prediction potential of the chosen method.
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Category-Based Prediction Optimization. In addition to the above results
which hold for generic established clusters as observed in our dataset, we focus
our investigation of the evolving clusters on the series which shows a stable
transformation during the period being studied, as explained in Sect. 3.3. Table 3
shows three examples for each category (A–D) in four consecutive periods (T1–
T4). Category A examples have a stable quadrant location throughout, while
others have shifted to a different quadrant in only one period or have started
in a different quadrant compare to the rest. All cluster series in category B
displays a gradual shift from being central to the labor demand for the sector
under consideration (Q1 ) to a less developed one (Q2 ); eventually reaching
the margin of the whole network (Q4 ), or the other way around. Category C
embodies series that have clusters with a steady and stable quadrant location
during period T1 until T3, but then suddenly change track to other quadrants
in T4. Finally, category D shows cluster series with less consistent trends.

Table 3. Examples for transition curve categories
from the dataset

Category Country code Series ID Period

T1 T2 T3 T4

A ch 3 Q2 Q1 Q1 Q1

gb 1 Q1 Q4 Q1 Q1

pt 3 Q1 Q4 Q4 Q4

B pt 1 Q3 Q3 Q4 Q4

se 1 Q1 Q1 Q2 Q4

dk 1 Q3 Q2 Q2 Q1

C at 3 Q4 Q4 Q4 Q2

nl 1 Q3 Q3 Q3 Q1

nl 4 Q2 Q2 Q2 Q4

D ch 4 Q4 Q2 Q4 Q2

nl 2 Q2 Q4 Q2 Q3

se 5 Q2 Q4 Q3 Q1

Following the identification
of these four categories, we re-
calculate the F-measure based
on these groupings. The results,
shown in Table 4, focus on
the predictions for Q1, i.e.,
we only consider the category-
based predictions to determine
which of the skill clusters are
expected to shift to Q1 (most
stable and developed). The sec-
ond column shows the distribu-
tion (ratio) of clusters within
the series assigned to these four
categories (in total 80 clusters
from 40 series). The results
indicate that forecasts are most
accurate when the clusters are already within a stable and steady series (cate-
gory A), followed by those in category C, B, and finally, D. In summary, demand
trends ascribed to category A (which represent 47.5% of the total), the highest
F-measure is achieved by the SES and Holt method at 90%, followed by Naive
method at 84%. The second highest F-measure is obtained for clusters assigned
to category C at 60% for all three forecasting methods. The accuracy for cat-
egory C probably achieves this performance due to the stability of the series’
during several periods (they only shift in the last period). In contrast, the F-
measure for categories B and D reach a high of 50% (SES) and 36% (SES and
Holt), respectively. Therefore the forecasting by time series analysis is generally
not appropriate for these kinds of trend curves because of their instability and
non-periodic movement.

To explain the relevance of these results, we handpick a specific example
and explain how the method can be used to support some of the intended users.
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Table 4. F-measure results for Q1 prediction on the series organized by identified
category (and percentage of series belonging to each category)

Category Percentage Precision-Q1 Recall-Q1 F-measure-Q1

Naive SES Holt Naive SES Holt Naive SES Holt

A 47.5% 90% 85% 88% 79% 96% 92% 84% 90% 90%

B 15% 25% 40% 25% 33% 67% 33% 29% 50% 29%

C 12.5% 43% 43% 43% 100% 100% 100% 60% 60% 60%

D 25% 20% 22% 22% 50% 100% 100% 29% 36% 36%

Fig. 7. Other series of skills cluster (Series ID ‘1’) that is successfully generated for
country code ‘cz’.

The example consists of a series ID ‘2’ of an evolving skills cluster observed in the
Czech Republic as depicted in Fig. 6. The series starts in Q1 from T1 until T4.
Our SES-based method determines that the cluster will persist within Q1 with
a 75% accuracy, as shown in Table 2. However, given the series’s past behavior,
we can associate its evolution with Category A, which could raise the accuracy
further to 90%. Based on this result, end-users can consider including (in their
curricula or personal studies) four skills (python, scripting-language, perl, and
bash) that have consistently appeared within the highly-established skill set in
the last periods. In contrast, they could reconsider the relevance of other skills
(atlassian, confluence, distributed computing) that have not recently featured. To
discover a comprehensive summary of the skillsets that are highly-demanded for
sector ‘data science’ in the country code ‘cz’, we should do investigation on all
series which are available on four consecutive periods, and their evolutions are
classified as Category A for a more reliable result. Thus by looking at another
series (series ID ‘1’) for country code ‘cz’ which is depicted in Fig. 7, the end-users
can justify that two skills (.net and .net-framework) are also highly-demanded
by considering its consistent appearance in the whole period (T1–T4).

5 Conclusion

In this paper, we presented a framework for analyzing the temporal evolution of
the community structure of large linked networks to discover re-inforced skillsets
that emerge from the observation of co-occurring skill references elicited from
a large amount of job adverts. The objective was to investigate the hypothesis
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that with sufficient observations, it is possible to identify specific skillsets and
predict how they are expected to behave in the near future. The dynamics of
the skills network over time is examined through the strategic positioning of
each cluster in a series, to identify trends based on its centrality and density
indices. The results prove our hypothesis partly—our method can determine
which clusters will position themselves in Q1, with an accuracy of 75%, i.e.,
it can accurately forecast which skill sets will be the most influential (central,
developed) in the near future. Furthermore, if these clusters are observed to
exhibit a specific kind of trend associated with Category A and Category C, the
accuracy rises to 90% and 60%, respectively. Thus, the method presented in this
paper can cautiously be used to guide the decision-making processes faced by
the four different kinds of identified end-users: prospective candidates, curricula
developers, employment bodies, and forward-looking industry. Despite the good
performance of the proposed approach to identify the most influential skillsets,
future studies will also investigate other graph clustering algorithm and different
clustering evaluation criteria to measure the quality of the resulting clusters.
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zon 2020 research and innovation programme under the QualiChain project, Grant
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Abstract. Picture news has become more and more popular among
online news in recent years. As the first impression to viewers, thumbnail
plays a very important role in picture news. However, it is time consum-
ing to manually select thumbnails for a huge amount of picture news. In
this paper, we introduce a new task of automatic picture news thumb-
nail selection. Given a piece of picture news containing a set of images,
this task is to select several appropriate images from the picture news as
candidate thumbnails. To this end, we present a large publicly available
image dataset for this task, called Picture News Collection(The Picture
News Collection 0.1 version can be publicly available online at https://
github.com/anonymity01/Picture-News-Collection.). The Picture News
Collection contains more than 4 million images of 347,731 picture news
from two famous news websites, Sina News and NetEase News. Select-
ing good enough thumbnails is complicated and needs to consider many
aspects, such as attraction, hot topics, content integrity, etc. In order to
select appropriate candidate thumbnails, we propose an attention-based
thumbnail selection model, and the experimental results comparing with
three image classification based baselines show that our proposed meth-
ods outperform the baselines. We introduce the automatic picture news
thumbnail selection task and the dataset to encourage further studies of
this challenge.

Keywords: Automatic picture news thumbnail selection · Picture
News Collection · Image selection

1 Introduction

Picture news is a kind of online news that uses a set of images as its main body
(see Fig. 1). Picture news thumbnail is an image meticulously selected from all
images in the picture news by news editors. Figure 2 shows some examples of
picture news, and ea ch thumbnail is signed in green square frame. As the first
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Fig. 1. An example of picture news and its thumbnail. (Color figure online)

impression to viewers, thumbnail plays a very important role in picture news. A
good thumbnail can attract more viewers to click and read the picture news.

As massive amounts of picture news are posted online every day, it requires
news editors’ extensive efforts to manually select satisfactory thumbnails. To
this end, we introduce a new task of automatic picture news thumbnail selection
in this paper. Given a piece of picture news containing a set of images, the
goal of this task is to select several applicable images from the picture news as
candidate thumbnails, and provide some possible thumbnail options for news
editors to choose from.

There are some image selection problems similar to this task, such as select-
ing the best photos in personal albums [1,11], photo summarization [4,17] and
selecting thumbnails from videos [13,19]. However, none of these traditional tasks
focus on selecting an image from a set of high-quality aesthetic images, where
the images all share a common theme to express a main idea of news.

It is complex to select suitable picture news thumbnails, since we should
consider many aspects of the images, and then choose the best ones. The selected
candidate thumbnails are based more on relative considerations among images
in a piece of picture news, rather than absolute judgments. This process may
contain consideration in attraction (line 2 and 4 in Fig. 2), hot topics (line 1 and
2 in Fig. 2), content integrity (line 1 and 3 in Fig. 2), etc.

In this paper, we present a large publicly available image dataset, called
Picture News Collection. The current version of Picture News Collection contains
347,731 picture news downloaded from two famous news websites, Sina News1

and NetEase News2. Both of the two parts are consist of five hot news topics,
including topic fashion, history, Internet, sports and star in Sina News part, and
topic education, military, news, sports and star in NetEase News part. In this
dataset, each picture news contains 2 to 50 images, one of which is labeled as
the thumbnail. There are a total of more than 4 million images in the dataset.

1 https://news.sina.com.cn.
2 https://news.163.com.

https://news.sina.com.cn
https://news.163.com
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Fig. 2. Examples of picture news. Each line represents all the images in a piece of
picture news, and each thumbnail is signed in green square frame. (Color figure online)

To select appropriate thumbnail for picture news, we propose an attention-
based thumbnail selection model. This model takes all the images in a piece of
picture news as inputs, and maps them into a global feature encoding. Then, a
score function is defined to measure the recommendation score. We use N-pair
loss [18] to optimize the model parameters. In the experiments, we compare our
proposed methods with three image classification based baselines. Experimental
results shows that our proposed methods outperform the baselines in term of
thumbnail recommendation accuracy.

This paper makes the following important contributions:

– We put forward a task of automatic picture news thumbnail selection, and
release a publicly available dataset for this task, Picture News Collection.

– To select appropriate thumbnails, we propose an attention-based thumbnail
selection method including a two-pass attention encoder (TAE) and a function
measuring the recommendation scores.

– Experimental results show that our proposed two methods can tackle this
task preliminarily, and outperform the baselines.

The rest of the paper is organized as follows. In Sect. 2, we review some
related work. The proposed Picture News Collection is introduced and analyzed
in Sect. 3. In Sect. 4, we introduce our proposed attention-based thumbnail selec-
tion model. In Sect. 5, we present the experiments of the thumbnail selection task
among the baselines and our two methods on Picture News Collection. Finally,
we show our conclusions and future work in Sect. 6.

2 Related Work

Image selection has drawn much attention in recent years. Typical applications
include tasks such as selecting the best photos in personal albums [1,6,11,14],
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photo summarization [4,15–17,22] and selecting thumbnails from videos [8,13,
19,23]. Although our picture news thumbnail selection task has some similarities
with these tasks, there are also many significant differences among them.

The task of selecting the best photos in personal albums is to select subsets
of photos from large collections for easy storage and sharing. The purpose of
this task is to pick out beautiful or enjoyable pictures, and reduce the number of
pictures. For this task, the main focus is generally the quality and aesthetics of
the images, such as focal aperture, exposure, sharpness, and other external photo
properties [1,2,12,14]. There are also some work considering individual interests
or expectations of users [5–7,21]. The main difference between this task and our
picture news thumbnail selection is that the input images of thumbnail selection
are all good aesthetical images of high quality. Because they have already been
selected by news editors from a larger set of original photos taken by news
photographers.

Similar to selecting the best photos in personal albums task, photo sum-
marization [4,15–17,22] also selects a set of photos from many photos. Besides
image quality, photo summarization also lays emphasis on diversity and coverage
of images to constitute an informative summary. Differently, as the most repre-
sentative image in a piece of picture news, each single recommended thumbnail
is supposed to summarize the global picture news in thumbnail selection task.

Automatic video thumbnails selection is to select a video frame as the video
thumbnail. Lots of previous work regards videos as frame sequences and aims
at finding good-quality, meaningful and attractive frames as video thumbnails
[8,13,19,23]. However, due to the time and space span of videos, there are usually
great differences between key frames of the same video in theme and content.
In contrast, to express a main idea of news, images in the same picture news all
share a common theme, and are quite related in meaning.

To sum up, picture news thumbnail selection is different from the existing
image selection tasks in many ways. Therefore, in this paper, we introduce the
picture news thumbnail selection task, and propose the Picture News Collection
for this task.

3 Picture News Collection

In this section, we introduce our proposed dataset in detail, the Picture News
Collection. We begin with the method of collecting and pre-processing the Pic-
ture News Collection (Sect. 3.1), and then we analyze the construction of this
newly released dataset (Sect. 3.2).

3.1 Dataset Collecting and Pre-processing

Picture News Collection is a large image dataset crawled from several picture
news sections on two famous news website, Sina News and NetEase News, respec-
tively. So Picture News Collection contains two parts: Sina News and NetEase
News, each containing picture news in five popular news topics.
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Sina News is a news website that timely accesses to global news information,
domestic and foreign news, wonderful sports events, financial trends, film and
television entertainment events, etc. In Sina News part, we crawled some picture
news in five hot news topics: fashion, history, Internet, sports and star3 before
2018.

NetEase News is also a famous news website in China, covering news in
entertainment, sports, finance, technology and many other information contents.
Similarly, in NetEase News part, we crawled some picture news in five popular
news topics: education, military, news, sports and star4 before 2018.

Before building the Picture News Collection, we did several steps to pre-
process the original picture news dataset crawled from the websites. For both
the above two parts of the dataset, we discarded picture news with pixel damaged
images, and we also removed a small part of the picture news whose thumbnail
is different from any images in it.

In addition, most of the images in the original dataset have high pixels, which
requires a lot of storage space. Besides, the size of the pixel matrix of raw images
is usually different, making it difficult to directly use them as inputs of neural
network methods. For these reasons, we reshaped each image in our Picture
News Collection to a 224 × 224 pixels color image.

Table 1. The statistics of the Picture News Collection.

In the Picture News Collection, each of the picture news contains several
images, and one of them is tagged as the thumbnail of that piece of picture
news. The statistics of the filtered dataset is shown in Table 1, including the
total number of news in each topic, and the average number of images per
picture news.

3 http://slide.{fashion, history, tech, sports, ent}.sina.com.cn{ /, /, /Internet,/,
/star}.

4 http://{edu, war, news, sports, ent}.163.com.



Picture News Collection for Automatic Picture News Thumbnail Selection 463

(a) Sina News

(b) NetEase News

Fig. 3. A comparison of the frequency and cumulative frequency of each topic in the
dataset.

3.2 Dataset Analysis

The Picture News Collection version 0.1 contains 347,731 picture news in total.
The content of the picture news covers fashion, history, Internet, sports, star,
education, military and social news. In this dataset, each picture news contains
2 to 50 images, one of which is labeled as the thumbnail of the picture news. The
total number of images exceeds 4 million in the Picture News Collection version
0.1. By analyzing Table 1, we can find out two interesting phenomena.

On the one hand, picture news on the same news website but in different top-
ics may contain quite a bit different number of images. For instance, considering
Sina News part, picture news in topic star contains only 8.22 images on average,
while in other four topics of Sina News part, each picture news contains more
than 13 images on average. Comparing with topic star, picture news in these
topics contains nearly two times of images in number. This might be because
of the natural attributes of news itself and the preference of news editors or
viewers in different fields. Considering star news and sports news, the former
mainly focuses on delivering entertainment information, such as promotion of
new movies and attendance of stars in some activities, while the latter usually
reports competition details. Viewers tend to relax themselves via reading star
news. Thus, too many images in the same picture news may cause the viewers’
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aesthetic fatigue, and resulting in a poor reading experience. As for sports news,
viewers would mainly like to get more comprehensive game details from the
picture news. As a result, picture news in topic sports tends to contain more
images. Therefore, there are great differences in picture news of diverse fields,
which may affect the results of picture news thumbnail recommendations.

On the other hand, on different websites, picture news in semantically similar
topics has almost equal average number of images, according to Table 1. For
example, in Sina News and NetEase News, picture news in topic star and topic
sports has around 8.5 and 14 images on average, respectively. This may manifest
that news in the same field has similar characteristics, and may have little to do
with whether on the same website. Additionally, viewers who are interested in
news in some fixed fields may not read news only on the same website, and they
may like similar number of news images in a piece of picture news.

It is important and necessary to analyze the number of images in picture news
on different websites or topics, since the difficulty of selecting the appropriate
correct thumbnail from a set of images increases with the increase of the number
of images.

In order to better understand the property of the Picture News Collection,
we conduct some statistics on the picture news in the dataset. Figure 3 shows
a comparison of the frequency and cumulative frequency of each topic in Sina
News and NetEase News part, i.e. Figure 3(a) is for Sina News, and Fig. 3(b) is
for NetEase News. In Fig. 3, each bar chart looks approximately like a positively
skewed distribution with different peaks. In addition, there is a small proportion
of picture news with too many or too few images in each topic, especially when
the picture news contains a lot of images. This inspires us to set a threshold
for the maximum number of images in the picture news of training set during
training, regardless of the picture news with too many images. For the picture
news whose image number is less than the threshold, we set a mask to record
the true number of images (see Sect. 5 for more details).

4 Attention-Based Thumbnail Selection Method

In this section, we describe our attention-based thumbnail selection approach to
select appropriate thumbnails for picture news. Figure 4 gives an illustration of
the proposed model architecture. Given a piece of picture news, M = {mi}Ni=1,
including N images, the goal of this task is to select appropriate candidate
thumbnails from the set of images, and provide a thumbnail reference for news
editors to choose from.

Our proposed attention-based thumbnail selection model mainly contains:
(i) a two-pass attention encoder (TAE) that maps a set of images into a global
feature encoding cf , and (ii) a score function to measure the recommendation
score for an image with the global encoding cf as the condition. In our approach,
we leverage ResNet [10] to get the representations R = {ri}Ni=1 of images, where
ri ∈ R

dm . The initial encoding c0 of the news pictures set is performed by 3D
ResNets [9], which is a ResNet-based architecture with 3D convolutions.
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Fig. 4. Illustrations of the proposed the attention-based thumbnail selection model.
(Color figure online)

4.1 Two-Pass Attention Encoder (TAE)

Intuitively, images in picture news make differentiated contributions. To explore
those information explicitly, we introduce a two-pass attention encoder architec-
ture. The encoder performs a two-pass procedure: (i) during the first pass, TAE
takes c0 and R as inputs, getting a primary encoding c1; (ii) then, at the second
pass, we replace c0 with c1 and re-use TAE to get the final encoding cf = c2.
The second pass can be seen as a amplifier which amplifies weight differences.

Specifically, we apply Scaled Dot-Product Attention [20] to calculate atten-
tion weights, so the ct is computed by:

ct = LayerNorm(W × (softmax(
ct−1R

T

√
dm

) × R)), t ∈ {1, 2}, (1)

where W ∈ R
dm×dm and ct ∈ R

dm . LayerNorm(·) is the layer normalization [3]
function, and we set dm = 512 in this work.

4.2 Loss Function

As we all know, there are several non-thumbnails and only one thumbnail in
each picture news. Contrastive loss and triplet loss are inappropriate in this
task, due to the slow convergence. Therefore, we need to jointly compare more
than one negative examples. We chose to use multi-class N-pair loss [18] as our
loss function, which can be given by:

L = Ln−pair({cf , r+, {r−
i }N−1

i=1 }) = log(1 +
N−1∑

i=1

exp(c�
f r

−
i − c�

f r
+)), (2)

where r+ represents the feature vector of the thumbnail in M , and r−
i denotes the

feature vector of the ith non-thumbnail images. Unlike the multi-class logistic
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loss, the N-pair loss objective encourages options similar to the ground truth
answers to score better than the dissimilar ones, which means options that are
nearly correct but different from the golden standard may not be over penalized.
In the following section (see Sect. 5), we will give a detailed comparison between
N-pair loss and multi-class logistic loss.

During the test process, we choose the ith image as the thumbnail that max-
imizes the score c�

f ri, i.e. argmaxic
�
f ri, ∀i ∈ {1, .., N}.

5 Experiments

In this section, we explore the challenge of recommending thumbnails for pic-
ture news using the Picture News Collection. We first describe the experiment
settings. Then, we introduce three baselines and our proposed two methods in
the experiments. Finally, we analyze the experimental results.

5.1 Experiment Settings

We train our baselines and methods using stochastic gradient descent with a
batch size of 128 examples, dropout of 0.5, and initial learning rate of 0.0005.

We divide the Picture News Collection into three parts in a scale of about
8:1:1, i.e. approximately 80% for training set, 10% for development set and 10%
for testing set. Table 2 shows the statistics of training set, development set and
testing set in the experiments, where Table 2(a) is the statistics of Sina News,
and Table 2(b) is that of NetEase News.

In order to speed up the training procedure, picture news with too many
images are discarded during training. Considering properties of the sub-datasets
in different topics, we set each of them a threshold of maximum image number,
respectively. Each remaining training data is ensured to cover at least 80% of
the original data in the corresponding topic, according to Table 1 and Fig. 3.
Besides, we do not have any limitation on the number of images in every sample
of the development set and the testing set.

5.2 Baselines and Methods

In the experiments, we first extract feature for each image using Resnet [10]. As
for feature extraction for the global picture news, we have two strategies: (1)
we simply compute the mean value of all the image feature vectors in a piece
of picture news, (2) we extract feature for the global picture news based on 3D
ResNets [9], i.e. we use all the image matrices in a piece of picture news as inputs
and then directly get a global feature vector for the picture news.

Accordingly, we compare the following three neural network based image
classification baselines and our proposed two methods in our experiments, where
the abbreviations of the baselines or the methods are in the brackets:

Single image based classification (S+C): In this baseline, we transform
the picture news thumbnail selection task to a binary classification problem. We
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Table 2. Statistics of training set, development set and testing set in the experiments.

consider each thumbnail in the dataset as class A, and non-thumbnail images as
class B during training. As for the development set and the test set, we recom-
mend images with the highest k probability for class A as candidate thumbnails
in each picture news. Obviously, there is a defect in this baseline that images in
the same picture news are regarded to be independent. Besides, in S+C, what
we only care about is whether a single images can be a thumbnail individually,
rather than considering every image in a piece of picture news comprehensively
and selecting the most suitable one as the thumbnail.

Mean value based classification (M+C): On the basis of the S+C
baseline, we add the global picture news feature to each single image. Concretely,
we concatenate the mean value based global picture news feature vector and each
single image in the picture news, respectively. Similar to the S+C baseline, we
then use the connected vectors as inputs of the classification algorithm.

3D ResNets based classification (3D+C): The only difference between
this baseline and the M+C baseline is that in 3D+C, we use 3D ResNets to
get the global picture news feature vector. Apart from this, other steps of the
experiments are consistent with the M+C baseline.

Mean value based N-pair (M+NP): Instead of simply connecting the
features, we use the mean value based global picture news feature vector and each
image feature vector as the inputs of our proposed attention-based thumbnail
selection model. The detailed model is described in Sect. 4.

3D ResNets based N-pair (3D+NP): 3D ResNets is used to get the
global picture news feature vector in this method, and as for other steps, follow
the 3D+NP method.
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5.3 Results and Analyze

We run the three baselines and our proposed two methods in the experiments.
Given a piece of picture news with several images, the algorithm is supposed to
determine which image is suitable to be a thumbnail for the picture news. We
measure the performance of the methods on picture news thumbnail recommen-
dation with accuracy.

The top-1, top-2 and top-5 accuracy results on recommending appropriate
thumbnails for picture news in the Picture News Collection can be seen in
Table 3. Table 3(a)–(e) show the development step and testing step results on
topic fashion, history, Internet, sports and star in Sina News, and results on
topic education, military, news, sports and star in Netease News are shown in
Table 3(f)–(j). The best performances on each test set compared among the five
algorithms are in bold. From Table 3, we can see that our proposed methods
M+NP and 3D+NP significantly outperform the baselines, especially on top-
1 accuracy. In some subsets with more images in average number, such as topic
fashion and Internet in Sina News and topic star in Netease News, the accuracy
results using M+NP and 3D+NP are nearly twice that of the baselines. Com-
paring the results of M+NP and 3D+NP, we can see that 3D+NP performs
better than M+NP in most cases, since 3D ResNets algorithm considers spatial
information among images in the same picture news.

From the structure of the Picture News Collection (see Sect. 3 for more
details) and the experimental results in Table 3, we can find that the picture
news thumbnail selection task is very complex, and factors affecting its accuracy
are also quite complicated. We think the accuracy of this task is mainly affected
by three factors: the size of the dataset, image number in a piece of picture
news in the dataset, and the characteristic difference and editors’ or viewers’
preference among picture news in various news topics or websites.

We then only take the results of top-1 accuracy as an example to analyze
the impact of different factors on this task. Obviously, for the first factor, model
parameters can be better optimized on large data, and this may improve the
model performance. For example, the data size of the topic star in Netease News
is much larger than education and military, and its results are much better. It is
also obvious that the number of images in each picture news can influence the
recommendation accuracy. For example, the average number of images in topic
star in Netease News is about 9, while for topic military and sports in Netease
News is about 15. The picture news thumbnail recommendation accuracy on the
former is significantly higher than others. The third factor, has been discussed
in Sect. 3.2. This makes it more difficult to correctly recommend thumbnail for
picture news.

Figure 5 shows six recommendation result examples. The 3D+NP method
successfully recommends the correct thumbnails in the 2nd, 3rd and 5th exam-
ples. In addition, the top-1 recommendation score in each example is much larger
than others. Although the top-1 results of the rest examples are not very good,
the score of each true thumbnail is not much lower than each top-1 score.



Picture News Collection for Automatic Picture News Thumbnail Selection 469

Table 3. Thumbnail recommendation accuracy on the Picture News Collection.
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Fig. 5. Recommendation result examples in different news topics using 3D+NP. Each
line represents images in a piece of picture news. In each picture news, the bottom of the
actual thumbnail is marked with a red heart graphic. The number below the images
indicates the top five highest recommendation scores, where higher scores represent
greater confidence for thumbnail selection. The thickness of the green square frames
outside the images has positive correlation to the recommendation score. (Color figure
online)

In summary,our proposed two methods perform significantly better than the
baselines. In some cases, the top-1 accuracy of our proposed methods is nearly
30%, and the top-5 accuracy rate is over 80%. Affected by many factors, the
recommendation of thumbnail for picture news is a challenging task.

6 Conclusion and Future Work

In this paper, we introduce a new task of automatic thumbnail selection for
picture news. With regard to this task, we present a large publicly available
image collection, Picture News Collection. We provide details of collecting and
pre-processing method and analysis for the Picture News Collection. In this
task, we propose an attention-based thumbnail selection model to select candi-
date thumbnails for picture news. Although the experimental results show that
our proposed methods outperform the three baselines, picture news thumbnail
recommendation still remains a challenging task.

In the future, we will first extend the range and scale of the dataset. Moreover,
we will add manual annotations henceforth. Next, we will add title and caption
information of each image for the picture news in the dataset. The extended
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dataset will be used for better solving the picture news thumbnail recommenda-
tion challenge and other interesting tasks, like attractive news title generation.
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Abstract. Online social networks are playing a great role in our daily life
by providing a platform for users to present themselves, articulate their
social circles, and interact with each other. Posting image is one of the
most popular online activities, through which people could share experi-
ences and express their emotions. Intuitively, there must exist a connection
between images and their associated hashtags. In this paper, we focus on
systematically describing this relationship and using it to improve down-
stream tasks. First, we use a two-sample Kolmogorov-Smirnov test on an
Instagramdataset to show the existence of the relationship at a significance
level of α = 0.001. Second, in order to comprehensively explore the rela-
tionship and quantitatively analyse it, we adopt a graph-based approach,
utilising the semantic information of hashtags and graph structure among
images, to mine meaningful features for both hashtags and images. At last,
we apply the extracted features about the relationship to improve an image
multi-label classification task. Compared to a state-of-the-art method, we
achieve a 12.0% overall precision gain.

1 Introduction

The last decade has witnessed the rapid development of online social networks
(OSNs). To certain extent, OSNs have mirrored our society: people perform var-
ious activities in OSNs as they do in the offline world, such as establishing social
relations, interacting with their friends, sharing life moments, and expressing
opinions about various topics.

Image is one of the most popular information being shared in OSNs. For
instance, 300 million photos are uploaded to Facebook on a daily base.1 More-
over, there exist several popular OSNs dedicated to image sharing, including

1 https://zephoria.com/top-15-valuable-facebook-statistics/.
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Table 1. Two example images from Instagram. Hashtags are generated by users, and
labels are given by Google’s Cloud Vision API.

Instagram and Flickr. Images themselves are a rich source of information. Pre-
viously, researchers have studied images in OSNs from various perspectives [6,23,
26]. These works mainly concentrate on the contents of the images, thus adopt-
ing computer vision techniques as the main instrument. Different from images
hosted on other platforms, images in OSNs are often affiliated with other types of
user-shared information, such as image captions and hashtags. Such information
can contribute to understanding OSN images as well. However, the relationship
between images and user-shared information has been left mostly unexplored. We
aim to fill this gap by analysing the relationship between images and hashtags.

A hashtag is a single word or short phrase prefixed by the “#” symbol [6];
it is initially created to serve as a metadata tag for people to efficiently search
for information in OSNs. Interestingly, hashtags themselves have evolved to con-
vey far richer information than expected and provide an incredibly varied and
nuanced method for describing images. Some hashtags describe precise objects
in the images, e.g., #glass, #window, #building, and #sky; some are related to
the feelings and intent of the users, such as #lovelyday, #whyme, and #celebrat-
ing; others refer to some event or geographic position, e.g., #paris, #rio, and
#newyork [25]. Besides, users also create many hashtags to convey meanings
which previously did not exist in natural languages, e.g., #tbt (an abbrevia-
tion for “Throw Back Thursday”), or hashtags without specific meanings, e.g.,
#igphoto. Therefore, how to accurately describe and understand the relationship
between hashtags and image contents is a significant issue.

Contributions. In this paper, we perform an empirical study on the relationship
between hashtags and image contents. Our experiments are conducted on a real-
world dataset collected from Instagram. It is worth noting that as it is time-
consuming to tag the image contents for all the images in our dataset manually
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(148,106 images), we use the image labels obtained from an automatic image
detection tool, i.e., Google’s Cloud Vision API, to represent the image contents.

Relationship Verification and Quantification. We first verify the relation-
ship between hashtags and image contents (represented by their labels) using
the two-sample Kolmogorov-Smirnov (KS) test. Experiments demonstrate that
hashtags are indeed related to image contents with a significance level α = 0.001.

Furthermore, we model the relationship between hashtags and images (i.e.,
their labels) as bi-directional prediction tasks, i.e., using an image’s associated
hashtags to predict the image’s labels (H2L) and using an image’s labels to
predict its hashtags (L2H). The prediction performance is then used to describe
the strength of the relationship between images and hashtags. For the H2L task,
a straightforward approach is to use word embedding methods [10] to transform
hashtags into continuous vectors, representing hashtag semantics, which are later
used as features to train a machine learning classifier. A similar approach can be
applied to the L2H task as well, namely, to use the obtained label vectors from
word embedding methods to predict image’s hashtags. However, this approach
only considers the semantic meaning of hashtags (and labels), while neglecting
connections among the images. As demonstrated by the example in Table 1, if
two images share a few hashtags (i.e., #skiing, #snow), then their contents may
have certain similarity as well (i.e., both are about outdoor winter sports in the
mountain). To this end, we propose a graph-based approach, which can explore
both semantic information of hashtags (and labels) and the graph structure
among the images, to measure the relationship between hashtags and images.

Through extensive experiments, we show that our approach has better predic-
tion performance – 34.85% overall precision (O-P) for the H2L task and 23.88%
O-P for the L2H task on our Instagram dataset. Compared with the approach
based on word embedding, it achieves 70.1% and 17.9% O-P gain for the two
tasks, respectively.

Application. After verifying and quantifying the relationship between hashtags
and images, we further explore this relationship to improve one downstream
task – image multi-label classification. Experiments on the NUS-WIDE
dataset [4] show that we can achieve a 12.0% O-P gain over a state-of-the-art
method. This result further shows that there is indeed a significant relationship
between hashtags and image contents.

Overall our current paper makes the following two contributions:

1. We statistically demonstrate and quantify the relationship between hashtags
and images. In particular, we propose a new graph-based approach which can
extract comprehensive information from both hashtags and images.

2. We further apply the above-identified relationship with our new approach to
improve the performance of image multi-label classification.
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2 Image-Hashtag Relationship Verification

Instagram is one of the most popular OSNs and a major platform for hashtag-
and image-sharing. Therefore, we resort to Instagram to collect our dataset rely-
ing on its public API.2 Our data collection follows a similar strategy as the one
proposed by Zhang et al. [25]. Concretely, we sample users from New York by
their geo-tagged posts. Then, for each user, we collect all her/his images. In
total, we obtain 10,605,399 images from 25,658 users. Then, we perform some
pre-processing filtering out those images with less than 3 hashtags. Table 2 gives
the top 20 most frequent hashtags together with their frequencies.

Table 2. The set of most frequent hashtags in our Instagram dataset.

As mentioned before, we represent image contents as labels. Manual labelling
can be an option but not scalable. Instead, we adopt Google’s Cloud Vision API3

to label images. The Cloud Vision API is supported by pre-trained machine
learning models; it describes an image’s content as a list of labels. The detected
labels cover various aspects of an image ranging from the contained objects to
personal feelings as well, e.g., happiness. It is worth noticing that this API has
been already used in social media image analysis before [15]. Table 1 depicts two
images labelled by Google’s Cloud Vision API.

In total, we have spent 227$ on labelling 148,106 images. There are 255,298
different hashtags associated with these images. On average, each image has 6.46
hashtags, and each hashtag can appear in 4.19 images. Figure 1(a) presents the
distribution of the number of hashtags associated with each image. We can see
that the images with 3 hashtags have the largest count, and most images have
less than 10 hashtags.

For all our images, Google’s Cloud Vision API provides 6,327 different labels.
On average, each image contains 8.27 labels. Figure 1(b) presents the distribution
of the number of labels for each image. Google’s Cloud Vision API gives at most

2 The dataset was collected in January 2016 when Instagram’s API was still publicly
available.

3 https://cloud.google.com/vision/.

https://cloud.google.com/vision/
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Fig. 1. (a): Distribution of the number of hashtags associated with each image in our
Instagram dataset. (b): Distribution of the number of labels for each image in our
Instagram dataset.

10 labels for one image, thus the amount of images with 10 labels is much more
than the amount of images with other numbers of labels (<10).

From the example in Table 1, we can confirm that the labels given by Google’s
Cloud Vision API can sufficiently describe the image contents. It can find the
objects (e.g., cable car, piste, ski equipment) in the images, and detect the sub-
ject (e.g., winter sport) and feeling (e.g., fun) of images. Besides, we also find out
that some hashtags have a close relationship with image contents, e.g., #snow-
board, #piste, #skiing, and some of them describe additional information, e.g.,
#utah, #austria, #travelgram. However, there are also some other hashtags
which do not have too much relation with the image’s contents, e.g., #findyour-
greatest.

To verify the existence of the relationship between hashtags and image labels,
we perform a two-sample KS test. We construct two vectors hcc and hcd with
equal number of elements, where each element in hcc is obtained by calculating
the appear ratios of labels in images that have one specific hashtag and similarly
each element in hd is the appear ratio score of labels in images that don’t have
this hashtag. We perform a two-sample KS test on vectors hcc and hcd. The
null hypothesis here is that the appear ratio of labels in images with one specific
hashtag does not differ from images without this hashtag, i.e., these two vectors
are the same, H0 : hcc = hcd. Another hypothesis is that the appear ratio
of labels in images with one specific hashtag differs from images without this
hashtag. Therefore, we have the following two-sample KS test:

H0 : hcc = hcd,H1 : hcc �= hcd

The two-sample KS test result suggests a strong evidence with a significance
level α = 0.001 (p-value = 1e − 91) to reject the null hypothesis. As a result, we
confirm that there exists a relationship between hashtags and image contents.
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3 Quantifying Image-Hashtag Relationship

In the previous section, we have demonstrated the existence of the relationship
between hashtags and image contents (through examples and a statistical test).
In this section, we will systematically quantify this relationship.

Our idea for quantification is to model the relationship between hashtags and
images as bi-directional prediction tasks, i.e., using an image’s associated hash-
tags to predict the image’s labels (H2L) and using an image’s labels to predict its
hashtags (L2H). The prediction results can be used to quantify the relationship
strength – higher prediction performance indicates a stronger relationship.

In the rest of the section, we first discuss how to use word embedding methods
to extract semantic meaning for hashtags and labels for our prediction tasks
(Sect. 3.1). Then, we present a graph embedding based approach in Sect. 3.2.
The experimental results are presented in the end (Sect. 3.3). For presentation
purposes, we use H2L as an example task, similar approaches can be described
for the L2H task as well.

Fig. 2. The example graph of G. Graph consists of two types of nodes: image (I) and
hashtag (h), where each image node connects with the hashtag nodes that appear with
the image, and each hashtag node connects with those image nodes with which the
hashtag is tagged.

3.1 Word Embedding Based Approach

We use I to represent the set of images. Each image i is associated with a list
of hashtags Hi = {h1, h2, . . . , hmi

} and a list of labels Li = {�1, �2, . . . , �ni
}.

We use mi and ni to denote the number of hashtags and labels in an image i,
respectively. Furthermore, we use H to represent the set of all the hashtags and
L to represent the set of all the labels.

For our H2L task, one intuitive approach is to use hashtags’ semantic meaning
as the features to train a machine learning classifier to predict image labels.
We apply word embedding to transform each hashtag into a continuous vector,
and average the vectors of all hashtags of an image as its feature. To train
hashtag embedding, we adopt the Word2vec model [10], meaning that we treat
each image’s associated hashtags as a “phrase”, and all these phrases form a
“corpus”. The learning process follows the same objective function as Skip-Gram,
by applying stochastic gradient descent.
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3.2 Graph Embedding Based Approach

The above word embedding based approach only considers the semantic meaning
of hashtags (and labels) while neglecting connections among the images. In the
example depicted in Table 1, if two images share some hashtags, then their con-
tents share certain similarities as well. We hypothesise that connections among
images also possess a strong signal for our prediction task, thus we aim for a
method to summarise this relationship as new features.

Our idea of feature extraction is to organise images in a graph according to
the connections among them and extract images’ connection information rep-
resented in the graph. The graph we construct is G = (H, I, EHI ). G contains
two types of nodes: hashtag (H) and image (I), each image node connects with
its hashtags and each hashtag node connects with images that it appears with
(edges in EHI ). The graph in Fig. 2 depicts an example of G.

The state-of-the-art method to extract information from a graph is graph
embedding, which aims to learn a mapping that embeds nodes as points in a
low-dimensional vector space [8]. Through optimising this mapping, geometric
relation in this learned space reflects the attributes of the original graph.

The graph embedding method we adopt is DeepWalk [13], it is inspired by the
idea of word embedding. We treat a graph as a “document” and sample sequence
of nodes by random walk on the graph as a “phrase”. Then, word embedding
methods can be applied to these phrases as a traditional document task to return
us the feature vectors of image nodes. The main reason for adopting this method
is that it is relatively efficient and suitable for a large dataset, and its idea has
been successfully used in other hashtag-related work [2,24].

3.3 Experiments

We evaluate the two approaches proposed in Sects. 3.1 and 3.2 on the bi-
directional prediction tasks (H2L and L2H) on our Instagram dataset to quantify
the relationship between hashtags and images.

Evaluation Metrics. We adopt those overall evaluation metrics that are widely
used in multi-label image classification fields [20], including overall precision
(O-P), overall recall (O-R) and overall F1 score (O-F1).

The precision is the number of correctly predicted labels (or hashtags) divided
by the number of predicted labels (or hashtags); the recall is the number of
correctly predicted labels (or hashtags) divided by the number of ground-truth
labels (or hashtags); the F1 score is the geometrical average of the precision
and recall scores. Overall means the average is taken over all testing examples.
Moreover, we only consider the top 3 predictions for both tasks in our evaluation.

Preprocessing. We adopt the following steps to prepare our dataset. We first
convert hashtags into lowercase and delete punctuation. Second, as multiple
hashtags may refer to the same underlying concept, we apply a simple process
that utilises WordNet [11] synsets to merge some hashtags into a single canonical
form, such as “coffeehouse” and “coffeeshop” to “cafe”. Third, for the H2L task:
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we select the most frequent 100 labels from the dataset and keep images with
these labels. For the L2H task: we similarly select 100 most frequent hashtags
from the dataset and keep images with these hashtags. To study the influence
of the number of hashtags (or labels) of images for these two tasks respectively,
we set the minimum number of hashtags (or labels) of the image as a hyperpa-
rameter n, then we can filter images with different n. After the preprocessing,
we randomly select 20,000 images with different settings.

Implementation Details. For fairness, the default embedding dimension d
in this paper is set to 256. For the approach based on word embedding, we
adopt the Skip-Gram implementation provided by gensim [14], and keep the
default parameters provided by the software. For the approach based on graph
embedding, i.e., DeepWalk, we set the length of each walk to 80 and the number
of walks per node to 10.

In the end, we need to feed these extracted features into a logistic classifier
to make predictions. In this way, we evaluate the following two approaches to
our prediction tasks: Word2vec+logistic and DeepWalk+logistic.

(a) H2L (b) L2H

Fig. 3. (a): Experimental results of the task H2L with Word2vec embedding, and
DeepWalk embeddings with the different minimum number of hashtags per image
(n = 3, 5, 7). (b): Experimental results of the task L2H with Word2vec embedding,
and DeepWalk embeddings with the different minimum number of labels per image
(n = 3, 5, 7).

Results. The results for the task H2L are listed in Fig. 3(a). We can see that
all the O-P scores are no less than 20% for all four settings. Moreover, the
results of different DeepWalk embeddings are better than the results of Word2vec
embedding (for example, a 70.1% O-P gain and a 72.4% O-F1 gain for DeepWalk
with n = 7). This indicates that DeepWalk could explore a more comprehensive
relationship between hashtags and image contents than only considering the
hashtag semantics. Moreover, the results of DeepWalk get better when increasing
n. When compare the results of DeepWalk embedding with n = 7 and the
DeepWalk embedding with n = 3, there is a 19.3% O-P gain and a 20.9% O-F1
gain. This indicates an image’s content has a more significant relationship with
hashtags, when the image are tagged with more hashtags.
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The results of the task L2H are listed in Fig. 3(b). We can find that all the
O-P scores are more than 20% and the O-F1 scores are more than 22% for these
four settings. Similarly, DeepWalk embeddings achieve an improvement when
compared with Word2vec embedding. For the O-P scores, the performance gain
of DeepWalk embedding with n = 7 is 17.9% compared with the Word2vec
embedding. But the improvement of DeepWalk embeddings in the L2H task
is less significant than in the H2L task. This indicates that for the L2H task,
the information provided by the graph relationship among images has a similar
strength as only exploring the label’s semantic meaning. Besides, comparing the
results of DeepWalk embedding with n = 7 with the DeepWalk embedding with
n = 3, there is a 4.0% O-P gain and a 2.0% O-F1 gain. It indicates that more
knowledge of image contents could not significantly help us to predict hashtags
for the image.

4 Application

After verifying and quantifying the relationship between hashtags and images,
we focus on whether this relationship can be used to improve a downstream task.
In particular, we aim to use hashtags’ information summarised by the approach
based on DeepWalk to improve the performance of a baseline model on the
multi-label classification task.

Fig. 4. (a): Distribution of the number of 5018-Hashtags associated with each image
in the NUS-WIDE dataset. (b): Distribution of the number of labels for each image in
the NUS-WIDE dataset.

In order to make sure the reliability of images’ labels and to prove the uni-
versality of our method, we use the NUS-WIDE dataset, which contains human-
generated labels and hashtags shared by real users, for this task. NUS-WIDE is
a web image dataset [4], and it contains 269,648 images from Flickr. It has two
types of hashtags: (i) 5018 unique hashtags (5018-hashtags); (ii) 1000 cleaner
hashtags without noisy and rarely-appearing hashtags. Figure 4(a) presents the
distribution of the number of 5018-hashtags associated with each image. We
could see that the most frequent numbers of hashtags with images are 4, 5, and
6, and this dataset has quite some images with less than three hashtags.
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The images in the dataset are also manually annotated using 81 labels by
human annotators, which cover different aspects including object classes, scenes,
and attributes. The labels on each image are considered as ground truth to
represent the image contents.4 On average, each image contains 1.87 such labels.
The Fig. 4(b) presents the distribution of the numbers of labels. We can find
that images with only one label have the largest count, and there are only a few
images with more than 8 labels.

Preprocessing. To demonstrate the application of the relationship between
hashtags and images to improve the performance of image multi-label classifi-
cation, we use a pre-trained convolution neural network (CNN) as the baseline
approach to extract the image features (or image embedding). This technique
has been successfully used for many image-related tasks, i.e., image classifica-
tion [1,20], image recognition [16], etc. Then, we use the returned image embed-
dings to train a classifier to make predictions. Second, we use the 5018-hashtags,
in this way we keep all the information provided by users. Third, while building
the graph structure, we use the same settings as in Sect. 3.3, and we use 81 labels
and set n = 1, i.e., we keep all available images from the NUS-WIDE dataset.

Implementation Details. For the baseline CNN, we use 16 layers VGG net-
work [18] pre-trained on ImageNet 2012 classification challenge dataset [5] using
Pytorch deep learning framework. For our DeepWalk-based approach, we use
the graph structure G, the same as discussed in Sect. 3.3. The dimensions of the
CNN embeddings, Word embeddings and DeepWalk embeddings are set as the
same (256). To put different embeddings together, we simply concatenate them.
In the end, we feed these extracted features into a logistic regression classifier to
make predictions.

Table 3. Comparison of the experimental results of the top 3 image multi-label clas-
sification on the NUS-WIDE dataset with 5018-hashtags.

Results. We use the same evaluation metrics as discussed in Sect. 3.3. Table 3
presents the classification results of approaches using the CNN embeddings,
the Word2vec embeddings, the DeepWalk embeddings and the CNN+DeepWalk
embeddings, respectively. From the results in Table 3, we could first find that the

4 This explains why we cannot directly use our Instagram dataset as we don’t have
such ground truth.
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CNN+DeepWalk embeddings can improve the classification performance when
only using the CNN embeddings for multi-label classification (with 17.0% O-P
gain and 16.2% O-F1 gain). Second, the performance of the DeepWalk embed-
dings is still better than using the CNN embeddings (with 6.2% O-P gain and
5.0% O-F1 gain). This indicates the relationship between hashtags and image
contents is significantly useful for image multilabel classification.

Moreover, we list the results of one state-of-the-art approach CNN+RNN [20],
which combines image features and the corresponding hashtags for image multil-
abel classification. We can find that the results of DeepWalk and CNN+DeepWalk
embeddings are better than the CNN+RNN embeddings (a 2.8% O-P gain and a
2.4% O-F1 gain for DeepWalk, and a 12.0% O-P gain and a 11.6% O-F1 gain for
CNN+DeepWalk). It further indicates that our approach for relationship explo-
ration is more comprehensive.

Observations. In this section, we present detailed examples to understand the
different predictions given by the CNN embeddings and the CNN+DeepWalk
embeddings.

In Table 4, there are two images with their associated labels and hashtags
from the NUS-WIDE dataset, as well as the predictions made by the two
approaches based on the CNN embeddings and the CNN+DeepWalk embed-
dings, respectively.For the image on the left,the CNN embeddings give one cor-
rect prediction (“person”) and two incorrect predictions (“sky”, “water”).We
notice that this image is somehow unclear and over light. Since the CNN embed-
dings come from the image itself, it somehow mistakes this strong light in the
background as “sky” or “water”. Besides, the correctly predicted label “person”
is one of the most popular labels in the dataset (24.6% images contain this label),
so this label could not provide precise information to identify the image contents.
On the other hand, the CNN+DeepWalk embeddings correctly predict the two
labels “military” and “person”. This indicates that this approach can capture
more comprehensive information about this image itself.

Table 4. Two example predictions by the CNN approach and the CNN+DeepWalk
approach on the NUS-WIDE dataset.
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For the image on the right, the CNN embeddings give two correct labels
(“animal”, “coral”) and one incorrect label (“water”). However, this incorrect
label is different from those two incorrect labels for the left image, as it is still
relevant to the contents of the image. We could recognise that the image presents
an underwater environment, so “water” is not wrong even it does not appear as
one of the truth labels. The fish in the right image disguises itself in the environ-
ment. In this case, the visual CNN embeddings are not sufficient in capturing
small objects (i.e., “fish”) in the image. On the other hand, CNN+DeepWalk
embeddings succeed in predicting all three labels.

From these two example predictions on the NUS-WIDE dataset, we can
confirm that our hashtag features through the DeepWalk embeddings can provide
useful information to improve the image multi-label classification even when the
image quality is not good enough, or the objectives in the image are not easy to
be found by visual features.

We are also interested in knowing whether the DeepWalk embeddings could
embed images into the correct position in the embedding space.More specifically,
whether they can keep images with similar contents to be close in the space. For
this aim, we select 9 groups of labels and each group to have 2 different labels
and collect sample images only containing one of the groups of labels. We then
transform these image embeddings obtained with DeepWalk into a 2D space
using the dimensionality reduction algorithm t-SNE [9].

We visualise the result in Fig. 5, and observe the existence of clustering struc-
ture in images’ embeddings. These images with different groups of labels are
separated into different clusters, and related clusters are close in the space. For
instance, in the figure, we can first find that images with the labels related to the
animal (“cat”, “birds”, “fish”) are in the left side while the images with labels
related to plants (“flowers”, “plants”) are in the right side and the images about

Fig. 5. Visualisation of our DeepWalk embeddings. The images information are
mapped to the 2D space using the t-SNE package with learned DeepWalk image embed-
ddings as input. We select some labels: [“animal”, “cat”], [“ocean”, “water”], [“flow-
ers”, “plants”], [“fish”, “water”], [“airport”, “clouds”], [“lake”, “mountain”], [“plane”,
“sky”], [“animal”, “birds”] and [“sky”, “tower”] and collect images have these labels.
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the natural scene (“water”, “ocean”, “mountain”) are in the middle.Second, we
can also find that images labelled by [“lake”, “mountain”] and images labelled
by [“fish”, “water”] are mixed with the images labelled by [“ocean”, “water”].
This is due to the contents of the two images have similar semantics.

5 Related Work

There has been a diverse array of academic works on exploring the information
contained in hashtags. Tsur et al. try to explore what information are contained
in hashtags based on a massive dataset from Twitter [19], and they view hashtags
as ideas that could express users. As a result, they present the richness of infor-
mation in hashtags. Furthermore, some work use hashtags to detect the topic
of tweets on Twitter [21] and predict hashtags based on tweet contents [7,17].
These work indicate there is a strong relationship between hashtags and text
contents, and it is possible to make two-way predictions between them.

Focusing on the relationship between hashtags and images, Niu et al. propose
a semi-supervised Relational Topic Model (ss-RTM) to use hashtags information
to recognise social media images [12]. They first organise images into a network
if they share some hashtags. Then, they treat this network as a document and
use a statistical model RTM, which is widely used in natural language process-
ing tasks to extract the topic relationship among documents, to extract images’
relationships into representative vectors. Compared with our work, they only
use hashtags’ information to build up the network but ignore their semantic
meaning in the final features. Besides, due to the computational cost of RTM,
they cannot involve a large number of images in one network, and there might
be a strong influence from noisy hashtags. Wang et al. propose a framework
(CNN-RNN) which combines hashtags and image features to perform classifica-
tion [20]. CNN-RNN mainly contains two parts – a CNN model for extracting
semantic representations from the images, and an RNN (recurrent neural net-
work) to model image/labels relationship and hashtags dependency. Due to the
advantages of RNN, this framework can utilise the order information among
hashtags, and it can predict a long sequence of labels.It achieves better perfor-
mance compared with ss-RTM, but it neglects the connections among images.
Recently, Wang et al. utilise a hashtag-related knowledge graph to improve image
multi-label classification [22]. They first build a large knowledge graph, which
contains millions of hashtags and their semantic relationships. Then they apply
the deep graph embedding methods to extract hashtags’ relationship to repre-
sentative vectors and use the representative vectors to assistant the classification
task. But it is a high-cost work to build up a knowledge graph with millions of
hashtags, and they only consider the hashtags semantic information but neglect
the graph structure among the images.

6 Conclusion and Future Work

In this paper, we have performed an empirical study on verifying and quantify-
ing the relationship between hashtags and images based on real-world datasets
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collected from Instagram and Flickr, and we successfully applied the verified
relationship to improve a downstream task.

We have implemented a statistical test to verify the existence of the relation-
ship between hashtags and images on the Instagram dataset. Then, we designed
bi-directional prediction tasks (H2L and L2H) and used the prediction perfor-
mance to quantify the relationship. In particular, we proposed a new graph-based
approach to integrate both the semantic meaning of hashtags (and labels) and
the graph structure of the images, which indeed help to extract more comprehen-
sive information for hashtags (and labels). In the end, we adopted a widely used
dataset NUS-WIDE which has tags given by users and manual labels, and suc-
cessfully applied the extracted features of hashtags from the H2L task to improve
the performance of image multi-label classification and achieved a 12.0% overall
precision gain compared to a state-of-the-art method.

Hashtags can be naturally organised into different categories, according to
their semantics. In the future, we will first focus on the influence of hashtag
categories, i.e., investigating the different relationship strength between each
category of hashtags and images. Second, on OSNs different users have different
habits of using hashtags, and we hypothesise that the richness of the semantic
meaning contained in their hashtags could be different. How to explore this, e.g.,
to perform link prediction as in [2,3,24], is part of our future work. Third, so
far we have only applied the extracted hashtag features for an image multi-label
classification task in this work. In the future, we want to utilise the extracted
label features (from the L2H task) to perform hashtag recommendation in OSNs.
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Abstract. Privacy is a major concern when publishing new datasets in
the context of Linked Open Data (LOD). A new dataset published in the
LOD is indeed exposed to privacy breaches due to the linkage to objects
already present in the other datasets of the LOD. In this paper, we focus
on the problem of building safe anonymizations of an RDF graph to
guarantee that linking the anonymized graph with any external RDF
graph will not cause privacy breaches. Given a set of privacy queries as
input, we study the data-independent safety problem and the sequence of
anonymization operations necessary to enforce it. We provide sufficient
conditions under which an anonymization instance is safe given a set of
privacy queries. Additionally, we show that our algorithms for RDF data
anonymization are robust in the presence of sameAs links that can be
explicit or inferred by additional knowledge.

Keywords: Linked Open Data · Data privacy · RDF anonymization

1 Introduction

Since its inception, the Linked Open Data (LOD) paradigm has allowed to pub-
lish data on the Web and interconnect uniquely identified objects by realizing
widely open information exchange and data sharing. The LOD cloud is rapidly
growing and contains 1,231 RDF graphs connected by 16,132 links (as of June
2018). Since 2007, the number of RDF graphs published in the LOD has seen
an increase of about two orders of magnitude. Nevertheless, the participation
of many organizations and institutions to the LOD movement is hindered by
individual privacy concerns. Personal data are ubiquitous in many of these data
sources and recent regulations about personal data, such as the EU GDPR Gen-
eral Data Protection Regulation (GDPR) make these organizations reluctant to
publish their data in the LOD.

While there has been some effort [15,22] to bring data anonymization tech-
niques from the relational database world to the LOD, such as variations of
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k-anonymity [16,18,23], most of the state of the art is mainly based on differ-
ential privacy techniques for relational data [8,17]. However, differential privacy
is not a perfect match for Linked Data, focusing more on statistical integrity
rather than accurate, qualitative query results which represents the main usage
of Linked Data through SPARQL endpoints [2,19]. Differential privacy is indeed
useful whenever the aggregate results of data analysis (such as statistics about
groups of individuals) can be seamlessly published. Whereas this is highly desir-
able in many applications, it becomes not sufficient in privacy-preserving data
publishing (PPDP) [9] scenarios where the privacy of individuals need to be pro-
tected while at the same time ensuring that the published data can be utilized in
practice. Whereas the underpinnings of PPDP under its most prominent form,
such as anonymization, have been widely studied for relational data (see [9] for
a comprehensive survey), the theoretical foundations for PPDP in the context
of Linked Data have only been recently laid out in [12] by focusing on the theo-
retical study of its computational complexity.

In this paper, we build upon the foundations of [12] by focusing on the linkage
safety requirement and present practical algorithms to compute the anonymiza-
tion operations needed to achieve such a requirement when a graph G is linked to
external graphs in the LOD. By relying on the computational complexity of the
linkage safety problem, which is AC0 in data complexity under the open-world
assumption, we address the problem of actually computing a safety-compliant
sequence of anonymization operations setting up their guarantees against link-
age attacks. In doing this, we also devote special care to :sameAs links (i.e. links
expressed in RDF syntax) that can be either explicit in the original graph G
linking to entities in external graphs or derived by inference mechanisms on G
itself. In particular, this approach exhibits two distinguishing features. First, it is
query-based since the privacy policies as well as the anonymization operations are
specified by means of conjunctive queries and updates in SPARQL, respectively.
Second, our approach is data-independent since, given a privacy policy (specified
as a set of privacy queries), our algorithms produce anonymization operations
(under the form of delete and update queries) with the guarantee that their
application to any RDF graph will satisfy the safety requirement. Our contribu-
tions can be summarized as follows: we first ground the linkage safety problem
to the sequence of anonymization operations necessary to enforce it by provid-
ing a novel data-independent definition of safety; such a definition considers a
set of privacy queries as input and does not look at the actual graph instances
(Sect. 4); as such, it departs from the basic definition of linkage safety of [12].
We then provide sufficient conditions under which an anonymization instance is
safe given a set of privacy queries and design an anonymization algorithm that
solves the above query-based safety requirement and study its runtime complex-
ity (Sect. 5). Next, we introduce :sameAs links and show that slight modification
of our algorithm is robust to them (Sect. 6) and finally, we provide a quick dis-
cussion about the evaluation of our algorithms and the remaining utility of the
anonymized graphs (Sect. 7) that confirms the good behavior of our framework
in practice. Related work is discussed in Sect. 2, and we provide the necessary
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background in Sect. 3. We conclude in Sect. 8. All proofs and implementations
are available online in a companion appendix.1

2 Related Work

A query-based approach to privacy-preserving RDF data publishing has been
presented in [6], in which the focus was to check the compatibility between a
privacy policy and an utility policy (both specified as queries) and to build
anonymizations preserving the answers to a set of utility queries (when compati-
bility is ensured). However, the above approach suffers from the lack of resilience
against privacy breaches caused by linking external datasets, which is clearly a
recurrent situation in the LOD.

In line with existing works [7,11,20] on safety models defined in terms of
secret or privacy queries for relational data. A query-based safety model for
RDF data has been introduced in [12] where linking RDF graphs is reduced to
their union, several results are provided on the computational complexity of the
decision problems. In our paper, we slightly extend the considered safety model
and we address the data-independent construction problem underpinning safety,
i.e. how to produce a sequence of update operations that are safe for any RDF
graph, given a privacy policy expressed as queries.

Graph specific, but non RDF, declinations of privacy criteria and related
attacks have been proposed such as l-opacity [21] or k-isomorphism [5], the typ-
ical use cases being social networks graphs. In this paper, we follow a comple-
mentary direction where the privacy criteria is declared by the data protection
officer and not fixed, with a concrete and efficient procedure that uses standard
and efficient SPARQL engines to enforce them. Compared to existing approaches
based on k-anonymity in RDF graphs [15,22], we focus on generalizations that
replace constants by blank nodes. We have also shown that in some cases, triple
suppressions are required in addition to generalizations for guaranteeing safe
anonymizations.

Privacy-preserving record linkage has been recently considered in [24] as the
problem of identifying and linking records that correspond to the same real-world
entity without revealing any sensitive information about these entities. For pre-
serving privacy while allowing the linkage, masking functions are proposed to
transform original data in such a way that there exists a specific functional
relationship between the original data and the masked data. The problem of
privacy-preserving record linkage is a difficult problem that is significantly dif-
ferent from the privacy-preserving data publishing problem considered in this
paper, in which sameAs links are input of the anonymization process.

3 Formal Background

We recall the usual concepts for RDF graphs and SPARQL queries as formalized
in [13]. Let I, L and B be countably infinite pairwise disjoint sets representing
1 See https://perso.liris.cnrs.fr/remy.delanaux/papers/WISE2019appx.pdf.

https://perso.liris.cnrs.fr/remy.delanaux/papers/WISE2019appx.pdf
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respectively IRIs, literals and blank nodes. IRIs (Internationalized Resource Iden-
tifiers) are standard identifiers used for denoting any Web resource described in
RDF within the LOD. We denote by T = I ∪ L ∪ B the set of terms, in which
we distinguish constants (IRIs and literals) from blank nodes, which are used to
model unknown IRIs or literals like in [3,10] and correspond to labeled nulls [1].

We also assume an infinite set V of variables disjoint from the above sets.
Throughout this paper, we adhere to the SPARQL conventions: variables in V
are prefixed with a question mark (?), IRIs in I are prefixed with a colon (:),
blank nodes in B are prefixed with an underscore and a colon ( :).

Definition 1 (RDF graph and graph pattern). An RDF graph is a finite
set of RDF triples (s, p, o), where (s, p, o) ∈ (I ∪ B) × I × (I ∪ L ∪ B). A triple
pattern is a triple (s, p, o) ∈ (I ∪ B ∪ V) × (I ∪ V) × (I ∪ L ∪ B ∪ V). A graph
pattern is a finite set of triple patterns.

We can now define the three types of queries that we consider. Definition 2
corresponds to conjunctive queries and will be the basis for formalizing the sensi-
tive information that must not be disclosed. Definition 6 corresponds to counting
queries which will model a form of utility that it may be useful to preserve for
analytical tasks. Finally, Definition 7 describes update queries, modeling the
anonymization operations handled in our framework.

Definition 2 (Conjunctive query). A conjunctive query Q is defined by an
expression SELECT x̄ WHERE GP (x̄, ȳ) where GP (x̄, ȳ), also denoted body(Q), is
a graph pattern without blank nodes and x̄ ∪ ȳ is the set of its variables, among
which x̄ are the result variables, and the subset of variables in predicate position
is disjoint from the subset of variables in subject or object position. A conjunctive
query Q is alternatively written as a pair Q = 〈x̄, GP 〉. A boolean query is a
query of the form Q = 〈∅, GP 〉.

Conjunctive queries with variables in predicate position are allowed, if such
variables do not appear in a subject or object position. This ensures that within
a conjunctive query, all occurrences of a given variable are in the same connected
component (see Definition 3).

Example 1. The conjunctive query SELECT ?p WHERE {?s ?p ?o. ?s a :VIP.} con-
forms to Definition 2. Intuitively, this query selects all properties of subjects who
are “VIP”.

Definition 3 (Connected components of a query). Given a conjunctive
query Q = 〈x̄, GP 〉, let GQ = 〈NQ, EQ〉 be the undirected graph defined as
follows: its nodes NQ are the distinct variables and constants appearing in subject
or object position in GP , and its edges EQ are the pairs of nodes (ni, nj) such
that there exists a triple (ni, p, nj) or (nj , p, ni) in GP .

Each subgraph SGQ of GQ corresponds to the subgraph of body(Q) made of
the set of triples (s, p, o) such that either (s, o) or (o, s) is an edge of SGQ. By
slight abuse of notation, we will call the connected components of the query Q the
(disjoint) subsets of GP = body(Q) corresponding to the connected components
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of GQ. A connected component GPC of the query Q is called boolean when it
contains no result variable.

Example 2. Let Q be the following query in the SPARQL syntax where a is a
shorthand for rdf:type, Q has two connected components GP1 and GP2:

SELECT ?x ?y WHERE { ?x :seenBy ?z. ?z :specialistOf ?y.

?v a :VIP. ?v :isHospitalized true. }

GP1 = { ?x :seenBy ?z. ?z :specialistOf ?y. }

GP2 = { ?v a :VIP. ?v :isHospitalized true. }

Definition 4 (Critical terms). A variable (resp. constant) in subject or object
position having several occurrences within the body of a query is called a join
variable (resp. join constant). We name join variables, join constants and result
variables of a query as its critical terms.

Example 3. The query SELECT ?p WHERE { ?s ?p ?o. ?s a :VIP.} has two
critical terms: ?s, which has two occurrences, and ?p which is a result variable.
Critical terms are computed in Algorithm 1 (Lines 5 to 10).

The evaluation of a query Q = 〈x̄, GP 〉 over an RDF graph G consists in
finding mappings μ assigning the variables in GP to terms such that the set of
triples, denoted μ(GP ), obtained by replacing with μ(z) each variable z appear-
ing in GP , is included in G. The corresponding answer is defined as the tuple of
terms μ(x̄) assigned by μ to the result variables.

Definition 5 (Evaluation of a conjunctive query). Let Q = 〈x̄, GP 〉 be a
conjunctive query and let G be an RDF graph. The answer set of Q over G is
defined by : Ans(Q,G) = {μ(x̄) | μ(GP ) ⊆ G}.
Definition 6 (Counting query). Let Q be a conjunctive query. The query
Count(Q) is a counting query, whose answer over a graph G is defined by:
Ans(Count(Q), G) = |Ans(Q,G)|.

We now define an additional ingredient: update queries. Intuitively, an update
query DELETE D(x̄) INSERT I(ȳ) WHERE W (z̄) isNotBlank(b̄) executed on a
graph G searches for the instances of the graph pattern W (z̄) in G, then deletes
the instances of D(x̄) and finally inserts the I(ȳ) part. The isNotBlank operator
will be used in Algorithm 1 to avoid replacing the images of critical terms that
are already blank nodes.

Definition 7 (Update query). An update query (or update operation) Qu is
defined by DELETE D(x̄) INSERT I(ȳ) WHERE W (z̄) isNotBlank(b̄) where D (resp.
W ) is a graph pattern whose set of variables is x̄ (resp. z̄) such that x̄ ⊆ z̄; and
I is a graph pattern where blank nodes are allowed, whose set of variables is ȳ
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such that ȳ ⊆ z̄. isNotBlank(b̄) is a parameter where b̄ is a set of variables such
that b̄ ⊆ z̄. The evaluation of Qu over an RDF graph G is defined by:

Result(Qu, G) = G \ {μ(D(x̄))|μ(W (z̄)) ⊆ G ∧ ∀x ∈ b̄, μ(x) /∈ B}
∪ {μ′(I(ȳ))|μ(W (z̄)) ⊆ G ∧ ∀x ∈ b̄, μ(x) /∈ B}

where μ′ is an extension of μ renaming blank nodes from I(ȳ) to fresh blank
nodes, i.e. a mapping such that μ′(x) = μ(x) when x ∈ z̄ and μ′(x) = bnew ∈
B otherwise. The application of an update query Qu on a graph G is written
Qu(G) = Result(Qu, G). This notation is extended to a sequence of operations
O = 〈Q1

u, . . . Qn
u〉 by O(G) = Qn

u(. . . (Q1
u(G)) . . .).

4 Safety Model

We generalize the definition of a safe anonymization introduced in [12] as follows:
an RDF graph is safely anonymized if it does not disclose any new answer to a set
of privacy queries when it is joined with any external RDF graph. Additionally,
compared to [12], we define a notion of data-independent safety for a sequence
of anonymization operations independently of any RDF graph. Given an RDF
graph G, a sequence O of update queries called anonymization operations and
a set P of conjunctive privacy queries, the safety of the anonymization instance
(G,O,P) is formally defined as follows.

Definition 8 (Safe anonymization instance). An anonymization instance
(G,O,P) is safe iff for every RDF graph G′, for every P ∈ P and for every
tuple of constants c̄, if c̄ ∈ Ans(P,O(G) ∪ G′) then c̄ ∈ Ans(P,G′).

Notice that the safety property is stronger than the privacy property defined
in [6,12] which requires that for every privacy query P , Ans(P,O(G)) does not
contain any tuple made only of constants. In contrast with [12], the safety prob-
lem that we consider is data-independent and is a construction problem. Given a
set of privacy queries, the goal is to build anonymization operations guaranteed
to produce a safe anonymization when applied to any RDF graph, as follows.

Definition 9 (Safe sequence of anonymization operations). Let O be a
sequence of anonymization operations, let P be a set of privacy queries, O is
safe for P iff (G,O,P) is safe for every RDF graph G.

Problem 1. The data-independent Safety problem.
Input : P a set of privacy queries.
Output: A sequence O of update operations such that O is safe for P.

Our approach to solve Problem 1 is to favour whenever possible update oper-
ations that replace IRIs and literals by blank nodes over update operations that
delete triples. We exploit the standard semantics of blank nodes that interprets
them as existential variables in the scope of local graphs. As a consequence,
two blank nodes appearing in two distinct RDF graphs cannot be equated.
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The privacy-preserving approach described in [6] is also data-independent but is
based on deleting operations that may lead to unsafe anonymizations, as shown
in Example 4.

Example 4. Let consider the following privacy query P stating that IRIs of peo-
ple seen by a specialist of a disease should not be disclosed.
SELECT ?x WHERE { ?x :seenBy ?y. ?y :specialistOf ?z. }

Let the RDF graph to anonymize be G that is made of the following triples:
:bob :seenBy :mary. :mary :specialistOf :cancer. :mary :worksAt :hospital1.
:ann :seenBy :mary. :jim :worksAt :hospital1.

Let O1 be the update query deleting all the :seenBy triples, written as
DELETE { ?x :seenBy ?y. } WHERE { ?x :seenBy ?y. } in SPARQL. The
resulting anonymized RDF graph O1(G) is as follows:
:mary :specialistOf :cancer. :mary :worksAt :hospital1.

:jim :worksAt :hospital1.

O1 preserves privacy (the evaluation of P against O1(G) returns no answer).
However, O1 is not safe since the union of O1(G) with an external RDF graph
G′ containing the triple (:bob, :seenBy, :mary) will provide :bob as an answer.
This example shows that the problem for safety comes from a possible join
between an internal and an external constant (:mary here). This can be avoided
by replacing critical constants by blank nodes. Example 5 illustrates the strategy
considered in Algorithm 1 to enforce safety (see Sect. 5).

Example 5. Consider the following update query O2:
DELETE {?x :seenBy ?y. ?y :specialistOf ?z.}

INSERT {_:b1 :seenBy _:b2. _:b2 :specialistOf ?z.}

WHERE {?x :seenBy ?y. ?y :specialistOf ?z.}

The result RDF graph O2(G) is made of the following triples and is safe:
_:b1 :seenBy _:b2. _:b2 :specialistOf :cancer. :mary :worksAt :hospital1.

_:b3 :seenBy _:b4. _:b4 :specialistOf :cancer. :jim :worksAt :hospital1.

It is worth noticing that the result of the counting query Count(P ) is pre-
served i.e. it returns the same value as when evaluated on the original RDF
graph G. Many other utility queries are preserved, such as for instance the one
asking for who works at which hospital.

5 Safe Anonymization of an RDF Graph

In this section, we provide an algorithm that computes a solution to the Safety
problem. We first prove a sufficient condition (Theorem 1) guaranteeing that
an anonymization instance is safe, then we define an algorithm based on this
condition. We extend the definition of a mapping, which is now allowed to map
constants to blank nodes: an anonymization mapping μ is a function V ∪ I∪L →
T. For a triple τ = (s, p, o) we write μ(τ) for (μ(s), μ(p), μ(o)). Theorem 1 is
progressively built on two conditions that must be satisfied by all the connected
components of the privacy queries.
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Theorem 1. An anonymization instance (G,O,P) is safe if the following con-
ditions hold for every connected component GPc of all privacy queries P ∈ P:

(i) for every critical term x of GPc, for every triple τ ∈ GPc where x appears,
for each anonymization mapping μ s.t. μ(τ) ∈ O(G), μ(x) ∈ B holds;

(ii) if GPc does not contain any result variable, then there exists a triple pattern
of GPc without any image in O(G) by an anonymization mapping.

The intuition of condition (i) is that if all the images of critical terms are blank
nodes, it is impossible to graft external pieces of information to the anonymized
graph as they cannot have common blank nodes. Condition (ii) deals with
boolean connected components with no result variable. We are now able to design
an anonymization algorithm that solves the Safety problem. Algorithm 1 com-
putes a sequence2 of operations O for a privacy policy P such that O is safe
for P. Operations are computed for each connected component of each privacy
query from P, the crux being to turn conditions (i) and (ii) into update queries.

Algorithm 1. Find update operations to ensure safety
Input : a set P of privacy conjunctive queries Pi = 〈x̄i, GPi〉
Output : a sequence O of operations which is safe for P

1 function find-safe-ops(P):
2 Let O = 〈 〉;
3 for Pi ∈ P do
4 forall the connected components GPc ⊆ GPi do
5 Let I := [ ];
6 forall the (s, p, o) ∈ GPc do
7 if s ∈ V ∨ s ∈ I then I[s] = I[s] + 1;
8 if o ∈ V ∨ o ∈ I ∨ o ∈ L then I[o] = I[o] + 1;

9 Let x̄c := {v | v ∈ x̄i ∧ ∃τ ∈ GPc s.t. v ∈ τ};
10 Let Tcrit := {t | I[t] > 1} ∪ x̄c;
11 Let SGPc = {X | X ⊆ GPc ∧ X 
= ∅ ∧ X is connected} ordered by

decreasing size;
12 forall the X ∈ SGPc do
13 Let X ′ := X and x̄′ = {t | t ∈ Tcrit ∧ ∃τ ∈ X s.t. t ∈ τ};
14 forall the x ∈ x̄′ do
15 Let b ∈ B be a fresh blank node;
16 X ′ := X ′[x ← b];

17 O := O + 〈DELETE X INSERT X ′ WHERE X isNotBlank(x̄′)〉
18 if x̄c = ∅ then
19 Let τ ∈ GPc // non-deterministic choice

20 O := O + 〈DELETE τ WHERE GPc〉

21 return O;

2 The + operator denotes the concatenation of sequences.
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The starting point of Algorithm 1 is to compute joins variable, constants and
then critical terms (Lines 5 to 10). The update queries that replace the images
of critical terms by blank nodes are built from Line 14 to Line 17. The subtle
point is that as many update queries as the connected subsets of the component
GPc need to be constructed. Considering these subsets in decreasing order of
cardinality (Line 11) and using the isNotBlank(x̄′) construct guarantees that
all the images of a critical term in a given RDF graph will be replaced only
once. Non-connected subsets of GPc are skipped because their own connected
components are handled afterwards. Finally, if the connected component under
scrutiny is boolean, one of its triple is deleted (Line 20).

When applied to the privacy query considered in Example 4, operation O2

reported in Example 5 is the first one generated at Line 17. When applied to
Example 2, Algorithm 1 will sequentially generate anonymization operations
starting from those replacing the images of all the variables by blank nodes (since
all its variables are critical), followed by those deleting all the triples correspond-
ing to one of the triple patterns (?v a :VIP or ?v :isHospitalized true) in the
boolean connected component. Note that anonymizations may create an RDF
graph where some properties have been replaced by blank nodes. In this case, the
output is a generalized RDF graph. Theorem 2 states the soundness and com-
putational complexity of Algorithm 1. Since Algorithm 1 is data-independent,
its exponential worst-case complexity (due to the powerset SGPc computed on
Line 11) is not necessarily an important limitation in practice, as it will be
demonstrated in Sect. 7.

Theorem 2. Let O = find-safe-ops(P) be the sequence of anonymization
operations returned by Algorithm 1 applied to the set P of privacy queries: O is
safe for P. The worst-case computational complexity of Algorithm 1 is exponen-
tial in in the size of P.

Algorithm 2 (reported in the companion appendix) is a polynomial approx-
imation of Algorithm 1 obtained as follows: instead of considering all possible
subsets of triple patterns of SGc (Line 12), we simply construct update queries
that replace, in each triple pattern τ ∈ GPc, every critical term with a fresh
blank node. As a result, there does not exist anymore any equality between
images of join variables, literals or IRIs (while in Algorithm 1 all occurrences of
each critical term were replaced by the same blank node). For instance, Algo-
rithm 2 generates a sequence of three update queries, one for each triple, more
general than O2 from Example 5 of Sect. 4. Theorem 3 states that Algorithm 2
is sound but leads to anonymizations that are more general than those produced
by Algorithm 1.

Theorem 3. The worst-case computational complexity of Algorithm 2 is poly-
nomial in the size of P. Let O and O′ be the result of applying respectively
Algorithm 1 and Algorithm 2 (with the same non deterministic choices) to a set
P of privacy queries: for any RDF graph G, (G,O,P) is safe and G |= O(G)
and O(G) |= O′(G).
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Theorem 4 establishes that the anonymization operations computed by Algo-
rithm 1 preserve some information on Count(P ) for privacy queries P with no
boolean connected component. It is not necessarily the case for Algorithm 2.

Theorem 4. Let O = find-safe-ops({P}) be the output of Algorithm 1
applied to a privacy query P with no boolean connected component. For
every RDF graph G, O(G) satisfies the the condition Ans(Count(P ), O(G)) ≥
Ans(Count(P ), G).

6 Safe Anonymization Robust to :sameAs links

One of the fundamental assets of the LOD is the possibility to assert that two
resources are the same by stating owl:sameAs triples (shortened to :sameAs
later), also known as entity linking. We do not consider :sameAs between prop-
erties and we interpret :sameAs triples (called :sameAs links) as equality between
constants (including blank nodes) that are in subject or object position. With
this interpretation, :sameAs links can also be inferred by a logical reasoning on
additional knowledge known on some properties (e.g. that a property is func-
tional). In this section, we study the impact of both explicit and inferred :sameAs
links on safety.

We extend Definition 5 to the semantics of query answering in presence of
a set sameAs of :sameAs links. Let closure(sameAs) be the transitive, reflexive
and symmetric closure of sameAs. This set can be computed in polynomial time.
We write G[b0 ← b′

0, . . . , bk ← b′
k] for denoting the graph obtained from G by

replacing each occurrence of bi by b′
i for every i ∈ [1..k].

Definition 10 (Answer of a query modulo sameAs). Let Q be a conjunc-
tive query, G an RDF graph and sameAs a set of :sameAs links. A tuple ā is
an answer to Q over G modulo sameAs iff there exists (b0, :sameAs, b′

0), . . .,
(bk, :sameAs, b′

k) in closure(sameAs) s.t. ā ∈ Ans(Q,G[b0 ← b′
0, . . . , bk ← b′

k]).
We note AnssameAs(Q,G) the answer set of Q over G modulo sameAs.

Hence, we extend Definition 8 to handle a set sameAs of :sameAs links.

Definition 11 (Safety modulo sameAs). An anonymization instance
(G,O,P) is safe modulo sameAs iff for every RDF graph G′, for every P ∈ P
and for any tuple of constants c̄, if c̄ ∈ AnssameAs(P,O(G) ∪ G′) then c̄ ∈
AnssameAs(P,G′).

O is safe modulo sameAs for P if (G,O,P) is safe modulo sameAs for every
RDF graph G and for every set sameAs of :sameAs links.

We first study how to build anonymization operations that are robust to
explicit :sameAs links. Then, we focus on handling the case of inferred :sameAs
links through knowledge.

Theorem 5 establishes that Algorithm 1 (and thus Algorithm 2) computes
safe anonymizations even in presence of a set sameAs of explicit :sameAs links.
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Theorem 5. Let O be the result of applying Algorithm 1 to a set P of privacy
queries: for any set sameAs of explicit :sameAs links, O is safe modulo sameAs
for P.

We address two cases in which knowledge on properties may infer equalities.
The first case occurs in the ontology axiomatization of the OWL language 3 when
some of the properties are functional or inverse functional, as in Definition 12,
where we model equalities by :sameAs links.

Definition 12. A property p is functional iff for every ?x, ?y1, ?y2:
(?x, p, ?y1) ∧ (?x, p, ?y2) ⇒ (?y1, :sameAs, ?y2).
A property p is inverse functional iff for every ?x, ?y1, ?y2:
(?y1, p, ?x) ∧ (?y2, p, ?x) ⇒ (?y1, :sameAs, ?y2).

For example, declaring that property :bossOf as inverse functional expresses
the constraint that every person has only one boss. As shown in Example 6,
exploiting this knowledge may lead to re-identifying blank nodes that have been
produced by the previous anonymization algorithms.

Example 6. Let P be the following privacy query written in SPARQL syntax:

SELECT ?x WHERE { ?x :seenBy ?y. ?x :bossOf ?z. }

Let G, O(G) and G′ be the following RDF graphs where O is an update operation
returned by Algorithm 1:

G = {:bob :seenBy :mary. :bob :bossOf _:b1. _:b1 :bossOf :ann.}

O(G) = {_:b :seenBy :mary. _:b :bossOf _:b1. _:b1 :bossOf :ann.}

G’ = {:bob :bossOf :jim. :jim :bossOf :ann.}

From O(G) ∪ G′ and the inverse functionality of :bossOf, it can be inferred
first (:jim, :sameAs, :b1) and second (:bob, :sameAs, :b). Consequently, :b
is re-identified as :bob, which is returned as answer of P over O(G)∪G′ modulo
sameAs, and the anonymization operation O is not safe.

One solution is to add a privacy query for each functional property p and for
each inverse functional property q, respectively SELECT ?x WHERE {?x p ?y.}
and SELECT ?x WHERE {?y q ?x.}. By doing so, the update queries returned
by our algorithms will replace each constant in subject position of a functional
property by a fresh blank node, and each constant in an object position of an
inverse functional property by a fresh blank node. In the previous example, the
constant :ann in ( :b1, :bossOf, :ann) would be replaced by a fresh blank node.

The second case that we consider may lead to infer equalities (modeled as
:sameAs links) when a property is completely known, i.e., when its closure is
available in an external RDF graph. For instance, suppose that the closure of
the property :seenBy is stored in an extension of the external RDF graph G′

containing the following triples:
3 See OWL 2 RDF-Based Semantics, notably section 5.13. https://www.w3.org/TR/

2012/REC-owl2-rdf-based-semantics-20121211#Semantic Conditions.

https://www.w3.org/TR/2012/REC-owl2-rdf-based-semantics-20121211#Semantic_Conditions
https://www.w3.org/TR/2012/REC-owl2-rdf-based-semantics-20121211#Semantic_Conditions
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:bob :seenBy :mary. :alice :seenBy :ann.

:john :seenBy :ann. :tim :seenBy :ann.

Knowing that G′ is the complete extension of the seenBy predicate allows to
infer ( :b, :sameAs, :bob) and thus to re-identify the blank node :b.

One solution is to add a privacy query SELECT ?x ?y WHERE { ?x p ?y }
for each property p for which we suspect that a closure could occur in the LOD.
Then, the update queries returned by our algorithms will replace each constant
in the subject or object position of such a property by a fresh blank node. For
instance, in the Example 6, the constant :mary in ( :b, :seenBy, :mary) would
be replaced by a fresh blank node.

7 Experimental Evaluation

We have evaluated the runtime performance of the anonymization process pro-
duced by Algorithm 1 and the resulting loss of precision on three real RDF graphs
for which we have designed a reference privacy query as a union of privacy con-
junctive queries. Table 1 provides the indicators characterizing each RDF graph
used in the experiments: #Triples (respectively #IRIs and #Blanks) denotes
the number of triples (respectively unique IRIs and unique blank nodes) in the
graph, and #PrivQuery denotes the size of the reference privacy query (i.e.,
the sum of the triple patterns in each conjunctive privacy query). The reference
privacy queries are reported in the companion appendix. The source code of our
prototype is openly available on GitHub4.

Table 1. RDF graphs and privacy queries used in our experiments.

RDF graph #Triples #IRIs #Blanks #PrivQuery

TCL 6,443,256 1,020,580 705,030 19
Synthetic transportation data

Drugbanka 517,023 109,494 0 6
Real-world data about approved drugs

(Swedish) Heritageb 4,970,464 1,687,452 0 6
Real world Europeana Swedish heritage data

ahttp://wifo5-03.informatik.uni-mannheim.de/drugbank/
bGeneral Europeana portal: https://pro.europeana.eu/page/linked-open-data

7.1 Runtime Performances

The average runtime of Algorithm 1 has been measured over 10 executions for
each graph, using the reference privacy queries as input. Table 2 reports the
results: T-Algo1 denotes the time in seconds for computing the sequence of

4 https://github.com/RdNetwork/safe-lod-anonymizer.

http://wifo5-03.informatik.uni-mannheim.de/drugbank/
https://pro.europeana.eu/page/linked-open-data
https://github.com/RdNetwork/safe-lod-anonymizer
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anonymization operations by Algorithm 1 (which depends only of the reference
privacy query) whereas T-Anonym denotes the time in seconds required for
applying them on the different RDF graphs to compute their anonymized version,
and #UpdateQueries is the number of update queries returned by Algorithm 1.

The anonymization time is reasonable in all cases. The cost for anonymizing
the Swedish Heritage graph is due to a few update queries with graph patterns
having many occurrences in the graph.

Table 2. Running time (in seconds) of anonymization process.

RDF graph T-Algo 1 #UpdateQueries T-Anonym

TCL 0.207 16 3.5

Drugbank 0.012 6 1.7

Swedish Heritage 0.013 14 53.6

7.2 Evaluation of the Precision Loss

We have evaluated the precision loss and how it depends on the privacy query
specificity defined relatively to the reference privacy query. We distinguish the
absolute precision loss which is the the number of blank nodes introduced by the
anonymization process, from the relative precision loss which the ratio of it with
the total number of IRIs in the input graph.

From each reference privacy query P , we create more specific privacy queries
by applying a set of random mutations that replace a variable by a constant
in one of the privacy conjunctive queries. The specificity of a privacy query
P ′ obtained by this mutation process is defined by specif(P ′) = |Ans(P ′, G)| /
|Ans(P,G)|.

By construction, specif(P ′) is a normalized value between 0 and 1, as any
mutated privacy query P ′ is more specific than the reference privacy query P .

Results displayed on Figs. 1a to c show that the precision loss grows linearly
with the policy specificity: the less precise the privacy policy is in its selection
of data, the more blank nodes will be inserted in the graph.

We can also observe that precision is very dependent on the input: if the
privacy policy only cover a specific part of the whole data (e.g. only the sub-
scriptions in the data of whole transportation network) then its impact is quite
small: for the TCL graph (Fig. 1a), this precision value only drops marginally
(99.9% to 99.4%). The trend is similar for other graphs: precision drops when
the privacy policy gets more general. It drops to 85% in the case of the Swedish
Heritage graph, and 96% for the Drugbank graph. This confirms that in gen-
eral, using plausible privacy policy semantics, the number of IRIs lost in the
anonymization process is not huge.

However, Fig. 1c for the Swedish Heritage graph have a quite large spread on
the x = 0 line. Indeed, the privacy policy forbids the disclosure of very general
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(a) TCL (b) Drugbank (c) Swedish Heritage

Fig. 1. Loss of precision depending on privacy query specificity for each graph.

pieces of information such as the description of objects in the graph. Thus, this
leads to many replacements by blank nodes in such a situation.

8 Conclusion

We have tackled the safety problem for Linked Open Data by providing a data-
independent version and grounding it in a set of privacy queries (expressed in
SPARQL). Our algorithms let seamlessly construct sequences of anonymization
operations in order to prevent privacy leakages due to external RDF graphs
along with explicit or inferred knowledge (under the form of sameAs links). We
have proved the soundness of our anonymization algorithms and shown their
runtime complexity. We have conducted experiments showing the quality of our
anonymization and the performance of its operations.

Our approach can be seamlessly combined with existing privacy-preserving
approaches. Once the RDF graph is transformed according to the operations
generated by our algorithms, one could apply any other method to the obtained
RDF graph. In particular, it could be verified whether the resulting anonymized
RDF graph verifies some desired k-anonymity property. The adaptation of k-
anonymity approaches for a more fine-tuned generalization of literals, see for
instance [22], is planned as future work. Our approach can be also combined with
ontology-based query rewriting for first-order rewritable ontological languages
such as RDFS [3], DL-Lite [4] or EL fragments [14], by providing as input to
Algorithm 1 the rewritings of the privacy queries.

We envision several other directions of future work. The first is to study
the potential risk for re-identification of delegating the generation of fresh blank
nodes to a standard SPARQL engine. Next, since the conditions provided in
Theorem 1 for guaranteeing that a anonymization instance is safe are sufficient
but not necessary, it would be beneficial to explore both sufficient and neces-
sary conditions. We also plan to extend our safety model to handle additional
knowledge, like for instance that some properties are equivalent. Finally, we plan
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to study whether considering the data-dependent version of the safety problem
could lead to more specific anonymization operations while guaranteeing safety.
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Abstract. Entity Linking is the task of determining the identity of tex-
tual entity mentions given a predefined Knowledge Graph (KG). Plenty
of existing efforts have been made on this task using either “local” infor-
mation (contextual information of the mention in the text), or “global”
information (relations among candidate entities). However, either local or
global information might be insufficient especially when the given text
is short. To get richer local and global information for entity linking,
we propose to enrich the context information for mentions by getting
extra contexts from the web through Web Search Engines. Based on
the intuition above, two novel attempts are made. The first one adds
web-searched results into an embedding-based method to expand the
mention’s local information, where an attention mechanism is applied to
help generate high-quality web contexts, while the second one uses the
web contexts to extend the global information, i.e., finding and utilizing
more extra relevant mentions from the web contexts with a graph-based
model. Finally, we could combine the two models we proposed to use both
extended local and global information from the extra web contexts. Our
empirical study based on six real-world datasets shows that using extra
web contexts to extend the local and global information could effectively
improve the performance of entity linking.

Keywords: Entity Linking · WSE · Attention mechanism

1 Introduction

Entity Linking (EL), also known as Named Entity Disambiguation, aims at
assigning ambiguous textual mentions of entities to their referent entities in a
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Y esterday, several local sub
offices of Longmen Town set up
crea ve display blocks along the
main line of theancient town,
displaying more Than 300
varie es of flowers an 500,000
pots. Among them, Lushan Street
has launched a project to set up
special 1200 acres of land to grow
flowers; Xiatang Village set up a
landscape of...

e1: Longmen Town_Liangping County_Chongqing Longmen
e2: Town_Fuyang District_Hangzhou_Zhejiang Longmen
e3: Town_Pingyuan County_Shandong
…

e4: Lushan Street_Fuyang District_Hangzhou_Zhejiang LuShan
e5: Street_Shengzhou_Zhejiang
…

e6: Xiatang_Village_Fuyang District_Hangzhou_Zhejiang Xiatang
e7: Village_Pengan County_Nanchong_Sichuan
…

e2(summary in Encyclopedias):Longmen Town
belongs to Fuyang District, Hangzhou City, Zhejiang
Province, with a total area of 27.17 square
kilometers, a popula on of more than 7000 people
and more than 2500 households. ..

Men on Context

e2

... 27.17km

warm temperature
con nental monsoon

Fuyang District

2

Candidates in KG

...

...

KG

Fig. 1. An Entity Linking example

predefined Knowledge Graph (KG) [35]. EL has been studied extensively [2,3,
5,30], due to its importance as a fundamental component in various tasks such
as question answering [36], knowledge base expansion [19,27], and information
extraction [17]. An example of entity linking is illustrated in Fig. 1, where the
mention Longmen Town in the mention context should be linked to the entity
e2 in KG.

In order to link the ambiguous mentions to correct entities, early approaches
work on modeling textual context by measuring the “local” similarities between
the contextual words of a mention and the encyclopedic descriptions of every
of its candidate entities [4,28]. Developed from the textual-based approaches,
the embedding-based methods find ways to map both mentions and candidate
entities into the same continuous vector space, and then calculate the similar-
ity between every (mention, candidate entity) pair to decide the linking entity
for each mention [9,18,26]. Initially, only word embedding based on the input
text is performed for mentions, while entity embedding based on the KG is per-
formed for candidate entities [9]. More recent works [18,26] tend to use more
sophisticated embedding techniques to learn the characteristics of the mentions
and the candidate entities better. For example, Huu et al. propose a joint learn-
ing approach to simultaneously model the local and global features for entity
linking [18]. In addition, Luo et al. apply word embedding and Bi-LSTM (Bi-
directional Long Short-Term Memory) model to capture distributed representa-
tions [26]. However, the context information of each mention in a text may not
be rich enough to fully denote the semantic meaning of the mention, which will
greatly decrease the quality of the linking results.

Another line of works prefer to utilize the “global” coherence among all the
mentions in the input text, where all the mentions in the text could be simul-
taneously disambiguated [8,16,31,34]. Typically, a global mention-entity graph
could be constructed, based on which various probabilistic models [1] or graph
models such as PageRank [37] could be adopted to find the most probable linking
entities for each entity mention. However, as the number of mentions and candi-
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date entities increases, the calculation quantity increases exponentially, and the
matrix generated from the graph becomes more and more sparse. Also, if the
text is short, the number of mentions will be small, which results in the difficulty
in building effective graphs.

To get richer local and global information for entity linking, especially for
short texts, this paper proposes a so-called WebEL approach to improve entity
linking with extra web contexts. More specifically, we enrich the context informa-
tion for mentions by getting extra contexts from the web through Web Search
Engines. To achieve this, we search the context or the mentions in the same
context together in the Web Search Engines. After getting the WSE results, we
preprocess them to filter those noisy words, and then use a self-attention mech-
anism to help select the most relevant words in the context as the web-based
extra contexts for the given mentions.

Based on the intuitions above, two novel attempts are made. The first one
adds web-searched results into an embedding-based method to expand the men-
tion’s local information, where an attention mechanism is applied to help gen-
erate high-quality web contexts. More specifically, we use the context selected
from Web Search Engine and mention’s context, with attention mechanisms to
do a selection to generate a specified number of candidate entities. After that,
we use the context from WSE to supplement the target mention’s context in
training our embedding-based EL model if the context is short. The second one
considers to use the web-searched results to extend the global information with a
graph-based model. Firstly, we find more relevant mentions in the selected con-
text from WSE. Then we obtain candidate entities from the knowledge graph.
After that, we use the triple information in the knowledge graph to build our
graph-based EL model. Finally, we combine the two models we propose above
to use both extended local and global information from the extra web contexts
for EL.

We summarize our contributions as follows:

– We novelly propose to enrich the context information for mentions in doing
EL by getting extra contexts from the web through Web Search Engines.

– We propose to add web-searched results into an embedding-based method
to expand the mention’s local information, where an attention mechanism is
applied to help generate high-quality web-based contexts.

– We also propose to use the web-searched results to extend the global informa-
tion with a graph-based model, such that we could combine the two models
we put forward to use both extended local and global information from the
extra web contexts for EL.

Our empirical results on six real-world datasets show that WebEL could effec-
tively improve the performance of state-of-the-art EL methods.

Roadmap. The rest of the paper is organized as follows: We cover the related
work in Sect. 2, and then we define the problem in Sect. 3. After presenting our
model in Sect. 4, we report our experiments in Sect. 5. We finally conclude in
Sect. 6.



510 Y. Wang et al.

2 Related Work

Entity Linking (EL) is an important task which is a necessary step in many
scenarios, such as Information Extraction, Information Retrieval, Content Anal-
ysis, Question Answering and so on. So far, plenty of work has been done on EL
which can be roughly divided into two categories: (1) using local information,
i.e., contextual information of the mention in the text, with embedding-based
models, or (2) using global information, i.e., relations among candidate entities,
with graph-based models.

2.1 Graph-Based Models

As soon as graph model is put forward, it is applied to various tasks, such as
path selection in social networks [24,25]. Of course, this model is also widely
used in EL, and has achieved good results. Han et al. first put forward the
referent graph model to infer entity linking relationship [15]. Specifically, they
represent all mentions and candidate entities as nodes and compute weighed
edges between each other. A transfer matrix is obtained by using Referent Graph
and the random walk algorithm [15], which is used to get the linking results.
Afterwards, many researchers use similar graph models to solve entity linking
problems [1,37]. Alhelbawy et al. give each node an initial confidence score and
use Page-Rank to rank nodes. Zhang et al. use greedy search and an adjusted
Monte Carlo random walk to improve both accuracy and efficiency of the graph
model. Besides, Ganea et al. propose a probabilistic graph model to resolve EL
problems which does not require extensive feature engineering, nor an expensive
training procedure [11].

2.2 Embedding-Based Models

In Natural Language Processing (NLP), word embedding is one kind of widely
used technology including One-Hot representation of word bag (BOW) and n-
gram [23,33]. Han et al. apply BOW to construct the vectors of the contexts
containing mentions and entities respectively and then use these vectors to com-
pute the weighted edges among them [15]. However, the relationship between
the relative positions of words is ignored and the embedding tends to be very
long and sparse. In addition, n-gram and co-occurrence matrix are considered to
structure embedding [13,22,29]. Unfortunately, these methods are confined to
the time costs due to the high dimension. So as to overcome above difficulties,
Word2Vec model is put forward which involves two algorithms, one is CBOW
and the other is Skip-Gram. The advantage of this model is that it can mea-
sure the semantic similarity of words and can be analogized according to the
semantics of words [20]. Yamada et al. use Word2Vec to construct embedding
and calculate the semantic similarity between texts containing mention and the
candidate entity through embedding [35].

More recent works tend to use more sophisticated embedding techniques
to learn the characteristics of the mentions and the candidate entities better.
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Deep learning technologies are widely used in these methods. Francis-Landau et
al. use convolutional neural networks to capture topic information between the
mention’s context and the target entity [10]. They use rich parameterizations n-
gram to capture different topics as many as possible which can be computational
complexity and hard to adjust parameters. In addition, Sun et al. present a neu-
ral network approach which takes consideration of the semantic representations
of mention, context and entity. Specifically, the model encodes them into contin-
uous vector space and effectively leverages them for entity disambiguation. The
problem of their method is not suitable for long context [32]. Luo et al. apply
Bi-LSTM (Bi-directional Long Short-Term Memory) model to mine semantic
information between mentions and targeted entities [26]. Their method does not
consider the implication relations between mentions in the same context. In view
of the weakness of above methods, multiple depth learning models attract more
and more attention to resolve EL problem. Huu et al. not only use CNN to get
the distribution of mentions and target candidates, but also use RNN to provide
global constraints of mentions [18]. Le et al. mainly uses different latent relations
between different mentions in the same context to link entities, which also exists
the problem of insufficient context [21]. In this paper, we mainly compare with
the method that Le et al. propose.

3 Problem Definition

Definition 1. Given a knowledge graph kg with a set of entities E = {e1, e2,
..., em} having corresponding entity contexts in S = {s1, s2, ..., sm} and a set of
relations among entities in R = {r1, r2, ..., rn}, and a mention context collection
C = {c1, c2, ..., ck} in which a set of named mentions M = {m1, m2, ..., mp} are
identified in advance, the goal of entity linking is to map each named mention
mi ∈ M in text collection to its corresponding entity ej ∈ E in the knowledge
graph kg using C and (or) S and (or) R.

4 Our Approaches

We propose to enrich both the local and global information for mentions by
getting extra contexts from the web through Web Search Engines (WSE). In
the following of this section, we first introduce how we generate extra contexts
from the web-searched results, and add them into an embedding-based method
to expand the mention’s local information in Sect. 4.1. After that, we present
how to use the web-searched results to extend the global information with a
graph-based model in Sect. 4.2.

4.1 WebEL: Embedding-Based Approach

In the following of this subsection, we first present how we generate high-quality
web contexts for mentions with the help of WSE, and then introduce how we do
EL with web-extended local information.
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4.1.1 Generating High-Quality Web Contexts
The basic workflow of getting selected WSE context is depicted in Fig. 2. After
fetching the raw web-searched results with WSE, we consider to use self-attention
mechanism to reduce noise for the contexts getting from WSE. We give details
as follows.

Fig. 2. Generating high-quality web contexts with WSE

(1) Searching Mentions with WSE. We use Web Search Engine to get extra
contexts. We divide the data into two situations. One case is that there is only
one mention in a text and the other is that there are more than one mention in
a text. For the case one, we search for whole text in search engines to get extra
contexts and for the other one, we join mentions in the one text together and put
those mentions in search engine. For each data, after getting the extra contexts,
we divide the contexts into some words. After removing the stop words, we
use self-attention to select WSE context containing 50 words called WSEwords

preparing for the next steps. Here 50 is decided on window length.

(2) Self-Attention Mechanism. Due to WSE results coming from different
documents, and after word segmentation, it is difficult to capture the semantic
relevance between words from WSE. So we use Self-Attention mechanism to
mine interactive information hidden between the words. Here we introduce the
Self-Attention Word Selection Model in detail. For each mention m, first, we
get embedding of the words from WSE results Vwords = {v1, v2, v3, · · · , vn}.
Next, we feed them into the self-attention layer to better capture the semantic
relevance between words from WSE:

Vself = softmax(
(VwordsW

Q(VwordsW
K)T)√

d
)(VwordsW

V ) (1)
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where WQ,WK ,WV ∈ R
d×d are the projection matrices, which can make the

model more flexible. Vself contains the new vectors of the words from WSE
after adjustment. At last, in order to get the similarity between the mention and
words, we use the inner product to get the final score.

scorei,j = ṽi � mj (2)

where ṽi ∈ Vself , and mj is the embedding of the mention mj .
We select top 50 words and their new embeddings to make up selected WSE

context through the final score and put them to the next step. Here 50 is decided
on the length of window.

4.1.2 EL with Extra Web Contexts
After getting high-quality extended contexts from the web for mentions, we
would like to use two attention mechanisms and prior probability to presort
the candidate entities and get the designated quantity of candidates with the
highest scores. Finally, we put the candidates to the training model to get the
final result. We can see the whole process from Fig. 3.

Fig. 3. WebEL: Embedding-based model

(1) Candidate Selection. For each mention mi, we use a prior probability
to select the top-r candidate entities first and then retain top-k candidates with
the highest prior probability. For the remaining r − k candidate entities, we will
do further screening. We get embeddings of the words from the selected WSE
context obtained in the previous step and the mention context. Also, we get the
embeddings of candidate entities. We add an attention mechanism on the words
from WSE and words from mention context respectively. After that, we can get
two new vectors to represent the mention. For each mention-candidate pair, we
use inner product to get two scores. And we sum up the two scores through



514 Y. Wang et al.

weighted method. Finally, we select another top-m candidates with the highest
scores.

Here, we focus on the method of obtaining top-m candidates. For the
mention mi, we get the embeddings of the selected WSE context Vnew =
{vw1 , vw2 , vw3 , · · · , vwk

, · · · , vw50} obtained from last step. For each candidate
ej , we get its embedding vej , so, the embeddings of all the candidates of the men-
tion mi can be represented as Ve = {ve1 , ve2 , · · · , vej , · · · , ven}. Here n = r − k.
In addition, we set a window = 25 to get fixed number of words on the left and
right of the mention mi in the mention context, which is called conwords. We
get the embeddings of these words Vcon = {vc1 , vc2 , vc3 , · · · , vck , · · · , vc50} as the
same. If the mention context is too short, we use “NIL” to make up for it.

We measure the compatibility of ej with mi by computing their similarities
based on sim(vej , wmi,ej ) and sim(vej , conmi,ej ).

Scorefin = βsim(vej , wmi,ej ) + (1 − β)sim(vej , conmi,ej ) (3)

where β is the parameter to balance the weights of sim(vej , wmi,ej ) and sim(vej ,
conmi,ej ). wmi,ej is the WSE embedding while conmi,ej is the context embedding
of mi conditioned on candidate ej and are defined as the average sum of word
global vectors weighted by attentions.

wmi,ej =
∑

wk∈WSEwords

γkjvwk
(4)

conmi,ej =
∑

ck∈conwords

θkjvck (5)

where γkj and θkj are the k − th word’s attentions from ej . In this way, we
not only select informative words automatically by assigning higher attention
weights but also filter out irrelevant noise through small weights. The attentions
γkj and θkj are computed as follows.

γkj ∝ sim(vwk
, vej ) (6)

θkj ∝ sim(vck , vej ) (7)

where sim(., .) is the similarity measurement and we use inner product here.
Note that for datasets in Chinese, we should first make use of the particularity

of the geographic data set to select candidate entities by matching. And then
use the same method with attention mechanisms as English datasets to get the
top k+m candidates.

(2) Model Training. After the above three steps, for each mention mi, we
obtained k + m candidates and an extra context from WSE results, except for
words in mention’s own context. Next, we train our Entity Linking model.
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We assume that there are K latent relations [21]. Each relation k is assigned
to a mention pair (mi,mj) with a non-negative weight μijk. The pairwise score
(mi,mj) is computed as a weighted sum of relation-specific pairwise scores.

Φ(ei, ej ,D) =
K∑

k

μijkΦk(ei, ej ,D) (8)

Φk(ei, ej ,D) is a pairwise score function.

Φk(ei, ej ,D) = vT
eiRkvej (9)

Rk ∈ R
d×d is a diagonal matrix. The weights μijk are normalized scores:

μijk =
1

Wijk
exp

{
fT(mi, coni)Dkf(mj , conj)√

d

}
(10)

where Wijk is a normalization factor, f(mi, coni) is a function mapping
(mi, coni) onto R

d and Dk ∈ R
d×d is also a diagonal matrix. Here, we use a

single-layer neural network as f where coni is a concatenation of the average
embedding of words in the left context with the average embedding of words
in the right context of the mention mi. We set a window = 25 here and if the
left or right context is not enough, we add the extra words from selected WSE
context in order to make complete.

After that, we use the local score function identical to Ganea et al. (2017) [12]
and the pairwise scores defined as explained. In addition, we use max-product
loopy belief propagation (LBP) to estimate the max-marginal probability.
Finally, for each mention mi, the final score function is given by:

ρi(e) = g(q̂i(e|D), p̂(e|mi)) (11)

where g is a two-layer neural network, q̂i(e|D) is the max-marginal probability
and p̂(e|mi) is the probability of selecting e conditioned only on mi. Finally,
following Le et al. (2018), we use the same ranking loss as them [21].

L(ϕ) =
∑

D∈D

∑

mi∈D

∑

e∈Cmi

h(mi, e) (12)

h(mi, e) = max(0, δ − ρi(e∗
i ) + ρi(e)) (13)

where ϕ and δ are the model parameters. D is a training dataset, D is the data
in the dataset, Cmi

is a set of the candidates of mi and e∗
i is the ground-truth

entity.

4.2 WebEL: Graph-Based Approach

Although the WebEL: embedding-based approach could achieve good results for
mentions with insufficient text information, it does not considers to use the
relationship between candidate entities of mentions in the same contexts. In
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Fig. 4. WebEL: graph-based model

this subsection, we propose a WebEL: graph-based approach with a graph-based
model. Finally we could combine the EL results of embedding-based model and
global-based model to generate the final EL results.

Specifically, we select the relevant named entities as the new mentions from
the selected WSE context to build graph. These named entities should satisfy a
condition that their selected candidate entities must have a triple relationship
with at least one of the original mentions’ candidate entities. The model is shown
in Fig. 4.

We refer to the graph-based model [15] which makes use of the graph struc-
ture to mine the semantic information of the mentions in the context and the
relationship between the candidate entities. This method models the local com-
patibility as a compatible relation between the name mention and the candidate
entities, and the strength of the compatible relation is calculated based on the
Bag of Words model. This is equivalent to give a weight to each edge between
mention and candidate entities in the graph model called P (mi → em). In addi-
tion, this method also calculates the scores between the candidate entities. The
calculation formula is as follows.

ER(m,n) = 1 − log(max(|M |, |N |)) − log(|M ∩ N |)
log(|R|) − log(min(|M |, |N |)) (14)

where m and n are the two entities from the same piece of data. And M and
N are the sets of all entities that link to m and n in knowledge graph respec-
tively. R is the total number of links in the entire knowledge graph. The weight
Q(em → en) is computed as the proportion of ER(m,n) in the sum of the scores
between the candidates in the same piece of data. In addition, each mention in
the same data has an initial value which is computed through TF-IDF recorded
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as R(mi). Through the computation of P (mi → em), Q(em → en) and R(mi),
we can give each node in the graph a score. So we can represent the graph as a
matrix. Finally, through matrix calculation and weight transferring, each candi-
date entity gets a graph model score Sgra. We combine the score Sem obtained
by WebEL: embedding-based mentioned above with Sgra in the way of weighted
summation to get a final score Sfin.

Sfin = λSem + (1 − λ)Sgra (15)

where λ is the parameter to balance the weights of WebEL: embedding-based
approach score and WebEL: graph-based approach score. We rank the candidate
entities according to Sfin, and the highest score is considered to be the linking
entity.

5 Experiments

We now report our experimental study in this section on the six real-world
datasets.

5.1 Dataset and Parameter Setting

The parameters mentioned in Sect. 4 except for β and λ follow the work of Le
et al. (2018) [21]. Here r = 30, k = 3, m = 4 and δ = 0.01. The parameter β
varies with different datasets and we set λ as 0.6.

– Chinese dataset. We establish a Chinese data set called Geographic dataset.
This database contains a lot of geographic information which is crawled from
Baike1 and several major geographic websites, like xzqh2. There are total 8985
mentions most of which are some places with the different types of synonyms
from 2378 mention contexts and we altogether collect 38436 geographically
related entities. Noticeably, the dataset annotates the data to its own knowl-
edge base. The local knowledge base utilized in this dataset is part of Baidu
Baike and merely takes advantage of the information in InfoBoxes.

– English datasets. we use AIDA-CoNLL dataset. This dataset contains aida-
train, aida-A and aida-B, having 946, 216, and 231 documents respectively.
We use aida-train for training and test the models on aida-B and four pop-
ular test sets: MSNBC, AQUAINT, ACE2004 and WNEDCWEB(CWEB).
The first three are small sets, only having 20, 50, and 36 documents whereas
CWEB is much larger with 320 documents. Specially, we consider only men-
tions that have entities in the Wikipedia.

We basically use F1 score to evaluate the effectiveness of the methods. F1
Score: a combination of precision and recall, which is calculated by F1 =
2 ∗ precision ∗ recall
precision+ recall . In this formula, Precision: the percentage of correctly linked

instance pairs among all linked instance pairs, Recall: the percentage of correctly
linked instance pairs among all instance pairs that should be linked.
1 https://baike.baidu.com/.
2 http://www.xzqh.org/html/.

https://baike.baidu.com/
http://www.xzqh.org/html/
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5.2 Comparison with Previous Methods

In this section, we compare the effectiveness of our two Entity Linking algorithm,
i.e., WebEL: embedding-based and WebEL: combined methods, with several pre-
vious methods.

– The Hoffart et al. (2011) method makes use of context from knowledge bases
to build a coherence graph for collective disambiguation [16].

– The Ratinov et al. (2011) method utilizes the information from Wikipedia
link structure to arrive at coherent sets of disambiguations for a given docu-
ment [31].

– The Cheng and Roth (2013) method provides an Integer Linear Program-
ming formulation of Wikification to rich relational analysis of the text which
incorporates the entity-relation inference problem [6].

– The Chisholm and Hachey (2015) method gets entity information from pages
which have links to Wikipedia [7].

– The Globerson et al. (2016) method explores an attention-based approach
to collective entity resolution, motivated by the evidence for each candidate
is based on a small set of strong relations, rather than relations to all other
entities in the document [14].

– The Yamada et al. (2016) method proposes an embedding method jointly
maps words and entities into the same continuous vector space [35].

– The Ganea and Hofmann (2017) method puts forward a neural attention
mechanism over local context windows, and a differentiable joint inference
stage for disambiguation [12].

– The Le et al. (2018) method makes use of different latent relationships
between mentions in the context to solve the problem of Entity Linking [21].

– The WebEL: embedding-based method makes use of web search engines to get
extra contexts for mention and then uses attention mechanisms to process
all the contexts mention have to extend and improve the embedding-based
model.

– The WebEL: combined method gets more named entities from selected WSE
context to extend and improve the graph model and combines with WebEL:
embedding-based method.

5.3 Experimental Results

Here we talk about results of different methods on different datasets. We test
WebEL: embedding-based method on all the English datasets and the Chinese
geographic dataset. However, to build a graph model, we need to consider the
triple relationship of candidate entities, and we do not have the relevant data
information of the English datasets. So for WebEL: combined method, we only
do the research on the Chinese data.

As is shown in Table 1, we can see F1 scores on aida-B of the previous meth-
ods and ours, which all use Wikipedia mention-entity index. This table shows
that our method outperforms any other previous methods. After adding Web
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Table 1. F1 scores on aida-B set.

Methods aida-B

Chisholm and Hachey (2015) 88.7

Globerson et al. (2016) 91.0

Yamada et al. (2016) 91.5

Ganea and Hofmann (2017) 92.2

Le et al. (2018) 93.0

WebEL: embedding-based 93.2

Table 2. F1 scores on four out-domain test sets.

Methods MSNBC AQUAINT ACE2014 CWEB Avg

Hoffart et al. (2011) 79 56 80 58.6 68.4

Ratinov et al. (2011) 75 83 82 56.2 74.1

Cheng and Roth (2013) 90 90 86 67.5 83.4

Ganea and Hofmann (2017) 93.7 88.5 88.5 77.9 87.2

Le et al. (2018) 93.9 88.4 89.3 77.6 87.3

WebEL: embedding-based 94.4 89.2 90.1 78.1 88.0

Search Engine results, our method achieves 0.2 % higher than that of Le et
al. (2018) [21], which proves the validity of introducing context through WSE.
In addition, as you can see in Table 2, F1 scores that perform best on different
datasets are represented bold. Our approach outperforms on MSNBC, ACE2014,
CWEB. On all the four datasets, our WebEL: embedding-based method achieves
higher F1 score than the Le et al. (2018) [21]. Also, from the average F1 value,
our method is at least 0.7 % points higher than the previous methods.

For Chinese dataset, on the basis of the WebEL: embedding-based method,
we propose a WebEL: combined method. You can see in Table 3, after adding
more named entities and their candidate entities to the graph model and combin-
ing with the WebEL: embedding-based method, the WebEL: combined method
achieves higher F1 score, increased by 0.9% points.

Experiments show that our proposed methods in this paper can achieve better
results on different real datasets than some state-of-art methods. Furthermore,

Table 3. F1 scores on geographic dataset.

Methods Geographic dataset

Le et al. (2018) 83.7

WebEL: embedding-based 84.2

WebEL: combined 85.1
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compared with the model of Le et al. (2018) [21] and our model, we can see
expanding mention context through web search engines can make the result of
entity linking better. In addition, combined entity linking method can combine
the advantages of different methods more effectively.

6 Conclusions

In this paper, we present two models WebEL: embedding-based model and
WebEL: graph-based model, which enrich either local or global information with
extra web contexts for EL. Experiments on six real-world datasets show that our
model can get higher F1 score than the state-of-the-art methods. In our future
work, we will continue to research on how to get rid of noise data and get more
effective contexts from WSE so that we can further improve EL results. Further-
more, the relationship between candidate entities is also an aspect that can be
better used in the future.
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Abstract. Entity disambiguation (ED) aims to link textual mentions
in a document to the correct named entities in a knowledge base (KB).
Although global ED model usually outperforms local model by collec-
tively linking mentions based on the topical coherence assumption, it
may still incur incorrect entity assignment when a document contains
multiple topics. Therefore, we propose to extract global features locally,
i.e., among a limited number of neighbouring mentions, to combine the
respective superiority of both models. In particular, we derive mention
neighbours according to the syntactic distance on a dependency parse
tree, and propose a tree connection method CoSimTC to measure the
cross-tree distance between mentions. Besides, we extend the Graph
Attention Network (GAT) to integrate both local and global features to
produce a discriminative representation for each candidate entity. Our
experimental results on five widely-adopted public datasets demonstrate
better performance compared with state-of-the-art approaches.

Keywords: Entity linking · Dependency parse tree · Cross-sentence
distance · Graph Attention Network

1 Introduction

Entity disambiguation (ED), which is also known as entity linking (EL), is one
of the fundamental preprocessing tasks in Natural Language Processing (NLP),
which can benefit various applications such as information retrieval, question
answering, machine translation, etc. ED aims to resolve the semantic ambiguity
of a mention and link it to the correct entry in a given knowledge base (KB), as
illustrated in Fig. 1.

Generally, ED approaches can be classified into two categories: local model
and global model. Local model [4,22,32] resolves mention ambiguity by utilising
features such as surface form and local context, while global model (also called
collective entity linking) [8,10,13,16] achieves better performance by finding the
best alignment of all the mentions in a document to maximize topical coher-
ence. However, collective linking may end up with incorrect entity assignment
c© Springer Nature Switzerland AG 2019
R. Cheng et al. (Eds.): WISE 2019, LNCS 11881, pp. 523–537, 2019.
https://doi.org/10.1007/978-3-030-34223-4_33
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Fig. 1. An illustration of entity linking. The correct candidate entity for each mention
is labelled by red dash arrow. (Color figure online)

due to the extremely strong assumption of topical coherence at document level.
Consider the example in Fig. 1. Global model prefers to link both “England” to
a rugby union team which is obviously incorrect for the former one. Moreover,
it usually incurs high computational complexity when the document contains a
large number of mentions. Therefore, the main trend of current ED approaches
[2,9,19,29] is to combine both local and global features, or in other words, con-
sider coherence locally. In fact, [2] claimed that topical coherence only need to
hold among neighbouring mentions.

1.1 Challenges and Contributions

Determining mention adjacency is a non-trivial task. Traditional sequence-based
approach [2,26] measures the distance between mentions by simply counting the
number of words in between, which results in semantically inconsistent neigh-
bours sometimes. In this work, we resort to dependency parse tree to incorporate
the syntactic structure of a sentence for more accurate distance estimation. It
is commonly believed that the closer two mentions are on a parse tree, the
higher linguistic relatedness they have. However, there are still two issues we
need to address carefully. First, it is highly possible for multiple mentions to
have the same tree-distance to a target mention, since each word can connect to
several other words on a parse tree. This calls for a neighbour selection mecha-
nism to deal with such situation. Considering that sequence-distance evaluates
word closeness from a different perspective with tree-distance and it causes less
distance conflict among words, we propose to combine both distance measures
when determining mention neighbours. Furthermore, parse tree is constructed
for a single sentence, which makes the cross-sentence tree-distance unmeasurable
directly. Therefore, we introduce an algorithm CoSimTC to connect the parse
trees of adjacent sentences, which derives a whole tree structure for each docu-
ment, and then extract mention neighbours based on the document-level parse
tree.

Another problem that needs to be considered is how to combine local fea-
tures and global coherence together. Graph-based methods have been success-
fully applied in this area, such as the Graph Convolutional network (GCN) [18]
utilised in [2]. However, GCN is highly dependent on the graph structure, which



ED Based on Parse Tree Neighbours on GAT 525

usually leads to low generation ability. We believe that Graph Attention Net-
work (GAT) [31] is an ideal alternative in our case to integrate neighbour coher-
ence into local features. Specifically, based on the mention neighbours extracted
from the document parse tree, we utilise distance decay attention to encode the
mention distance information into deep neural network. In this way, the graph
attention layer can successfully extract the discriminative features and explore
relatedness between entities to infer the best entity linking result.

The main contributions of our ED method can be summarised as below:

– We derive meaningful local neighbours for each mention in a more linguistic
way by utilising dependency parse tree. We propose a tree connection method
CoSimTC to generate a whole tree structure for each document, which can
measure cross-sentence distance between mentions. Our distance metric fur-
ther combines both sequence-distance and tree-distance to reflect mention
closeness from different perspectives. The proposed tree-based neighbours can
help each mention to make more accurate linking decision.

– Our neural ED approach combines basic deep neural network model with
Graph Attention Network (GAT), which integrates the discriminative features
for each candidate entity on both local and global aspects. The distance decay
attention produces better representation for each candidate entity.

– We evaluate our method on five widely-adopted public datasets and compare
with existing state-of-the-art ED models. The experimental results verify the
superiority of our proposal.

2 Related Work

Feature Extraction. is a key step in ED systems. Early local ED models
mainly applied string features (e.g., edit distance [2,21], Dice coefficient score
[20], Hamming distance [5], etc.) to perform lexical match between candidate
entity and context words around the mention. These features are effective, fun-
damental and still commonly used today. Based on the intuition that all the
mentions in the same document should be related to the main topic of the doc-
ument [8], many recent ED systems began to measure topical coherence within
documents, which is known as global approach or collective linking. For exam-
ple, [13] used dense sub-graph estimation algorithms to identify the only one
mention-entity edge, and other models disambiguate mentions collectively via
PageRank or Random walk [1,10,13,14]. However, these global methods usually
have a high computational complexity because they consider relatedness among
all mentions within a document. [2,17,26] claimed that topical coherence only
need to be maintained within the neighbor mentions to alleviate computational
cost. Similarly, [28] proposed that each linking only needs to be coherent with
another linking within the document and introduced a Pair-Linking algorithm.

Neural network approach is becoming increasingly popular these years
owing to the development and advancement of deep learning. [15] utilized
Stacked Denoising Auto-encoders to learn document representation, and [6]
adopted CNN to model context information at multiple granularities. [12] applied



526 K. Xin et al.

CNN and LSTM-encoders from multiple sources of information, without any
domain-specific data and hand-engineered features in their ED systems. How-
ever, the above models do not consider the difference of importance among con-
text words and candidate entities. Therefore, attention mechanism was intro-
duced and successfully applied in some ED systems. For example, [28] used
entity profile as the attention vector to produce local context embedding. [25]
proposed co-attention to capture the most discriminative components from men-
tion contexts and entity descriptions. Moreover, [24] performed effective usage
of context via attention-based GRU encoding along with some sparse features
of context words.

Past effort on entity disambiguation provides a variety of valuable methods
to perform ED. Based on these approaches, we propose a new neural network
model, which makes use of local context and builds a mention-entity graph based
on dependency parse tree to measure the syntactic structure distance and cap-
ture more accurate semantic information. Besides, we apply Graph Attention
Network to capture entity-entity coherence and thus improve ED performance.

3 Entity Disambiguation Model

A typical ED framework consists of three main modules: candidate generation,
feature extraction, and neural network model. For each mention mi, a set of can-
didate entities denoted as φ(mi) are selected based on prior probability p(ej |mi).
Discriminative features for each ej ∈ φ(mi) are extracted and fed into the neural
network model to learn the final probability of linking mi to ej . We elaborate on
our approaches to feature extraction and neural network model in the following.

3.1 Feature Extraction

Local Features
Local features reflect the compatibility between candidate entity and local infor-
mation (e.g., the mention, surrounding context words). Inspired by [2,24,30], we
include below local features for each ej ∈ φ(mi):

– String features based on surface form and entity title, including edit distance
and Boolean features which show if they are identical, if one is the prefix,
suffix of the other and vice versa.

– Entity-context features reflecting the lexical matching between entity title
and context, i.e., if the title overlaps the context words in specific locations.

– Attention-based context information measuring the compatibility between ej

and context, which is computed as cos(ej , cmi,ej
). cos is cosine similarity and

cmi,ej
=

∑
ωk∈C(mi)

cos(ωk, ej) where ωk reflects the long-reliability of ej

from mention context (C(mi)).

Global Features
Unlike traditional collective ED models, our idea is based on the intuition that
only mentions close to current mention, which we call mention neighbours
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hereafter, need to be considered for topical coherence. Our global features are
extracted based on mention neighbours. We define mention neighbors of mi

as mentions that have top-k minimum distance to mi, denoted as N (mi) =
{mi1,mi1, ...,mik}.

Fig. 2. The dependency parse tree of a sample sentence

Normally, we calculate the number of words between mentions as their dis-
tance, which is called sequence distance. However, the sequence distance cannot
accurately reflect the closeness between mentions sometimes. For example, con-
sidering mention Lien Chan in Fig. 2, Beijing has a smaller sequence distance
than Taiwan Strait, but is obviously less related to Lien Chan. Hence, we resort
to dependency parse tree for a better distance measure that can reflect the syn-
tactic closeness between words.

Tree Distance and Tree Connection. Dependency parse tree is a tree-based
structure that reflects the syntactic of a sentence. We define the tree distance
between two nodes in a sentence as their shortest path distance, namely the min-
imum number of hops to traverse from one node to the other. For example, the
tree distance between “like” and “Jack” is 2. Note that parse tree is constructed
on top of the collection of words rather than mentions. Hence, to measure the
distance between mentions consisting of multiple words (e.g., University of Syd-
ney), we choose the LCA (Lowest Common Ancestor) as the representative node
of the mention (e.g., University). Figure 2 is the parse tree structure produced
by Stanford CoreNLP Tool. Here, the tree distance between Lien Chan and Tai-
wan Strait is 3, closer than the tree distance between Lien Chan and Beijing,
which is 6. Obviously, tree distance is usually more meaningful in measuring the
semantic relatedness among mentions than sequence distance.

However, since parse tree is constructed for each single sentence, we cannot
directly measure the tree distance for mentions in different sentences. An effective
tree connection method is indispensable in order to address such issue. In this
work, we introduce five possible solutions to connect parse trees of consecutive
sentences, as explained below.

1. Root-based : Each parse tree has a single root node to represent the syntactic
centre of the corresponding sentence. Therefore, a straightforward strategy
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Fig. 3. An illustration of multiple parse trees for two sentences where highlighted words
are mentions and blue arcs are dependency edges. Green lines represent cross-sentence
co-reference connection, orange dash lines represent root connection, and purple dash
lines represent the adjacent cross-sentence mention connection. (Color figure online)

for tree connection is to add an edge between the root nodes of adjacent
dependency parse trees, as illustrated in Fig. 3 with orange lines.

2. Mention-based : Inspired by the traditional sequence distance used to measure
mention adjacency, another heuristic solution for tree connection is based on
the sequentially adjacent mentions of consecutive sentences. In particular, as
shown in Fig. 3, the last mention of the former sentence is linked to the first
mention of the latter sentence.

3. Coreference-based : Co-reference is one of the most popular measures of
semantic correlation between textual expressions. That is, expressions linked
through co-reference relationship are claimed to represent the same real-world
entity in a given context. For example, in Fig. 3, “Peter” and “his” in both
sentences refer to the same person. Therefore, we can also connect trees by
adding edges between co-referenced expressions, as depicted in Fig. 3 with
green lines. Since our purpose is to connect adjacent trees, we only add edges
to co-reference in adjacent sentences, while ignoring the intra-sentence co-
reference. In this way, semantically related mentions can be pushed closer
even if they lie in different sentences.

4. Similarity-based : Co-reference relation does not always exist in adjacent sen-
tences, and hence another cross-sentence relatedness measure is needed some-
times. Given all the possible mention pairs between two sentences, we estimate
their semantic similarities and add an edge between mention pair which has
the highest similarity. In this work, we infer mention similarity based on both
surface form and context words. Hence, we define the similarity score function
as:

Sim(mi,mj) = α ∗ cos(mi,mj) +
1 − α

2
∗ ctx sim(mi,mj) (1)

where ctx sim(mi,mj) is related to mentions’ left context embeddings
(lctx(m)) and right context embeddings (lctx(m)). The embeddings of
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mention and context are the average of the word vectors contained in surface
form and context words respectively. The context similarity is:

ctx sim(mi,mj) = cos(l ctx(mi), l ctx(mj))+cos(r ctx(mi), r ctx(mj)) (2)

Algorithm 1. CoSimTC
Input: a set of parse trees T = (t1, t2, . . . , tn), and their corresponding

sentences S = (s1, s2, . . . , sn)
Output: the whole Document Tree DT with all trees connected
for each adjacent sentence pair (si, si+1) do

corefsi,si+1 ← cross coref(si, si+1) ;
if corefsi,si+1 �= ∅ then

DT.add edge(corefsi,si+1)
else

simsi,si+1 ← cross sim(si, si+1);
if simsi,si+1 �= ∅ then

DT.add edge(simsi,si+1)
else

adjsi,si+1 =cross adj(si, si+1) ;
DT.add edge(adjsi,si+1)

end

end

end

5. CoSimTC : Our final algorithm to connect adjacent parse trees, which is
CoSimTC (Coreference-Similarity Tree Connection), is based on a combina-
tion of the above coreference-based and similarity-based approaches. We first
link together all the co-references between adjacent sentences. For sentences
that do not have any co-reference, we connect the cross-sentence mentions
that have pair-wise highest similarity score computed as Eq. 1. Finally, for
sentences with no mentions, we connect their adjacent words to link these
sentences. The details of CoSimTC algorithm is shown in Algorithm 1. A
whole document tree for a sequence of continuous sentences can be produced
at the end of the algorithm.

After connecting all sentences of a document into a whole tree DT , we cal-
culate the tree distance between each pair of mentions based on DT , and select
mentions with the top-k minimum distances as neighbors of the current mention.

Neighbour-Based Global Features. Inspired by [2], given mention neighbors
N (mi) for each mention mi, we extract two types of global features for each
candidate ei

j ∈ φ(mi) based on the assumption that any neighbouring mention
m ∈ N (mi) is topically coherent with mi.

Intuitively, the correct candidate entity of a mention should be compatible
with all the neighbor mentions, and the higher ranking a neighbor has, the more
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important it is for disambiguating the target mention. Therefore, we introduce a
distance-decay neighbour mention similarity between the candidate entity
and the surface form of each mention neighbour:

{cos(ei
j ,mj) ∗ pr|mj ∈ N (mi)} (3)

where p is the distance decay factor and r ∈ [0, k −1] is the ranking of the corre-
sponding neighbor. For each candidate entity, we concatenate its local features
described in Sect. 3.1, entity embedding and the distance-decay neighbor mention
similarity to form the feature vector F ∈ R

d0 , which is the initial representation
of the candidate entity node.

Finally, we integrate global information for an entity by constructing its
subgraph based on mention neighbors. We define the subgraph as G = (E,R),
where E = {e1, e2, ..., en} is the set of entities which serves as the vertices, and
R = {ri

j |ri
j = Rel(ei, ej)} which serves as the collection of edges in the graph

reflecting the relatedness between connected entities. Since we assume that mi

is coherent to its mention neighbors, their corresponding entities should also be
coherent with each other. Therefore, the nodes connected to ei

j ∈ φ(mi) are the
candidates of each m ∈ N (mi), which can be defined as:

N (ei
j) = {el

k|el
k ∈ φ(mk),mk ∈ N (mi)} (4)

Fig. 4. Framework overview.
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3.2 Neural Network Model

The overall ED framework is illustrated in Fig. 4. We extract mention neighbors
for each mention using the parse tree, based on which the entity subgraph is
constructed as global features. We also extract a series of local discriminative
features. We then implement and extend the Graph Attention Network (GAT)
[31] to explore the coherence between entities, which integrates both local infor-
mation and global structure information for entity disambiguation. The key dif-
ference with the original GAT structure in [31] is that our input graph is the
subgraph structure built in Sect. 3.1, instead of the whole graph containing all
mentions within the document.

The objective of the neural network model is to find the best linking candidate
for each mention, which satisfies that:

Γ (m) = arg max
ei∈φ(m)

p(ei|m) (5)

where p(ei|m) is the probability that m refers to candidate ei, and p(ei|m) ∝
exp(score(m, ei)). score(m, ei) is the score function which is learned by our
neural network model. We introduce the detailed computation process below.

Encoding features: In our model, each entity serves as a node and the relations
between two entity serve as edges. For any ei ∈ φ(m), we have feature vector
Fi ∈ R

d0 , which is the initial representation of the entity. Firstly, we will encode
the feature vector using a perception (MLP): h1

i = g(Fi), where h1
i is the hidden

state of entity ei, g is a two-layer MLP.

Entity relation scores: Then, we use graph attention layer to compute the rela-
tion score between ei and each of ej ∈ N (ei). Different from conventional GAT,
we use multiplicative attention to compute the relation between two entities:

Rel(ei, ej) = pr(
eT

i Rej

|ei||ej | ) (6)

where ei, ej ∈ R
de is the embedding of the two entities, R ∈ Rde×de are diagonal

matrix that represent the relation between the two entity node. Here, we also
add weight decay pr which is the same value as in Sect. 3.1. This relation score
contains the relatedness between ei and ej in KB. It also reflects the closeness in
text, because it weaken the weight for candidates that has long distance between
their corresponding mentions. After calculating Rel(ei, ej)for each ej ∈ N (ei),
we normalize them to guarantee that all the Rel(ei, ej) of neighbor nodes sum
to one. Then we can derive the new representation of ei as:

h′
i = σ(

∑

ej∈N(ei)

Rel(ei, ej)Whj) (7)

Decoding: After above computations, the hidden state of ei now contains the
features of itself, integrating with the features of all ej ∈ N (ei). Finally, we map
the hidden state ht

i to the confidence score of choosing ei:

score = W tht
i + bt (8)



532 K. Xin et al.

Training Objective: The training objective of our neural network model is to
minimize the cross-entropy loss. The objective can be described as:

Lm = −
n∑

j=1

P (eg|m)log(P (ej |m)) (9)

where eg is the ground truth candidate entity. Suppose that we have D mentions
per document and there are totally D documents in our training dataset. The
overall objective function is the loss of all mentions within the training corpus:

L =
∑

D∈D

∑

m∈D

Lm (10)

4 Experiments

In this experiment, we evaluated 4 types of distance measures used to derive
mention neighbors: seq-dist, root-based, mention-based, which are introduced in
Sect. 3.1 and our proposed distance measure CoSimTC.

4.1 Experimental Setting

Baselines and Datasets. We compare our experimental results with seven
SOTA entity linking systems: Milne and Witten [23] is an early classical app-
roach; Hoffart et al. [16], Guo and Barbosa [11] and Ratinov et al. [29] are the
effective graph-based approaches; Ganea and Hofmann [9] is the novel collective
linking approach using Loopy Belief Propogation (LBP) [9]; Cheng and Roth[3]
and Phong and Ivan [19] explore relatedness between entities.

We verify our ED model on five popular publicly-available datasets: MSNBC,
AUIAINT, and ACE2004 [29] are cleaned versions released by [11]; WNED-
CWEB [7] and WNED-WIKI [11] are two larger but less reliable datasets that
are automatically extracted from ClueWeb and Wikipedia, respectively. The
statistics of these datasets are shown in Table 1.

Table 1. Statistics of datasets in this experiment.

Dataset Total mentions Total docs Mentions/doc Gold recall

MSNBC 656 20 32.8 98.5%

AQUIAINT 727 50 14.5 94.2%

ACE2004 257 36 7.1 90.6%

WNED-CWEB 11154 320 34.8 91.1%

WNED-WIKI 6821 320 21.3 92%
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Candidate Generation and Selection. We generate the candidates by keep-
ing the top-30 entities with the largest p̂(e|m). After that, for each mention, we
select eight candidates from its top-30 entities: (1) four entities with the highest
p̂(e|m); (2) four entities with the highest context-entity similarity scores, which
is measured as eT (

∑
ω∈W w), where e,w ∈ R

d are entity and word embeddings,
and W is the set of context words within the 50-word window around mi.

Training Details and Hyper-Parameter Settings. We use CoNLL-YAGO
[16] as our training and validation corpus. We set d = 300 and use GloVe word
embeddings [27] and entity embeddings from [19]. The window size of local
context is 50 for ce,m and 3 for Eq. 1. The mention neighbor size is 6, the distance
decay is 0.95, and the α used in Eq. 1 is 0.7. To generate the dependency parse
tree for each sentence, we implement the dependency parsing tool of Stanford
CoreNLP toolkit in our experiment. As for the neural network hyper-parameters,
the two layers of MLP encoder have 2000 and 1 hidden units. We use two layers
of graph attention layer, and the diag(R) is sampled from N (1, 0.1). We also
implement early-stop, with each document as a mini-batch.

4.2 Experimental Results

Table 2 shows micro F1 scores on the 5 public datasets. In our experiment, we
only consider in-KB accuracy. The reported performance of baselines and our
methods all use Wikipedia and YAGO mention-entity index. It can be shown
that our model achieves comparable results with the listed SOTA methods, and
it achieves the highest F1 score on MSNBC, AQUIANT, and ACE2004 datasets.
On average of all datasets, our model produces the highest average F1 score. Guo
and Barbosa [11] performs extremely well on WIKI dataset, but is slightly worse
than ours on the first three datasets. Besides our model, Cheng and Roth [3],
Phong and Ivan [19] also explore relatedness between mentions and the latter
achieves excellent results on many datasets. Compared to [19], our model has
worse performance on ClueWEB and WIKI datasets, but higher F1 score on the
other three datasets and the average F1 score. Overall, our approach achieves
better performance on the first three datasets, but the performance is relatively
worse on the last two datasets. This is because parse trees are not robust to
noise, and the annotation error in ClueWEB and WIKI datasets may lead to
wrong parsing text structure. Whereas, the sentences in the first three datasets
are shorter and cleaner, which is suitable in our semantic parsing scenario.

4.3 Component Analysis

Effect of Global Information from Neighbor Nodes. Fig. 5 shows the
effect of integrating information from neighbor nodes using GAT. The local result
means solely using the MLP described in Sect. 3.2 to encode the feature vector,
while global model is our proposed ED neural network model. It can be shown
that integrating information from neighbors can improve the performance in all
5 datasets by more than 4% on micro-F1. The improvement of the global model
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Table 2. F1 scores on five public datasets, where the bold and underlined scores are
the best and second best performance achieved in corresponding dataset, respectively.

Methods MSNBC AQUIAINT ACE2004 ClueWEB WIKI Avg

Milne and Witten 78 85 81 64.1 81.7 77.96

Hoffart et al. 79 56 80 58.6 63 67.32

Ratinov et al. 75 83 82 56.2 67.2 72.68

Cheng and Roth 90 90 86 67.5 73.4 81.38

Guo and Barbosa 92 87 88 77 84.5 85.7

Ganea and Hofmann 93.7 88.5 88.5 77.9 77.5 85.22

Phong and Ivan 93.9 88.3 89.9 77.5 78.0 85.51

CoSimTC 94.16 90.90 92.92 76.96 75.02 85.99

in the first three datasets is smaller because our extracted features can already
solve more than 85% entity linking cases. ClueWEB and WIKI are challenging
datasets since they contain much noise and hence difficult entity linking cases.
Therefore, global information becomes more important for these two datasets
especially when the encoding features cannot handle those hard cases.

Fig. 5. Impact of using GAT to integrate neighbor information.

Comparison of Distance Measures. Fig. 6 illustrates the performance
achieved by four types of distance measures in our neural network model. Except
seq-dist measure, the other three measures all use parse tree distance for intra-
sentence distance. It can be shown that CoSimTC has the overall best perfor-
mance among these four types of distance measures because it captures both
coreference relations and mention-context similarity across sentences. The per-
formance of mention-based measure is also good, though slightly lower than
CoSimTC, because it also considers the sequence distance for inter-sentence
distance. The performance of root-based distance is not quite satisfactory and
sometimes even worse than seq-dist, because it can only solve the intra-sentence
distance correctly while naively connecting the root of each sentence brings mis-
takes in some cases. For example, words outside the current sentence may have



ED Based on Parse Tree Neighbours on GAT 535

smaller distance to current mention than words within the current sentence, if
the outside words are closer to the root node of sentence’s parse tree.

We can also see that the difference between these four types of measures
for ACE2004 dataset is the most evident, because this dataset is smaller and
cleaner compared to other datasets. Whereas, the performance of these four
measures have a negligible difference in MSNBC dataset because it does not
have many mentions within a single sentence, and in this case, using parse tree
or not does not incur so much influence. In addition, the benefit of using parse
tree is not quite obvious for ClueWEB and WIKI datasets. This is because these
two datasets contain much noise, which may bring mistakes to parse trees. For
example, some documents may have long sentences broken into several short
sentences, or do not have linguistic structure. This type of sentences, such as
website address, news titles, messy symbols, cannot be parsed into meaning-
ful parse trees. Besides, the Stanford coreference parser may also involve some
incorrect coreferences across sentence, which may weaken the superiority of using
coreference relation to connect sentences.

Fig. 6. Comparison of seq-dist, root-based, mention-based and CoSimTC measures.

Qualitative Illustration of CoSimTC. Figure 7 demonstrates the effect of
using CoSimTC distance measure to form mention neighbors compared with
using seq-dist as an alternative. The word Kent in red is our target mention.
The other colored words are extracted mention neighbors, where the mentions in
green are the same mention neighbors that these two methods produce. It can be
shown that there is one different mention neighbor between these two methods,
where Somerset is still closely related to the cricket discussed in the context,
while Grace Road is not quite related to the topic of the context. The output
probabilities of linking to the corresponding candidates are listed in the last three
rows. We can see that both of these two methods can predict the correct result
because the local context is evident enough to demonstrate the topic information.
However, CoSimTC method produces higher probability of linking to the gold
entity, because it can gather more accurate global information, with the help of
generated mention neighbors.
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Fig. 7. A demonstration of the effect of using parse tree to produce mention neighbors.

5 Conclusion

In this paper, we propose a novel distance measure CoSimTC based on parse
tree to produce mention neighbors. It combines the benefit of parse tree distance
and sequence distance and solves the cross-tree problem at document level. The
mention neighbors derived by CoSimTC are helpful for the target mention to
integrate useful global information within the document. We also propose a novel
neural network model based on graph attention network (GAT) to integrate
both local and global information and explore the relatedness between entities
flexibly. Compared to existing state-of-the-art entity disambiguation methods,
our model achieves competitive performance and has the best average F1 score
on five widely-used public datasets. The experimental results also demonstrate
the benefit of the mention neighbors produced by CoSimTC, compared to using
sequence distance directly.

In the future work, we intend to take advantage of the relations in parse trees
to generate the semantic patterns within the text and further improve the entity
linking performance.
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Abstract. Name disambiguation, which aims to distinguish real-life
person from documents associated with a same reference by partition
the documents, has received extensive concern in many intelligent tasks,
e.g., information retrieval, bibliographic data analysis and mining sys-
tem. Existing methods implement name disambiguation utilizing link-
age information or biographical feature, however, only a few work try
to combine them effectively. In this paper, we propose a novel model
that incorporates structural information and attribute features based on
the Graph Convolutional Network to learn discriminating embedding,
and achieves individual distinction by equipping a hierarchical clustering
algorithm. We evaluate the proposed model on real-world academic net-
works Aminer, and experimental results show that the proposed method
is competitive with the state-of-the-art methods.

Keywords: Name disambiguation · Graph Convolutional Network ·
Clustering

1 Introduction

While you are searching for academic publications by an author name, the
response may disappoint you. For instance, sometimes you want to peruse mas-
terpieces of “Tom Mitchell”, a professor of Carnegie Mellon University, well-
known in machine learning fields. After typing the name in search box, the
query result is a long list of papers having a author named “Tom Mitchell”.
Unexpectedly, the topics ranging from computer science, biology to economics,
and only several papers is relevant to the scholar you concerned. It would be
better if you search author in digital libraries, for example, DBLP1, Cite Seer2

and Aminer3. These search engine will list candidates named “Tom Mitchell”
1 http://dblp.uni-trier.de.
2 http://citeseerx.ist.psu.edu.
3 http://www.aminer.cn.
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with corresponding institute. It is much easier to find the scholar you searching,
clicking the target candidate, and you will acquire all his publications. Tech-
nology behind the convenience is a lot of machine learning algorithms including
name disambiguation [6,26].

Name disambiguation is an important problem, which has numerous applica-
tions in information retrieval, bibliographic data analysis and other fields [4,20].
In information retrieval, name disambiguation is crucial for understanding query
purpose. As mentioned before, while querying “Tom Mitchell”, name disam-
biguation is necessary to split query result into different groups according to
entities behind the name. In addition to the literature search facility, digital
libraries also provide useful analysis that is being used for better decision mak-
ing by funding agencies and academic institutions for grants and individual’s
promotion decisions [13]. If publications of different persons with same name
can not be attributed accurately, the analysis would be misleading.

Due to its importance, the name disambiguation problem has attracted
substantial attention from information retrieval and data mining communities.
Many existing methods [2,11] used biographical features to distinguish peo-
ple with same name, e.g, name, address, institutional affiliation, email address,
etc. But biographical features are hard to obtain and liable to change. Usu-
ally, publications can reveal author research fields and interests, such as the
similarity between two papers is a clue to find whether they have same author-
ship. Recently work [18] solved name disambiguation problem based on paper
attributes similarity, e.g, keywords and title. Other methods uses relational data
in the form of a collaboration graph, and solved name disambiguation by using
graph topological features. For instance, Hermansson [10] used a classification
model based on graphlet kernels, and Zhang [28] used a network embedding
based method on anonymized graphs. Through previous studies, we find that
both attribute features and graph structural information have contribution to
solve name disambiguation problem. It’s well known that Graph Convolutional
Network (GCN) [15] is an efficient model to integrate both attribute features
and structural information. Zhang [29] proposed a graph auto-encoders [14]
based method involving graph topology and attribute features, but this method
neglects the linkage between papers and authors and co-authorship.

To utilize information as much as possible and achieve better performance, we
propose a novel graph structure and attribute features involved representation
learning model. Specifically, we make use of two personalized GCNs embeddings
of papers and authors into a low-dimensional space, and then maintain close
linked entities proximate to each other in embedding space with minimizing the
careful designed objective function. Then, a Hierarchical Agglomerative Cluster-
ing (HAC) algorithm [8]4 could be integrated to solve name disambiguation prob-
lem. The proposed method is evaluated on real-world large-scale academic net-
works Aminer dataset. The experimental results show that our proposed method
is competitive with several state-of-the-art methods.

4 https://github.com/mstrosaker/hclust.

https://github.com/mstrosaker/hclust
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The remainder of this paper is divided into five sections. In Sect. 2, we
briefly reviewing previous representative works directly related to ours. Then we
detailed formulate name disambiguation problem, define three types of graph
in Sect. 3 and introduced our method in Sect. 4. In Sect. 5, we show experiment
results on real-world large data and compare our model with several state-of-
the-art methods. In the end, we draw our conclusions.

2 Related Work

2.1 Name Disambiguation

Recently, name disambiguation has been defined as clustering problem. Previous
studies have focused on how to strike the balance between documents similarity
quantization, determination of cluster size, and achieving better disambigua-
tion. According to the selection of clustering basis, the existing literature can be
roughly classified into three categories: attribute features based, linkage based,
and hybrid methods.

Attribute features based methods generally focus on how to measure the sim-
ilarity between documents. The work of Huang [12] introduces Support Vector
Machine (SVM) to distinguish candidate documents which are initially grouped
according to name similarity, and then utilizes DBSCAN to cluster documents.
Yoshida [27] achieves better cluster results by using efficient feature from a
two-stage clustering process. Different from the unsupervised methods described
above, Han [9] employs SVM and Naive Bayes to implement name disambigua-
tion in a classified manner. Similarly, Louppe [18] proposes a semi-supervised
hierarchical clustering method based on a classifier to achieve more efficient
document similarity metrics.

Linkage based methods are more focused on the graph structure (composed
of articles and authors) information than the attribute features based meth-
ods. GHOST [5] achieves node clustering on a co-author-based graph through
mining the relationships between documents more granularly. By considering
the linkage between documents as a transfer process, Tang [25] uses Hidden
Markov Random Fields (HMRFs) to model the document chain uniformly and
solve the name disambiguation using probability model. The work of Zhang [28]
embeds documents into low-dimensional space without involving private data,
and implements name disambiguation through HAC.

Besides, there are some methods try to combine the advantages of the two
methods above. Zhang [29] proposes a novel representation learning method that
can contain both global and local information, achieves a good performance, and
was applied in Aminer.

2.2 Graph Convolutional Networks

As a method for efficiently integrating attribute features of graph structural
information, GCN has been widely studied and applied. Firstly, Bruna [1] define
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the convolution operation in an irregular graph structure by using convolution
Fourier formula, which has achieved competitive results. Defferrard [3] advance
GCN through multi-order information diffusion, and implements an approximate
calculation using the Chebyshev formula. The work of Kipf [15] proposes a first-
order approximation GCN, which defines a new information diffusion matrix
to achieve efficient node feature learning, and achieved good results in semi-
supervised classification tasks.

Recently, GCN has been applied to a large number of tasks including graph
mining, text classification, traffic prediction and event mining [17,21–23], and
it has been verified that it can effectively combine structural information with
node feature. Kipf [24] employ GCN to relation learning by equipping update
module with an information passing component. Then apply GCN to the event
detection with a novel pooling method and achieved better results [19]. To ana-
lyze the compositional principles of protein molecular networks, Alex [7] utilize
GCN to obtain molecular embedding and model the composition of proteins.
Besides, GCN is widely used in tasks, e.g., named entity recognition and rela-
tion extraction. To our best, we are the first to introduce GCN and triplet loss
to solve name disambiguation problem.

3 Preliminaries

In this section, we first present the formulation of the problem, and then intro-
duce the three types of graph used in our model.

3.1 Problem Formulation

Let a be a given name reference, and Da = {Da
1 ,Da

2 , ...,Da
N} be a set of N docu-

ments associated with the author name reference a. {A1, A2, ..., AM} is the collab-
orator set of author named a in Da, denoted as Aa where a /∈ Aa. We assume there
is no disambiguation in Aa that means each name reference could identify a collab-
orator. In real-life it is common that several person have same name. The goal of
name disambiguation is to divide Da into K disjoint sets Ca = {Ca

1 , Ca
2 , ..., Ca

K}, in
each set Ca

k , all documents belong to the same person pk and documents associated
with author pk must in same set Ca

k . The problem could be formalized as follow.

Definition 1 Name Disambiguation. Denote Θ(dai ) as a function to get the
person pk who named a and associated with dai , the task of name disambiguation
is to find a partition function Φ to divide Da into K disjoint clusters, i.e.,

Φ(Da) → Ca (1)

every cluster in Ca meets ∀dai ∈ Ca
k , Θ(dai ) = pk and ∀dai ∈ {dai |Θ(dai ) = pk}, dai ∈

Ca
k , that is equivalent to

Ca
k = {dai |dai ∈ Da, Θ(dai ) = pk} (2)
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3.2 Graphs in Bibliographic Domain

In bibliographic domain, such as dblp and Aminer, there are linked and
attributed information we can utilize to solve this problem. For example, given
two papers, the authors of the two papers collaborated closely with each other,
there is a high probability that the two papers belong to the same author. This is
appropriate that we assume the topic of papers associate to same author would
be similar, because different scholar has his own interests and specific research
fields. The paper’s attribute information such as title, keywords, abstract and
venue would reveal that. Besides, the author’s attribute information is also use-
ful to solve name disambiguation problem. We denote feature of ith document
associated with the author name a as fd

i , similarly, feature of jth person in col-
laborator set is represented as fp

j . Document and person feature matrix is Fd

and Fp respectively.

Definition 2 Person-Person Graph. Given a name reference a, the person-
person graph denoted as Gpp = (Aa, Epp), nodes in this graph is the collaborator
set Aa, the weight of eij is defined as the number of distinct documents in which
Ai and Aj have collaborated.

Definition 3 Document-Person Graph. Given a name reference a, the
person-document graph is represented as Gdp = (Da∪Aa, Edp), a bipartite graph.
Da is documents associated with name reference a, Aa is the collaborator set. If
a person node Aj is the author of a document node Di, then the edge weight wij

is 1, otherwise is 0.

Definition 4 Document-Document Graph. Given a name reference a, the
graph is represented as Gdd = (Da, Edd), if two documents are similar enough,
build a edge between them. We measure the similarity of two documents based on
the common features shared by the two documents, firstly, calculate IDF (Inverted
Document Frequency) of each feature, and then sum up the IDF of common
features shared by two documents, if the result above a threshold, set the weight
wij between document i and document j to 1.

In this study, we use two personalized GCNs embedding both structural and
attribute features within three types of graph into a same d-dimensional space,
and then we use document embedding matrix as input and applies HAC to
partition Da into K disjoint clusters. At this stage, K is a user-defined parameter
which we match with the ground truth during the evaluation phase.

4 Methodology

In this section, we discuss the design and implementation of our method to
solve author disambiguation problem in detail. Our work concentrate on the
representation learning of documents and persons. As embedding acquired, HAC
is applied as other clustering based methods did. The overview of our embedding
model is shown as Fig. 1.
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Fig. 1. The architecture of our proposed embedding model, Gpp, Gdd, Gdp is Person-
Person Graph, Document-Document Graph and Document-Person Graph based on
authorship and documents’ similarity. Add, App is adjacent matrix corresponding with
Gpp and Gdd, and Fd, Fp is feature matrix. The documents and persons embedding
(denoted as Zd, Zp) is acquired by Document-GCN and Person-GCN respectively, then
keep close linked (bold dotted line) entities in Gpp, Gdd and Gdp proximate to each
other in embedding space with minimizing triplet loss.

4.1 Graph Embedding

As mentioned in Sect. 3, there are two types of node in three types of graph. We
use two personalized GCNs acquire embedding matrix for nodes in Person-Person
Graph and Document-Document Graph respectively, due to its effectiveness for
modeling networked data.

The goal of GCN is to learn a function of a graph G = {N,E} which takes
nodes feature matrix F and graph adjacent matrix A as input and produces
a node-level output embedding matrix Z which incorporates both structural
information and nodes feature. The function can be describe as follow:

H(l) = g(H(l−1), A) = σ(ÂH(l−1)W (l)) (3)

where H l is a feature matrix which is output of lth graph convolutional layer,
when it is first layer, H0 = F . The output of final layer is Z, W (l) is a weight
matrix for lth neural network layer, σ(·) is an activation function and Â is a
symmetrically normalized adjacency matrix, Â = D

1
2 AD− 1

2 , D is the degree
matrix of G.

Denote document embedding matrix as Zd and person embedding matrix as
Zp, we formulize the two personalized GCNs as follow:

Zd = σ(Âddσ(ÂddFdW
(1)
d )W (2)

d ) (4)

Zp = σ(Âppσ(ÂppFpW
(1)
p )W (2)

p ) (5)

where Âdd and Âpp is symmetrically normalized adjacency matrix of Gdd and
Gpp respectively, Fd and Fp is document and person nodes feature matrix. We
call the two personalized GCN as Document-GCN and Person-GCN.
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4.2 Objective Function

In intuition, scholars who collaborate more often are more likely to have sim-
ilar research interests than those who do not work together or seldom coau-
thor a paper. This relation should be maintained in embedding space. Given a
triplet consists of three person node Ai, Aj and Ak, the corresponding embed-
ding learned from Person-GCN is zpi, zpj and zpk, if Ai collaborates with Aj

more frequently than Ak(wij > wik), the distance between zpi and zpj should
be smaller than the distance between zpi and zpk. All triplets should satisfy

‖zpi − zpj‖2 < ‖zpi − zpk‖2 (6)

where ‖·‖2 is the Euclidean norm. The loss function to make triplets meet this
condition is:

Lpp(Ai, Aj , Ak) = max{‖zpi − zpj‖2 − ‖zpi − zpk‖2 , 0} (7)

Similar to the relation between person, the more common features shared
two documents, the closer their embeddings are to each other. Specifically, the
distance between documents Di and Dj in embedding space is smaller than the
distance between documents Di and Dk if wij = 1 and wik = 0. For Document-
Document graph, the loss function is:

Ldd(Di,Dj ,Dk) = max{‖zdi − zdj‖2 − ‖zdi − zdk‖2 , 0} (8)

where zdi is embedding of document Di learned by Document-GCN.
As documents embedding and persons embedding acquired from the two

personalized GCNs, the linkage between document and person in Document-
Person could restrict personalized GCNs to map the two types of nodes into a
same space that distance between different types of nodes could be measured. In
intuition, the distance between a document i and its author j is smaller than the
distance between document i and another person k. With wij = 1 and wik = 0,
the loss function is

Ldp(Di, Aj , Ak) = max{‖zdi − zpj‖2 − ‖zdi − zpk‖2 , 0} (9)

The three loss functions has same structure, they all have an anchor node i, a
positive node j and a negative node k, the objective is to maximize the distance
between anchor and negative node and minimize the distance between anchor
and negative node. For each document and person as anchor node, we sample
positive node according to the weight w to anchor node, the bigger the weight,
the more likely it is to be selected. The negative node is chosen by their distance
to anchor node, the smaller the distance, the more likely it is to be selected.

To preserve all constrains simultaneously, we propose a model which combines
all loss functions derived from three different graphs and joint minimizes the
following objective function:

L =
∑

Ai∈A
Lpp(Ai, Aj , Ak)+

∑

Di∈D
Ldd(Di,Dj ,Dk) +

∑

Di∈D
Ldp(Di, Aj , Ak)

s.t. wij > wik ∀G ∈ {Gdd, Gpp, Gdp}
(10)
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In training stage, we minimize Ldd, Lpp, Ldp and update their correspond-
ing gradients successively. The complete learning algorithm is summarized in
Algorithm 1.

Algorithm 1. Graph structure and attribute features based name disambigua-
tion method
Require: name reference a associated Da, Aa, cluster size K.
Ensure: K disjoint clusters.
1: Construct Gpp, Gdd, Gdp, acquire Fd, Fp.
2: for each epoch do:
3: get documents and persons embedding by Document-GCN and Person-GCN.
4: sample triplets from Gpp.
5: minimize Lpp(Ai, Aj , Ak) and update parameters in Person-GCN with Adagrad.
6: sample triplets from Gdd.
7: minimize Ldd(Di, Dj , Dk) and update parameters in Document-GCN with Ada-

grad.
8: sample triplets from Gdp.
9: minimize Ldd(Di, Aj , Ak) and update parameters in both Document-GCN and

Person-GCN with Adagrad.
10: end for
11: Given K, perform HAC to partition Da into K disjoint clusters Ca with documents

embedding as input.
12: return Ca

5 Experiments

In this section, we analyze the proposed model empirically on a challenging
benchmark proposed by Aminer [29]. The benchmark consists of 70,258 doc-
uments from 12,798 authors. The document contains rich information such as
title, author, keywords, published year and venue. We random select 20 name
references from the dataset. There are 264 documents and 8 distinct persons
for a name reference in average. For author’s name “L.Song”, there are 700
associated documents and 33 distinct real-life authors. This is a difficult disam-
biguation task.

5.1 Baseline Methods

To validate the effectiveness of our model, we compare it against three state of
the art methods.

Aminer [29]: This is a two steps method, firstly train a model with a little
mount data to map document feature into global embedding space in which
documents associated with same author would be close to each other. And then a
GCN based graph auto-encoder with global embedding as node feature is used to
learn document representations. The objective is to minimize the reconstruction
error between dot product of embedding and origin documents feature similarity
based graph. Finally, the clustering result is generated by HAC.
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Zhang [28]: This method constructs three types of graph based on coauthors
and document similarity. A graph embedding is learned by minimizing the triplet
loss which aims to make the distance between linked nodes is smaller than others,
and then perform cluster algorithm. This method is similar to ours but it neglects
nodes’ attribute feature.

Louppe [18]: This method trains a function for measure distance between a
document pair based on document feature, and then used a semi-supervised
HAC to determine clusters.

5.2 Experimental Settings

In all experiments, we use Aminer proposed global embedding [29] as document
feature, specifically, we sample 500 name references from Aminer dataset (as
training data for Louppe’s method [18] too), and then train a supervised model
to learn document embedding with metric learning. Taking the document feature
as input, the model’s output is global embedding. We use one-hot embedding of
author name as person feature due to author information is scarce in dataset.
The IDF threshold to construct document-document graph is set as 32. For
both document-GCN and person-GCN, the first GCN layer size is 64 and the
second layer size is 128. Our model is trained with 0.01 learning rate and 1000
epochs. The parameters of baseline methods is set according to the origin paper
or open source code. We run all the experiments on a 32 cores machine with
128G memory.

5.3 Effectiveness Evaluation

Table 1 shows the performance comparison of name disambiguation between our
proposed model and other competing methods for all 20 name references. As
commonly performed in name disambiguation research, we compare our model
with baseline methods in pairwise precision, recall and F1 [16]. Each row is a
name reference evaluated in our experiments, the columns (3, 4, 5) is various
baseline methods, the last is the average of evaluate metrics of all 20 name
references. For the accuracy of the experiment, we execute every method 5 times
on each name reference.

As we observed, due to mainly modeling document similarity, AMiner’s
method and Louppe’s method could distinguish real-world authors more pre-
cisely, for 17 names they are the best in precise. It’s also worth noting that,
although Zhang’s method learns documents embedding with structural infor-
mation only, it achieves the best for 5 name references’ recall. Specifically, for
“L.Song” and “J.Shao”, it exceeds Zhang’s and Louppe’s methods for 15.9%
to 30.9%, for average recall, the superiority is 10.4% and 9.9%. The signifi-
cant improvement shows that the relation within authorship is helpful to gather
together documents with same author as much as possible.
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With combining structural information and documents attribute features,
our method makes a better trade-off between precise and recall, performs the
best for 9 name references in terms of recall and 10 names in terms of F1. Shown
as Fig. 2, for average, the recall and F1 of our method is the best.

Table 1. Comparison of precision, recall and F1 between our proposed method and
other baseline methods for name disambiguation task on 20 name references.

Name Our method AMiner Zhang Louppe

Prec Rec F1 Prec Rec F1 Prec Rec F1 Prec Rec F1

M. Chen 98.8 99.2 99.0 98.9 99.9 99.4 88.6 98.8 93.4 94.1 97.1 95.5

W. Zhang 45.3 61.6 52.1 54.2 50.2 52.1 44.5 84.3 58.3 47.2 67.9 55.7

J. Du 70.5 72.8 71.6 68.4 67.2 67.7 15.3 73.8 25.3 81.4 75.4 78.3

H.B. Li 56.0 86.1 67.7 63.4 75.2 68.3 13.7 61.6 22.4 75.3 66.9 70.8

Y.Y. Li 43.9 93.3 59.7 74.1 65.5 69.5 25.3 51.3 33.9 72.7 66.8 69.6

X. Zhang 84.0 81.9 83.0 88.3 64.0 74.2 60.0 58.0 59.0 62.9 82.3 71.3

J.M. Fu 97.3 99.4 98.3 97.3 50.6 66.6 97.3 98.9 98.1 94.2 100 97.0

J.G. He 76.3 90.1 82.6 92.2 82.7 87.2 36.8 89.5 52.1 82.4 88.8 85.4

B. Hong 79.5 82.9 81.1 76.2 72.9 74.5 17.2 85.0 28.6 83.4 71.6 77.1

W. Yang 81.5 97.5 87.5 96.5 98.2 97.4 48.5 95.7 64.3 91.2 76.5 83.2

R. Lu 69.7 83.5 75.8 77.7 83.0 80.2 11.6 80.7 20.3 86.4 65.5 74.5

J. Feng 91.2 95.8 93.4 92.0 90.8 91.2 13.9 88.0 23.9 76.2 82.9 79.4

X. Qin 91.9 95.2 93.5 92.1 94.6 93.3 51.9 93.8 66.8 81.4 94.5 87.5

S. Wang 57.7 92.8 71.1 56.8 64.4 60.3 20.2 84.9 32.7 56.0 85.4 67.6

L. Song 61.0 86.6 71.6 62.0 75.0 67.8 24.1 93.1 38.2 69.2 71.4 70.3

F. Teng 94.0 99.1 96.5 99.5 87.6 93.2 94.0 98.2 96.0 87.9 100 93.6

S. Song 81.4 91.3 86.1 92.4 78.4 84.8 28.5 93.0 43.6 88.0 74.1 80.5

K. Xu 91.4 98.6 94.9 91.3 75.7 81.1 71.3 94.4 81.2 82.9 97.1 89.4

J. Shao 65.9 90.4 74.8 90.7 63.2 74.5 51.5 94.1 66.6 88.7 78.2 83.1

J. Lu 77.4 98.8 86.7 95.7 66.5 78.5 70.8 96.3 81.6 83.4 89.7 87.5

Avg 75.7 89.8 81.3 83.0 75.3 78.1 44.3 85.7 54.3 76.6 75.8 74.7

5.4 Component Contribution Analysis

Our proposed model consists of three types of graphs. For each graph we design
a triplet loss function for maintaining graph proximity in embedding space. In
this section, we analysis the contribution of each of the three components for
the name disambiguation task by incrementally adding the components in the
embedding model. We first add Document-Person graph, followed by Document-
Document graph, and Person-Person graph. Specifically, we evaluate Ldd, Ldd +
Ldp, Ldd + Lpp + Ldp three types of loss function combinations.
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Fig. 2. Comparison of average pairwise precision, recall and F1

Table 2 shows the name disambiguation performance in terms of pairwise
precision, recall and F1 using our proposed embedding model with different
component combinations. As we see, after adding each component, we observe
improvement for recall and decline for precise while F1 is rising, that means our
model could make a better trade-off with more structural information.

Table 2. Component contribution analysis

Object function Precision Recall F1

Ldd 77.52 83.20 80.25

Ldd +Ldp 76.44 86.21 81.04

Ldd +Lpp +Ldp 75.73 89.84 81.34

6 Conclusion

In this paper, we have proposed a novel representation learning based solu-
tion to address the name disambiguation problem. Our proposed representation
learning model embed both document and person entities into a same space
with two personalized GCNs and maintain proximity of close linked entities in
embedding space by minimizing the careful designed objective function. Bene-
fited from structural information and attribute features, the learned embedding
could be effectively utilized for name disambiguation. Experimental results shows
our proposed method makes a better trade-off between precise and recall, it is
competitive with many of the existing state-of-the-arts for name disambiguation.
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Learning embedding with same epochs for different graphs (different name
reference) is likely to overfit, how to avoid and achieve a better performance
could be future work.
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Abstract. The graph convolution network (GCN) is a widely-used facility to
realize graph-based semi-supervised learning, which usually integrates node,
features, and graph topologic information to build learning models. However, as
for multi-label learning tasks, the supervision part of GCN simply minimizes the
cross-entropy loss between the last layer outputs and the ground-truth label
distribution, which tends to lose some useful information such as label corre-
lations, so that prevents from obtaining high performance. In this paper, we
propose a novel GCN-based semi-supervised learning approach for multi-label
classification, namely ML-GCN. ML-GCN first uses a GCN to embed the node
features and graph topologic information. Then, it randomly generates a label
matrix, where each row (i.e., label vector) represents a kind of labels. The
dimension of the label vector is the same as that of the node vector before the
last convolution operation of GCN. That is, all labels and nodes are embedded in
a uniform vector space. Finally, during the model training of ML-GCN, label
vectors and node vectors are concatenated to serve as the inputs of the relaxed
skip-gram model to detect the node-label correlation as well as the label-label
correlation. Experimental results on several graph classification datasets show
that the proposed ML-GCN outperforms four state-of-the-art methods.

Keywords: Graph convolution network � Graph embedding � Graph node
classification � Multi-label classification

1 Introduction

There exist many graph-structured datasets in the real world, such as social networks,
academic citation networks, and knowledge graph. Graph Representation Learning
(GRL) methods that aim to learn the vector representations for graphs has attracted
much attention in recent years. Because the dimension of every node vector could be
very large it may suffer from the high computational complexity and huge memory
space usage, if we merely use the one-hot encoding methods or a discrete adjacency
matrix to present the nodes. Therefore, we usually embed a graph into a low-
dimensional space, which not only preserves the structural information but also sig-
nificantly reduces the computational costs. Within this low-dimensional space, the
distance between two nodes with a close relation in the original graph will also be close
in a measure derived from the embedding presentation. Here, the close relation of two
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nodes means that they are directly connected with each other or share a set of common
neighbors, which is often used to define the similarity of two users in a social network.

There are several graph embedding methods proposed in recent years. For example,
GF [1] factorizes the adjacency matrix and minimizes the L2-norm of the embedding
matrix. LINE [2] defines two joint probability distributions for each pair of nodes, one
using the adjacency matrix and the other using the embedding vector. Then, LINE
minimizes the KL divergence of these two distributions. DeepWalk [3] uses a random
walk to generate a node sequence. Then, for each node sequence, it applies the
Word2Vec model [4] to get the node embedding by treating each sequence as a word
sentence. All the above methods can be classified as the shallow model, compared with
the methods using deep learning technology. Recently, a kind of deep learning models,
namely graph neural networks (GNN), has attracted much attention, including some
typical methods such as GraphSage [5], graph attention networks (GAT) [6], and graph
convolutional networks (GCN) [7], which use neural networks to train classification
models on graph-structured datasets.

GCN is a deep neural network model to catch structural information in a graph,
which has been widely used in several machine learning paradigms, such as semantic
role labeling [8], event extraction [9], and recommendation tasks [10]. In addition, the
GCN model also obtains good performance in graph-based semi-supervised learning
because its structure is robust to the missing information in training sets [7]. In a semi-
supervised learning task, GCN uses a graph convolution operation to integrate each
node and its one-hop neighbor information in each layer. After conducting several
layers of convolution, each node in the network can gather its k-hop neighbor infor-
mation in the final layer, which is the embedded feature presentation of such a node.
Eventually, we can use some supervised information to train a classifier based on these
embedded features.

Usually, multi-label classification models are trained in a semi-supervised manner,
because not all labels on every instance are obtained values. In multi-label graph
datasets, one node may have several labels. i.e. the correlation between this node and
these labels are high, we called it node-label correlation. if two labels are highly
correlated, the nodes with these labels should be close in the embedding space. For
example, in movie genres dataset, the genres (labels) “Western” and “Adventure”
always appear in the same movie. Thus, two movies with labels “Western” and
“Adventure” respectively should also be close to each other. We called this label-label
correlation. Because this correlation is not reflected in the graph structure it cannot be
captured in the original GCN models. Accordingly, for a multi-label graph dataset,
some nodes may have several specific labels. That is, one node and some labels may be
highly correlated, which is called the node-label correlation in this study.

To address this issue, we propose a novel GCN-based model for semi-supervised
multi-label graph node classification, namely ML-GCN. To capture the high non-linear
correlations among nodes, we use a two-layer neural network model, on each of which
we conduct a series of graph convolution operations. To preserve the label-label cor-
relation, we treat each label as a vector so that we can measure the relationship between
two labels. After labels are embedded, we can shorten the distance between two nodes
whose labels are highly correlated in the embedding space. After obtaining the rep-
resentation of all nodes in a graph, we can train a multi-label classifier to make
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predictions to the unlabeled nodes. In the proposed ML-GCN method, we use a sig-
moid layer as the downstream learning method. The contributions of this paper are
three-fold:

• We first investigate the applicability of graph convolutional network applying to the
multi-label learning and point out that the label-label correlation should be con-
sidered to improve the learning performance.

• We propose a novel learning method, namely ML-GCN, where labels on nodes and
the nodes themselves are uniformly embedded into the same low-dimensional
space. ML-GCN can capture both node-label and label-label correlations. To the
best of our knowledge, it is the first that the labels of each node are embedded and
fed into GCN.

• We conduct a comprehensive empirical study on three real-world multi-label graph
node classification datasets, whose results demonstrate that ML-GCN outperforms
four state-of-the-art methods.

The remainder of the paper is organized as follows: In Sect. 2, we briefly review the
related work. Section 3 presents the novel ML-GCN method. In Sect. 4, we compare
our ML-GCN with four state-of-the-art methods on three real-world datasets. Section 5
concludes the paper.

2 Related Work

A large number of application problems can be abstracted as a classification problem in
a graph structure, where some attributes of nodes in the graph are being predicted. In
recent years, various kinds of graph neural network models have been proposed [11],
such as graph convolution networks (GCN) [7], graph attention networks (GAT) [6],
graph autoencoder [12], graph generative networks [13], graph spatial-temporal net-
works [14], and so on. The principle of most of these approaches is the neural message
passing proposed by Gilmer et al. [15]. In the message-passing framework, a GNN can
be viewed as a message passing algorithm, where the representation of a node is
iteratively computed from the features of its neighbor nodes using a differentiable
aggregation function. For the identity of the principle, the GCN model can be con-
sidered as a fundamental structure of most GNN models [11], which aggregates each
node with its neighbors and let the node receive messages from its neighbors.
Therefore, in this paper, we mainly focus on GCN models. GCN models can be divided
into two categories: spectral-based and spatial-based approaches. The spectral-based
methods define convolution operations by introducing filters from the perspective of
graph signal processing [16], where the convolution on the graph is interpreted as
removing noise from graph signals and passing messages in the spectral domain. The
spatial-based approaches formulate convolution operations on a node as aggregating
feature derived from its neighbors and the information passing through it. In general, all
the GNN-based methods attempt to embed the graph structural information into vectors
and follow the same hypothesis that nodes with similar structure tend to be close in the
embedding space.
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Multi-label learning is usually semi-supervised because, in many situations,
instances in the training set do not necessarily have all the potential labels been
assigned values. The training process usually learns from fully-labeled, partly-labeled,
and even unlabeled samples to form predictive models. For the multi-label learning in a
graph structure, a straightforward method is to train multiple independent binary
classifiers for each label. However, this simple method has several defects: It does not
consider the correlations among labels; The number of labels to predict will grow
exponentially as the number of label categories increases; It is essentially limited by
ignoring the topological structure among nodes. In some recent studies, researchers
attempted to capture label-label correlations in some classical deep learning models for
multi-label classification. Gong et al. [17] used a ranking-based learning strategy to
train deep convolutional neural networks for multi-label image recognition and found
that the weighted approximated-ranking loss performs best. Wang et al. [18] utilized
recurrent neural networks (RNNs) to transform labels into embedded label vectors so
that the correlation between labels can be employed. Wang et al. [19] introduced a
spatial transformer layer and long short-term memory (LSTM) units to capture label
correlation.

In this study, our novel learning method is still based on the GCN model but first
introduces the label matrix embedding to capture the label-label correlation among the
graph nodes.

3 The Proposed Method

The key idea behind the proposed ML-GCN is that it embeds multiple labels and nodes
in the same space, where label-label correlations and label-node correlations can be
simultaneously considered. In this section, we first introduce the problem statement and
some preliminaries. Then, we present the label embedding scheme of ML-GCN.
Finally, we present the optimization algorithm of the ML-GCN model.

3.1 Problem Statement

We define graph G ¼ V ;E;X; Yð Þ as an undirected graph, where V ¼ Vl [Vuð Þ is a
finite node set that includes nl labeled nodes Vlð Þ and nu unlabeled nodes Vuð Þ. There
are totally n ¼ nl þ nu nodes on the graph. E is an edge set and X 2 R

n�d is a feature
matrix of all the graph nodes. Y 2 R

nl�c is a 0–1 matrix that presents the labels of nl
labeled nodes, where c is the number of different label types in the dataset. The
adjacency matrix of the graph is denoted by A ¼ aij

� � 2 R
n�n, where aij is the weight

assigned on the edge between nodes i and j. The degree matrix of A is denoted by a
diagonal matrix D ¼ diag d1; . . .; dnð Þ, where di ¼

P
j
aij is the degree of node i. The

symmetric normalized Laplacian matrix is denoted by Lsym ¼ I � D�1
2AD�1

2. Our goal
is to build a multi-label classification model that can predict the labels of unlabeled
graph nodes.
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3.2 Preliminaries: Graph Convolutional Network (GCN)

To embed features of nodes and their structural information, we first introduce the
graph convolutional networks (GCN) [7]. Figure 1 shows a basic structure of graph
convolutional networks. In particular, the core of GCN is the operation in each layer,
which can be defined as follows:

H lþ 1ð Þ ¼ r ~D�1
2~A~D�1

2H lð ÞW lð Þ
� �

: ð1Þ

Here, ~A ¼ Aþ Inl þ nu is an adjacency matrix with self-connections added. Matrix
Inl þ nu is an identity matrix. Diagonal matrix. Diagonal matrix ~D ¼ diag ~d1; . . .~dn

� �
is a

degree matrix of ~A, where ~di ¼
P

j
~Aij �W lð Þ �W lð Þ trainable parameters of the l-th layer.

Function r is an activation function. In this paper, the activation function of each layer
is defined as r xð Þ ¼ max 0; xð Þ as it used in other studies [7]. In the first layer, we have
H 0ð Þ ¼ X. That is, we take the graph feature matrix as the input of GCN. In the last
layer, we have

Yprob ¼ sigmoid H lþ 1ð Þ
� �

¼ 1= 1þ exp �H lþ 1ð Þ
� �� �

; ð2Þ

where H lþ 1ð Þ 2 R
n�c and Yprob is the probability distribution of labels for each node.

Then, we minimize the cross-entropy loss between Yprob and labeled nodes:

min
Xnl

i¼1
yilog y ið Þ

prob

� �
; ð3Þ

where yi and yprob denote the row vectors of Y and Yprob, respectively. That is, we
embed all nodes into a c-dimension space and use a sigmoid function to determine the
predicted values of the labels. However, this simply model may be confronted with
some drawbacks:

Adjacency 
matrix A

Feature 
matrix H(0)

Input 
layer

Output 
layer

Hidden 
layers

H(l+1)

Cross-entropy 
loss

Sigmoid 
layer

Yprob

Fig. 1. The structure of graph convolutional networks (GCN).
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• If we utilize fewer layers to construct GCN, the difference between the dimension of
the last layer and the second to the last layer may be quite large. It may cause hidden
feature loss and make the model difficult to optimize. For example, on the dataset in
[20], whose input feature dimension is 3703 and the number of labels is six, if we
use a two-layer GCN, we cannot let the dimension decrease smoothly regardless of
the settings of the hidden layer dimension.

• As the article [21] pointed out, if we simply stack more layers, the model will mix
the features of nodes from different labels and make them indistinguishable. This is
because each layer of GCN applies Laplacian smoothing [22] to features, and every
two nodes with a connected path tend to be close with Laplacian smooth.

• A multi-label classification model with a sigmoid layer cannot capture the label-
label relationship because it treats each label individually. Thus, it may lose some
information on the multi-label graph dataset.

To address these drawbacks, we propose a novel model ML-GCN for multi-label
classification in the next subsection.

3.3 ML-GCN: Label Embedding Matrix

The ML-GCN introduces a label embedding matrix as well as the label-node co-
embedding to GCN. Let ZY 2 R

c�l denote the label embedding matrix, where c is the
number of different label classes and l is the dimension of label vectors. We generate
the label embedding matrix randomly at the beginning of training. The dimension of
the matrix is the same as the dimension of node features before the last graph con-
volution operation. Here, we set H lþ 1ð Þ as the last output before the sigmoid layer. That
is, the dimension l of the label embedding matrix is the same as the dimension of H lð Þ.
Then, we can calculate the label-label correlation and the label-node correlation using
the ZY and H lð Þ, respectively. Figure 2 shows the framework of the proposed ML-GCN.
Here, each grid represents a matrix. We feed a graph into the first GCN layer and obtain

GCN 
layer

GCN 
layer

Label-node loss

Label Embedding 
Matrix

Label-label 
loss

Sigmoid 
layer

Fig. 2. The framework of the proposed ML-GCN.
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the first embedding matrix as the output of this layer. Then, we use the randomly
generated label embedding matrix to calculate the label-label loss, and together with the
first embedding matrix to calculate the label-node loss. Then, we feed the first
embedding matrix into the second GCN layer. Finally, we use the output of the sigmoid
layer to calculate the cross-entropy loss against the ground truth.

Consider a node with several labels. Our goal is to maximize the occurrence
probability of these labels given the node. The inputs are the node vectors and the
corresponding label vectors. If we treat a node and its labels as a sentence, our goal also
can be expressed as “given a center word (node), to predict the neighbor words (la-
bels),” which is the essential idea of Skip-Gram [23]. For example, in Fig. 3, we have a
node with four labels, and we can treat each element as a word and generate a sentence.
Then, we utilize Skip-Gram for the next calculation.

In the Skip-Gram model, for a word wi and window size c, we can extract wi and its
c� 1 neighbors with wi at the center. Word wi and each of its neighbor can form a pair
as wi;wj

� �
. The co-occurrence probability of wj given wi is defined as:

P wjjwi
� � ¼

exp wT
j wi

� �
PM

t¼1 expðwtwiÞ
; ð4Þ

where M is all the words in the corpus. Thus, we can obtain the word embedding by
maximize such co-occurrence probability for all the word pairs.

Consider the node-label sentences. Given a node xi and its labels Yxi ¼ y1;f
y2; . . .; ycg, the vector representation of xi is the i-th row of H lð Þ, denoted by hi. The
label vector of yj is zyj . We only consider the node as the center word and remove the
window size. We use each label to form a pair with the node because there is no
predefined order of its labels. Therefore, we have a set of node-label pairs, denoted by
xiy1ð Þ; ðxiy2Þ; . . .; ðxiycÞf g. For any node xi, we can optimize the node and its label

embedding by maximize the object function as follows:

max
1
c

X
yj2Yxi

logPðzyj jhiÞ ð5Þ

Since this function is operated in the second to the last layer of GCN and uses the
features of layer H lð Þ, we can better capture the node-label correlation in a high
dimensional space before the feature dimension is reduced to the label-class wise. As
we know GCN conducts the Laplacian smoothing on each node, whose consequence is

x1

y1 y3 y5 y8

y1 y3 x1 y5 y8

x1, y1
x1, y3
x1, y5
x1, y8

Fig. 3. Convert a node with several labels to a sentence.
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that the presentations of many nodes may tend to be the same at the final stage of
training. Adding this function prevents the side-effort of the Laplacian smoothing in
GCN. It hinders the Laplacian smoothing which aggregates each node to be hard to
distinguish. Thus, it can accelerate the training process and prevent the model from
over smoothing that makes each node converge to the same point.

To capture the label-label correlation, we utilize the same model but get rid of the
node vectors. That is, we only use the labels of a node to construct the sentence. For
example, given a node xi with labels y1; y2; . . .; ycf g, we only use labels to construct a
sentence, which forms a set of label-label pairs with the combinations of all different
labels, denoted by y1y2ð Þ; y1y3ð Þ; . . .; ycyc�1ð Þf g. Note that the pairs of yiyj

� �
and yjyi

� �
are different. similar to Eq. (5), we have the objective function as follows:

max
1
c

X
yi;yj2Yxi ;i6¼j

logPðzyj jzyiÞ: ð6Þ

If the node only has one label, we omit the label-label relation and only calculate
Eq. (5) on this node. To maximize the Eqs. (5) and (6), we can reserve the node-label
correlation as well as label-label correlation in the embedding space.

3.4 Co-optimization and Negative Sampling

To calculate Eqs. (5) and (6), we need to calculate Pðzyj jhiÞ and Pðzyj jzyiÞ, which
requires the summation over all the labels. The calculation may cost too much running
time because some multi-label graph datasets may have abundant label types. To
accelerate the calculation of these two co-occurrence probabilities, we use a trick of
negative sampling in the Skip-Gram model. First, we rewrite Eq. (1) as follow:

min� log r zyjhi
� ��

XK

t¼1
Eyt �P yð Þ log r �zythi

� �
; ð7Þ

where K is a hyperparameter that represents the number of sampled labels for one node-
label pair. Therefore, the task becomes to distinguish the target label yj from the
K labels drawn from the noise distribution P yð Þ. The idea behind the negative sampling
is: We will maximize the co-occurrence probability of zyj given hi and minimize the
probability of a randomly sampled labels zyt given the same node hi. In practice, we

define a noise distribution as chosen to be U yð Þ3=4=Py U yð Þ3=4, where U yð Þ is the
unigram distribution of the labels. Here, we only consider the co-occurrence times of
each label type on labeled data as the unigram distribution. If the sample process
obtains the positive label yt ¼ yj, we just resample yt until the condition yt 6¼ yj is
satisfied.

Similar to Eq. (5), we sample K labels as the negative labels and rewrite Eq. (6) as
follows:

min� log r zyj zyi
� ��

XK

t¼1
Eyt �P yð Þ log r �zyt zyi

� �
: ð8Þ
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The goal is to distinguish the label yj from K sampled negative labels on the
condition of given yi. To calculate Eqs. (7) and (8) in each labeled node, we can obtain
the loss function Ln�l denoting the node-label loss calculated by Eq. (7) and ll�l

denoting the label-label loss calculated by Eq. (8). With the sigmoid loss of the last
layer, we can have the final objective for optimization:

Lsum ¼ k1Ll�l þ k2ln�l þ lsigmoid ; ð9Þ

where k1; k2 2 R are the hyper parameters to weight three terms in the objective
functions. We optimize the function with Adam optimizer [24]. We summarize all
above contents with a pseudocode and list in Algorithm 1 (ML-GCN).

4 Experiments

In this section, we first present the datasets used in our experiments, methods in
comparisons, and the experimental settings. Then, we focus on discussing the exper-
imental results.

4.1 Datasets

Compared with the plenty of single-label classification datasets, there are only a few
real-world multi-label graph node classification datasets that can be used in our
experiments. We evaluate our ML-GCN model on three datasets collected from dif-
ferent domains of biology, movie, and social media. These datasets are chosen not only
because they belong to different domains but also, they have different network topo-
logic structures. The details of the datasets are listed in Table 1.
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The Facebook dataset [25] is a social network. The nodes represent users of
Facebook and the edges represent the fan following relation. The feature of each node
is the personal information of the corresponding user. The task is to determine the
‘circles’ tags of each user (node). One user can belong to multiple circles.

The Yeast dataset is part of the KDD Cup 2001 challenge1. The graph is con-
structed based on the interactions between proteins. Each node represents a gene. The
gene code information is set as the feature of nodes. The task is to predict the function
of these genes.

We constructed a movie dataset from Movielens-2k dataset2. The Movielens-2k
dataset contains movies information such as actors, genres, and tags information. We
set the tags information as the feature of movies and set a common director as an edge.
For example, if two movies share the same director, we added an edge between these
two movies, and set the weight of this edge to 1. The task is to predict the genres of the
movies.

4.2 Methods in Comparison and Experimental Settings

Method in Comparison: We compared our ML-GCN with the following state-of-the-
art methods:

• Multilayer perception (MLP) is a classical label classifier takes only node feature as
input and ignores the graph structure.

• Deepwalk [3] learns node features by treating random walks in a graph as the
equivalent of sentences.

• GCN [7] takes both node feature and graph structure as the input.
• Partly ML-GCN is a simpler ML-GCN without the calculation of the label-label

loss. This method is added to evaluate the impact of the loss function on the
performance of the learning models.

Experimental Settings: For fair comparisons, all the methods (MLP, GCN, Partly
ML-GCN and ML-GCN) use two-layer models. For dataset Facebook, we set the
middle layer dimension to 64 and use 100 nodes for training and 150 nodes for testing.
For dataset Yeast, we set the middle layer dimension to 256 and use 200 nodes as
training nodes and 500 nodes as testing nodes. For dataset Movie, we set the middle

Table 1. The details of the datasets used in our experiments

Dataset Domain Nodes Edges Classes Features

Facebook Social 347 5038 24 224
Yeast Biology 1240 1674 13 831
Movie Movie 7155 404241 20 5297

1 http://pages.cs.wisc.edu/*dpage/kddcup2001/.
2 http://ir.ii.uam.es/hetrec2011/datasets.html.
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layer dimension to 512 and use 500 nodes as training data and 2000 nodes as testing
nodes. For all datasets, we set the number of negative sample to 5, set walk length to 40
for DeepWalk and set the window size to 10. All models are trained using Adam with a
learning rate of 0.01. The parameters k1 and k2 are both equal to 0.25. We use the
micro-F1 score (in percentage) as the evaluation metric in the paper.

4.3 Experimental Results

Experiment 1 (Overall Performance): The classification results of five methods on
three datasets in terms of the micro-F1 score are summarized in Table 2. The best
performance is in bold in the table. We have the following observations. Overall, our
proposed ML-GCN method consistently outperforms the other methods on all datasets.
Compared with the original GCN, on dataset Facebook, our ML-GCN achieves the
improvement of 1.72 points, and on the datasets with stronger label-label correlations
(i.e., datasets Yeast and Movie), the improvement of ML-GCN archived as high as 3
points. Thus, ML-GCN successfully captures the label-label correlations. Furthermore,
our ML-GCN also outperforms the Partly ML-GCN on all dataset, which shows that
the calculation of the label-label loss in the model training indeed improves the per-
formance of the learning models.

Experiment 2 (Performance Under Different Training Set Sizes): To investigate
whether our ML-CGN is consistently superior to GCN under different training set sizes,
we randomly selected different proportions of the instances from the original datasets to
form the training sets. The experimental results are summarized in Table 3. We have
the following observations. Overall, the proposed ML-GCN outperforms GCN under
all different training set sizes on all datasets. On the Movie dataset, the advantage of
ML-GCN over GCN will increase as the proportion of the training sets increases. That
means, when the training instances increase, our ML-GCN is easier to capture the
label-label correlations. On the Yeast dataset, the exceeding of ML-GCN to GCN is
around 2 pinots, which is similar to that on the Movie dataset but better than that on the
Facebook dataset. Again, it shows that on the datasets with stronger label-label cor-
relations (i.e., datasets Yeast and Movie), our ML-GCN performs much better.

Table 2. Experimental results in terms of micro-F1 score (in percentage)

Method Facebook Yeast Movie

MLP 58.13 63.79 33.62
DeepWalk [3] 58.89 53.40 33.94
GCN [7] 58.13 63.16 35.72
Partly ML-GCN 59.51 65.27 37.75
ML-GCN 59.85 66.06 37.96
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5 Conclusion

In this paper, we present a novel ML-GCN method for semi-supervised multi-label
graph node classification. By embedding the label and node information into the same
low-dimensional space, ML-GCN can jointly capture both node-label and la-bel-label
correlations, which improves the performance of the learning models, com-pared with
the state-of-the-art methods. In the future, we will consider embedding the contents of
nodes to the learning models.
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Abstract. In recent years, network embedding methods based on deep
learning to process network structure data have attracted widespread
attention. It aims to represent nodes in the network as low-dimensional
dense real-value vectors and effectively preserve network structure and
other valuable information. Most network embedding methods now only
preserve the network topology and do not take advantage of the rich
attribute information in networks. In this paper, we propose a novel
deep attributed network embedding framework (RolEANE), which can
preserve network topological structure and attribute information well
at the same time. The framework consists of two parts, one of which is
the network structural role proximity enhanced deep autoencoder, which
is used to capture highly nonlinear network topological structure and
attribute information. The other part is that we proposed a neighbor
optimization strategy to modify the Skip-Gram model so that it can
integrate the network topological structure and attribute information
to improve the final embedded performance. The experiments on four
real datasets show that our method outperforms other state-of-the-art
network embedding methods.

Keywords: Network embedding · Attributed network · Autoencoder ·
Structural role proximity

1 Introduction

In the real world, a natural network structure is formed between entities, such
as social relationships between individuals, communication relationships between
terminal devices, and capital transactions between merchants. The network is an
important form and information carrier that expresses the connection between
these entities. With the development of big data and Internet technologies, the
scale and complexity of network structure data in the real world has gradually
increased. This causes the traditional network representation algorithms based
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on spectrum embedding, optimization, and other frameworks to face many prob-
lems when solving the corresponding problems. In recent years, the network rep-
resentation learning method based on deep learning to process network structure
has attracted the attention of both academia and industry. This new network rep-
resentation learning is also called network embedding. It aims to represent nodes
in the network as low-dimensional dense real-value vectors and effectively pre-
serve network structure and other valuable information. These real-value vectors
can easily and efficiently support downstream tasks such as node classification,
link prediction, node clustering, network visualization, and more.

The earlier network embedding algorithm is mainly based on the method
of matrix eigenvector calculation. This method generally converts the network
into a matrix representation, and then performs dimensionality reduction to
obtain a low-dimensional representation of the network by solving the form of
the matrix feature vector. This type of algorithm obtains a k-dimensional node
representation by computing the first k eigenvectors or singular vectors of the
relation matrix. The relation matrix is generally the adjacency matrix or Laplace
matrix of the network. Since the feature vector needs to store the relation matrix
as a whole in the main memory during the calculation process, the eigenvector
calculation of the large-scale matrix is time- and space-consuming. So this type
of method is difficult to be applied on large-scale data. Therefore, focusing on
the research of new network embedding algorithms is an important task.

In addition to the topological structure information, the network also has a
lot of attribute information, which often contains very valuable information. For
example, the financial network has very rich financial transaction information,
customer basic information, financial product information, equipment fingerprint
information and so on. This information plays a particularly important role in
financial business applications such as transaction anti-fraud, personal credit
risk assessment, personalized product recommendation, and precision marketing.
These attributed networks is very common in real life, so it is meaningful to
study the attributed network. In addition, the topological structure and attribute
information of the network are complex and highly nonlinear, so capturing this
highly nonlinear information during network embedding is a very difficult and
challenging task.

2 Related Work

2.1 Plain Network Structure Embedding

DeepWalk [1] is inspired by the famous word representation learning algorithm
word2vec. Perozzi et al. experimentally verified that the nodes in the random
walk sequence and the words in the document all follow the power-law. Therefore,
the famous word2vec algorithm is further applied to the random walk sequence to
learn the node representation. DeepWalk first samples a large number of random
walk sequences on the network, and then uses the Skip-Gram and Hierarchical
Softmax models to model the probability of each pair of nodes in the random
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walk sequence. The other two representative algorithms based on the expan-
sion of the Random Walk framework are node2vec [2] and LINE [3]. Node2vec
introduces the Breadth-First Sampling (BFS) and Depth-First Sampling (DFS)
into the generation process of random walk sequences by setting two parame-
ters p and q. LINE is a network representation learning algorithm that can be
applied to large-scale directed weighted graphs. The LINE algorithm proposes
the concept of first-order proximity and second-order proximity, and probabilistic
modeling of all first-order proximity and second-order proximity nodes. SDNE
[4] designs the unsupervised learning part by reconstructing the neighborhood
structure of each node to maintain the second-order proximity, and uses the first-
order proximity as the supervised information to improve the representation in
the potential space. There are many other classic network embedding methods,
such as GraRep [5] for capturing high-order proximity, HOPE [6] for capturing
asymmetric high-order proximity in directed networks, and so on.

2.2 Attributed Network Embedding

In addition to the topological structure information, the network also contains a
wealth of attribute information. These information content usually has a lot of
value, which not only has a huge impact on the formation of the network, but
also directly affects the performance of network embedding. In recent years, the
attributed network embedding attracted wide attention. TADW [7] proves that
DeepWalk is equivalent to matrix decomposition, which combines DeepWalk and
contextual text features into a matrix decomposition framework to implement
attributed network embedding. AANE [8] enables the joint learning process to be
done in a distributed manner, thereby accelerating the embedding of attributed
networks. HSCA [9] integrates homophily, structural context, and vertex con-
tent to learn an effective network representation. LANE [10] learns vertex rep-
resentations by embedding network structure proximity, attribute associations,
and label proximity into a unified potential representation. pRBM [11] uses a
Restricted Boltzmann Machine (RBM) to design a new model called paired
RBM, which learns vertex representation by combining vertex attributes and
link information. ASNE [12] proposes a general framework for embedding social
networks by capturing structural proximity and attribute proximity. However,
most of the existing attributed network embedding methods only retain the local
network structure and attribute information, and it is difficult to obtain global
information and highly nonlinear information.

2.3 Structural Role Proximity Network Embedding

At present, most of the existing network embedding methods rarely consider the
information of the network node structural role. In addition to the first-order
and second-order relationships, some nodes in the network usually have spe-
cial structural role relationships. Structural role proximity is intended to embed
nodes that are distant from each other but have similar structural roles to each
other. Struct2vec [13] first encodes the vertex structural role proximity into a
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multilayer graph, where the weight of each layer’s edges is determined by the
corresponding proportional structural role difference. Then it performs Deep-
Walk on the multilayer graph to learn the vertex representation. GraphWave
[14] uses the spectral graph wavelet diffusion model to embed the vertex neigh-
borhood structure into the low-dimensional space and maintain the proximity
of the structural role. These network embedding methods that consider the net-
work structural role proximity, only preserve the network topological structure
information but do not preserve the network attribute information.

2.4 Our Contribution

It is a difficult problem to seamlessly integrate the topological structure infor-
mation and attribute information in the network, so that the performance of
network embedding is improved. In addition, it is also a challenge to effectively
capture highly nonlinear information in the network. In order to solve the above
key challenges, we propose a novel deep attributed network embedding frame-
work called RolEANE. Our main contributions are as follows:

– We propose a network structural role proximity enhanced deep autoencoder,
which can well capture highly nonlinear network topological structure and
attribute information. It also captures the network high-order proximity and
the structural role proximity, which can well preserve the global information
of the network.

– We propose a neighbor optimization strategy to modify the Skip-Gram
model, which can seamlessly integrate the network topological structure and
attribute information to improve the final embedded performance.

– We have verified the effectiveness of this network embedding framework
through a large number of experiments on four real-world datasets.

3 The Proposed Model

In this section, we will give a detailed description of each part of the RolEANE
model framework.

3.1 Problem Definition

Definition 1. (Attributed Network) Let G = (V,E,A) be an attributed net-
work, where V denotes the set of n nodes and E represents the set of edges.
A ∈ R

n×m is a matrix that encodes all node attribute information. Ai· ∈ R
m is

the i-th row of A, which denotes the attributes of the i-th node.

Definition 2. (Topological Structure Proximity) denotes the proximity of two
nodes in topological structure of network, including first-order proximity, second-
order proximity, and high-order proximity. The first-order proximity captures
network homogeneity, which means that the directly connected nodes are similar.
The second order proximity captures the information of common neighbors, which
means that nodes with more common neighbors are more similar to each other.
The higher order proximity is used to capture more neighbor information.
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Definition 3. (Attribute Proximity) denotes the similarity of network attribute
information between nodes. Specifically, the attribute proximity of two nodes vi

and vj is determined by similarity of Ai· and Aj·. By constraining the attribute
proximity, we can model the homogeneity of attributes so that nodes with similar
attributes will be close to each other in the space after embedding.

Definition 4. (Structural Role Proximity) denotes the structural role similarity
of nodes in the network with each other. In addition to the direct connection and
local neighbor information, the network structure usually has similar structural
role nodes at the global level such as the edge of the chain, the center of the star,
the group members, and the bridge between the two communities. The structural
role proximity is intended to embed nodes that are far apart but have similar
structural roles between each other, which can preserve more global information
about the network.

3.2 Structural Role Proximity Enhanced Autoencoder

In this paper, we use a node topological potential calculation method to measure
the structural role proximity of network nodes. Analogous to the field concept in
physics, we regard a network as a data field with a field effect, where the nodes
of the network influence other nodes along the edges. The position of the node in
the network structure is equivalent to the potential of the node in the data field,
which is called topological potential. We believe that nodes in the network can
affect other nodes and are also affected by other nodes. The importance of each
node is different, and the degree of influence between nodes is also related to
the distance between nodes. The interaction between nodes generally has local
characteristics, and the influencing ability of each node will rapidly decline as
the network distance increases. Therefore, this paper uses the node topological
potential to quantify the structural role proximity of network nodes, and uses
Gaussian potential function with good mathematical properties to describe the
interaction between nodes. The structural role proximity of nodes in the network
is defined as:

ϕ(vi) =
1
n

n∑

j=1

mj × e−(
wdij

σ )2 (1)

where mj represents the quality of the node vj , which is simply measured by
the degree of the node deg(vj). σ indicates the influence factor, which is an
adjustable parameter that can affect the range of the node. wdij represents the
network weighted shortest distance between the node vi and vj .

In the actual scenario, the interaction between network nodes is positively
correlated with the weight of the edge and negatively correlated with the distance
between the two nodes. So this paper defines wdij as:

wdij =
l∑

k=1

dk

wk
(2)



Structural Role Enhanced Attributed Network Embedding 573

In particular, dk represents the length of each edge in the shortest path between
the node vi and vj , where the length of the edge is set to 1. When the network
is unweighted, setting wk = 1.

We use autoencoder to capture nonlinear information in the network. Autoen-
coder is a powerful and widely used deep learning model. The basic autoencoder
includes input layer, hidden layer, and output layer, as follows:

hi = σ
(
W (1) xi + b(1)

)
, x̂i = σ

(
W (2) hi + b(2)

)
(3)

where xi is the input data, and hi is the implicit layer representation of the
encoder. x̂i is the reconstructed result of the decoder for xi. σ(·) represents a
nonlinear activation function.

Let θ =
{
W (1),W (2), b(1), b(2)

}
be the model parameter set. We update the

parameter θ by learning the following reconstruction error function:

min
θ

n∑

i=1

‖x̂i − xi‖22 (4)

In order to capture the highly nonlinear topological structure and attribute
information in the network, we propose a network structural role proximity
enhanced deep autoencoder model. More specifically, the representation of each
hidden layer is formulated as follows:

h
(1)
i = σ

(
W (1) xi + b(1)

)
, ...

h
(k)
i = σ

(
W (k) h

(k−1)
i + b(k)

) (5)

where k denotes the number of layers for the encoder and decoder. Correspond-
ingly, h

(k)
i refers to the representation of the i-th node via the k layer encoder.

σ(·) represents the activation functions. W (k) and b(k) are the transformation
matrix and bias vector in the k-th layer, respectively.

We use two network structural role proximity enhanced deep autoencoder to
embed network topological structure and network attributes, respectively.

In order to capture highly nonlinear information of network attributes, the
attribute representation HA is obtained by minimizing the following attribute
reconstruction error function:

Lae =
n∑

i=1

∥∥∥Âi· − ϕ(vi)Ai·
∥∥∥
2

2
(6)

where A = [Aij ] ∈ R
n×m is the attribute matrix. Ai· ∈ R

m is the i-th row of A,
which denotes the attribute of the i-th node.

In order to capture the highly nonlinear information of the network topo-
logical structure, the topological structure representation HM is obtained by
minimizing the following topological structure reconstruction error function:

Lse =
n∑

i=1

∥∥∥M̂i· − ϕ(vi)Mi·
∥∥∥
2

2
(7)
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where M is the high-order proximity matrix [5]. This paper uses the random
walk to obtain the high-order context of each node and then construct its cor-
responding adjacency matrix M .

3.3 Neighbor-Modified Skip-Gram Model

Up to now, we have successfully embedded network topological structure and
attribute information through the proposed structural role proximity enhanced
deep autoencoder. However, it is a challenge to seamlessly integrate the final rep-
resentations HA and HM without generating noise. In order to solve this prob-
lem, we use a neighbor optimization strategy to modify the Skip-Gram model
to seamlessly integrate network topological structure and attribute information.

The core idea of the Skip-Gram model is that two words with similar contexts
have similar representations. Inspired by this idea, we expand it as follows:

– If two nodes have similar neighbor nodes, then the two nodes are similar.
– If two nodes have neighbor nodes with similar attribute information, the two

nodes are similar.

Sampling of neighbor nodes is a key part of the above expansion. Drawing
on the idea of DeepWalk, we first use random walk to generate a large number
of paths on network G = (V,E), and then get the neighbors of each node vi ∈ V
from these paths. Specifically, given a window size b, a random walk sequence
is generated. If the node vj appears in the neighbor window of the node vi, the
node vj is the neighbor of the node vi. It is worth noting further that the node
vj does not have to be a directly connected node of the node vi, as long as the
node vi can reach the node vj in b steps.

Based on the above analysis, our goal is to maximize the following function:
∏

vi∈V

∏

vj∈N(i)

p(vj |vi) (8)

The objective function above can be equivalent to minimize its negative log-
arithm as follows:

Las = −
∑

vi∈V

∑

vj∈N(i)

log (p(vj |vi)) (9)

where N(i) is the set of neighbor nodes of node vi, p(vj |vi) is the joint probabil-
ity of the topological structure representation of the node vi and the attribute
representation of the node vj , which is defined as:

p(vj |vi) =
exp

((
HA

j·
)T

HM
i·

)

∑n
k=1 exp

((
HA

k·
)T

HM
i·

) (10)

For large-scale networks, it is difficult to directly calculate the joint proba-
bility, so we uses negative sampling technology [15] to optimize:

log σ
((

HA
j·

)T
HM

i·
)

+
k∑

i=1

Evn∼Pn(v) log σ
(
− (

HA
n·

)T
HM

i·
)

(11)
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where Pn(v) is the negative sample set of node vi, and empirically set Pn(v) ∝
deg(v)3/4 [15]. k is the number of negative edges, and σ(x) = 1/ (1 + exp (−x))
is the sigmoid function.
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Fig. 1. The RolEANE model framework.

3.4 The RolEANE Model Framework

In this subsection, we will introduce how the RolEANE model framework uses
network topological structure and attribute information to perform network
embedding. As shown in Fig. 1, the RolEANE model framework uses two net-
work structural role proximity enhanced deep autoencoder to embed network
topological structure information and network attribute information. After the
k-layer representation of the deep autoencoder, the network structure represen-
tation HM and the network attribute representation HA are obtained. Then we
substitute HM and HA into the neighbor-modified Skip-Gram model, which can
seamlessly integrate the two.
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As a result, the objective function of the RolEANE model framework is
defined as a linear combination of Lse, Lae, and Las:

L =αLse + βLae + γLas

=α

n∑

i=1

∥∥∥M̂i· − ϕ(vi)Mi·
∥∥∥
2

2
+ β

n∑

i=1

∥∥∥Âi· − ϕ(vi)Ai·
∥∥∥
2

2

−γ
∑

vi∈V

∑

vj∈N(i)

log
exp

((
HA

j·
)T

HM
i·

)

∑n
k=1 exp

((
HA

k·
)T

HM
i·

)

(12)

All the parameters in the model that need to be updated are set to Θ. We use
the stochastic gradient descent algorithm to minimize the loss function L, which
can solve the representation of the nodes HM

i· and HA
i· . The specific algorithm

learning process is shown in Algorithm 1.

Algorithm 1. The RolEANE Model Framework
Input: graph G = (V, E, A), window size b, walks per vertex γ, walk length t, and

embedding size d
Output: node representations H ∈ R

n×d

1: Calculate the structural role proximity ϕ(vi) for each node vi ∈ V
2: Random walks on G, generate a large number of paths, and then get the neighbors

of each node vi ∈ V from these paths.
3: Random initialization for all paraments set Θ
4: while not converged do
5: Sample a mini-batch of nodes with its context
6: Compute the gradient of ∇Lae based on Equation (6)
7: Update attribute autoencoder module parameters
8: Compute the gradient of ∇Lse based on Equation (7)
9: Update network topological structure autoencoder module parameters

10: Compute the gradient of ∇Las based on Equation (11)
11: Update neighbor-modified Skip-Gram module parameters
12: end while
13: Obtain node representations H ∈ R

d

It is worth noting that our model framework is superior to the state-of-the-art
network embedding methods. First, our model framework uses a deep autoen-
coder that captures highly nonlinear information from the network. Second,
when we embed the network structure and attribute information, we capture
the high-order proximity and structural role proximity of the network, which
preserves the global information of the network. Furthermore, when we use the
neighbor-modified Skip-Gram model to seamlessly integrate the network struc-
ture and attribute information, we can also preserve the local information of the
network.
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4 Experiments

To verify the validity of our proposed algorithm, we compare several state-of-
the-art network embedding methods on four public benchmark datasets.

4.1 Datasets

Our experiments were conducted on the following public benchmark datasets.

– Cora: It contains 2,708 papers in the field of machine learning and is divided
into 7 categories. The citation network consists of 5,429 links. Each of these
papers is described by a 0/1-valued word vector of length 1,433, which rep-
resents the absence/presence of the corresponding word in the dictionary.

– Citeseer: It consists of 3,312 scientific publications and is divided into 6 cate-
gories. The citation network consists of 4,732 links, each of which is described
by a word vector of 0/1 value of length 3,703.

– PubMed: It consists of 19,716 papers related to diabetes in the biomedical
field and is divided into three categories. The citation network consists of
44,338 links. Each of these papers is described by a TF/IDF weighted word
vector from a dictionary of 500 unique words.

– Wiki: Consists of Web pages in the real world and hyperlinks between them.
There are 2,405 Web pages, divided into 17 categories. It has 12,761 hyperlinks
between the Web page. The Web page text content is collected as feature
information of the node.

The published public benchmark datasets information used in the experiments
is summarized in Table 1.

Table 1. Description of benchmark datasets.

Dataset Nodes Edges Attributes Labels

Cora 2,708 5,429 1,433 7

Citeseer 3,312 4,732 3,703 6

PubMed 19,717 44,338 500 3

Wiki 2,405 12,761 4,973 17

4.2 Experiment Settings

Baseline Methods. We compared it with several state-of-the-art network
embedding methods. We can divide these network embedding methods into
two categories, one is the network embedding method that only considers the
network topological structure information, and the other is the method that
adds the node attribute information to the network embedding process. The for-
mer category of methods mainly includes DeepWalk [1], LINE [3], node2vec [2]
based on the Random Walk framework, and GraRep [5] and HOPE [6] based
on the matrix decomposition framework. The latter category of methods mainly
includes TADW [7], LANE [10], and ASNE [12].
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Experimental Parameter Settings. For all baseline methods, we adopted
the parameters from the original paper. Specifically, we set the embedding size
as 128, window size as 10, the walk length as 80, the number of walks as 10,
and negative samples as 5. For GraRep, the maximum step is set to 4. For
LINE, we concatenate the first-order and second-order result together as the
final embedding result. For node2vec, two parameters p = 0.5 and q = 0.5. For
RolEANE, we concatenate the structure embedding result and attribute embed-
ding result together as the final embedding result. The node influence range
parameter σ = 1.3405 [15]. Furthermore, the number of layers and dimensions
of our proposed model on different data sets are shown in Table 2.

Table 2. Specific structure setting information.

Dataset Number of neurons in each layer

Cora 2708-1000-500-128-500-1000-2708
1433-500-128-500-1433

Citeseer 3312-1000-500-128-500-1000-3312
3703-1000-500-128-500-1000-3703

PubMed 19717-1000-500-128-500-1000-19717
500-200-128-200-500

Wiki 2405-1000-500-128-500-1000-2405
4973-1000-500-128-500-1000-4973

4.3 Results and Analysis

In this paper, the node classification task of the learned node representation is used
to measure the performance of the network embedding method. For the node clas-
sification task, we first randomly divide the network nodes into two parts, which
are the training set and the testing set. For the comprehensive evaluation, we select
a portion of nodes varying from 10% to 60% as the training set, and the remain-
ing nodes as the testing set. We train a one-vs-rest logistic regression classier on
the training set and evaluate it on the testing set. The Micro-F1 and Macro-F1
are used as metrics to measure the classification results. We repeat this process
10 times and report the average performance of Micro-F1 and Macro-F1.

The classification experimental results are shown in Tables 3, 4, 5, and 6,
respectively. As can be seen from the results of these four tables, our proposed
RolEANE model has achieved significant improvements over the state-of-the-art
network embedding methods. The detailed experimental results are as follows:

– Cora: As can be seen from the results of the Cora dataset, our method has
improved over the baseline methods. When the training rate is small, our
method has obvious advantages over other methods. When the training rate
is high, our method is less effective than other methods. It is worth noting
that we can see that other attributed network embedding methods have no
obvious advantage over plain network structure embedding methods.
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Table 3. Node classification results of Cora.

Training sample ratio 10% 20% 30% 40% 50% 60%

Micro-F1 DeepWalk 0.7576 0.7850 0.8038 0.8135 0.8205 0.8223

LINE (1st+2nd) 0.7358 0.7821 0.8056 0.8113 0.8219 0.8211

node2vec 0.7650 0.7850 0.7917 0.8037 0.7991 0.8100

GraRep 0.7670 0.7831 0.7874 0.7832 0.7932 0.7988

HOPE 0.5643 0.5786 0.6281 0.6299 0.6344 0.6309

TADW 0.7598 0.7962 0.8070 0.8215 0.8134 0.8213

LANE 0.6910 0.7546 0.7856 0.8047 0.8089 0.8179

ASNE 0.5863 0.5990 0.6310 0.6532 0.6797 0.6813

RolEANE 0.7920 0.8066 0.8207 0.8289 0.8360 0.8376

Macro-F1 DeepWalk 0.7417 0.7750 0.7942 0.8053 0.8074 0.8045

LINE (1st+2nd) 0.7149 0.7689 0.7899 0.7903 0.7936 0.8011

node2vec 0.7413 0.7690 0.7828 0.7945 0.7838 0.7979

GraRep 0.7564 0.7664 0.7758 0.7753 0.7838 0.7813

HOPE 0.5301 0.5378 0.6129 0.6133 0.6165 0.6078

TADW 0.7462 0.7853 0.7952 0.8099 0.8087 0.8065

LANE 0.6877 0.7416 0.7701 0.7886 0.7910 0.7955

ASNE 0.5532 0.5677 0.5804 0.5899 0.6166 0.6189

RolEANE 0.7759 0.7889 0.8015 0.8089 0.8194 0.8233

Table 4. Node classification results of Citeseer.

Training sample ratio 10% 20% 30% 40% 50% 60%

Micro-F1 DeepWalk 0.5246 0.5327 0.5554 0.5575 0.5604 0.5605

LINE (1st+2nd) 0.5106 0.5287 0.5302 0.5685 0.5685 0.5589

node2vec 0.5421 0.5489 0.5579 0.5689 0.5754 0.5801

GraRep 0.5310 0.5363 0.5373 0.5440 0.5447 0.5457

HOPE 0.4139 0.4187 0.4217 0.4353 0.4438 0.4392

TADW 0.5998 0.6210 0.6429 0.6474 0.6518 0.6464

LANE 0.4990 0.5456 0.6171 0.6210 0.6379 0.6405

ASNE 0.4232 0.4645 0.5237 0.5319 0.5410 0.5576

RolEANE 0.6016 0.6566 0.6876 0.7054 0.7004 0.7083

Macro-F1 DeepWalk 0.4827 0.4905 0.5045 0.5069 0.5161 0.5159

LINE (1st+2nd) 0.4821 0.4876 0.4899 0.4902 0.4932 0.4889

node2vec 0.4964 0.4988 0.5121 0.5132 0.5155 0.5173

GraRep 0.4689 0.4691 0.4665 0.4710 0.4722 0.4723

HOPE 0.3383 0.3412 0.3487 0.3636 0.3797 0.3754

TADW 0.5538 0.5633 0.5893 0.5957 0.6059 0.5999

LANE 0.4781 0.5019 0.5949 0.5956 0.6005 0.6110

ASNE 0.4019 0.4277 0.4975 0.5012 0.5123 0.5236

RolEANE 0.5650 0.6130 0.6438 0.6499 0.6554 0.6574
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Table 5. Node classification results of PubMed.

Training sample ratio 10% 20% 30% 40% 50% 60%

Micro-F1 DeepWalk 0.7523 0.7621 0.7654 0.7671 0.7681 0.7668

LINE (1st+2nd) 0.7553 0.7669 0.7706 0.7732 0.7766 0.7800

node2vec 0.7620 0.7689 0.7775 0.7805 0.7828 0.7832

GraRep 0.7433 0.7589 0.7565 0.7599 0.7666 0.7676

HOPE 0.7033 0.7054 0.7235 0.7330 0.7345 0.7506

TADW 0.7789 0.8062 0.8192 0.8263 0.8321 0.8302

LANE 0.7722 0.8056 0.8132 0.8179 0.8244 0.8278

ASNE 0.7877 0.7942 0.8035 0.8240 0.8310 0.8379

RolEANE 0.8312 0.8412 0.8445 0.8494 0.8480 0.8542

Macro-F1 DeepWalk 0.7156 0.7235 0.7234 0.7264 0.7289 0.7227

LINE (1st+2nd) 0.7235 0.7266 0.7289 0.7293 0.7321 0.7365

node2vec 0.7464 0.7467 0.7533 0.7633 0.7686 0.7689

GraRep 0.7267 0.7279 0.7334 0.7345 0.7458 0.7465

HOPE 0.7256 0.7282 0.7279 0.7333 0.7403 0.7453

TADW 0.7721 0.8051 0.8181 0.8251 0.8293 0.8219

LANE 0.7625 0.7863 0.8091 0.8100 0.8109 0.8132

ASNE 0.7610 0.7787 0.7885 0.8019 0.8135 0.8178

RolEANE 0.8287 0.8383 0.8417 0.8473 0.8462 0.8525

Table 6. Node classification results of Wiki.

Training sample ratio 10% 20% 30% 40% 50% 60%

Micro-F1 DeepWalk 0.5967 0.6210 0.6567 0.6687 0.6849 0.6902

LINE (1st+2nd) 0.5866 0.6320 0.6569 0.6636 0.6801 0.6878

node2vec 0.5796 0.6133 0.6306 0.6583 0.6733 0.6871

GraRep 0.5939 0.6190 0.6347 0.6472 0.6492 0.6559

HOPE 0.5284 0.5545 0.5700 0.5883 0.6084 0.6091

TADW 0.5995 0.6312 0.6659 0.6712 0.7073 0.7112

LANE 0.5678 0.6308 0.6639 0.6812 0.6951 0.7061

ASNE 0.5632 0.6278 0.6679 0.6822 0.7061 0.7244

RolEANE 0.6966 0.7304 0.7354 0.7413 0.7638 0.7683

Macro-F1 DeepWalk 0.4616 0.4863 0.5577 0.5632 0.5783 0.5871

LINE (1st+2nd) 0.4579 0.4930 0.5589 0.5611 0.5678 0.5711

node2vec 0.4145 0.4662 0.5235 0.5348 0.5449 0.5509

GraRep 0.4053 0.4559 0.4769 0.4984 0.5061 0.5062

HOPE 0.3731 0.3892 0.4108 0.4262 0.4381 0.4391

TADW 0.4151 0.5310 0.5629 0.5667 0.5732 0.5757

LANE 0.4601 0.5298 0.5647 0.5846 0.5913 0.5971

ASNE 0.5377 0.6042 0.6411 0.6582 0.6734 0.6771

RolEANE 0.5528 0.6052 0.6426 0.6730 0.6921 0.7153



Structural Role Enhanced Attributed Network Embedding 581

– Citeseer: It can be seen from the results of the Citeseer dataset that the
embedding method considering attribute information has advantages over
the plain network structure embedding method, especially when the training
rate is high. Our method has a significant improvement over other benchmark
methods at any training rate.

– PubMed: It can be seen from the results of the PubMed dataset that the
embedding method considering attribute information has obvious advantages
at any training rate compared with the plain network structure embedding
method. Our method has a significant improvement over other methods at
any training rate.

– Wiki: It can be seen from the results of the Wiki dataset that the embed-
ding method considering attribute information has advantages over the plain
network structure embedding method. Our method has a significant improve-
ment over other methods at any training rate.

In summary, the Micro-F1 and Macro-F1 values of our method are signifi-
cantly improved at any training rate compared to other methods. In addition,
we also found that, for smaller scale networks, most attributed network embed-
ding methods have no obvious advantages compared to plain network struc-
ture embedding methods. When the network attribute information is sparse,
the advantage of the attributed network embedding methods compared with the
plain network structure embedding methods is not obvious. When the training
rate is gradually increased, the performance of the attributed network embed-
ding methods is significantly improved compared to the plain network struc-
ture embedding methods. We believe that the proposed method uses two deep
autoencoders to preserve network topological structure information and net-
work attribute information, respectively, so it has advantages over other network
attribute embedding methods and plain network structure embedding methods.

5 Conclusion

In this paper, we propose a novel network embedding method framework called
RolEANE in order to capture the network topological structure and attribute
information. The method framework consists of two network structural role prox-
imity enhanced deep autoencoders and a neighbor-modified Skip-Gram model.
We have confirmed on four real-world datasets that the RolEANE model frame-
work has achieved significant performance improvements over other state-of-the-
art network embedding methods.
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Abstract. Knowledge graph embedding (KGE) is an important tech-
nique used for knowledge graph completion (KGC). However, knowledge
in practice is time-variant and many relations are only valid for a certain
period of time. This phenomenon highlights the importance of temporal
knowledge graph embeddings. Currently, existing temporal KGE meth-
ods only focus on one aspect of facts, i.e., the factual plausibility, while
ignoring the other aspect, i.e., the temporal consistency. Temporal con-
sistency models the interactions between a fact and its contexts, and thus
is able to capture fine-granularity temporal relationships, such as tempo-
ral orders, temporal distances and overlapping. In order to determine the
useful contexts for the fact to be predicted, we propose a two-way strat-
egy for context selection. In particular, we decompose the target fact into
two parts, relation and entities, and measure the usefulness of a context
for each part respectively. Furthermore, we adopt deep neural networks
to encode contexts and score the temporal consistency. This consistency
is used with factual plausibility to model a fact. Due to the incorpo-
ration of temporal information and the interactions between facts and
contexts, our model learns a more representative embeddings for tempo-
ral KG. We conduct extensive experiments on real world datasets and
the experimental results verify the effectiveness of our proposals.

Keywords: Knowledge graph embedding · Temporal consistency ·
Factual plausibility · Context-aware embedding

1 Introduction

Large-scale knowledge graphs (KGs) have been used in many real-world appli-
cations including entity linking [6,17], relation extraction [18,30] and question
answering [15,29]. However, the coverage of these KGs are still far from com-
plete [21,23], which limits their effectiveness and benefit. To tackle this issue, a
new technique known as knowledge graph completion (KGC) has been proposed.
KGC aims to derive new facts from an existing KG via knowledge graph embed-
ding (KGE), or in other words, by transforming the entities and relations of the
KG into a low-dimensional continuous space and predicting new facts based on
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the embeddings [26]. Generally speaking, KGE aims to learn a score function to
measure the plausibility of a fact. Classical embedding models, e.g., TransE [1],
DistMult [28], and HolE [19], learn the score function using only facts observed
in the KG. Additional information is also incorporated in many recent methods
[12,20] to further improve the embedding performance.

However, existing methods regard relational facts as time-invariant and
ignore the corresponding valid temporal period. Actually, many relations are
changing and involving over time, i.e., they are only valid for a certain time
period. For example, the relation instance SpouseOf (“Brad Pitt”, “Angelina
Jolie”) holds true only over the temporal interval “[2014, 2016]”. Therefore, it is
important to incorporate the temporal information for knowledge graph embed-
ding. To the best of our knowledge, research on temporal KGE is quite recent
and only a few work [2–4,7,11,24] has attempted to address this issue. These
methods incorporate temporal information in various ways, such as modelling
entity evolutions [3,24] or temporal-aware relations [4,7,11], or projecting enti-
ties and relations into time-aware hyperplanes. Although the above models have
successfully improved the embedding performance to some extent, they are still
limited to simply measuring one aspect of facts, i.e., how well the entities and
relation are composed together as the traditional static KGE methods. It is nec-
essary to capture more interactions in the temporal dimension for learning a
representative temporal-aware KGE model. One promising direction is to learn
the temporal interactions between a fact and its contexts, namely other facts
that share certain component with the target fact.

Manchester
United

Portugal
U23 Juventus

Cris ano 
Ronaldo

playFor 
[2003,2009]

playFor 
[2018,--]

playFor
[2004,2004]

Zinedine 
Zidane

playFor
[1996,2001]

playFor 
[2003,2007]

Portugal

bornIn 
[1985,1985]

Georgina 
Rodríguez Real MadridplayFor 

[2004,2012]
dateWith 
[2016,--]

David 
Beckham

Fig. 1. An example of temporal interactions for predicting the fact (“Cristiano
Ronaldo”, “playFor”, “Real Madrid”, [2004, 2012])

In this work, we propose a temporal-aware KGE model that measures two
aspects of a fact: factual plausibility and temporal consistency. Our main idea
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is summarised as follows: a fact is valid if (1) it is composed of plausible head
entity, relation and tail entity; (2) the valid interval of the fact is temporally
consistent with its contexts. We use an example to show how the temporal con-
sistency works. Figure 1 is a small fragment of a temporal knowledge graph.
There are five facts describing “Cristiano Ronaldo” which are regarded as the
contexts for “Cristiano Ronaldo”. Assume that we need to predict whether the
fact (“Cristiano Ronaldo”,“playFor”,“Real Madrid”, “[2004, 2012]”) holds or
not. It is possible for us, as human beings, to examine related contexts and
conclude that the fact is false based on the temporal interactions between the
given time period “[2004, 2012]” and each context. In particular, one interac-
tion confirms our claim, namely the given period (“[2004, 2012]”) has a very
large overlapping with the period that Ronaldo plays for Manchester United
(“[2003, 2009]”). However, it is still challenging for machines to directly adopt
such strategy. First, not all contexts are useful for prediction and some can even
be misleading. For example, the fact on “dateWith” is useless for determin-
ing the correctness of (“Cristiano Ronaldo”,“playFor”,“Real Madrid”, “[2004,
2012]”) and the fact “playFor Portugal U23” could be misleading. Second, the
temporal interactions exist in various forms and in different categories, includ-
ing temporal orders, intersections or temporal distances. For instance, temporal
interval of “bornIn” relation is always prior to the interval of “playFor” relation.
Meanwhile, facts of “playFor” relation have overlapping or some temporal dis-
tances with each other. These variants bring challenges to effectively modelling
temporal interactions and measuring the temporal consistency.

To address these issues, we propose two novel modules to conduct tempo-
ral knowledge graph embedding, with one for context selection and the other for
modelling the temporal interactions. In particular, we introduce a relation-entity-
aware mechanism to determine useful contexts for the target fact. Besides, we use
convolutional neural networks (CNNs) to extract high-level features of temporal
interactions, based on which a fully connected layer is adopted to learn the tem-
poral consistency score. This consistency score will be used together with factual
plausibility score to predict the correctness of a fact. Existing temporal KGE mod-
els only focus on the first aspect, i.e., factual plausibility, while ignoring the second
aspect, i.e., temporal consistency. By combining both features, our model can learn
more representative embeddings for knowledge graph completion.

Our main contributions in this work can be summarised as below:

– We propose a context-aware KGE model which explicitly measures the tempo-
ral consistency of facts and contexts, and integrates with factual plausibility
for learning a more representative embedding.

– We design a context selection strategy that considers the usefulness of a
context from two perspectives, i.e., relations and entities.

– We introduce a novel mechanism to model the temporal interactions between
the target fact and its contexts for scoring the temporal consistency.

– We conduct extensive experiments on real world datasets, and the experimen-
tal results verify the superiority of our proposals over existing state-of-the-art
methods.
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The remaining of this paper is organised as follows: We summarise the current
literature of knowledge graph embedding in Sect. 2. The problem is formally
defined in Sect. 3, and our solutions are described in detail in Sect. 4. Section 5
reports the experimental results, followed by a brief conclusion in Sect. 6.

2 Related Work

We classify existing knowledge graph embedding models into two categories
depending on whether the temporal information is considered or not. We briefly
summarise related work of each category in the following.

2.1 Traditional KG Embedding

Traditional knowledge graph embedding is to learn the representations of the
components of a (static) knowledge graph, including entities and relations.
TransE [1] is the first and a powerful transition-based model, which interprets
a triplet (h, r, t) as a translation from head entity h to tail entity t via relation
r in the continues vector space, i.e. h + r ≈ t, where h, r, t ∈ R

d is the embed-
dings of h, r and t, respectively. TransE uses a distance-based score function
s(h, r, t) = ||h + r − t||l1/l2 to measure the fact’s plausibility. However, as the
symmetry of TransE’s score function, TransE is only able to model the one-to-one
relations and fails to model many-to-one, one-to-many, many-to-many relations.
Many other works have been proposed to solve this problem, such as transH [27],
transR [13]. Recently, more powerful KGE models have been proposed, includ-
ing HolE [19], ComplEx [25] and RotateE [22]. HolE uses the circular operation
to score a fact, i.e., s(h, r, t) = rᵀ(h � t) where � is the circular operation. As
circular operation is not commutative, HolE is able to model asymmetric rela-
tions. ComplEx extends embeddings into complex field so as to better model
asymmetric relations, i.e., h, r and t are complex-valued embeddings. RotatE
is also defined on complex field and regards each relation as a rotation from the
source entity to the target entity, i.e., s(h, r, t) = ||h ◦ r − t||l1 , where ◦ is the
Hadmard product. Though these methods can model various relations, they still
ignore the importance of incorporating temporal information.

2.2 Temporal KG Embedding

To our best knowledge, there are very few works that incorporate temporal
information in knowledge graph embedding [2–4,7,11,24]. According to where
they incorporate temporal information, we divide them into three categories.
Previous works [3,24] assume entities are involving with time and model the
entity representations over time. Recently, some works [4,7,11] shift to model
the interactions between relations and time. [7] discovers there are certain tem-
poral orders for different relations. For example, facts involving a person may
follow the timeline: “bornIn” → “gradudateFrom” → “worksAt”. After incor-
porating temporal orders via Integer Linear Program, [7] uses TransE model
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to measure factual plausibility. [4,11] target at directly embedding time into
relations. [11] studies various ways to combine the time embedding vector with
relation embedding vector, such as concatenate, sum or dot product operations.
However, as [11] shows, the performance of these simple strategies are still lim-
ited. [4] regards timestamps as a sequence of digits, i.e., from 0 to 9, then uses
LSTMs to encode the relation vectors and the time digits. Besides, HyTE [2]
directly projects entities and relations into time-specific hyperplanes and then
models the factual plausibility via TransE. Generally, these methods transfer
the time-aware facts into triplets (head entity, relation, tail entity), then use
traditional KGE methods to measure the factual plausibility. As a result, these
methods fail to capture more interactions in the temporal dimension, e.g., the
temporal consistency between facts and contexts.

3 Problem Definition

In this paper, we consider the task of learning the representations of a tempo-
ral knowledge graph via enforcing the consistency between contexts and valid
temporal intervals. In the following, boldface upper-case and lower-case letters
indicate matrices and vectors, respectively.

Let E, R and T denotes an entity set, a relation set and a timestamp set,
perspectively. Our framework for temporal knowledge graph embedding can be
defined as follows:

Definition 1 (Temporal Knowledge Graph). A temporal KG is defined as
a directed graph G = (E,R, T ) where (1) E is the set of entities (nodes); (2) R
is the set of relations (edges); (3) T is the set of valid temporal intervals (labels).

Definition 2 (Fact). A fact is defined as a 4-tuple f = (h, r, t, τ), where h, t ∈
E is the head entity and the tail entity, respectively, r ∈ R is a relation between h
and t, and τ = [τs, τe] ⊆ T ×T is the temporal interval when (h, r, t) holds in the
real world. Facts observed in the KG are stored as a collection D+ = {(h, r, t, τ)}.
Example: Fact (“Cristiano Ronaldo”,“playFor”, “Manchester United”, “[2003,
2009]”) tells the truth that Ronaldo plays for Manchester from 2003 to 2009.

Definition 3 (Context). The context of a target entity e is defined as the
aggregate set of facts Ce = {f1, · · · , fn} such that each fact fi contains e.

Example: (1) Fact (“Cristiano Ronaldo”,“playFor” “Real Madrid”, “[2009,
2018]”) is a context for entity “Cristiano Ronaldo”; (2) Fact (“Wayne
Rooney”,“playFor” “Manchester United”, “[2004, 2017]”) is a context for entity
“Manchester United”, given the fact in the previous example.

Definition 4 (Temporal Knowledge Graph Embedding). Temporal KGE
is the task to learn the representations of a temporal Knowledge Graph G. In
other words, the temporal KGE task aims to embed the entity set E, relation
set R and time set T into a low dimensional continuous vector space, say R

d.
Generally, KGE enforces the embeddings are compatible with observed facts [26].
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To evaluate the KGE performance, link prediction [1] is widely used. Link pre-
diction is to predict the missing part of a given incomplete fact. As this missing
part can be the head entity, tail entity or relation, the link prediction task is
consist of three subtasks: head prediction, tail prediction and relation predic-
tion. In particular, considering an observed fact f = (h, r, t, τ) from the test
dataset, we replace f as (?, r, t, τ), (h, ?, r, τ) and (h, r, ?, τ) for the task of head
prediction, relation prediction and tail prediction, respectively. Here, ? refers to
the missing part. These prediction tasks are often reduced to a ranking problem
through a learned score function which measures the plausibility of a candidate
fact. Ideally, after scoring all possible candidate facts, the valid candidate facts
should be placed at top of the ranking list. The higher rank indicates a better
performance of the temporal KGE.

4 Methodology

In this section, we will introduce our proposed context-aware model for temporal
KGE. In the following, we will present (1) an overview of our model, (2) the
characterizing of the context for temporal consistency, (3) the characterizing of
the factual plausibility, (4) the objective function and the training process.

4.1 Model Overview

Different from existing temporal KGE models which only measure the plausi-
bility of facts, we explicitly incorporate the temporal consistency between facts
and contexts. Instead of only calculating the factual plausibility, we consider two
aspects of a fact, i.e., a fact is valid if (1) the fact is composed of plausible head
entity, relation and tail entity; (2) The valid interval of the fact is temporally
consistent with its contexts. Based on this intuition, we propose a context-aware
model which measures these two aspects of a fact to predict its validation.

Context 
Selec on

Time 
Projec on

Factual 
Plausibility

Temporal 
Consistency

Embedding Layer

Fact 

predic on

Fig. 2. An overview of the temporal-aware KGE model
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From Fig. 2 we can see there are five modules in our proposed temporal
KGE framework, i.e., one embedding layer, two modules for estimating tempo-
ral consistency, and two modules for measuring factual plausibility. The embed-
ding layer transforms the one-hot representations of the components of a fact
into low-dimensional dense vectors, i.e., embeddings. In particular, for a fact
(h, r, t, [τs, τe]), we obtain its head entity embedding h ∈ R

d, tail entity embed-
ding t ∈ R

d, relation embedding r ∈ R
d and time embeddings τs ∈ R

d and
τe ∈ R

d through the embedding layer. Temporal consistency measures how well
the fact and its contexts are compatible with each other. Since not all con-
texts are useful and some can even be misleading for temporal consistency, we
propose a fact-aware context selection mechanism to aggregate useful contexts.
We then introduce a two-layer architecture to model the temporal interactions
between the selected contexts and the input fact. These interactions capture fine-
granularity temporal relationships which are useful for temporal consistency. On
the other hand, factual plausibility measures how well the head entity, relation
and tail entity can be composed together. Many existing methods can be used
for the traditional KGE task, such as TransE [1]. However, for temporal-aware
KGs, we believe a necessary step is to encode temporal information into rela-
tion embedding since a fact is only valid during the given temporal interval.
Therefore, we project relation embeddings on the time dimension to derive the
time-aware embeddings. After that, we calculate the factual plausibility based on
the new embeddings. Finally, we combine these two aspects together and predict
whether a fact is true or false. Due to the incorporating of temporal consistency,
we believe our model is able to learn more representative embeddings.

4.2 Characterizing of the Context for Temporal Consistency

A major novelty of our work is explicitly characterizing the contexts of head
entity and tail entity for calculating the temporal consistency. In this part, we
first study how to select useful contexts for a target fact, then investigate how
to use the selected contexts to measure the temporal consistency.

Context Selection. Obviously, not all information for an entity is related to
the fact to be predicted and some can even be noisy and misleading. Thus, an
essential step is to select useful contexts for the input fact. Heuristically, contexts
about different relations have different influences for a certain fact. For example,
when encoding the fact (“Cristiano Ronaldo”,“playFor”, “Manchester United”,
[2003, 2009]), contexts about “Cristiano” in the soccer field are more useful
than the information about his personal life, such as facts on “spouseOf” or
“hasChildren”. Meanwhile, some information about “Manchester United”, such
as facts on “locationOf”, “hasCapacity”, and “foundedOf”, are noisy for the
current fact. This observation indicates the importance of considering relation for
context selection. As deep convolutional neural networks (CNNs) have achieved
promising performance on many NLP tasks, such as relation extraction [14] and
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sentence classification [9], we also extend a CNN architecture to calculate the
relation-aware usefulness of contexts. Formally, given a fact f = (h, r, t, [τs, τe])
and all contexts Ce = {f1, . . . , fn} for a core entity e (e = h or e = t), we
calculate the relation-aware usefulness of each context fi ∈ Ce for the fact f as
follows:

u
(1)
i,r = CNNs(r ⊕ ri ;Θ1) (1)

ui,r = σ(W (2)
r u

(1)
i,r + b(2)r ) (2)

where CNNs is a two-depth convolutional network with max-pooling layers, Θ1

denotes all related parameters to the CNNs, r and ri is the relation embedding
of r (in fact f) and ri (in context fi), respectively. W

(2)
r is the weight matrix

and b
(2)
r is the bias in the second layer. ⊕ is the concatenation operation and σ(·)

is the activation function. Here, we use TanH. As e can be either head entity or
tail entity, we can calculate the relation-aware usefulness of each context in Ch

and Ct for the input fact.
Besides, useful contexts are representative for the entity. For example, con-

texts of “Cristiano Ronaldo” are more useful if the contexts are able to dis-
tinguish “Cristiano” with some other football players, e.g. “Lionel Messi” and
“Zinedine Zidane”. This suggests useful contexts should be able to distinguish
with similar entities. As entity embedding essentially encodes semantics, the sim-
ilar entities are the nearest neighbours in the dense space. In particular, given
an entity e, we obtain its top-k nearest neighbours {ne,i}k

i=1 via calculating
the l1 distance for all other candidates e′ ∈ E, i.e., ||e − e′||l1 where e and e′

is the embeddings of e and e′, respectively. After we obtain the top-k nearest
neighbours of entity e, we use another similar CNN architecture to calculate the
entity usefulness. Consider an observed fact f = (h, r, t, [τs, τe]) and the contexts
Ce = {f1, . . . , fn} for core entity e. Formally, given the top-k nearest neighbours
{ne,j}k

j=1 of e, the entity-aware usefulness of context fi = (hi, ri, ti, [τi,s, τi,e])
can be calculated as:

u
(1)
i,j,e = CNNs((e − ne,j ) ⊕ hi ⊕ ti ;Θ2) (3)

ui,j,e = σ(W (2)
e u

(1)
i,j,e + b(2)e ) (4)

ui,e =
1
k

k∑

j=1

ui,j,e (5)

where ui,e is the entity usefulness score of ith context in Ce for distinguishing e
and its neighbours, e is the entity embedding of core entity e (e can be head entity
or tail entity), and ne,j ∈ R

d is the entity embedding of j-th neighbour. Because
the difference between entity and its neighbours is critical for link predictions,
we use the difference (e − ne,j ) as one of the input vectors. Based on the above
two aspects, we obtain the usefulness score as follows:

ui = ui,r + ui,e (6)
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Finally, we obtain top-w context facts C̃e = {f1, · · · , fw} from Ce with highest
scores. As e can be head entity or tail entity, given a fact f = (h, r, t, [τs, τe]), we
select useful head contexts C̃h and tail contexts C̃t respectively for calculating
temporal consistency.

Temporal Consistency. Now we introduce how to use the selected contexts,
i.e., C̃h and C̃t, to calculate the temporal consistency. We notice there are many
kinds of temporal interactions between a fact and the contexts of the fact, such
as temporal orders, temporal distances and temporal intersections. For example,
the fact (“Cristiano”,“playFor”, “Manchester”, [2003, 2009]) temporally contains
a context fact (he plays for Portugal U23 during 2004), and has some temporal
distance to the context fact (he plays for Juventus since 2018), and must happen
after his birth date. Obviously, these interactions are in various categorises and
in different relations with numerous values. But, heuristically, these interactions
should be temporally compatible with each other if the fact (and the contexts)
is true. Based on this intuition, we first model the interactions between the fact
and the contexts, and then measure its temporal consistency which indicates
how the fact and contexts are compatible with each other.

Since we are modelling the temporal interactions, we only focus on the valid
time periods of the input fact and of each context. Formally, given a fact f =
(h, r, t, [τs, τe]) and one context fact (hi, ri, ti, [τi,s, τi,e]) in the contexts C̃e, the
interaction vector used for calculating temporal consistency is defined as follows:

t̃i,e = (τs ⊕ τe ⊕ τi,s ⊕ τi,e) (7)

where ⊕ is the concatenate operation, τ(i),s ∈ R
d and τ(i),e ∈ R

d is the time
embedding vector of start time τ(i),s and end time τ(i),e, respectively. By doing
this concatenate operation for all contexts, we obtain the interaction matrices
T̃h ∈ R

w×4×d and T̃t ∈ R
w×4×d for a fact (h, r, t, [τs, τe]). The next step is to

measure the temporal consistency based on these interaction matrices.
For each interaction, i.e., t̃i,e , we use a two-layer architecture to calculate

the consistency score. First, we extract its high-level features via convolutional
neural networks (CNNs), and then we use a fully connected layer to obtain the
score according to these high-level features. This architecture can be shown as
follows:

s
(1)
i,e = CNNs(t̃i,e ;Θ3) (8)

si,e = σ(W (2)
τ s

(1)
i,e + b(2)τ ) (9)

where CNNs is a two-depth convolutional layer with max-pooling, Θ3 are all
related parameters to the CNNs, W

(2)
τ is the weight matrix and b

(2)
τ is the bias

in the second layer. σ(·) is the activation function. As before, we use TanH acti-
vation function. Since each interaction reflects the temporal consistency inde-
pendently, we score each interaction separately and then select the maximum
one as the temporal consistency score as follows:

sτ,e = max({si,e}w
i=1) (10)
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We use the max operation because false facts can be compatible with some
interactions (i.e., has some small scores), but not all of them are consistent (i.e.,
also has some large scores). Using above Eq. 10, we obtain the temporal consis-
tency scores sτ,h and sτ,t for the selected head context C̃h and tail context C̃t

of a fact (h, r, t, τs, τe), respectively. Finally, we use the average as the temporal
consistency score as follows:

sτ =
1
2
(sτ,h + sτ,t) (11)

4.3 Characterizing of the Factual Plausibility

Time Projection. As relational facts are only valid during the given temporal
interval, we need to encode the temporal information as well. Since the temporal
constraint modifies the relation (i.e., shows when the relation is valid), we only
encode the temporal information into relation embeddings via the projection
operation. Formally, given a fact (h, r, t, τ), we obtain the time-aware relation
embedding rτ ∈ R

d as follows:

rτ = r − (τᵀ
s · r) · τe (12)

where · is the element-wise dot product and r ∈ R
d, τs ∈ R

d, τt ∈ R
d is the

embedding of r, τs, τe respectively.

Factual Plausibility. Inspired by translational distance model transE [1], we
define the time-aware score function sf = s(h, rτ , t) as:

sf = γ − ||h + rτ − t||l1 (13)

where γ > 0 is a hyper-parameter, h, rτ , t,∈ R
d, respectively, and l1 is the l1

norm.

4.4 Objective Function and Training Process

Our model is trained in the prediction setting. In other words, given a fact
(h, r, t, τ) with its labels (true or false), our model learns to predict whether this
fact holds true. The prediction is calculated as follows:

ŷ = f(x) = sigmoid(sf ∗ sτ ) (14)

where x is a fact, sf and sτ is the factual plausibility score and temporal con-
sistency score, respectively. We use the binary cross entropy as our objective
function. The loss function can be calculated as follows:

L = −
∑

x∈D+∪D−
ylog(ŷ) − (1 − y)log(1 − ŷ) (15)

where D+ is the positive training dataset and D− is the negative sampling
dataset.
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5 Experiments

In this section, we evaluate our proposed model for temporal knowledge graph
embedding. In the following, we will first introduce the experimental settings,
including datasets, parameters, evaluations and baselines. After that, we will
introduce the experimental results which show the effectiveness of our proposed
model. At last, we will also focus on the effectiveness of context selection.

5.1 Experimental Setting

Datasets. In our experiments, we follow [2] and choose two temporal knowledge
graph datasets, i.e., YAGO11k and Wikidata12k. YAGO11k and Wikidata12k
are the subsets of facts extracted from YAGO3 [16] and Wikidata [11], respec-
tively. All facts in both datasets are temporal-aware facts, i.e., coupled with their
valid time interval. Both datasets are well-organised into training set, validation
set and test set. The statistics of these two datasets are shown in Table 1.

Table 1. Details of the two datasets

Dataset #Entity #Relation Train/valid/test

YAGO11k 10,623 10 16.4k/2k/2k

Wikidata12k 12,554 24 32.5k/4k/4k

Link Prediction. To evaluate the embedding performance, we adopt widely-
used link prediction [1]. We follow [2] to construct a triple dictionary Dt =
{(h, r, t)|(h, r, t, ∗) ∈ D} and apply the filtered protocol [1] to sample negative
data. We rank all candidates in the increasing order of their scores via our score
function and find the rank of the actual fact (h, r, t, τ) in the ranking list. We
use this ranking list to evaluate the model.

Evaluation Metrics. We use two popular metrics Hit@10 (Hit@1 for relation
prediction) and mean rank (MR). Hit@10 (or Hit@1) measures the proportion
of the test entities (or relations) ranked in top10 (or top1) of the ranking list.
Mean rank measures the average ranks of the test entities (and relations). The
higher Hit@10, the better performance of the prediction. Meanwhile, the lower
mean rank, the better performance.

Hyperparameters. We select the hyperparameters of our model via grid search
on validation datasets. The hyperparameters are listed as follows: the embedding
dimension d ∈ {64, 128}, the learning rate lr ∈ {0.1, 0.01, 0.001, 0.0001}, the
context window size w ∈ {2, 4, 8, 16}, the size k for top-k nearest neighbours ∈
{3, 5, 10} and γ in the score function ∈ {1, 5, 10}. The finally adopted settings
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for Yago dataset are: {d = 128, lr = 0.001, w = 8, k = 10, γ = 1}, and for
Wikipedia dataset are {d = 128, lr = 0.0001, w = 16, k = 10, γ = 1}. We set
batch size b = 512 and use Adam [10] as the optimizer, l1 norm in the score
function. We use uniform xavier [5] to initialize the embedding layer and adopt
negative sampling as [1].

Baselines. We compare our proposed model with six baseline models, i.e.,
TransE [1], HolE [19], ComplEx [25], pRotatE [22], t-TransE [8] and HyTE
[2]. These baseline models are in two categories. The first four baseline mod-
els (TransE, HolE, ComplEx and RotatE) are designed for (static) knowledge
graph embedding, while the last two (t-TransE, HyTE) are designed for tem-
poral knowledge graph embedding. RotatE and HyTE are the state-of-the-art
models and achieved best performance for (static) KGE and temporal KGE,
respectively.

5.2 Experimental Results

In this part, we show the effectiveness of our proposed model by comparing with
six baselines. As Table 2 shows, for the entity prediction task, our model is con-
sistently better than all baselines on two datasets. For entity predictions, our
model gains a large boost compared with state-of-the-art temporal KGE model
(HyTE) on both Mean Rank metric and Hit@10 metric. In particular, our model
improves Hit@10 metric on Yago dataset from 16.0% to 26.9%, and improves
Hit@10 from 25.0% to 50.1% on Wikipedia dataset. This significant improvement
validates our claim that the temporal consistency helps to learn more represen-
tative embeddings for knowledge graph completion. Besides, we observe that for
the Mean Rank metric, temporal-aware KGE models outperform the traditional
static KGE models in a large margin, which proves our claim that temporal
information can lead to better embeddings. We also notice that for the Hit@10
metric, some traditional models (CompleEx, RotatE) achieve much higher score
than HyTE though all of them only measure the factual plausibility. This is
because CompleEx and RotatE are built on the complex field which has a richer
representative ability than the embeddings in real field. However, as our model
is built on real field and achieves a larger margin than CompleEx and RotatE,
this again shows the effectiveness of the context for temporal consistency. For
relation prediction task we evaluate on the Hit@1 metric since the number of
predicted relations is small (10 for Yago and 24 for Wiki). We can see that our
model achieves a large improvement on all datasets compared with traditional
KGE models, and is also quite competitive with HyTE. This shows that although
we mainly focus on modelling the contexts for temporal consistency which rarely
involves relations, the time projection for factual plausibility still works well.
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Table 2. Prediction accuracy on two datasets. † denotes the results are take from [2].

Dataset YAGO11K Wikidata12K

Metric Mean Rank Hit@10 (Hit@1) Mean Rank Hit@10 (Hit@1)

Tail Head Rel Tail Head Rel Tail Head Rel Tail Head Rel

TransE† 504 2020 1.7 4.4 1.2 1.7 520 740 1.35 11.0 6.0 88.4

HolE† 1828 1953 2.57 29.4 13.7 69.3 734 808 2.23 25.0 12.3 84.0

ComplEx 1825 2556 3.59 29.3 17.8 61.3 411 409 2.24 53.8 50.3 86.7

RotatE 1535 2244 4.17 16.8 11.9 32.9 1283 1264 4.98 42.1 39.1 52.8

t-TransE† 292 1692 1.66 6.2 1.3 75.5 283 413 1.97 24.5 14.5 74.2

HyTE† 107 1069 1.23 38.4 16.0 81.2 179 237 1.13 41.6 25.0 92.6

Our model 90 670 1.21 42.4 26.9 79.9 109 193 1.29 59.4 50.1 93.1

5.3 The Effectiveness of Context Selection

In this part, we evaluate the effectiveness of context selection module for tem-
poral consistency from (1) the context selection method and (2) the influence
of context size. In order to have a deeper understanding of the influence of con-
texts, we collect and count the context length of each entity in the two datasets.
Table 3 shows the average length of contexts, max length of contexts, and the
number of entities that have no context. We can see that Wikipedia dataset has
a richer but more complex context environment than Yago dataset (avg = 5.17
v.s. avg = 3.05). We also notice the number of relations in the Wikipedia dataset
is much larger than that in the Yago dataset (24 v.s. 10), which also makes the
context environment more complex in Wikipedia.

Table 3. Context statistics of the two datasets

Dataset Avg length Max length # Empty

YAGO11k 3.05 254 3812

Wikidata12k 5.17 285 155

We first evaluate our proposed context selection method against its four vari-
ants, i.e., (1) randomly sample contexts; (2) use all contexts; (3) only use entity-
usefulness score function for context selection; (4) only use relation-usefulness
score function for context selection. The comparison results are listed in Table 4.
We notice that all methods achieve comparative results compared with state-of-
the-art temporal KGE model on two datasets. This empirically validates the sig-
nificance of temporal consistency. Beside, on Yago dataset, our proposed model
achieves the best performance on three metrics and is still very competitive on
the rest three metrics. On Wikipedia dataset, though our complete model is not
consistently better than relation-aware (or entity-aware) model, it is always bet-
ter than all previous baseline models (e.g. HyTE) from Table 2. We also notice
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the last two models (i.e., “entity-aware” model and “relation-aware” model) gen-
erally have better performance than the first two models (i.e., “random” model
and “all selection” model) on Yago dataset. This further empirically validates
our claim that not all contexts are useful, and also verifies the effectiveness of
our proposed relation (and entity) usefulness function.

Table 4. Prediction accuracy of context selection on two datasets.

Dataset YAGO11K Wikidata12K

Metric Mean Rank Hit@10 (Hit@1) Mean Rank Hit@10 (Hit@1)

Tail Head Rel Tail Head Rel Tail Head Rel Tail Head Rel

Random context 94 693 1.22 39.7 25.7 79.3 149 183 1.07 57.3 50.6 96.2

All context 95 701 1.21 40.7 25.8 80.5 126 143 1.10 58.6 51.9 96.7

Entity-aware model 91 696 1.21 41.1 25.5 79.6 122 134 1.13 59.2 50.8 92.8

Rel-aware model 85 673 1.22 41.4 26.0 79.0 111 203 1.34 58.3 49.4 91.3

Complete model 90 670 1.21 42.4 26.9 79.9 109 193 1.29 59.4 50.1 93.1

Now, we study the influence of context size on two datasets. From Table 5
we can see that context size plays different roles on different datasets. For Yago
dataset, the variants of different size have similar performance. This is because
Yago dataset has relatively simple context environment (e.g. avg = 3.05). When
w = 4 or w = 8, our model generally has better performance than w = 2 or
w = 16 on Yago dataset. This is consistent with our expectation because when
context size is too small or too large, the representations of selected contexts are
limited. However, for Wikipedia dataset which is in a richer and more complex
environment of contexts, the results are very different from those in Yago dataset.
The performance is very bad when the context size is very small (w = 2), but the
results are getting better when the context size is relatively large (e.g. w = 4).
Whereas our model achieves great improvement from 13.9% to 55.9% (and to
59.4%) for tail prediction on Hit@10 metric when w = 8 (and w = 16). This
phenomenon highlights the importance of contexts for temporal consistency and
empirically validates the claim that a proper context size is matched with the
environment of a dataset.

Table 5. Prediction results on different context sizes.

Dataset YAGO11K Wikidata12K

Metric Mean Rank Hit@10 (Hit@1) Mean Rank Hit@10 (Hit@1)

Tail Head Rel Tail Head Rel Tail Head Rel Tail Head Rel

Context-2 92 685 1.22 41.4 25.8 79.7 1283 1284 9.72 11.1 9.4 46.7

Context-4 88 674 1.21 41.5 26.6 79.9 766 819 3.94 13.9 12.4 69.4

Context-8 90 670 1.21 42.4 26.0 79.9 150 294 1.58 55.9 47.2 91.6

Context-16 86 677 1.21 40.6 25.8 80.3 109 193 1.29 59.4 50.1 93.1
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6 Conclusion

In this paper, we propose a context-aware model for the temporal KEG task.
Our model explicitly measures the temporal consistency between a fact and its
contexts and integrates with factual plausibility for learning a more representa-
tive embedding. Besides, we design a context selection strategy which considers
the usefulness of a context from two perspectives. We also introduce a novel
mechanism to model the temporal interactions between the target fact and its
contexts for scoring the temporal consistency. Experiments on real world datasets
verify the effectiveness of our proposed model. In the future, we will consider to
leverage richer contexts such as paths, text and graph patterns, to improve the
temporal KGE task.
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Abstract. Personalized news recommendation has become a highly
challenging problem in recent years. Traditional ID-based methods such
as collaborative filtering are not suitable for news recommendation due
to the extremely rapid update of candidate news. Various content-based
methods have been proposed for news recommendation and achieved
the state-of-the-art performance. Recently, knowledge-aware news rec-
ommendation further improves the performance through discover latent
knowledge level connections among the news. However, we argue that the
above content-based methods do not fully utilize the collaborative infor-
mation latent in user-item interactions into user and news representation
learning process. In this paper, we propose a new news recommendation
model, Interaction Graph Neural Network (IGNN), which integrates a
user-item interactions graph and a knowledge graph into the news recom-
mendation model. Specifically, IGNN obtains the representation of users
and items with two graphs. One is the knowledge graph, and another is
the user-item interaction graph. It learns the content-based feature from
knowledge-level and semantic-level with convolutional neural networks
and fuses the high-order collaborative signals extracted from the user-
item interaction graph into user and news representation learning process
with a graph neural network. Extensive experiments are conducted on
the two real-world news data sets, and experimental results show that
IGNN significantly outperforms the state-of-the-art approaches for news
recommendation.
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1 Introduction

With the rapid development of the Internet, people’s news reading habits have
gradually shifted from traditional media such as newspapers and TV to the Inter-
net. However, news applications provide massive news every day, which makes
readers overwhelmed due to the information explosion. Therefore, to improve
the users’ satisfaction and stickiness, the key problem is how to pick out the
news which the users are interested in and want to read.

Many researchers have proposed many approaches for news recommenda-
tion. Traditional ID-based methods such as collaborative filtering (CF) [1] are
widely used in recommender systems. However, many facts indicate that ID-
based methods are less effective for news recommendation owing to the highly
time-sensitivity of news, and their relevance expires quickly within a short period.
Relatively speaking, traditional semantic models [2] and topic models [3] are
more effective, due to highly content-based of news. For example, ELSA [22]
is an explicit localized sentiment analysis method for location-based news rec-
ommendation, and DSSM [23] is a content-based deep neural network to rank
a set of documents for a given query, where the ranking is related to the rel-
evance of query to each document calculated by cosine similarity between the
low dimensional vectors of query and document. But these models only capture
their relations based on the co-occurrence or the clustering structure of words,
ignoring the latent knowledge-level connection.

With the success of knowledge graph, Deep Knowledge-aware Network
(DKN) [4] is proposed to extract the knowledge-level connection by employ-
ing a knowledge graph, which obtains a knowledge-aware representation vector
for each piece of news. To get dynamic user representation regarding current can-
didate news, DKN applies an attention module to aggregate the user’s historical
records with different weights according to candidate news. The latest news rec-
ommendations based on knowledge graph [24] is a graph traversal algorithm as
well as a novel weighting scheme for cold-start content-based news recommenda-
tion utilizing the named entities. Although DKN pre-trains the embeddings by
a words embedding model and a knowledge graph embedding model, we argue
that the above knowledge-aware content-based methods do not incorporate the
latent collaborative signals in user-item interactions into the learning process
of user and news representation. The DKN model and most of other existing
methods build the embedding function only base on the descriptive features and
lack an explicit encoding of the collaborative signal. This collaborative signal
information is significant for the recommendation and can be extracted from the
high-order connectivity of user and news interaction graph, which can reveal the
behavioral similarity between users and news.

In this paper, we propose an Interaction Graph Neural Network (IGNN)
for news recommendation, which extracts the graph information of news-news
and user-news, respectively. For the sub-graph of news, IGNN first stacks
three embedding matrices of words, entities and the contextual information
of entities embedded by transE [13], and then obtains the interaction infor-
mation of content and knowledge with a convolutional neural network (CNN).
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Furthermore, we encode the latent collaborative signal in the interaction graph
into the learning process of user and news representation by exploiting the high-
order connectivity with an embedding propagation layer to improve the embed-
ding process. By stacking multiple embedding propagation layers, we can enforce
the embeddings to capture the collaborative signal in high-order connectivities.
Since each layer produces embeddings of all users and news, we combine the
embeddings of all layers to aggregate the collaborative signal learned from dif-
ferent orders of connectivities to form the embedding function.

To summarize, this work makes the following main contributions.

(1) We conduct research on the latest progress of news recommendation and
highlight the importance of integrating the collaborative signal in user-item
interaction graph into the recommendation models.

(2) We propose a new model IGNN for news recommendation based on a knowl-
edge graph and an interaction graph, from which our model IGNN can
extract the content-based knowledge-aware connection and the collabora-
tive signal by employing knowledge-aware neural network and embedding
propagation layers respectively.

(3) We conduct empirical studies on two real-world datasets. Extensive experi-
mental results demonstrate the state-of-the-art performance of IGNN and its
effectiveness in improving the quality of embedding with embedding propa-
gation.

2 Related Work

In this section, we will introduce the related work of this paper. First, we intro-
duce the recommendations based on the knowledge graph, and then the graph
neural network will be introduced briefly.

2.1 Knowledge Graph Recommendation

In literature works, the knowledge graph increases attention and has been applied
to the recommender system. For example, PER [5] uses a heterogeneous infor-
mation network to represent the attribute relationship of item-item in the knowl-
edge graph and adopts bayesian collaborative filtering to solve the entity rec-
ommendation problem. A model [6] employs the diffusion activation technology
to integrate the network structure characteristics of the knowledge graph into
the recommender system. CKE [7] proposed a collaborative knowledge-based
embedding framework, which integrates the semantic information of the knowl-
edge graph into collaborative filtering as implicit feedback to enhance the per-
formance of the collaborative filtering algorithm. CFRL [8] proposed to compute
the semantic similarity between items with employing the representation learn-
ing of knowledge graph. Based on the research mentioned above, our model
IGNN applies a knowledge graph to news representation learning by extracting
keywords and entities in the news, which can get the best-fit representation with
mining the potential knowledge-level information contained in the news.
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2.2 Graph Neural Network

In recent years, many researchers have used graph convolutional network for
accurate recommendations. For instance, GC-MC [9] applies the graph convolu-
tional network (GCN) [10] on the user-item graph. However, it only employs one
convolutional layer to exploit the direct connections between users and items.
Hence, it fails to reveal the collaborative signal in high-order connectivity. Pin-
Sage [11] is an industrial solution that employs multiple graph convolution layers
on item-item graph for Pinterest image recommendation. As such, the CF effect
is captured on the level of item relations, rather than the collective user behav-
iors. SpectralCF [12] proposed a spectral convolution operation to discover all
possible connectivity between users and items in the spectral domain. Though
the eigendecomposition of the graph adjacency matrix, it can discover the con-
nections between a user-item pair. However, the eigendecomposition causes a
high computational complexity, which is very time-consuming. GC-SAN [25]
dynamically construct a graph structure for session sequences and capture rich
local dependencies via a graph neural network, which improve the representation
of session sequences. For the model proposed in this paper, we make IGNN effec-
tive in exploiting the collaborative signal in high-order connectivity, by designing
a specialized graph convolution operation on the user-item interaction graph.

3 Interaction Graph Neural Network

KCNN KCNN KCNN

User history

KCNN

Candidate news 
content

Embedding 
Propagation Layers

User IdCandidate news 
Id

News 
representation 1

User
representation 1

News 
representation 2

User
representation 2

Optimal news
representation

Optimal user
representation

Concatenate Concatenate

y=IGNN(u, n)

Fig. 1. Framework of Interaction Graph Neural Network. The KCNN layer and embed-
ding propagation layers are illustrated in Figs. 3 and 4 respectively.

In this section, we will introduce our proposed model IGNN in details. The
framework of IGNN is illustrated in Fig. 1. There are three components in the
framework: (1) a knowledge-based convolutional neural network (KCNN), which
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can get the word structure information and potential knowledge-level connection
of news content; (2) embedding propagation layers that inject high-order con-
nectivity modeling into the embeddings; (3) a prediction layer, computing the
score of target news after the model IGNN obtains the optimal representation of
users and news. Figure 1 illustrates that the input is the target news content and
the id of news. For a specific user, the input is the news content that the user has
read before and the user’s id. Please note that we get the knowledge-level infor-
mation from an open knowledge graph: Wikipedia. After getting the keywords of
news, we can get the related entity by searching the knowledge graph and down-
loading the triple relation meanwhile. Then IGNN extracts the semantic-level
and knowledge-level information with the knowledge-aware convolutional neural
network (introduced in Sect. 3.1), and obtains the high-order collaborative signal
in the high-order connectivity by employing the embedding propagation layers
(introduced in Sect. 3.2). At last, we concatenate the two representation vector
of target news and users, and then compute the user preference on the target
news in the prediction model (introduced in Sect. 3.3).

3.1 Knowledge-Aware Convolutional Neural Network

MCNN

Max polling

word embeddings

entity embeddings

context embeddings

multiply cnn layers

Fig. 2. Illustration of the knowledge-aware convolutional neural network

In this part, we will introduce the design of the knowledge-aware convolutional
neural network (KCNN). Firstly we introduce the methods of knowledge graph
embedding.

A typical knowledge graph consists of millions of entity-relational entity
triples (h, r, t), where h, r and t represent the head, the relationship, and the tail
of the triplet, respectively. Given all triples in a knowledge graph, the goal of
knowledge graph embedding is to learn a low-dimensional representation vector
for each entity and relationship, to maintain the structural information of the
original knowledge graph. In recent years, knowledge graph embedding based on
translation has attracted a wide attention due to its simple model and superior
performance. In this paper, we apply the TransE model for knowledge graph
embedding.
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TransE [13] requires h+ r ≈ t, when (h, r, t) holds, where h, r and t are the
corresponding vectors of h, r and t. Therefore, TransE assumes a score function
defined as follows:

fr(h, t) = ‖h + r − t‖22 , (1)

is low if (h, r, t) holds, and is high otherwise.
To encourage the discrimination between correct triples and incorrect triples,

for the TransE model, the following margin-based ranking loss is used for train-
ing:

£ =
∑

(h,r,t)∈Δ

∑

(h′,r′,t′)∈Δ′
max(0, fr(h, t) + γ − fr(h′, t′)), (2)

where γ is the margin, Δ and Δ′ are the set of correct triples and incorrect
triples.

Then we introduce the KCNN model, which is illustrated in Fig. 2. There are
three matrices at the bottom of Fig. 2. The bottom matrix is the word embedding
matrix. We use t = w1:n = [w1, w2, ..., wn] to denote the raw input sequence of a
news title t of length n, and w1:n = [w1, w2, ..., wn] ∈ Rd×n to denote the word
embedding matrix of news, and each word wi may be associated with an entity
embedding ei ∈ Rk×1 and the corresponding context embedding ēi ∈ Rk×1,
which is pre-trained by transE, where k is the dimension of entity embedding.
The context of entity e is defined as the set of its immediate neighbors in the
knowledge graph as follows.

context(e) = {ei|(e, r, ei) ∈ G or (ei, r, e) ∈ G} (3)

where r is the relation, and G is the knowledge graph. Because contextual entities
are often semantically and logically closely related to the current entity, the usage
of contextual entities can provide additional information and contribute to the
identification of the entity. Given the entity e, the context entity embedding ē
is calculated as the average of the contextual entities as follows.

ē =
1

|context(e)|
∑

ei∈context(e)

ei (4)

where ei is the embedding vector of ei learned by knowledge graph embedding
(the TransE model in our work).

Now we stack the three embedding matrices together to be an image with
three channels:

map = [[w1, w2, ..., wn], [e1, e2, ..., en], [ē1, ē2, ..., ēn]] ∈ Rd×n×3, (5)

After getting the input of the convolutional neural network, we apply several
multiple filters m to exploit the content-based information in the news as follows.

cmi = f(mi ∗ map + b), (6)

we employ a max pooling layer to get the largest feature from the output feature
map:

cmax = max(cm1 , cm2 , ..., cml), (7)

where l is the number of filters.
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Fig. 3. The left part is the user-news interaction graph, and the right part exhibits
how the embedding propagation layers act on the target user u1

3.2 Embedding Propagation Layer

In propagation layers, we extract the collaborative signals along the graph struc-
ture and enrich the representation of users and items with the message-passing
architecture of the graph neural network (GNN).

In fact, the historical items of users can reflect the preference of users to some
extent. Similarly, user consuming the same news can be treated as the feature
of the news, which can reflect the collaborative similarity of two news, based on
which we perform the information propagation between the connected user and
news.

The embedding propagation layers consists of two parts: message passing
and message aggregation. In this work, the message from n to u for a connected
user-news pair (u, n) is formulated as follows.

mu←n = w(en, eu, pu,n), (8)

where mu←n is the information being propagated, and w(·) is the information
propagation function. The input of the w(·) is eu, en and pu.n, which controls
the decay factor on the propagation of edge (u, n). w(·) is defined as follows.

mu←n =
1√|Nu| |Nn| (W1en + W2(en � eu)), (9)

where W1 ∈ Rd′×d and W2 ∈ Rd′×d are the trainable weights to learn the useful
information for propagation, and en�eu denotes the element-wise product, which
is employed to encode the interaction between en and eu into the message pass.
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This allows more information to be passed between similar news, which not only
increases the model representation ability but also boosts the performance for
recommendation.

Following the graph neural network, 1√
|Nu||Nn| is a graph Laplacian norm

defined to represent pu,n, where Nu and Nn represent the first-hop neighbors of
user u and news n respectively.

Another part message aggregation is designed to assemble the messages prop-
agated from the neighborhood of the user. The aggregation function is formu-
lated as follows.

e(1)u = ϕ(eu,mu←n|i ∈ Nu), (10)

where e
(1)
u is the new representation of user u. We use a non-linear transformation

on incoming messages as follows.

e(1)u = ψ(mu←u +
∑

i∈Nu

mu←i), (11)

we set the activation function ψ(·) as LeakyReLU [14]. In this work, in order
to take the self-connection into consideration to retain the original features, we
add mu←u into the formulation. It is defined as mu←u = W1eu. Analogously,
the news n embedding representation can be identified as e

(1)
n by propagating

information from connected users.
For the high-order connectivity, we exploit it by stacking more propagation

layers. Therefore, the user and news can be single represented by assembling
the messages from high-hop neighbors. It is crucial for interaction learning to
encode such a collaborative signal, which is helpful to estimate the relevance
score between the user and news.

A user or news can obtain the message which is propagated from its k-hop
neighborhood by stacking k embedding propagation layers. Therefore, the user
u can be recursively represented as follows.

e(k)u = ψ(m(k)
u←u +

∑

i∈Nu

m
(k)
u←i), (12)

and the message being propagated is formulated as:

m(k)
u←n =

1√|Nu| |Nn| (W
(k)
1 en + W

(k)
2 (e(k−1)

n � e(k−1)
u )), (13)

where e(k−1) is the representation generated from the previous embedding prop-
agation, memorizing the messages from the (l − 1)-hop neighbors.

As the right part of Fig. 3, the collaborative signal like u1 ← i2 ← u2 ← i4
can be exploited in the embedding propagation process.

3.3 Prediction Model

After propagating with k layers and knowledge-aware convolutional neural net-
work, for news n, we can obtain two parts of news, namely (e1n, e2n, ..., ek

n) and ecb
n .
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After that, we employ a concatenate function to constitute the final embeddings
of the news as follows.

e∗
n = e(0)n ||e(1)n ||...||e(k)n ||ecb

n (14)

where || is the concatenation operation. Analogously, for user u, we use the
historical news of the user to represent the user content-based information. The
user content-based representation can be formulated as follows.

ecb
u = mean(e(cb)

n1
, e(cb)

n2
, ..., e(cb)

nq
) (15)

where mean(·) denotes a mean pooling function, and e
(cb)
nq is the historical news

that the user read before. At last, the final representation of the user can be
defined as follows.

e∗
u = e(0)u ||e(1)u ||...||e(k)u ||ecb

u (16)

where e
(k)
u is generated by embedding propagation layers.

Finally, we conduct the inner product to estimate the user’s preference
towards the target news:

ŷIGNN (u, n) = e∗
u	e∗

n (17)

3.4 Optimization

Similar to other works [15], we opt for the BPR loss, which has been widely
used to optimize recommendation models. For each pair (u, npos), we randomly
choose one negative pair (u, nneg) from the news that user hasn’t read, and then
compute the loss of the pairwise. Therefore, the objective function for optimizing
our model is as follows.

lossIGNN =
∑

(u,npos,nneg)∈Γ

−lnμ(ŷIGNN (u, npos) − ŷIGNN (u, nneg)) + λ ‖Θ‖22
(18)

where Γ denotes a training set; μ(·) is the sigmoid function; Θ is the model
parameter set. Additionally, we conduct L2 regularization parameterized by λ
on Θ to prevent overfitting.

Training. We adopt mini-batch Adam to optimize the model and update the
model parameters. Although deep learning models have a strong representation
ability, they usually suffer from overfitting. Following prior work, Dropout is
an effective solution to prevent overfitting. In this work, we adopt two dropout
techniques in embedding propagation layers: message dropout and node dropout.
Message dropout drops out the messages information randomly. In particular,
we employ message dropout on the messages propagated in Eq. (9) with a p1
probability. Therefore, only part of the message information participates in the
new representation. We also employ node dropout to randomly block a particular
node and discard all its outgoing messages. In particular, we randomly drop p2
percent on the nodes of the Laplacian matrix in the l -th propagation layer, where
p2 is the dropout ratio.
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4 Experiment

In this section, we present our experiments and corresponding experimental
results, including dataset description, parameter settings, and comparisons of
models.

4.1 Dataset Description

To evaluate the effectiveness of our model, we conduct experiments on two real-
world datasets. One is the DC competition news data from the Data Castle. The
other is the Adressa news dataset [16]. All the statistics of the two datasets are
shown in Table 1.

Table 1. Statistics of datasets.

Dataset Users Items Interactions Entities Triples

DC 10,000 6385 116,225 15,284 39,167

Adressa 640,503 20,428 3,101,991 45,604 74,219

DC. The DC dataset consists of 10,000 user historical clicked news, which comes
from a financial website. Each line contains a user id, a news id, timestamp, a
news title, news content. In this work, we just select the user id, the news id,
the title of news as our selection.

Adressa. It is published with the collaboration of Norwegian University of Sci-
ence and Technology (NTNU) and Adressavisen (a local newspaper in Trond-
heim, Norway) as a part of the RecTech project on recommendation technology.
It is an event-based news dataset that includes anonymized users with their
clicked news articles. Each reading event corresponds to a user reading a partic-
ular news article that contains 18 attributes. These attributions are not all very
useful in our recommender system. Thus, we just select the user id, the news id,
the title of news as our selection, for generating our datasets.

Sub Knowledge Graph. We search all occurred entities in the dataset as well
as the ones within their one-hop neighborhood entity in the Wikipedia knowledge
graph and extract all edges (triples) from the Wikipedia knowledge graph too.

4.2 Experiment Settings

Evaluation Metrics. For each user in the test set, we treat all the news that
the user has not interacted with as negative news. Then each method outputs
the user’s preference scores over all the news, except the positive ones used in the
training set. To evaluate the effectiveness of Top-K recommendation, we employ
two widely-used evaluation protocols [17,18]: Recall@K and NDCG@K. In this
work, we set K = 20. The results we report are the average metrics for all users
in the test set.
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Baselines. We use the following state-of-the-art methods as baselines in our
experiments:

– MF [15]: This is a matrix factorization model optimized by a Bayesian per-
sonalized ranking (BPR) loss, which exploits the user-item direct interactions
only as the target value of interaction function.

– LibFM [19]: This model is a state-of-the-art feature-based factorization model
and widely used in CTR scenarios.

– DeepWide [20]: The model is a general deep model for recommendation, com-
bining a linear channel with a non-linear channel.

– NeuMF [17]: This model is a state-of-the-art neural CF model, which uses
multiple hidden layers above the element-wise and concatenation of user and
item embeddings to capture their non-linear feature interaction.

– GC-MC [9]: This model adopts a GCN encoder to generate the representa-
tions for users and items, where only the first-order neighbors are considered.
Hence one graph convolution layer, where the hidden dimension is set as the
embedding size, is used as suggested in the original paper.

– DKN [4]: This is a deep recommendation framework, which devises a multi-
channel CNN to fuse semantic-level and knowledge-level representations of
news, and introduces an attention mechanism for click through rate predic-
tion.

Parameter Settings. We implement our model in Tensorflow. The embedding
size of entity embedding, words embedding, context embedding and embedding
propagation layers are all 64, same to all baselines. The learning rate is set as
0.01, the batch-size is set 1024, and the coefficient of L2 normalization is 10−2.
The message dropout and the node dropout are all set 0.1. We use the default
Xavier initializer to initialize the model and pretrain the entity embedding and
context embedding by the TransE model.

4.3 Performance Comparisons

To demonstrate the recommendation performance of our model IGNN, we com-
pare it with other state-of-the-art models. Our experimental results of all meth-
ods on two datasets are shown in Table 2. From Table 2, we can observe that:

First, the MF model performs the worst. This indicates that models based
on the deep neural network have a better performance on recommendation, due
to the stronger representation ability of the deep neural network. Besides MF
can’t exploit the high-order connectivity in the user-item interaction graph.

Second, we can find that the GC-MC model performs better than MF, Deep-
wide, and LibFM. This indicates that incorporating the first-order neighbors can
improve the representation learning, which verifies the importance of extracting
the high-order connectivity in the user-items interaction graph.
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Table 2. Overall performance comparisons.

Method DC dataset Adressa

Recall@20 NDCG@20 Recall@20 NDCG@20

MF 0.58742 0.39962 0.10384 0.09046

LibFM 0.59834 0.44839 0.14758 0.11248

Deep-wide 0.60287 0.44894 0.13857 0.10295

NeuMF 0.65892 0.52183 0.16842 0.12485

GC-MC 0.63572 0.48834 0.17864 0.12047

DKN 0.67927 0.55856 0.19210 0.13385

IGNN 0.73180 0.59315 0.20728 0.15729

Third, DKN performs the best on the two datasets, comparing with other
baselines. This is because DKN extracts the knowledge-level information and
fuses the information into the semantic-level information. Meanwhile, DKN rep-
resents the user preference with an attention network.

(a) Recall (b) NDCG

Fig. 4. The effectiveness of different combination ways.

Finally, our model IGNN performs the best for the Top-K recommendation
task, compared with all baseline models. Specifically, IGNN has a maximum
improvement of 16.8% in terms of Recall@20, and a maximum 30.6% improve-
ment in terms of NDCG@20, compared with the MF model. Analogously, IGNN
has a minimum improvement of 7.9% in terms of Recall@20, and a minimum
17.5% improvement in terms of NDCG@20, compared with the DKN model.
The reason why IGNN has improved significantly on both datasets is that we
not only take the semantic-level information and knowledge-level connection of
news into account, but also employ the high-order connectivity between the
user-item interaction graph.
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4.4 Model Analysis and Discussion

Variation of IGNN. In this part, We will further investigate the performance
of the variation of IGNN to verify the contribution of its various components. We
investigate first the performance of under different combinations of the knowledge-
aware CNN and embedding propagation layers. Specifically, we conduct experi-
ments on three different combinations. First, the embedding propagation layers
only enhance the representation of the user. Second, the embedding propagation
layers only enhance the representation of news. Third, the embedding propagation
layers enhance the user and news at the same time. Our experimental results are
shown in Fig. 4. From Fig. 4 we can see that the way of combining user and item at
the same time is an out-of-the-art way. The reason is that user-only or item-only
may lose the collaborative signal with the computation of the prediction model.
Overall, our final model IGNN performs the best.

(a) Recall (b) NDCG

Fig. 5. The effectiveness of the number of the embedding propagation layers.

Impact of the Number of Embedding Propagation Layers. In addition,
we also investigate whether IGNN can benefit from multiple embedding propaga-
tion layers. We search the number of embedding propagation layers in the range

(a) Recall (b) NDCG

Fig. 6. The effectiveness of the number of embedding propagation layers.
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of (1, 2, 3). Figure 5 shows our experiment results. We can find that IGNN with
two embedding propagation layers has the best performance on both Recall and
NDCG metrics, and IGNN with only one embedding propagation layer performs
worst. This is because the one embedding propagation layer only considers the
first-hop neighbors. It can’t capture the collaborative signal well. The reason
why IGNN with 3 embedding propagation layers performs worse than IGNN
with 2 embedding propagation layers may be overfitting.

Impact of the Embedding Dimension D. In Fig. 6, we investigate the effec-
tiveness of the embedding size d in {32, 64, 128, 256} on DC news dataset. From
the results showed in Fig. 6, we can observe that our model IGNN performs best
with the embedding dimension set as 64, and the performance of IGNN degrades
as the increment of the embedding dimension after 64. This demonstrates that
overfitting may occur when the implicit factor dimension of IGNN is too high.

5 Conclusion

In this paper, we proposed an Interaction Graph Neural Network IGNN for
news Top-K recommendation. IGNN can address two challenges in the news
recommendation. First, it can extract the knowledge-level information with the
knowledge-aware convolutional neural network; secondly, we can use the embed-
ding propagation layers to exploit the collaborative signal in the user-items inter-
action graph, and fuse the collaborative signal into the prediction model for
news recommendation. We conducted extensive experiments on two real-world
datasets. Our experimental results demonstrated the significant superiority of
IGNN, compared with the baselines. In the future, we will further study how
to employ the social network [21] and extracting other useful information to
improve the performance of IGNN on news recommendation.
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Abstract. Entity classification is an important task for knowledge
graph (KG) completion and is also crucial in many upper-level appli-
cations. Traditional methods use unsupervised representation learning
to embed entities and relations into a continuous low-dimensional space,
and then use the embeddings in downstream tasks. Recent years, Graph
Neural Networks (GNNs) have been gaining growing interest, among
which Graph Convolutional Network (GCN) is widely used in semi-
supervised tasks due to its excellent capability of aggregating neighbor-
hood features. However, GCN lacks the ability to deal with edge features,
which is essential in KGs. In this paper, we propose Gated Relational
Graph Neural Network (GRGNN) targeted on entity classification prob-
lem in KGs. More specifically, we apply the idea of TransE to incorpo-
rate features of entities and relations, and introduce gate mechanism to
leverage hidden states of current node and its neighbors. Our method
achieves state-of-the-art performance compared with other methods in
FB15K and DB10K datasets.

Keywords: Knowledge graph · Entity classification · GCN

1 Introduction

Knowledge graph (KG), also known as Knowledge Base, is a multi-relational
graph composed of entities (nodes) and relations (edges), where knowledge is
arranged into triples in the form of (head entity, relation, tail entity), also denoted
as (subject, predicate, object) ((s, p, o) in short). For instance, the knowledge
“Washington is the capital of United States” can be represented as (Washington,
capital of, United States).

Ever since the concept of Knowledge Graph was proposed, it has arise more
and more attention and applications, and a wide variety of problems come with
it. KG-related tasks can be categorized into In-KG applications and Out-of-KG
applications [27]. The former include link prediction [5], triple classification [11],
entity classification [22] and entity resolution [4], and the latter mainly involve
relation extraction [13], question answering [3], etc. In this paper, we aim to
solve the problem of entity classification.
c© Springer Nature Switzerland AG 2019
R. Cheng et al. (Eds.): WISE 2019, LNCS 11881, pp. 617–629, 2019.
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In most cases, entities have types in the KG, e.g., the entity Washington
has multiple types including location/us country and location/administrative
division. Such information can be denoted in triples with relation isA, e.g., (Wash-
ington, isA, location/us country). In fact, the type information in a KG is usually
incomplete. So it is of necessity to learn entity types using existing information.
Besides, entity classification is also crucial and widely used in many natural lan-
guage processing tasks [20].

To tackle this problem, some solutions have been proposed, including graph
representation learning approaches and graph neural networks approaches. The
former project entities and relations into continuous low-dimension vector spaces,
then the embedded features are used for various downstream tasks. On the other
hand, Graph Neural Networks (GNNs) are end-to-end models for specific tasks,
referring to deep learning methods targeted on graph domain. Among a large
number of variants of GNNs, Graph Convolutional Network (GCN) [16] is con-
sidered as a breakthrough and achieves state-of-the-art performance in node
classification task due to its excellent ability to aggregate neighborhood infor-
mation. However, GCN only supports processing simple graphs with labeled
nodes and undirected, unlabeled edges. Although the current GCN model can
be used on knowledge graphs with additional preprocessing, such procedure may
involve message loss and introduce noise, as a result, the information in original
KG can not be utilized adequately.

In this paper, to incorporate node and relation features of knowledge graphs
as well as the interactions in between, we propose Gated Relational Graph Neural
Network (GRGNN) that combines the idea of translating models in represen-
tation learning and graph neural networks. And the main contributions of our
method can be summarized as follows:

– Our model is capable of dealing with diverse relations in knowledge graphs.
Large-scale KGs may contain thousands of relations. To the best of our knowl-
edge, there is no previous work that could handle such rich information of
edges. GRGNN attempts to incorporate link features in a simple while effec-
tive way.

– Our model handles directed graph and applies to different features. As KG is
a directed graph, the direction of edges are taken into account in our method.
Besides, we adopt gate mechanism to leverage the features of current node
and its neighbors. Various features can be used as inputs for our method,
which makes GRGNN more flexible.

– GRGNN outperforms other methods and achieves state-of-the-art perfor-
mance on the task of node classification. We evaluate the effectiveness of our
method in two datasets, including FB15K and DB10K. We further analyze
the influence of network depth, i.e., the number of layers. Similar to GCN, the
performance of GRGNN drops as the model depth increases. The drop rate
is different according to the initial features, which means some sort of fea-
tures are more insensitive to model depth. And GRGNN using such features
doesn’t deteriorate much, as the gate mechanism could avoid over-smoothing
of node embeddings. This may provide some opportunities for us to further
deepen the model in future work.
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The remainder of this paper is organized as follows. Section 2 gives prelim-
inaries and annotations. Section 3 introduces related works including represen-
tation learning and graph neural networks. Section 4 describes our method in
details. Section 5 shows the experiment results and Sect. 6 gives summarization
and conclusion.

2 Preliminaries

A simple graph can be described by adjacency matrix A ∈ N
n×n, where a non-

zero value aij implies there is an edge from node i to node j and the value can
present the weight of edge. Diagonal matrix D = diag(d1, d2, ..., dn) is the degree
matrix of A where di =

∑
j aij . Let Ã = A + In and D̃i,i =

∑
j Ãi,j .

Given a knowledge graph G = (V,R, E), V is the set of nodes (entities), R is
the set of relations (predicates) and E ∈ V × R × V is the set of edges (triples).
Each node can have zero, one or multiple labels. We use Ni to indicate the set of
neighbor nodes of i, and N r

i = {j|(i, r, j) ∈ E} refers to the set of neighbor nodes
of node i under relation r. Yi denote the label set of node i, and only a subset of
node labels are revealed to us. Bold lowercase letters denote vectors of features
or hidden states, e.g., e and r denote the feature vector of entities and relations
respectively. By putting nodes’ features together, we get the feature matrices of
entities Xe = [e1, e2, ..., en] and relations Xr = [r1, r2, ..., rm], usually used as
inputs of GNNs.

In a graph neural network, h(l)
i denotes the hidden states of node i in the

l-th layer, hne[i] denotes the embedding of i’s neighbors, and hco[i] stands for the
embedding of its edges. H(l) = [h(l)

1 ,h(l)
2 , ...,h(l)

n ]. W is the weight matrix need
to be trained. And we use O to denote the final output matrix of the network,
as oi refers to the output of node i. And σ is the activation function.

3 Related Work

We treat node classification as a semi-supervised problem, that is, we are aware of
the whole graph structure and features of nodes as well as edges during training,
but only a small amount of nodes are labeled. Our method builds upon previous
work of knowledge representation learning and graph neural networks.

3.1 Representation Learning

Knowledge representation learning aims to learn low-dimensional embeddings for
nodes and relations. Such methods can be roughly categorized into two groups:
semantic matching models and translation-based models.

Semantic matching approaches exploit similarity-based scoring functions.
Some prominent models include RESCAL [22], DistMult [30], HolE [21] and
ComplEx [25].
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Translation-based approaches regard the relation in a triple as a translation
from head entity to tail entity. The most representative model is TransE [5],
which represents entities and relations as vectors in the same space, adopting
the energy function s + p ≈ o. In other words, the embedding of the tail entity
o should be the nearest neighbor of s+p when (s, p, o) holds. The loss function
of TransE can be denoted as follow:

L =
∑

(s,p,o)∈S

∑

(s′,p,o′)∈S′
(s,p,o)

max(0, γ + d(s + p,o) − d(s′ + p,o′)) (1)

where S is the training set of triples and S′
(s,p,o) = {(s′, p, o)|s′ ∈ V} ∪

{(s, p, o′)|o′ ∈ V} is the negative sampling set constructed by replacing head
or tail entity of a positive sample.

In spite of the simplicity of TransE model, it achieves amazing performance
in the task of knowledge graph completion. Extensions of TransE aim to bet-
ter model 1-to-N, N-to-1 and N-N relations, such as TransH [28], TransR [19],
TransD [14], etc.

3.2 Graph Neural Networks

Graph neural networks (GNNs) are deep learning methods targeted on graph
domain, first introduced in [10] and [23]. The main idea of GNNs is to make
use of graph topology structure as well as nodes’ (and edges’) features. More
specifically, GNNs update a node’s hidden states using its neighbors’, edges’ and
its own hidden states in last layer [33], which can be denoted as follow:

hv
(t+1) = f(hv

(t),hne[v]
(t),hco[v]

(t)) (2)

Graph representation is trained independently from target problem. In con-
trast, GNNs are end-to-end models targeting specific tasks. GNNs were origi-
nally introduced in [10] and [23] as extensions of recurrent neural network. Then
a number of variants occurred regarding different graph types [1,24,32], diverse
training methods [6,18] as well as propagation steps [12,16,26]. Among these
architectures, Graph Convolutional Network (GCN) [16] seems to be the
most appealing. It was based on a first-order approximation of spectral con-
volutions on graphs [8] with some simplifications and a renormalization trick,
successfully improving scalability and classification performance in large-scale
networks. GCN deals with simple graph with nodes features X and labels Y.
The propagation of GCN can be generally formulated as follow:

H(t+1) = σ(PH(t)W(t)), with P = D̃− 1
2 ÃD̃− 1

2 (3)

More specifically, a two-layer GCN for multi-class classification would have
the form

O = softmax(PReLU(PXW(0))W(1)) (4)
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Although GCN can only process simple graphs, where knowledge graphs are
obviously not included, some preprocessing schemes can be used to tackle this
problem. For instance, [31] suggests that a triple (s, p, o) can be divided into
(s, p1) and (o, p2). In detail, each entity is treated as a node in graph, and each
relation is split to two nodes (considering the direction of triples), and two edges
connecting entity node and relation node are added. After the splitting, we get
a heterogeneous bipartite graph that GCN is capable of computing.

Some works have been studied to enlarge GCN’s capability of processing
different graph types, among which R-GCN [24] aims to model relational data
based on the GCN framework. Its basic idea is to train different weight matrices
for different relation types, with propagation as follow:

h(l+1)
i = σ(

∑

r∈R

∑

j∈N r
i

W(l)
r h(l)

j + W(l)
0 h(l)

i ) (5)

Although R-GCN introduces two strategies—basis-decomposition and block-
diagonal-decomposition—for regularizing the weights so as to cope with highly
multi-relational data, it can only handle limited discrete edge features, ignoring
rich information behind the relations.

4 Method

In this section, we introduce the architecture of GRGNN, and then analyze its
advantages through the comparison with other related work.

4.1 GRGNN

Overall, GRGNN aggregates the information of the neighbor nodes and neighbor
relations of an individual node, and uses the aggregated states to update the
embedding of current node.

We first describe a single layer of GRGNN as denoted by Fig. 1. Say that
we are now updating node i’s hidden states. Assume that i is the head entity in
triples set T1 and tail entity in triples set T2. In formula, T1 = {(s, p, o)|(s, p, o) ∈
E ∧ s = i}, T2 = {(s, p, o)|(s, p, o) ∈ E ∧ o = i}. We want to define functions
f→(·, p, o) and f←(s, p, ·) to incorporate the entities states as well as the relations
states. For a triple (s, p, o), based on the idea of TransE, the embedding of object
is similar to the embedding of subject plus relation, which makes it reasonable to
aggregate s+p into hidden states of entity o and aggregate o−p into states of s.
So in our model, f→(·, p, o) is defined as h(l)

o +h(l)
p and f←(s, p, ·) as h(l)

s −h(l)
p .

Then we sum the incorporate features of node i’s neighbors. Therefore, the
aggregated states of i’s neighbors can be summarized as follow:

hN (i) =
1

|T1|
∑

(·,p,o)∈T1

(ho − hp) +
1

|T2|
∑

(s,p,·)∈T2

(hs + ht) (6)
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Fig. 1. A single layer of GRGNN.

Just as GCN adds self-connections to preserve the feature of current nodes,
we integrate nodes’ and neighbors’ hidden states in a similar way. GCN assumes
equal importance of self-connections and edges to neighboring nodes, while we
introduce a parameter ρ to leverage self-connections and neighborhoods.

h(l+1)
i = σ(ρ(l)h(l)

i W(l) + (1 − ρ(l))h(l)
N (i)W

(l)) (7)

where ρ(l) ∈ (0, 1). The larger value of ρ(l) is, the more weight will be put on
the current node compared with its neighbors. To simplify computation, ρ(l) is
shared among all nodes in the graph, and this parameter is learned via gradient
descent by the network.

Furthermore, the self-connection weight parameter ρ(l) can be extended to a
gate mechanism [7]. That is, when updating hidden states of current node, an
update gate z ∈ R

d (d is the output dimension of current layer) is used to control
how much information from the previous hidden state of the current node will
be carried over to next layer. The activation of node i is then computed by

h(l+1)
i = σ(z(l) � (h(l)

i W(l)) + (1 − z(l)) � (h(l)
N(i)W

(l))) (8)

where � is the element-wise multiplication.
Stacking several layers described above, we get a GRGNN. The last layer

of GRGNN uses a sigmoid function as non-linearly for multi-label classification
task.

It is worth mentioning that, although GRGNN borrows the idea of TransE
that h + r ≈ t, it is not necessary to use the embedding trained by TransE
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as inputs. Featureless graph, where the initial features are randomized or set as
one-hot encoding can also achieve a rather good performance. However, different
features react differently to model depth. More detailed experiment results are
shown in Sect. 5.

4.2 Comparison with Related Work

The preprocessing scheme used for GCN to deal with knowledge graphs—
splitting (s, p, o) to (s, p1) and (o, p2)—is widely used. A significant shortcoming
of such procedure is that it removes the link between s and o. Examples are
demonstrated in Fig. 2.

China

capital

Beijing

U.S.A.

capital

Washington

China

U.S.A.

Beijing

Washington

capital_1 capital_2

Victor Hugo

works_written

Notre-Dame de Paris

Andrew Lloyd Webber

works_written

The Phantom of the Opera

Victor Hugo

Andrew Lloyd Webber

Notre-Dame de Paris

The Phantom of the Opera

works_
written_1

works_
written_2

<country>

<city>

<novelist>

<theatrical composer>

<fiction>

<theater play>

Fig. 2. Examples of the preprocessing scheme for knowledge graph from [31].

By a 2-layer GCN, China and U.S.A, Beijing and Washington convolve
each other’s features. There underlies the assumption that entities on the same
end of one relation tend to have the same type. So it is helpful for classify-
ing nodes of type <country> as they always present on the left end of relation
capital, and type <city> on the right end. However, sometimes this scheme
would confuse entities of different types. For example, given the triples (Vic-
tor Hugo, works written, Notre-Dame de Paris) and (Andrew Lloyd Webber,
works written, The Phantom of the Opera), if we know that Notre-Dame de
Paris is a fiction and The Phantom of the Opera is a theater play, it’s not difficult
to classify Victor Hugo to a novelist and Andrew Lloyd Webber to a theatrical
composer. But in the split graph, Victor Hugo and Andrew Lloyd Webber would
become indistinguishable. On the other hand, our GRGNN model is able to dis-
criminate these two entities by integrating the features of Notre-Dame de Paris
into Victor Hugo and The Phantom of the Opera into Andrew Lloyd Webber
respectively.

As for R-GCN [24], it adopts different weight matrices for propagation on
different relation types. In other words, it only separates relations regardless of
the semantic information implied. What’s more, the number of parameters need
to train is linear to the number of relations. Although R-GCN comes with two



624 Y. Chen et al.

decompositional strategies to share some parameters, it is still difficult to train
such network on a knowledge graph with thousands of relations. While GRGNN
only needs to train one more d-dimensional parameter per layer compared with
GCN, which makes our method much more scalable than R-GCN.

5 Experiments

5.1 Dataset

In this paper, we adopt two datasets—FB15K and DB10K—to evaluate the
GRGNN model on the entity multi-label classification task. Statistics of datasets
are summarized in Table 1.

FB15K. FB15K [5] is a database extracted from a large-scale KG, FreeBase
[2]. Following [29], we extracted all type information of entities in FB15K from
Freebase, then sort them by frequencies. Top 50 types, except for the first one
“common/topic” almost all entities have, are selected for classification.

DB10K. In addition to FB15K, we introduce a new dataset DB10K from DBpe-
dia [17]—a large-scale knowledge base extracted from Wikipedia containing over
400 million facts that describe 3.7 million entities. Specifically, we start from a
seed entity and use best-first-search to generate all entities to be included in the
output subgraph. Then, edges between these entities are extracted. We select
types that appear no less than 100 times and less than n/2 times, where n is
the number of nodes extracted. At last, DB10K consists of 10,000 entities in 49
types, 189 relations and 54,991 triples.

Split Graph. For GCN, we did a slight change to the preprocessing scheme in
[31], that is, if there are multiple edges between an entity node and a relation
node, we maintain the frequency in adjacency matrix as the edge weight instead
of setting them to 1.

Table 1. Dataset statistics.

Nodes Relations Triples Nodes (split) Edges (split) Label rate

FB15K 14,951 1,345 592,213 17,641 308,006 0.083

DB10K 10,000 189 108,473 10,378 54,991 0.166
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5.2 Setup

We first compare a two-layer GRGNN with other methods, including GCN and
MLP. We use the implementation provided by [16]1 for the results of GCN. As
the original GCN uses a softmax function for classification where each node only
has one type, we change the non-linearity to logistic sigmoid activation for multi-
label classification. Other parts of the GCN code remain unchanged. Micro-F1
score is used as metrics. Then we analyze the model performance with different
number of layers.

When splitting dataset for training set, we follow the guideline that positive
examples for each class occur no less than 100 times. We get 1,245 training
nodes in FB15K and 1,664 nodes in DB10K. We use additional 500 nodes for
validation. Note that validation nodes are only used for early stopping and not
used for training.

Various features can be used as GRGNN’s inputs, such as the randomized
features, one-hot features and embeddings trained by TransE, and these features
can be concatenated to be more expressive.

We optimize the architectural hyper-parameters on FB15K dataset and then
reuse them for DB10K. For GCN and MLP model, we use 0.1 for dropout rate,
1 · 10−5 for L2 regularization and 128 for the number of hidden units. And
for GRGNN model, parameters varies according to initial features due to the
different dimensions and sparsity. For randomized and TransE features, we use
the following hyper-parameters: 1 ·10−5 for L2 regularization, 64 for the number
of hidden units, and no dropout is adopted; for one-hot features the dropout
rate is 0.5, L2 regularization weight 1 · 10−5, and the number of hidden units is
256; for the concatenated features of TransE and one-hot, dropout rate of 0.3,
L2 regularization of 1 · 10−5 and 256 hidden units are used.

All models are initialized using Glorot initialization [9] for weight matrices
and update gate. Adam SGD optimizer [15] with an initial learning rate of 0.01
is adopted to minimize cross-entropy loss on the training nodes. We use an early
stopping strategy with a patience of 100 epochs to avoid over-fitting, in other
words, when the micro-F1 score on validation set keeps dropping for 100 epochs,
the optimization is considered finished. Then test nodes are evaluated using the
parameters those perform best on validation set.

5.3 Results

Classification Performance. Results are summarized in Tables 2 and 3.
Reported numbers refer to micro-F1 score in percent. We test all three models
with four kinds of initial features. The TransE embeddings are 100-dimensional
vectors for entities and relations, randomized features are of the same dimension
as TransE features with values chosen randomly from (−1, 1), one-hot encoding
assigns unique features for every node in the graph, and concatenated features
consist of TransE and one-hot. For GCN, the preprocessing scheme described in
[31] is adopted, and since every relation is split into two nodes, we assign r and
−r to every pair of relation nodes as TransE features.
1 The code can be found in https://github.com/tkipf/gcn.

https://github.com/tkipf/gcn
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Table 2. Results of multi-label classification on FB15K.

Method TransE Randomized One-hot Concatenated

GCN 74.76 73.13 75.69 73.91

MLP 78.12 – – 77.98

GRGNN 76.88 73.28 77.89 80.10

Table 3. Results of multi-label classification on DB10K.

Method TransE Randomized One-hot Concatenated

GCN 86.71 93.53 93.18 94.96

MLP 93.14 – – 89.93

GRGNN 95.61 95.63 97.07 96.55

The results show that our method outperforms GCN and MLP significantly
on both datasets. For FB15K, the best result is obtained with GRGNN model
using concatenated features, as for DB10K is GRGNN using one-hot encodings.

Influence of Model Depth. It is known that in the computer vision and other
traditional AI domains, neural networks can stack hundreds of layers to get bet-
ter performance, as deeper structure has more parameters that can improve the
expressive ability. However, GNNs have no more than three layers in most cases.
[18] proves that the graph convolution is a special form of Laplacian smoothing.
So as the number of graph convolution layers goes up, the features of vertices
within a component tends to converge to same values, which makes nodes of
different types indistinguishable. GCN achieves the best performance with two
convolutional layers and suffers from converging features as well as over-fitting
when adopting a deeper model.

0.35

0.40

0.45

0.50

0.55

0.60

0.65

0.70

0.75

0.80

1 2 3 4 5 6 7 8

F1
-s

co
re

 (a
ve

ra
ge

 a
nd

 st
d.

 e
rro

r)

Number of layers

GRGNN-TransE GRGNN-Onehot

Fig. 3. Influence of model depth (number of layers) on FB15K.



Gated Relational Graph Neural Network 627

Here we look into the influence of model depth (number of layers) on classi-
fication performance. We report results on models with up to 8 layers. Dropout
is only adopted in the first and last layer of the network, and L2 regularization
is only calculated for first layer. The number of hidden units in each layer are
the same. Hyper-parameters are chosen the same as last section.

Experiments on FB15K are shown in Fig. 3, shaded area denotes standard
error. The GRGNN model using TransE features and one-hot features are tested.
With two or three layers, model performances do not differ much. However,
using one-hot features in deeper model leads to much lower F1-score compared
with TransE features. What’s more, GRGNN with TransE features is insensitive
to model depth, as we can see the performance doesn’t drop much when the
number of layers goes up. This phenomenon can be partly explained by the gate
mechanism in our model. As the update gate controls the information carried
over by current node and updated by neighbors, hidden states of different nodes
do not necessarily converge the same values. Therefore, such mechanism and
insensitive features may provide opportunities for deeper and more complex
GNNs.

6 Conclusion

In this paper, we focus on the problem of entity classification in knowledge graphs
and present Gated Relational Graph Neural Network (GRGNN) to incorporate
features of nodes and relations, and gate mechanism is introduced to leverage
hidden states of current node and its neighbors. Experiment results show that our
method outperforms other methods. Besides, we analyze the influence of model
depth, and find that compared with TransE features, using one-hot encodings
as features leads to poorer performance with deeper model.

There are several potential extensions to GRGNN that could be addressed
as future work. For instance, we can try to adopt other choice of f→(·, p, o) and
f←(s, p, ·). Besides, our model only uses entities and relations, while in a KG,
there are a large amount of triples where the object is literal (text) carrying
extra information. As literals are not used in current model, word embedding
methods and language models can be adopted to incorporate literal information
in future work. What’s more, from the analysis of the influence of model depth
on classification performance, we find that the gate mechanism may be helpful
to avoid over-smoothing of nodes features, and some sort of initial features are
more insensitive to model depth, which may provide opportunities for deeper
and more complex GNNs.
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Abstract. Knowledge Graph Completion (KGC) aims at complement-
ing missing relationships between entities in a Knowledge Graph (KG).
While closed-world KGC approaches utilizing the knowledge within KG
could only complement very limited number of missing relations, more
and more approaches tend to get knowledge from open-world resources
such as online encyclopedias and newswire corpus. For instance, a recent
proposed open-world KGC model called ConMask learns embeddings of
the entity’s name and parts of its text-description to connect unseen
entities to the KG. However, this model does not make full use of the
rich feature information in the text descriptions, besides, the proposed
relationship-dependent content masking method may easily miss to find
the target-words. In this paper, we propose to use a Multiple Interac-
tion Attention (MIA) mechanism to model the interactions between the
head entity description, head entity name, the relationship name, and
the candidate tail entity descriptions, to form the enriched representa-
tions. Our empirical study conducted on two real-world data collections
shows that our approach achieves significant improvements comparing
to state-of-the-art KGC methods.

Keywords: Knowledge Graph Completion · Attention · Open-world

1 Introduction

Knowledge Graph (KG) is a kind of large-scale structured semantic network
whose nodes represent entities and edges represent relations between entities.
The rise of KG in the past years has made great contributions to the success of
many applications such as entity linking [6], recommendation [23] and question
answering [17].
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Fig. 1. Framework of Conmask model, where kd is the length of the entity description,
kn is the length of the relationship name and kemb is the word embedding size.

As more and more entities involved in a KG, a large portion of relations
between entities might be missing. To deal with the case, the task of Knowledge
Graph Completion (KGC) is proposed, aiming at complementing missing rela-
tion between entities in KGs. In the past years, a lot of attention has been paid
on this topic, which can be roughly divided into closed-world KGC approaches
and open-world KGC approaches.

The closed-world KGC approaches tend to utilize the knowledge within KG.
The most active closed-world KGC methods are based on the knowledge graph
embedding models such as TransE [3] and its variances [9,14,25]. By encoding the
entities and relations between entities in KG into a continuous low-dimensional
embedding vectors space, we could do some inference to identify some hidden
relations between entities. However, closed-world KGC approaches could only
complement very limited number of relation, i.e., usually lead to a low recall. On
the other hand, some work tends to get knowledge from open-world resources
such as online encyclopedias and newswire corpus. For instance, Description-
Embodied Knowledge Representation Learning (DKRL) [26] proposes to learn
the representations of entities from not only TransE, but also the description of
the entities in online-encyclopedias. To achieve this, DKRL adopts to do a joint
training for graph-based embeddings and description-based embeddings. They
use continuous bag-of-words and deep convolutional neural network models to
encode semantics of entity descriptions. However, it does not take into account
that various relationships focus on different parts of the entity description, and
not all information provided in its entity description is useful to predict linked
entities of a given specific relationship.

A recent proposed open-world KGC model called ConMask [20] learns embed-
dings of an entity’s name and parts of its text-description to connect unseen
entities to the KG. As illustrated in Fig. 1, it first uses a so-called relationship-
dependent content masking approach to select the words related to the given
relationship in the relevant text description, which could effectively mitigate the
presence of noisy text descriptions. Next, it trains a Fully Convolutional Neural
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network (FCN) to extract the word-based target entity embeddings from rele-
vant text descriptions. Finally, the extracted word-based target entity embed-
dings and other textual features (entity names) are compared with the existing
target candidate entities in the KG to resolve a ranked list of target candidate
entities.

However, there are at least two weaknesses with the ConMask model.
Firstly, the information of entity descriptions is not fully used. Now only the
pre-trained word embeddings, is used for the representation of words in the
text descriptions, some potential semantic and statistic information might be
missing. Secondly, the proposed relationship-dependent content masking model
could only find possible target-words that appear in the fixed-size content mask-
ing window after the indicator word, without considering that the situation that
the target-words could also appear in front of the indicator word. Besides, it is
difficult to determine a proper size for the content masking window.

In this paper, we propose a novel open-world KGC approach based on the
same input resources with ConMask, i.e., entity names, relationship names,
and entity descriptions. But different from ConMask which only uses the entity
descriptions in a very simple way, we propose to use attention mechanisms to
fully capture the important information generated from the multiple interac-
tions between entity names, relationship names and entity descriptions. More
specifically, the multiple interactions involved in the model include: (1) The
interaction between the head entity name, the relationship name, and the head
entity description. (2) The interaction between the head entity name, the rela-
tionship name, and the candidate tail entity descriptions. (3) The interaction
between the description of the head entity and the candidate tail entity descrip-
tions. In this way, our Multiple Interaction Attention (MIA) model could not
only flexibly select relevant parts of the entity description according to differ-
ent relationships, but also better aware of the relevant part in the head entity
description and obtain the head-aware representation of the candidate tail entity
description.

Besides, to make effective use of the rich information in the entity descrip-
tions, our model encodes the head entity description, head entity name, the
relationship name, and the candidate tail entity descriptions into word represen-
tations which are enhanced by additional Part-Of-Speech (POS) tags, Named-
Entity-Recognition (NER) tags and handcrafted features.

To summarize, our contributions in this paper can be summarized as follows:

– We propose to use attention mechanism to simulate the interaction between
the head entity name, the relationship name and the entity descriptions,
such that we could dynamically select the most related information from the
head entity description and the candidate tail entity descriptions according
to different relations.

– We use the attention mechanism to align relevant parts between the head
entity description and the candidate tail entity descriptions, such that we
could enrich the representation of the candidate tail entity description.
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– We also propose to make effective use of the rich information in the entity
descriptions with some additional important features.

Our empirical study conducted on two real-world data collections shows that
our approach achieves significant improvements on open-world KGC compared
with state-of-the-art methods.

The rest of this paper is organized as follows: We cover the related work
in Sect. 2, and then define our problem and introduce the framework of our
approach in Sect. 3. After giving details of MIA model in Sect. 4, we report the
empirical study in Sect. 5. We finally conclude the paper in Sect. 6.

2 Related Work

Knowledge graph completion (KGC) aims at completing the missing relation
between entities in given KG (or KGs). So far, a lot of attention has been paid
on this topic, which can be roughly divided into closed-world KGC approaches
and open-world KGC approaches.

The closed-world KGC approaches tend to utilize the knowledge within KG.
The most active closed-world KGC methods are based on the knowledge graph
embedding models such as TransE [3] and its variances [9,14,25]. By encoding the
entities and relations between entities in KG into a continuous low-dimensional
embedding vectors space, we could do some inference to identify some hidden rela-
tions between entities. For a given triple (head entity, relationship, tail entity),
also denoted as (h, r, t), the typical embedding-based KGC model TransE [3]
assumes the energy function is defined as

E(h, r, t) = ‖ h + r − t ‖, (1)

which indicates that the tail embedding t should be the closeness neighbour
of h + r, where h, r are embeddings of head entity and relationship respec-
tively. There are also many models that introduce more relationship-dependent
parameters. TransR [14], hMr +r = tMr where Mr is a relationship-dependent
entity embedding transformation. TransR [14] models entities and relations in
distinct semantic space (entity space and relation spaces) and performs transla-
tion in relation space when learning embeddings. PTransE [13] maintain a simple
translation function and proposes a multiple-step relation path-based represen-
tation learning model. Liu et al. [15,16] focus on the optimal social trust path
selection problem in complex social networks.

Unlike topology-based models that have been extensively studied, there are
several methods that use textual information for KGC. For instance, the Neural
Tensor Networks (NTN) model [21] initializes the representation of the entity
by using the average word embedding in entity name, and allow sharing of tex-
tual information located in similar entity names. Zhang et al. [29] represents
entities with entity names or the average of word embeddings in descriptions.
Jointly [27] first uses the weighted sum combination topology-embeddings and
text-embeddings, and then calculates the Ln distance between the translated
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Fig. 2. Open-world KGC examples with our MIA model

head and tail entities. However, closed-world KGC approaches could only com-
plement very limited number of relations, i.e., usually lead to a low recall.

More recent work tends to get knowledge from open-world resources such as
online encyclopedias and newswire corpus. For instance, DKRL [26] uses a joint
training of graph-based embeddings and description-based embeddings. They
use continuous bag-of-words and deep convolutional neural network models to
encode semantics of entity descriptions. It can directly build representations from
the description of the novel entities. A recent work proposes ConMask [20] model,
which is a text-focused approach that could reduce irrelevant and noisy words by
selecting words associated with relationships in the given entity description, and
then fuse the relevant text through fully convolutional neural networks (FCN)
to extract the word-based entity embedding and combined with background rep-
resentations of other textual features (entity names) to connect unseen entities
to the KG.

3 Problem Definition and the Framework

We formally define the Knowledge Graph Completion (KGC) task below:

Definition 1. Knowledge Graph Completion (KGC). Given an incom-
plete Knowledge Graph KG with a set of incomplete relation triples in the form
of (h, r, ?), where h denotes the head entity, r denotes the relation, and ? is the
missing tail entity t, the task of Knowledge Graph Completion (KGC) is to find
t for each incomplete relation triple to consist a complete one (h, r, t).

To illustrate how our Multiple Interaction Attention (MIA) model works on
open-world KGC task, several examples are given in Fig. 2. For a given partial
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triple (Donald Trump, mother, ?), if a human reader were asked to determine
from the head entity description and some candidate tail entity descriptions,
“Who is the mother of US President Donald Trump?”, then human reader will
first look for contextual clues such as mother, parent or family-related informa-
tion from the description of the head entity “Donald Trump”. Here, the human
reader has located the sentence “His parents were . . . and Scottish-born house-
wife Mary Anne MacLeod” in the head entity description. So, the human reader
may infer that Donald Trump’s mother is a Scottish-born housewife Mary Anne
MacLeod. After that, the human reader locates the description of the candi-
date tail entity “Mary Anne MacLeod Trump” from the candidate tail entity
descriptions. In the description of “Mary Anne MacLeod Trump”, the human
reader will be pleasantly surprised to find “Mary Anne Trump was the mother of
Donald Trump, the 45th president of the United States” and “Born in the Outer
Hebrides of Scotland”. Therefore, the human reader can more accurately rea-
son that “Mary Anne MacLeod Trump” is the correct tail entity of the partial
triple (Donald Trump, mother, ?).

We split the above reasoning process into three steps below:

1. Locating task-related information in the head entity description and the can-
didate tail entity descriptions, respectively;

2. Extracting the context information of the related text in the head entity
description and the candidate tail entity descriptions;

3. Matching the head entity description and candidate tail entity descriptions
respective relevant text context information to determine the correct tail
entity.

Correspondingly, the MIA model is designed to simulate this process, which
is mainly composed of three components below:

1. Multiple Interaction Attention, which highlights task-related words;
2. Text Context Encoder, which encodes context information in the relevant

text;
3. Matching Prediction, which chooses a correct tail entity by matching the con-

text information in the relevant text to calculate the similarity score between
the head entity description and the candidate tail entity descriptions.

Note that we consider that the head entity, relationship, and tail entity usu-
ally appear in a snippet of the text description at the same time, so we combine
the head entity name with the relationship name into a question as an input to
our model to help the model locate task-related information more effectively.

4 The MIA Model

The MIA model first encodes the head entity description, question, and can-
didate tail entity descriptions into a word representation and enhances it by
appending some other features. Then, it emphasizes and organizes relevant infor-
mation by using a word-level attention mechanism to simulate the interaction
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Fig. 3. Main neural architecture of the Multiple Interaction Attention (MIA) model.

between the head entity description, question and candidate tail entity descrip-
tions. Afterwards, MIA uses Bidirectional Long Short-Term Memory network
(Bi-LSTM) to encoded context information in the relevant text. Finally, through
a matching prediction, it compares the representation extracted to the head
entity description with the representation of each candidate tail entity descrip-
tion to resolve a ranked list of candidate tail entities. The architecture of MIA
model is also illustrated in Fig. 3.

In the following of this section, we describe the details of the MIA model
component by component. Throughout this section, we will use Dh for repre-
senting the head entity description, Qr for representation question consisting
of the head entity name and the relationship name, Ct for the candidate tail
entity descriptions. Note that since the description of the operations for each
candidate tail entity are the same, for the sake of simplicity, we only take one of
the candidate tail entity descriptions for illustration.

4.1 Input Word Representation

We transform each word in the head entity description, question, and candi-
date tail entity description into continuous representations. In this paper, each
training example entered during training contains a head entity description
{wDh

i }|Dh|
i=1 , a question {wQr

j }|Qr|
j=1 , a candidate tail entity description {wCt

n }|Ct|
n=1

and a label y∗ ∈ {0, 1}, where |Dh|, |Qr|, and |Ct| are the length of the head
entity description, question, and candidate tail entity description.

Here, we take the input representation of the i-th word wDh
i in the given

head entity description as an example, which is the concatenation of several
components:
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– Word Embedding: We use the publicly available pre-trained GloVe [18]
embedding Eword

w
Dh
i

.

– Part-Of-Speech (POS) Embedding: We use spaCy1 for part-of-speech
tagging Epos

w
Dh
i

. Similar to traditional word embeddings, we assign different

trainable vectors for each part-of-speech tag.
– Named-Entity-Recognition (NER) Embedding: Like POS, we use

spaCy for named entity recognition Ener

w
Dh
i

.

– Handcrafted Features Embedding: We use term frequency and co-
occurrence feature as handcrafted features Efeat

w
Dh
i

. The term frequency is cal-

culated based on English Wikipedia. In the binary co-occurrence feature, it
is true when wDh

i appears in the question {wQr

j }|Qr|
j=1 or candidate tail entity

description {wCt
n }|Ct|

n=1.

We concatenate four embedding components to form the final input representa-
tions for the word wDh

i , namely E
w

Dh
i

.

E
w

Dh
i

= [Eword

w
Dh
i

;Epos

w
Dh
i

;Ener

w
Dh
i

;Efeat

w
Dh
i

] (2)

In the same way, we concatenate Word Embedding Eword
wQr

j

and POS Embed-

ding Epos

wQr
j

to get the input word representation EwQr
j

of a word wQr

j in a given

question.
EwQr

j
= [Eword

wQr
j

;Epos

wQr
j

] (3)

The input representation of the wCt
n for a given candidate tail entity descrip-

tion contains only Word Embedding Eword

w
Ct
n

.

E
w

Ct
n

= [Eword

w
Ct
n

] (4)

4.2 Multiple Interaction Attention

In our model, we use the interaction between the given head entity description,
the question, and the candidate tail entity description to emphasize and organize
relevant information accordingly. We exploit the same word-level sequence align-
ment attention mechanism for each interaction. In this section, we first describe
the Word-level Sequence Alignment (WSA) attention mechanism in detail and
then explain various interactions.

Word-Level Sequence Alignment Attention Mechanism. Following [4,11,
24] and other recent works, given two inputs X and Y = {Yi}mi=1, let’s define a
attention function:

att(X, {Yi}mi=1) =
m∑

i=1

axyi
Yi (5)

1 https://github.com/explosion/spaCy.

https://github.com/explosion/spaCy
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axyi
= softmax(α(WX)Tα(WYi)) (6)

where the attention score axyi
captures the similarity between X and each words

Yi, W is a matrix, and α(·) is a activation function with ReLU nonlinearity.

Question-Aware Head Entity Description WSA Attention. Note that
words in the head entity description are not equally important, and the impor-
tance of them changes in tune with the different questions. Just like people find
relevant answers from a given passage based on the question, people can always
give more attention to the words that are most relevant to the question. There-
fore, we can get the question-aware representation Eqr

w
Dh
i

of the word wDh
i in the

head entity description according to the question:

Eqr

w
Dh
i

= att(Eword

w
Dh
i

, {Eword
wQr

j

}|Qr|
j=1 ) (7)

Question-Aware Candidate Tail Entity Description WSA Attention.
In a similar way, we use question information as the key to extracting impor-
tant information from candidate tail entity description. Then we get the
question-aware representation Eqr

w
Ct
n

of the word wCt
n in the candidate tail entity

description:
Eqr

w
Ct
n

= att(Eword

w
Ct
n

, {Eword
wQr

j

}|Qr|
j=1 ) (8)

Head-Aware Candidate Tail Entity Description WSA Attention. We
find when those entities have relationships, they usually mention to each other in
each other’s descriptions. In order to adequately leverage the information in the
head entity description, we align the candidate tail entity description with the
head entity descriptions. In details, we embed the information of the head entity
description into the candidate tail entity description representation so that we
can better align and aware the relevant parts of the head entity description.
Thereby the word wCt

n in the candidate tail entity description can obtain the
aware representation of the head entity description with the following equation:

Edh

w
Ct
n

= att(Eword

w
Ct
n

, {Eword

w
Dh
i

}|Dh|
i=1 ) (9)

4.3 Text Context Encoder

The third component of the model is the Recurrent Neural Network (RNN) layer
which uses a Bidirectional Long Short-Term Memory network (Bi-LSTM) [5,19]
to model the contextual information.

In order to learn long-term dependencies [1,7,8] in RNN, Long Short-Term
Memory network (LSTM) was proposed by [8]. The Bi-LSTM consists of two
independent LSTMs, the forward LSTM and the backward LSTM. By using
three separate BI-LSTMs, we encode the head entity description, question and
candidate tail entity description as follows:

BDh = Bi-LSTM({[E
w

Dh
i

;Eqr

w
Dh
i

]}|Dh|
i=1 ) (10)
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BQr = Bi-LSTM({EwQr
j

}|Qr|
j=1 ) (11)

BCt = Bi-LSTM({[E
w

Ct
n

;Eqr

w
Ct
n

;Edh

w
Ct
n

]}|Ct|
n=1) (12)

4.4 Matching Prediction

We use the self-attention [28] to summarize the question sequence represen-
tation BQr into the final question representation RQr

. The definition of the
self-attention function is as follows:

attself ({Xi}mi=1) =
m∑

i=1

aiXi (13)

ai = softmax
(
WT

selfXi

)
(14)

where the attention score ai indicates the importance of Xi in {Xi}mi=1.
According to the question representation RQr

= attself ({BQr

j }|Qr|
j=1 ), we can

get the head entity description representation RDh
= att(RQr

, {BDh
i }|Dh|

i=1 ), and
the candidate tail entity description representation RCt

= att(RQr
, {BCt

n }|Ct|
n=1).

Finally, we calculate the similarity score of RDh
and RCt

as our output y:

y = sigmoid (RDh
RCt

) (15)

To train our model, we use standard cross entropy function as the loss func-
tion to minimize the gap between the prediction and the ground truth.

5 Experiments

5.1 Datasets

We use the following two public-accessed open-world datasets for evaluating the
effectiveness of our approach. (1) [26] introduced the FB20k dataset, a dataset
extracted from a typical large-scale KG Freebase [2]. The dataset is built upon
the FB15k [3] dataset, it first removed 47 entities from FB15K which have shorter
than 3 words after preprocessed or even have no descriptions, and removed
all triples containing these entities in FB15K, then by adding test triples with
unseen entities, which are selected to have rich descriptions. (2) [20] introduced
DBPedia50k dataset for both open-world and closed-world KGC tasks, a dataset
randomly sampled from a large-scale KG DBPedia [12]. We evaluate our app-
roach on FB20k and DBPedia50k. Statistics of datasets are shown in Table 1.
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Table 1. Data set statistics.

Dataset Entities Rel. Triples

Train Validation Test

FB15k 14, 904 1, 341 472, 860 48, 991 57, 830

FB20k 19, 923 1, 341 472, 860 48, 991 88, 293

DBPedia50k 49, 900 654 32, 388 399 10, 969

Table 2. Hyper-parameter settings.

Symbol Descriptions Size

|Dh| Head entity description max length 512

|Ct| Candidate tail entity description max length 512

k Word embedding size 200

pos POS-tag embedding size 12

ner NRE-tag embedding size 8

h Bi-LSTM hidden size 96

5.2 Experiment Setting

Due to the lack of an open-world KGC task validation set on FB20k, we randomly
sampled 10% of the test triples as a validation set.

Evaluation Protocol. We use the tail entity prediction on the test set for
performance evaluation. For each test triple (h, r, t) with open-world head entity
h ∈ E

′
, where E

′
is an entity superset, we rank all known entities t ∈ E by use

the KGC model to calculate the actual ranking score, where E is an entity set.
We then use three measures as our evaluation metrics: (1) Mean Rank (MR):
the averaged rank of correct tail entities; (2) HITS@K: the proportion of correct
tail entities ranked in top k; (3) Mean Reciprocal Rank (MRR): mean reciprocal
rank of correct tail entities.

Note that there may be multiple triples in the dataset that have the same
head entity and relationship but different tail entities: (h, r, t1), ..., (h, r, tn). Fol-
lowing [3], when computing the Mean Reciprocal Rank (MRR), given a triple
(h, r, ti) only the reciprocal rank of ti itself is evaluated (and not the best out
of t1, ..., ti, ..., tn, which would produce better results). This differs from Con-
Mask’s MRR evaluation method, which is the reason why result in Table 3 differs
from [20] (see the asterisk (*) mark).

Note also that a filtering method called target filtering is used in ConMask:
When evaluating a test triple (h, r, t), only when a triple of the form (?, r, t′)
exist in the training set, we treat the tail entity t′ as a candidate tail entity,
otherwise it is skipped. Therefore, we also use target filtering when comparing
with the Conmask model.
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Table 3. Open-world tail entity prediction results on FB20k and DBPedia50k. Note
that we used the same evaluation protocol with target filtering as in ConMask. The
asterisk (*) indicates that the result differs from the one published, because the MRR
is calculated differently.

Model DBPedia50k FB20k

HITS@1 HITS@3 HITS@10 MR MRR HITS@1 HITS@3 HITS@10 MR MRR

Target filtering

baseline

0.045 0.097 0.23 104 0.11∗ 0.17 0.32 0.41 123 0.27

DKRL (2-layer

CNN)

− − 0.40 70 0.23 − − − − −

ConMask 0.47 0.65 0.81 16 0.58∗ 0.38 0.49 0.63 54 0.46

MIA model 0.64 0.83 0.93 5 0.75 0.45 0.63 0.80 21 0.57

Parameter Setting. Following ConMask, we set the maximum head entity
description length |Dh| ≤ 512 and the maximum candidate tail entity descrip-
tion length |Ct| ≤ 512. We apply the spaCy for tokenization, part-of-speech
(POS), and named entity recognition (NER). The main hyper-parameters of our
model are listed in Table 2. The word embeddings are initialized by the publicly
available pre-trained 200-dimensional GloVe [18] embeddings. We use Adam [10]
for parameter optimization, with initial learning rate 0.002. A mini-batch of 32
samples is used to update the model parameter per step. In order to prevent
overfitting, we apply dropout [22] to input embeddings and Bi-LSTM’s outputs
with a drop rate of 0.4. We use PyTorch2 to implement our model.

5.3 Open-World Tail Entity Prediction

We compare our model MIA with other open-world KGC models, the experi-
mental results are shown in Table 3. For a fair comparison, all the results are
evaluated using target filtering.

The results for Target Filtering Baseline, DKRL and ConMask were obtained
by the implementation provided by [20]. The Target Filtering Baseline assigns
randomly scores to all entities that pass the target filtering. DKRL uses a two-
layer convolutional neural network (CNN) over the entity descriptions. ConMask
uses relationship-dependent content masking and fully convolutional neural net-
work (FCN) to extract word-level target entity embedding from entity descrip-
tions and then combine some other text features (entity names) are compared
with the candidate tail entities to resolve a ranked list of candidate tail entities.

As can be seen from the Table 3, our MIA model significantly outperforms
Conmask in HITS@K, MR, and MRR by a large margin. At the same time,
we also find that the MIA model performed better on the DBPedia50k dataset
than on the FB20k dataset, because the entity description in the DBPedia50k
dataset is more abundant than the entity description in the FB20k dataset,
where DBpedia50k dataset has an average entity description length of 454 words,
FB20k dataset of 147 words.
2 https://pytorch.org.

https://pytorch.org
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5.4 Ablation Study

We carry out model ablations to further demonstrate the effectiveness of the pro-
posed model. Firstly, we conduct an ablation analysis on the input word repre-
sentation, which consists of several components: Part-Of-Speech (POS) Embed-
ding, Named-Entity-Recognition (NER) Embedding and Handcrafted Features
Embedding etc. The experimental results on DBPedia50k are shown in Table 4,
we find all the input word representation components contribute to the perfor-
mance of our MIA model. This suggests that it is useful to incorporate various
feature into the word representation. We also remove our multiple interaction
attention in the model. The results in Table 4 show a significant drop in per-
formance by 1.5%, which indicates that the multiple interaction attention is
effective in extracting the most relevant parts from the entity text description
given different relationships.

Table 4. Ablations on several model components.

Model MRR

MIA model 0.750

w/o POS 0.746 (−0.004)

w/o Handcrafted Features 0.743 (−0.007)

w/o NER 0.742 (−0.008)

w/o Attention 0.735 (−0.015)

6 Conclusions and Future Work

This paper introduces an open-world KGC model called MIA that uses a
word-level attention mechanism to simulate the interaction between the head
entity description, head entity name, the relationship name and candidate tail
entity descriptions. Experiments on two datasets show that the MIA model has
achieved significant improvement on the open-world KGC task compared to
state-of-the-art models. However, MIA relies heavily on the richness of the entity
descriptions, and the tail entity can be effectively predicted only when the neces-
sary information related to the relationship is expressed in the entity description.
In the future work, we consider to introduce more external knowledge into MIA
to make it more robust.
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Abstract. With the development of the Semantic Web, the amount of
RDF data has been increasing rapidly. It is no longer feasible to store
entire data sets on a single machine, and still be able to access the data
at reasonable performance. Consequently, the requirement for clustered
RDF database systems is becoming more and more important. At the
same time, the native storage scheme of RDF data is less mature in many
aspects compared with relational storage scheme. SQL-on-Hadoop is a
distributed relational database engine for big data with many factors,
which uses Hadoop to improve the fault tolerance of the system and
is fully transactional. However, currently, there is no SQL-on-Hadoop
relational database that realizes a subsystem for RDF data storage. In
this paper, we propose an Ontology-aware Distributed Storege scheme
for RDF, called OntoDS, which modifies the relational RDF data stor-
age scheme DB2RDF to build a novel scheme for RDF data and opti-
mizes the partitioning of RDF graphs by distributing RDF triples based
on ontologies to meet the need for RDF graph data storage and query
load. The experimental results on the benchmark datasets show that our
distributed RDF storage scheme is about 1–1.5 times faster than the
state-of-the-art native storage schemes.

Keywords: RDF data storage · RDF graph · DB2RDF

1 Introduction

Among the data models of knowledge graphs, the Resource Description Frame-
work (RDF [1]) is a model for representing Web resources, which has become
a standard format for knowledge graphs and is widely used. With the develop-
ment of the Semantic Web, RDF format is gaining widespread acceptance and
the amount of RDF data has been dramatically increasing. The number of triples
of the latest 2016-10 version of the DBpedia [2] dataset has reached 13 billion.
With the rapid rise of the data volume of RDF graphs, it is no longer feasible
to store entire data sets on a single machine. In order to solve the scalability
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problem of the RDF storage scheme on a single machine, distributed RDF stor-
age scheme has become an inevitable option. On the other hand, native storage
schemes of RDF data are less mature in many aspects compared with the corre-
sponding relational versions. Thus, we choose relational storage schemes rather
than the native ones.

Although many models have been proposed to store RDF graphs [3] (e.g.,
triple table, horizontal table, property table, vertical partitioning [4], sextuple
indexing, DB2RDF [5], and SQLGraph [6]), the existing solutions are imple-
mented on a single machine, not in a distributed environment. SQL-on-Hadoop
is a kind of data management technology based on Hadoop [7], which is a data
query and storage mechanism using SQL as its query language. SQL-on-Hadoop
architecture is suitable for the storage of large-scale RDF graph data due to its
high degree of parallelism, robustness, reliability, and scalability while running
on heterogeneous commodity hardware. Therefore, a distributed database with
SQL-on-Hadoop architecture can be used to solve the storage problem of RDF
graph data.

Based on SQL-on-Hadoop, some distributed RDF storage systems are pro-
posed. The system details will be introduced in Sect. 5. Among these systems,
none of them combines MPP features with ontology-aware distribution of RDF
graphs, which can significantly accelerate queries.

To speed up the queries over RDF graphs in a distributed environment,
it is obvious that a reasonable RDF graph distribution method needs to be
first considered. Since many RDF queries depend on ontology information, it
is beneficial to realize an ontology-aware data distribution for RDF graphs in a
distributed cluster. Unlike the random distribution of RDF triples in the existing
systems, our OntoDS storage scheme takes full advantage of ontologies associated
with RDF graphs to partition and store RDF triples in a semantic-aware manner.

In this paper, we focus the distributed storage scheme of RDF graphs and
propose OntoDS, which is an ontology-aware distributed RDF storage scheme.
Meanwhile, based on the SQL-on-Hadoop infrastructure, we have developed a
prototype system that implements the OntoDS storage scheme and supports
efficient RDF query processing on top of OntoDS.

Our contributions can be summarized as follows:

(1) We propose a novel relational storage scheme for RDF data with five rela-
tions, which is flexible to handle dynamic RDF schemas, as it does not
require schema changes when RDF triples being inserted.

(2) The prefix encoding used to record ontology information not only facilitates
the distribution of RDF data, but also keeps the hierarchical information of
ontologies. Compared with type-oriented methods, which can only provide
the nearest ontology of entities, the prefix encoding can give more helpful
information during queries.

(3) Extensive experiments were conducted to verify the scalability and efficiency
of OntoDS. The experimental results show that OntoDS is about 1–1.5 times
faster than the state-of-the-art native storage schemes.
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The rest of this paper is organized as follows. Section 2 provides an overview of
OntoDS. In Sect. 3, the distribution method over RDF graph of OntoDS is intro-
duced. Section 4 shows experimental results on benchmark datasets. Section 5
briefly reviews related work. Finally, we conclude in Sect. 6.

2 RDF over Relational

There have been many attempts to shred RDF data into relational models.
DB2RDF [5] is one of the entity-oriented alternatives, however it does not dis-
tribute data in a semantic-aware way, which can reduce data shuffle and further
accelerate queries. Thus, we modify DB2RDF by adding ontology information
for data distribution to provide a suitable scheme for distributed environment.

2.1 The OntoDS Storage Scheme

OntoDS is composed of five relations, including Direct Primary Hash (DPH),
Reverse Primary Hash (RPH), Direct Secondary Hash (DS), Reverse Secondary
Hash (RS), and TYPES, as is depicted in Fig. 1. The DPH and DS relations essen-
tially encode the outgoing edges of an entity, in other words, the entities in DPH
represent subjects in RDF triples. Meanwhile, the RPH and RS relations encode
the incoming edges of an entity, which means the entities in RPH represent objects
in RDF triples. In order to distinguish the columns of DPH and RPH, we use differ-
ent subscripts on these columns, e.g., valuem1 and valuen1. RPH and RS relations
are added to facilitate object-given queries. The TYPES relation records the cod-
ings of all ontologies.

In our scheme, DPH is a wide relation, in which each tuple stores a subject s
in the entry column, with its ontology information stored in the type colomn and
all its associated predicates and objects stored in the predi and vali columns,
respectively (0 ≤ i ≤ k). If subject s has more than k predicates, the extra pred-
icates are spilled to another tuple and process continues until all the predicates
for s are stored. When it comes to multi-valued predicates, a new unique identi-
fier is assigned as the value of the predicate in DPH relation. Then, the identifier
is stored in the DS relation along with its real predicate values. RPH and RS works
in the same way as DPH and DS. The example of the scheme is shown in Fig. 3.
The related RDF graph is shown in Fig. 2(a).

OntoDS treats the columns of a relation as flexible storage locations that
are not pre-assigned to any predicate, but predicates are assigned to them
dynamically, during insertion. The assignment ensures that a predicate is always
assigned to the same column or more generally the same set of columns.

We refer to a query with common subject or object and its adjacent nodes
as a star query. To execute query over OntoDS, after the triples with the same
subject or object being merged, the query rewriter will construct a single SQL
SELECT-statement for each star query. The ontology of entities can be generated
by joining DPH (resp. RPH) with TYPES. If the subjects (resp. objects) are given in
the queries, we use DPH (resp. RPH) to get the result. When star query involving
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Fig. 1. OntoDS storage scheme.

multi-valued predicates, the SQL statement will join DPH (resp. RPH) with DS
(resp. RS) together to product the actual objects (resp. subjects) of a subject
(resp. object) entity.

The number of columns in DPH and RPH relations is decided by predicate intef-
erence graph coloring, and predicates along with their corresponding objects
are inserted by string hash functions. The details will be explained in next
subsection.

2.2 Data Insertion

The objective of the OntoDS scheme is to dynamically assign predicates of a
given dataset to columns such that:

(1) the total number of columns used across all subjects is minimized;
(2) for a subject, the probability to mapping two different predicates into the

same column is minimized to reduce spill.

Fig. 2. An example typed RDF graph.
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Fig. 3. Example scheme for typed RDF graph.

The same column cannot store different predicates of the same subject. For-
mal definition is given as follows:

Definition 1 (Predicate Mapping). A Predicate Mapping is a function: URL
→ N , and the domain of which is URIs of predicates and the range of which is
natural numbers between 0 and maximum m, m is the largest allowed number on
a single database row.

N can be determined by predicate interference graph coloring, the definition
of predicate inteference graph can be formally given as:

Definition 2 (Predicate Inteference Graph). GD is a Predicate inteference
graph for a specific dataset D such that:

VD = {p | 〈s, p, o〉 ∈ D} (1)

ED = {〈pi, pj〉 | 〈s, pi, o〉 ∈ D ∧ 〈s, pj , o〉 ∈ D} (2)

Correspondingly, the predicate inteference graph coloring problem can be
defined as Definition 3. In a predicate interference graph, where predicates with
the same subject are connected, the nodes connected cannot be assigned to the
same color. The coloring result of the example RDF graph’s predicate interfer-
ence graph Fig. 2(a) is depicted in Fig. 2(c)

Definition 3 (Predicate Inteference Graph Coloring). For specific predi-
cate inteference graph G = 〈V,E〉, its predicate inteference graph coloring result
C is a maping from vertex v to color c, that:

M (G,C) = {〈v, c〉 | v ∈ V ∧ c ∈ C ∧ (〈vi, ci〉 ∈ M ∧ 〈v, vi〉 ∈ E → c �= ci)} (3)
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Since graph coloring is an NP problem [8], we choose the state-of-the-art
heuristic algorithm Welsh-Powell [9] graph coloring algorithm, whose basic idea
is shown in Algorithm 1. The details of this algorithm are as follows:

(1) All vertices in the graph G are sorted in descending order of their degrees.
(2) We assign the first color to the first vertex, and then color the others accord-

ing to the order. In the same iteration of coloring, colored vertex is not
adjacent to each other.

(3) The remaining ordered vertices that is not colored is traversed until all the
vertices are colored.

Algorithm 1: Interference graph coloring
Data: predicate interference graph G′ = 〈V ′, E′〉
Result: graph coloring result color count

1 color count := 0; // the counts for used colors

2 C := ∅; // the set for colored vertices

3 for each vi ∈ V ′ do
4 if color(vi) = false then

// this vertex is not colored

5 color(vi) := true;
// color this vertex

6 color count := color count + 1;
// the counts for used colors add one

7 C := C ∪ {vi};
// include it into the set for colored vertices

8 for vj ∈ V ′ do
9 if not neightbor of(C) then

// vj is not connected to vi
10 C := C ∪ {vj};

// include it into the set for colored vertices

11 color(vj) := true ;
// color the vertex

12 return color count

The result of the predicate interference graph coloring guides us to build the
DPH and RPH relations, and the insertion of the relations is determined by string
hash functions. To minimize column collisions, eight string hash functions were
selected, and the calculation method of selected ones are irrelevant. The specific
workflow is shown in Algorithm 2.

RDF data insertion using eight string hash functions can be considered as
the process of predicate combination composition, which is formally defined as
follows:
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Definition 4 (Predicate Mapping Composition). A Predicate Mapping
Composition, defines a new predicate mapping that combines the column numbers
from multiple predicate mapping functions f1, ...fn:

fm,1 ⊕ fm,2 ⊕ ... ⊕ fm,n ≡ {v1, ..., vn | fm,i (p) = vi} (4)

For each hash function, the random strings composed of letters and num-
bers are calculated. The effect of BKDRHash is the best. APHash is not as good as
BKDRHash, moreover, is also worse than DJBHash, JSHash, RSHash, and SDBMHash.
PJWHash and ELFHash are the worst. Except for PJWHash and ELFHash, the num-
ber of hash collisions per 10,000 strings is about 2 to 3 for each hash function,
and PJWHash and ELFHash are about 30 per 10,000. It can be observed that the
effects of selected eight hash functions are desirable.

The existing systems randomly distribute data by entities, so that all data
with the same entity will be distributed to the same node. This distribution app-
roach is easy to implement, but does not consider the real-world query needs. In
order to accelerate type-related queries, which is common in real-world queries,
OntoDS takes full advantage of ontologies associated with RDF graphs to par-
tition and store RDF triples in a semantic-aware manner. In the next Section,
we will explain the RDF graph distribution method of OntoDS in detail.

3 Ontology-Aware RDF Graph Distribution

OntoDS, which is shown in Fig. 1, records the ontology information of each entity
in the corresponding type column of DPH or RPH relation, and creates a TYPES
relation to store each type and its encoding. DPH and RPH are distributed by
type column. Therefore, entities of the same type are assigned to the same node.
As we all know, in a distributed environment, we should reduce communica-
tion between nodes as much as possible, since communication is the most time
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consuming process. By ontology-aware distribution, type-related queries will be
greatly accelerated, since queries are processed locally, and data shuffle is signif-
icantly reduced.

Unlike type-oriented methods, OntoDS records the entity’s ontology informa-
tion for data distribution and querying rather than creates a separate relation
for each type. This approach avoids the disadvantages of data sparseness in the
type-oriented method, however still easy to obtain the ontology information,
when it is needed in queries. For the query workloads provided by many bench-
mark datasets always first give the type of the involved entity, recording the
ontology information of the entity, we can immediately limit the range of data
to some nodes in the distributed environment.

3.1 RDF Ontology Information

The IRI (Internationalized Resource Identifiers) of an RDF resource contains a
namespace prefix indicating the classes or attributes of the RDF entity, and RDF
vocabulary indicates the meaning of these classes. Common RDF vocabularies
included FOFA, Dublin Core, Schema.org etc. RDF resources are divided into
various classes. Each class has its own instance, and the collection of instances is
an extension of a class. Two classes may have the same set of instances but be dif-
ferent classes, and a class can also be its own extension. A class can have its sub-
classes, so RDF is actually a hierarchical structure. The example RDF ontology
hierarchical structure in Fig. 4 is extracted from Lehigh University Benchmark
(LUBM) [10]. The toppest ancestor of each ontology is owl:Thing.

As is shown in Fig. 4, Professor is constituted by Dean, Chair, AssistantPro-
fessor, FullProfessor, AssociateProfessor, and VisitingProfessor. A RDF dataset
could have large number of types (e.g. the DBpedia ontology contains 150K
types), but not all types appear in the actual data. For example, there are 41
types in the OWL file (the file format to store ontology information of a RDF
graph) of LUBM datasets, but only 13 of them are actually used. Thus, we need
to record type information based on actual data, not on priori knowledge to
minimize records.

The ontology semantic distribution method is easy to implement, as DB2RDF
provides us with the convenience of clustered data based on entities. We only
need to capture the ontology information of every entity. When extracting var-
ious predicates along with their values of an entity, we do not need to concern
about the entity’s ontology information, and vice versa. So, the whole process of
OntoDS can be divided into two separate processes, easy to operate. The type
information of the entity is determined by the triple with the predicate type,
and the hierarchical ontology information needs to be found in the OWL file,
i.e., RDFS (Resource Description Framework Scheme) and RDF often stored in
different files, which in turn facilitates our separate storage process.



OntoDS: An Ontology-Aware Distributed Storage Scheme 653

Fig. 4. RDF hierarchical structure and prefix encoding.

3.2 Type Hierarchy Coding

The type hierarchical information of RDF graph Fig. 2(a) is shown in Fig. 2(b).
All entities with no type information or strings are coded like ‘−1’, while the
highest level type Thing is encoded as ‘0’. Every hierarchy of ontologies except
Thing will be recorded in TYPES relation. Figure 4 shows an example of type
hierarchy coding. Each time, we only focus on the ontology encoding of one leaf
node, recursively upward encode the nodes until the highest level ontology is
met. The ontology encode method is shown in Algorithms 3 and 4.

Algorithm 3: Ontology encoding
Data: the types encountered: T
Result: the codes of types: type.code

1 for typei ∈ T do
// get the code for every type in the set

2 return typei.code :=getcode(typei)

3 return type.code

3.3 Queries on Ontologies

With the ontologies of entities recorded, we should change the query statements
to take full advantages of the storage scheme. When it comes to a specific query,
we can first point out the type of the involved entities to restrict the entities
to some node rather than the whole cluster, which will reduce data shuffle and
accelerate queries.
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The most typical type-related query is just like: query the number of publica-
tions of A. We can alter the query like: query the number of entities whose type
is Publication, and whose author is A.

The best query order for OntoDS should be: (1) find the ontology code of
the queried entity in the TYPES relation, (2) query the entity according to the
ontology in the corresponding DPH or RPH relation, and (3) find the required
data according to the filter information. This query order maximizes the query
efficiency of type-related aggregate queries.

4 Experiments

In this section, a thorough experimental study on the RDF data benchmark
dataset is conducted to evaluate the performance of OntoDS, using HAWQ [11]
as our relational backend. The tested systems are deployed on a 4-node cluster,
of which 3 nodes are used for segments and DataNodes, and 1 node is used for
master and NameNode. Each node has 4-core, Intel(R) Core(TM) i7-6700 CPU
@ 3.40 GHz system, with 16 GB of memory, running 64-bit Linux, and 50 GB
hard disk. We conducted experiments on LUBM [10]. Each query was issued 4
times, the first run of which was discarded, and 3 consecutive runs after the first
run were used for the average result.

4.1 Datasets

LUBM consists of a university domain ontology, along with customizable and
repeatable synthetic data. As the basic idea of OntoDS is to maximize the effi-
ciency of type-related queries, we choose some other query statements instead of
using the benchmark queries LUBM provides. The chosen queries are listed in
Appendix A (lubmc refers to the schema of RDF graph using DB2RDF, lubmt
refers to that using OntoDS).
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4.2 Experimental Results

Main Results. In general, the experimental results show that OntoDS is both
efficient and scalable. Data insertion and deletion can be completed in a short
time. The results show that OntoDS is suitable to store RDF data in a distributed
environment. The prototype system has certain practical significance.

Data Insertion and Deletion. Although OntoDS needs more time than
DB2RDF in data insertion and deletion, their time costs are on the same order
of magnitude, thus are comparative, as is shown in Fig. 5. OntoDS can achieve
promising insertion efficiency on small RDF data sets. As the amount of RDF
data grows, the type information is more dispersed, and the insertion time on
OntoDS grows faster than DB2RDF. Although OntoDS is not dominant in the
data insertion and deletion, the slight overhead paid on the insertion is worth-
while compared to the gain in the efficiency of queries.

(a) Data insertion (b) Data deletion

Fig. 5. The experimental results of data insertion and deletion on LUBM datasets.

(a) The results of Q1 and Q2 (b) The results of Q3 and Q4

Fig. 6. The experimental results of scalability.
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(a) Q1 (b) Q2

(c) Q3 (d) Q4

Fig. 7. The experimental results of efficiency on LUBM datasets.

Query Speed. We have selected four kinds of type-related queries: (1) directly
about type information, (2) related to the type information with some filtering
conditions, and (3) two kinds of queries that do not directly related to the type
information but the queried data is clustered by type. Each query is executed
one by one to minimize the impact on query time from external factors. Due to
the dynamic changes of the network, the query time may not always follow a
proportional relationship, while the overall trend remains. There are significant
differences between DB2RDF and OntoDS on queries that directly related to
type information, such as Q1 and Q2. In the queries that are not directly related
to the types, we can see gaps between the two schemes, and OntoDS is faster.
In these queries, OntoDS is on average 1 times faster than DB2RDF, and the
best one (Q2) can be almost 1.5 times faster than DB2RDF.

We also compared OntoDS with the state-of-the-art distributed RDF storage
system gStoreD [12]. Since gStoreD uses SPARQL rather than SQL as its query
language, it does not directly support the execution of Q3 and Q4. The query
results of Q1 and Q2 are shown in Fig. 7(a) and (b). We can conclude that
OntoDS is faster than gStoreD on type-related queries.

Scalability. To validate the scalability of OntoDS, we conducted experiments
on LUBM, varying the number of nodes from 2 to 4. The results depicted in Fig. 6
suggests that for a fixed dataset, the execution time is near-linearly decreased
as the cluster size increases, in other words, OntoDS is scalable and flexible.
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5 Related Work

Single Node RDF Data Storage. In the field of single node RDF data
storage, there have been many attempts to shred RDF data into the relational
model. The most straightforward solution is to use the characteristics of the
RDF triples to store in a Triple Table. This solution takes up too much storage
space. Even if it only stores small amount of RDF data, the table needs to
have many rows. Another approach, Horizontal Table records all predicates and
objects of a subject in one tuple. This solution does not save much space, because
considering the varieties of predicates, this horizontal table can have numerous
columns while each subject has fewer predicates, so the table have a lot of empty
items. Except the schemes above, several storage schemes focus on the type
characteristics of the RDF graph data, e.g., Property Table creates tables based
on the types of the subjects; Vertical Partitioning creates tables based on the
types of predicates [4]. Type-oriented approaches perform simple classifications
to reduce the number of rows and empty items in the table. However, they
require schema changes as new RDF types are encountered, which is unbearable.
Sextuple Indexing storage scheme is created in order to facilitate various join
operations, which establishes six tables by all six forms of triplets. This scheme
sacrifices storage space while optimizing for queries. DB2RDF [5] is an entity-
oriented alternative, which avoids both the skinny relation of the triple table,
and the schema changes required by type-oriented approaches. Nevertheless, as
mentioned above, DB2RDF is not suitable for a distributed environment.

Distributed RDF Data Storage. In the field of distributed RDF data stor-
age, based on SQL-on-Hadoop, some distributed RDF storage systems are pro-
posed. The H2RDF+ [13] system realizes Sextuple Indexing based on the HBase
distributed repository. This approach trades much storage space for get a bet-
ter query effect, while saving storage space as much as possible is the original
intention of our scheme. Sempala [14] is an RDF graph data query engine based
on the distributed SQL-on-Hadoop database Impala and Parquet columnar file
format. Nevertheless, Sempala is not a relational storage scheme. Stylus [15] is
a distributed RDF graph repository that uses strong type information to build
optimized storage schemes and query processing. The underlying layer is based
on a key-value library. gStoreD [12] is an RDF graph storage scheme that can
optimize graph partitioning and store RDF graph based on query load. However,
there is no consideration of ontology information in Stylus and gStoreD.

To the best of our knowledge, OntoDS is the first distributed RDF storage
scheme to consider ontology information and distributed situations.

6 Conclusion

This paper presented OntoDS, an ontology-aware distributed storage scheme
for RDF graphs, and implemented a prototype system of OntoDS based on
HAWQ. OntoDS has additional benefits for type-related queries in distributed
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environment, as it reduces data shuffle between nodes. The experimental results
on the benchmark datasets show that our distributed RDF storage scheme is
both efficient and scalable, which is 1–1.5 time faster than the state-of-the-art
schemes.
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Abstract. Knowledge Graphs (KGs) have deep and impactful appli-
cations in a wide-array of information networks such as natural lan-
guage processing, recommendation systems, predictive analysis, recogni-
tion, classification, etc. Embedding real-life relational representations in
KGs is an essential process of abstracting facts for many important data
mining tasks like information retrieval, privacy and control, enrichment
and so on. In this paper, we investigate the embedding of the relational
fractals which are learned from the Relational Turbulence profiles in the
transactions of Online Social Networks (OSNs) into KGs. These rela-
tional fractals have the capability of building both compositional-depth
hierarchies and shallow-wide continuous vector spaces for more efficient
computations on devices with limited resources. The results from our
RFT model show accurate predictions of relational turbulence patterns
in OSNs which can be used to evolve facts in KGs for more accurate and
timely information representations.

Keywords: Relational turbulence · Deep learning · Knowledge graph
embedding · Online Social Networks · Fact evolution

1 Introduction

Knowledge Graphs (KGs) have many important real-world applications like
semantic parsing, named entity disambiguation, information extraction and
question answering [18]. A KG is a multi-relational structure built from real-life
information which are condensed into relational tuples. These relational tuples
establish ground truths between entities and objects and are also known as
facts [13,18]. A fact is constructed from a group of three cardinal elements:
(subject → predicate → object) and is also known as an atomic information
construct to the parent KG superset [19]. Recent years have seen rapid growths
c© Springer Nature Switzerland AG 2019
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in the construction and successful practical applications of KG datasets. Exam-
ples of some prominant KG datasets include Freebase, DBpedia, YAGO, NELL,
Knowledge Vault and Google Knowledge Graph [18]. KG embedding refers to
the process of transplanting components of information such as entities and rela-
tions - into shallow continuous vector spaces [18,19]. The objective is to simplify
computations at run time while preserving the inherent structure of the KG
[19]. However, shallow structures are necessarily space consuming. In order to
limit this resource consumption, deep networks which rely on the use of com-
positional functions to establish a hierarchy of facts remains a popular choice
for reducing representional spaces required to contain these sophistication [1].
Nontheless, implementation of a compositional structure comes at high com-
putational costs when Directed Acyclic Graph (DAG) source directed queries
need to be resolved [1]. Hence, we propose the use of relational fractals which
can be used to dynamically build and/or prune predicates that increases com-
positional hierarchy and/or extend shallow vector manifold representations as
new information is continuously added to the graph. The objective function of
embedding deep relational fractals in KG networks is to optimize the compo-
sitional depth computation cost to continuous vector space consumption ratio
[11,17]. This approach will enable mobile and/or lightweight devices which are
limited in both computational power and storage capacity to efficiently process
large amounts of information efficiently, while at the same time, storing it in
adequately sized KGs.

In this paper, we introduce a new model, called the Relational-Flux-
Turbulence (RFT), that effectively represents the dynamism of popular key rela-
tional dimensions uncovered from previous approaches and techniques conducted
on online social structure [21]. The model builds a multi-stage deep neural net-
work from a stack of fractals with hybrid architectures of Restricted Boltzmann
Machines (RBMs) and Recursive Neural Nets (RNNs) [2]. These structures are
self-evolving from a meta-learning perspective. The neural network accepts as
inputs, key relational feature states fi between actors aj and global events Eε

from past and present social transactions to determine the relational turbulence
τij pattern within an identified social flux Fε. Turbulence may correspond to
various disruptions in social communication of different environments and con-
texts [10]. For example, in the discussion of world events like trade wars, passive
sentiments passed through public posts and comments are indicative of hostility
and potential conflict which may lead to a breakdown of linked integrity between
actors in many aspects like trust, influence, status, etc. and hence change the
predicates of the KG in question. We develop a novel architecture from Rela-
tional Turbulence Theory and Models (RTT and RTM) to learn the relational
fractal from turbulence, within a given social context describing the state of flux.
Then, we evaluate our methods on Twitter, Google and Enron email datasets
and demonstrate that they outperform similarity based feature and shallow uni-
directional flat structural approaches in detecting social flux and turbulence.

In this study, we look at the dynamic structure of such an shallow ANN
known as fractals. Fractals are the lowest principle decompositions of never
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ending patterns. They maintain a key property of self-similarity across different
varying scales [5]. Driven by a recursive process, fractals are adaptable enough to
describe highly dynamic system representations [9]. In the sections that follow,
we describe the methods and experiments performed on Twitter, Google and
Enron email datasets at different instances and show that structural fractals
behave like cognitive super primers that can be used to decode representational
information sophistication through a generative feedback loop. The main contri-
butions of our study are:

1. Our method adaptively learns from real-time online streaming data to identify
key turbulent relationships within a given OSN;

2. An innovative RFT model was developed to capture key relational features
which were used to detect and profile social communication patterns of event-
ful states within a given OSN;

3. Experiment results show that RFT is able to offer a good modeling of rela-
tional ground truths, while FNN is able to efficiently and accurately rep-
resent evolving relational turbulence and flux profiles within a given OSN.

The remaining part of the paper is organized as follows: Sect. 2 presents a brief
overview of related works and introduces key concepts drawn from social theories
and relational structures. Section 3 introduces the theories and methods of our
proposed model. Section 4 provides a thorough analysis of experimental design
and implementation. Section 5 presents the results and discussion of this paper
that leads to a conclusion and potential future directions.

2 Related Literature

Relational Turbulence, first studied in [6], was typically characterized as a resul-
tant state in conflict of interests from competing goals between two or more
actors (entities) in question [20]. Although conflict does provide the basis of
stimulation for communication within a relationship that is centered in a flux,
it also correlates to negative consequences in the form of detrimental event
occurrences if left undetected and unchecked [12]. An important discrimina-
tor of detecting conflict and hence the resulting turbulence in any relationship
model between networks of actor entities is the observation and management
of relational altering events [22]. These events, if found to be in huge negative
violations of expectancies between relational reciprocates of actors, can lead to
instability in a relational flux [23].

The Relational Turbulence Model (RTM) [15] builds upon the core principles
of relational state shifts and conflict management to define an artificial construct.
This construct enables intelligent predictions of communication behaviors dur-
ing relationship transitions in an environment of continuous online social dis-
ruptions. The process of turbulent relationship development can be described
as a continuous and communicative state of flux [15]. This state defines a con-
sistent exchange of sentimental and affective information between the actor/s
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involved [23,24]. Each transition to another state (e.g. professional colleagues to
friendship) has the probability to cause friction (conflict), which may lead to a
polarization of sentiments and affective communication flux in OSNs [16]. Two
key tenets of the RTM are actor interferences and relational uncertainty. These
two prime relational features in OSNs enable the effective detection and pre-
diction of conflict and event (new fact) occurrences in sentimental and affective
computing of KGs.

In [8], the authors present a minimalist neural network architecture for reli-
ably and accurately estimating emotional states based on EEG captured data.
Their model uses an innovative parameter known as the reinforced gradient coef-
ficient to tackle the vanishing gradient problem faced by deep learning architec-
tures. Additionally, their model adopts a weighing step to extract outliers from
the discrepancies between successive predictions. Although this approach may
help alleviate diminishing gradients by increasing error gradients during the
back propagation process, it does so at the expense of performance. Tackling
larger error gradients during the forward and back propagation burn-in phases
of training especially on a shallow ANN architecture means that convergence
to an accurate estimation is slower with more lengthy iterations. Furthermore,
the trade off in accuracy gains between the MNN and other state of the art
methods (e.g. ADA, RMS, NM, etc.) included in their work does not justify the
computational resource costs involved.

In [14], the authors deal with the problem of social role recognition through
the use of a Conditional Random Field (CRF) layered model architecture. Their
architecture is used to learn actor-environment and actor-actor behaviors from
different unlabeled video streams of a given event classification. Their work
derives from the motivation in the field of Role Theory in sociology. Their full
model results on You-Tube social videos show a higher event-based social role
classification hit-rate as compared to traditional k-Means and CRF cluster algo-
rithms. However, for video image frames in which latent social role-based seman-
tics exists, CRF architectures are ill-adapted to handle the complex represen-
tations of the depth of these roles in the identification process. This invariably
leads to poor performance output measures of their full model method.

3 Theories and Methods

From the RTM approach, we define Relational Intensity P (γrl), Relational Inter-
ference P (ϑrl) and Relational Uncertainty P (ϕrl) to be three key probabilistic
outputs of the RFT model which represents the relational turbulence Pτrl

of
a given link in an OSN. The key element types we have identified to be con-
tributing features between the duration of the turning point and relationship
development (as an unstable/turbulent process) are the Confidence ρij , Salience
ξij and Sentiment λij scores in an actor-actor relationship of a social transaction
in question.
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Firstly, we define relational intensity during state altering events condition-
ally, as the integration of sentimental transactions (flux) per unit (context) area.
Mathematically, this is given as:

γrl =
n∑

i,j=1

βij | − ∇Fεj

∇t |
LFε

(1)

Where βij is defined as the temporal derivative of the latent topic (context) signal
phase ε. Secondly, we define relational uncertainty as the likelihood measure of
opposing sentiment mentions. Mathematically, this is given by:

ϕrl =

∑n
i,j=1 SiSj

√∑n
i=1 Si

√∑n
j=1 Sj

(2)

Where Si and Sj are sentiments transacted from nodes i to j and from nodes
j to i respectively. Finally, we define relational interference as the probability
that deviations from predicted or expected outcomes of relational flux inten-
sity and uncertainty fall outside a confidence interval centered about the mean.
Mathematically, this is given as:

ϑrl = E(F (γrl, ϑrl : μγϕ, ω2
γϕ))

=
1
2

+
1√
2πω

∑n

γrl,ϕrl=0

1
2
erf(

γrl, ϕrl − μ√
2π

) exp
−(γrl,ϕrl−μ)2

2ω2
(3)

Where,

F (γrl, ϕrl : μγϕ, ω2
γϕ) =

1√
2πω

γrl,ϕrl∑

t=−∞
exp

−(t−μ)2

2ω2 dt (4)

Here, F (γrl, ϕrl : μγϕ, ω2
γϕ) is the cumulative distribution function, and erf(x)

is the error function of the predicted outcomes γrl and ϕrl.
The model we have chosen, with which to address the prediction problem of

relational turbulence is the Fractal Neural Network (FNN) that adopts a hybrid
(turing-learning based) architecture which incorporates the use of both gener-
ative and discriminative deep networked architectures. At the core of the RFT
architecture is a stack of Restricted Boltzmann Machines (RBM) which consti-
tutes the essence of a Deep Belief Network (DBN) that pretrains our Deep Neural
Network (DNN) structural framework. In our architecture, the generative DBN
is used to initialize the DNN weights and the fine-tuning from the backprop is
carried out sequentially layer by layer. In order to tackle the problem of compu-
tational efficiency and learning scalability to large data sets, we have adopted the
Deep Stacking Network (DSN) model framework for our study. Central to the
concept of such an architecture is the relational use of stacking to learn complex
distributions from simple core belief modules, functions and classifiers [3].

On the system level, streaming data like live tweets are first retrieved from
the twitter database using the twitter firehose API matched according to our
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specified filters of choice (e.g. hashtag, geo-location, trending topics, etc.) in the
first stage. While batch data can be easily retrieved from saved sources like Enron
emails and Google datasets, live data streams are analyzed in real-time. The next
stage of our system establishes a data pipe which sends data streams across to a
cache filter. For batch process data, these are sent across directly. Next, Google
NLP is used to determine key relational features which form independent inputs
to our model in Fig. 1. The RFT architecture then predicts relational turbulence
at the outputs learned from ground truths expressed in Eqs. (1), (2) and (3).

3.1 The RFT Architecture

We begin our subject of research with the definition of a soft kernel used to dis-
cover a markovian structure which we then encode into confabulations of fractal
sub-structures. For a given set of data observables as inputs: χ ∈ X and outputs:
� ∈ Ξ we wish to loosely define a mapping such that the source space (X,α)
maps onto a target space (�, ω). The conditional P (χ ∨ ω) assigns a proba-
bility from each source input χ to the final output space in ω. Each posterior
state-space from in between input to output is generated and sampled through a
random walk process. It is worth noting that markovian random walks are used
to build a more generalized stochastic discovery process in our experiment. How-
ever for larger datasets, any one of the more sophisticated markovian sampling
methods (e.g. Gibbs, Monte carlo, Metropolis-Hastings, Hamiltonian, etc.) can
be used as drop-in replacements. An indicator function which we have chosen to
describe the state transition rule is:

Θt+1 = min

{
0

�n
c=1

δEc
t+1

δχc
t

(5)

Where δEc
t+1 is the error change from one hidden feature activity state

ht ∈ H onto higher posterior confabulations. The objective function at each tran-
sition seeks to minimize error gradients to eliminate problems associated with
exploding and vanishing gradients during backpropagation. This can be caused
by an excessive generation of layered confabulations which leads to unnecessary
increments in depth from the markovian ANN discovery mechanism. For a gen-
eral finite state space markovian process, the markov kernel is thus defined as:

Kern(M) =

{
p : X × ω → [0, 1]
p(χ|ω) =

∮
ω

q(χ,�)ν(δ�)
(6)

Once a unique markovian neural network has been discovered, a Single Layer
Convolutional Perceptrion (SLCP) is proposed as a baseline structure to learn
the fractal sub-network from pre-existing posterior confabulations. The SLCP
baseline structure changes as discovered knowledge is progressively encoded dur-
ing the learning process. Any one baseline model can be used to learn a morphing
transposition into a fractal signature structure. In essence, methods like Progres-
sive Neural Networks (PNNs) where activation links of neighboring DNN stacks
are learned laterally across hidden layers [4] or the wide use of summarizing
information from ensemble methods like distillation [7] are relevant alternatives.
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Fig. 1. The RFT architecture design

4 Experiments and Results

The experiments were conducted on three datasets using three different algo-
rithms. The datasets are: Twitter, Google and Enron emails. The Stanford
Twitter Sentiment Corpus contains APIs (http://help.sentiment140.com/api)
for classifying raw tweets that allows us to integrate their classifiers into our
deep learning model. Their plug-in module uses an ensemble of different learn-
ing classifiers and feature extractors to deliver the best outputs with different
combinations of classifiers and feature extractors. In addition to the sentiment
results obtained from their model, we cross validated the output against googles
NLP API (https://cloud.google.com/natural-language/) to replicate the most
accurate sentiment scores and magnitudes of context spaces and mentions. Our
twitter dataset was live streamed from a twitter API account and contains a
maximum of 1675882 nodes and 160799842 links.

The Google dataset was obtained from the repositories of common crawl and
was sentilyzed from the stripped down WET file contents. The dataset which was
used in this experiment was extracted from the April 2014 crawl data and con-
tained 3566224 entities and 436994489 dyads. Lastly, the Enron email dataset
was obtained from the David Newman website, hosted on the UCI Machine
Learning Repository (https://archive.ics.uci.edu/ml/datasets/bag+of+words)
and contains approximately 500000 emails generated by employees of the Enron
corporation. The entire repository of email contents were extracted and senti-
lyzed using google’s NLP model to provide the inputs we require of our training
model.

Our experiments were conducted on our training model with a learning rate
set to 1.1, a sliding window set to 3, an error tolerance set to 0.1 (10%), a data
outlier threshold set to 1.0, with scaling set to 10, a vanishing gradient error

http://help.sentiment140.com/api
https://cloud.google.com/natural-language/
https://archive.ics.uci.edu/ml/datasets /bag+of+words
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threshold at 0 and an exploding gradient error threshold set to 100. Finally,
our trust region radius parameter was set to 5 and our softmax temperature
regularization parameter was staged at 1.2.

4.1 Experimental Design

Figure 1 describes the inputs into our model. Specifically, the RFT model accepts
as inputs, the confidence of the detected category in every social transaction, the
Salience of all detected entities in the transaction, the sentiment scores and mag-
nitudes of entities, mentions and drifting contexts. These eight relational features
form the key independent input into our RFT fractal neural network (FNN)
model. Additionally, the outputs (Relational Intensity γrl, Relational Interfer-
ence ϑrl and Relational Uncertainty ϕrl) which represent turbulence are fed
back into the model as recurrent inputs into the neural network to act as mem-
ory retention for the relational turbulence profiles of previous transaction/s, and
as good influential initialization points for new training sequences of extracted
sentiments in later social transactions.

Relational Turbulence was calculated from conditional posteriors of γrl, ϑrl

and ϕrl as the mathematical relation of:

P (τrl) =
n∑

i=1

P (γi|θi)P (ϑi|ϕi)P (ϕi|γi)
NiP (γi)P (ϑi)P (ϕi)

(7)

The true values of relational turbulence in the graphs from Fig. 2(a) to (i)
were obtained directly from Eqs. (1), (2) and (3). The inputs were tested across
three deep architecture models and the learning results were compared using
both Kendall and Spearman correlation tests to measure both strength of depen-
dence and degree of association between input independent variables and output
turbulence metrics. In addition, the different deep learning approaches were cross
validated using k-fold cross validation techniques.

4.2 Experimental Performance

The Kendall (w coefficient) and Spearman (rho coefficient) tests were conducted
on the results obtained from the testing procedures.

Specifically, the Kendall (tau-b coefficient) was used to measure the strength
of associations between predicted and expected outputs of the learning models.
The Kendall (tau-b) coefficient is given as:

τb =
Nc − Nd√

(N0 − Nx)(N0 − Ny)
(8)

Where,

N0 =
N(N − 1)

2
(9)
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And,

Nx =
∑

i

ui(ui − 1)
2

(10)

And,

Ny =
∑

j

vj(vj − 1)
2

(11)

Where Nc is the number of concordant paris, Nd is the number of discordant
pairs, ui is the number of tied values in the ith group of ties for the first quantity
and vj is the number of tied values in the jth group of ties for the second quantity.

The Spearman (rho coefficient) was used to measure the monotonic rela-
tionship between the independent variables (Category confidence Ci , Entity
Sailence Ji , Entity sentiments - magnitude and scores (�i ,ℶi), Mention sen-
timents -magnitude and scores (Li ,ℷi), Context sentiments - magnitude and
scores ( Q i ,ℸi)) and the dependent variables (Relational Intensity γrl , Relational
Interference ϑrl and Relational Uncertainty ϕrl). Essentially, the relationship
of measure is calculated as:

ΓS = 1 − 6
∑

D2
i

N(N2 − 1)
(12)

Where Di = rank(Xi) − rank(Yi) is the difference in ranks between the
observed independent variable Xi and dependent variable Yi and N is the number
of predictions to input data sets for all three sources.

The tests were run across the Single Layer Perceptron (SLP), a 45-layer
Deep Convolutional Network (DCN) and a dynamically stacked Fractal Neural
Network (FNN). Selected results are shown in Tables 1–11 and Fig. 5, 6–30:

4.3 Testing Results

Finally, during the experimentation, the full datasets obtained from the different
sources (Twitter, Google and Enron) were partitioned into k-subsamples. One of
the subsamples was retained as the validation set for each run and the validation
set was chosen in a round robin fashion for subsequent experimentation runs. A
noteworthy point of mention is that k-fold cross validation is used in our exper-
imentation design to obtain a good estimate of the prediction generalization.
This testing technique does not scale well to measurements of model precision.
How accurately a learning model is able to predict an expected output is based
on the Kendall (tau-b coefficient) results. k-fold validation was performed over
all deep learning models across the Mean Absolute Percentage Error (MAPE)
measurement of each run. Mathematically, MAPE can be expressed as:

δMAPE =
1
N

N∑

i=1

|Ei(x) − Yi(t)
Ei(x)

| (13)

Where Ei(x) is the expectation at the output of data input set i and Yi(t)
is the corresponding prediction over N total subsamples. The tabulation of the
k-fold cross validation used in our experimentation is given in Table 11 (Fig. 3).
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(a) Graph of True and Predicted SLP re-
lational turbulence values for the Twitter
dataset

  (b) Graph of True and Predicted DCN re-
  lational turbulence values for the Twitter
  dataset

(c) Graph of True and Predicted RFT re-
lational turbulence values for the Twitter
dataset

  (d) Graph of True and Predicted SLP re-
  lational turbulence values for the Google
  dataset

(e) Graph of True and Predicted DCN re-
lational turbulence values for the Google
dataset

  (f) Graph of True and Predicted RFT re-
  lational turbulence values for the Google
  dataset

(g) Graph of True and Predicted SLP rela-
tional turbulence values for the Enron email
dataset

  (h) Graph of True and Predicted DCN rela-
  tional turbulence values for the Enron email
  dataset

(i) Graph of True and Predicted RFT relational turbulence values for the Enron email
dataset

Fig. 2. Graphs of relational turbulence predictions
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Fig. 3. Table of spearman’s (rho) coefficient for Enron’s email (RFT)

Fig. 4. Table of K-fold cross validated MAPE for all three learning models

5 Analysis and Discussion

As can be seen from the graphs, SLP models consistently underperforms in rank-
ing where prediction accuracy is concerned, the Kendall (tau-b coefficient) test
shows a lower (positive) correlation between expected and predicted outputs
across the test data set for SLP models and much higher (positive) association
for both DCN and RFT. Additionally, from the results of the Spearman (rho
coefficient) test done on the independent and dependent variables, it can be
seen from Tables 1–10 that the spearman coefficient indicates strongly positive
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(a) Table of Spearman’s (rho) coefficient for
Twitter (SLP)

(b) Table of Spearman’s (rho) coefficient for
Twitter (DCN)

(c) Table of Spearman’s (rho) coefficient for
Twitter (RFT)

(d) Table of Spearman’s (rho) coefficient for
Google (SLP)

(e) Table of Spearman’s (rho) coefficient for
Google (DCN)

(f) Table of Spearman’s (rho) coefficient for
Google (RFT)

(g) Table of Spearman’s (rho) coefficient
Enron’s email (SLP)

(h) Table of Spearman’s (rho) coefficient for
Enron’s email (DCN)

Fig. 5. Tables of spearman’s coefficient
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monotonic correlations between turbulence measures (γrl, ϑrl and ϕrl) and sen-
timent scores [(�i,ℶi), (Li,ℷi), ( Q i,ℸi)] and moderately positive correlations
between the same turbulence measures (γrl, ϑrl and ϕrl) to both category con-
fidence and entity salience (Ci,Ji).

Generally however, it can be observed from all the plots that intensity, inter-
ference and uncertainty correlates very well to expressed sentiments over entities,
mentions, and (fairly well) over contexts. However, an interesting observation
made from the distribution of the results is that while entity and mention senti-
ments are (strongly) positively correlated to the tenets of relational turbulence
(i.e. higher sentiment scores expressed in these classifier manifolds are more likely
to evoke a relational state altering event), context sentiments are (mediocrely)
negatively correlated instead. It can also be observed that this negative corre-
lation of contexts to turbulence is weaker in both Twitter and Enron (where
communications are both specifically directed and/or semi-directed at social
individuals) and stronger in Google datasets (where communications are non-
specific and loosely directed at certain social groups or communities) (Fig. 4).

6 Conclusion

In conclusion, we have shown that RFT is capable of predicting relational tur-
bulence profiles between actors within a given OSN acquired from anytime data.
Furthermore, the novel FNN model which we have developed is able to rapidly
scale and adaptively represent relational complexities of anytime sequenced data
within a live online social scene. Our results show superior accuracies and per-
formance of the FNN model in comparison well known baseline models like the
Single Layer Perceptron (SLP) and the Deep Convolutional Network (DCN)
designs. We have demonstrated the feasibility of our learning model through the
implementation on three large scale networks: Twitter, Google Plus and Enron
emails. Our study uncovers three pivotal long-term objectives from a relational
perspective. Firstly, relational features can be used to strengthen fact evolutions
in medical, cyber security and social KG applications where the constant chal-
lenges between detection, recommendation, prediction, data utility and privacy
are being continually addressed. Secondly, in fintech applications, relational pred-
icates (e.g. turbulence) are determinants to market movements - closely modeled
after a system of constant shocks. Thirdly, in artificial intelligence applications
like computer cognition and robotics, learning relational features between social
actors enables machines to recognize and evolve. Deep learning relational graph
models appear to have considerable potential, especially in the fast growing area
of social networks.
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Abstract. The problem of structural diversity search is to find the top-
k vertices with the largest structural diversity in a graph. However, when
identifying distinct social contexts, existing structural diversity models
(e.g., t-sized component, t-core, and t-brace) are sensitive to an input
parameter of t. To address this drawback, we propose a parameter-free
structural diversity model. Specifically, we propose a novel notation of
discriminative core, which automatically models various kinds of social
contexts without parameter t. Leveraging on discriminative cores and
h-index, the structural diversity score for a vertex is calculated. We study
the problem of parameter-free structural diversity search in this paper.
An efficient top-k search algorithm with a well-designed upper bound
for pruning is proposed. Extensive experiment results demonstrate the
parameter sensitivity of existing t-core based model and verify the supe-
riority of our methods.

1 Introduction

Nowadays, information spreads quickly and widely on social networks (e.g.,
Twitter, Facebook). Individuals are usually influenced easily by the information
received from their social neighborhoods [14]. Recent studies show that social
decisions made by individuals often depend on the multiplicity of social contexts
inside his/her contact neighborhood, which is termed as structural diversity [25].
Individuals with larger structural diversity, are shown to have higher probability
to be affected in the process of social contagion [25]. Structural diversity search,
finding the individuals with the highest structural diversity in graphs, has many
applications such as political campaigns [15], viral marketing [17], promotion of
health practices [25], facebook user invitations [25], and so on.

In the literature, several structural diversity models (e.g., t-sized compo-
nent, t-core and t-brace) need an input of specific parameter t to model distinct
social contexts. A social context is formed by a number of connected users. The
component-based structural diversity [25] regards each connected component
whose size is larger than t as a social context. Another core-based structural
diversity model is defined based on t-core. A t-core is the largest subgraph such
that each vertex has at least t neighbors within t-core. The core-based structural
c© Springer Nature Switzerland AG 2019
R. Cheng et al. (Eds.): WISE 2019, LNCS 11881, pp. 677–693, 2019.
https://doi.org/10.1007/978-3-030-34223-4_43
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Fig. 1. The ego-network GN(v) of vertex v

diversity model regards each maximal connected t-core as a distinct social con-
text. Figure 1 shows the contact neighborhood (ego-network) GN(v) of a user v.
All vertices and edges in ego-network GN(v) are in solid lines. Consider the core-
based structural diversity model and parameter t = 2. Subgraphs H1, H2 and
H3 are maximal connected 2-cores. H1, H2, and H3 are regarded as 3 distinct
social contexts. Thus, the core-based structural diversity of v is 3.

This paper proposes a new parameter-free structural diversity model based
on the core-based model [12] and h-index measure [11]. Our parameter-free model
does not need the input of parameter t any more. This avoids suffering from the
limitations of setting parameter t. We show two major drawbacks of the t-core
based model as follows.

– Sensitivity of t-core based model. The number of social contexts is sensi-
tive to parameter t. On the one hand, if t is set to a large value, it may discard
small and weakly-connected social contexts; On the other hand, if t is set to a
small value, it may have weak ability of recognizing strongly-connected social
contexts fully. Consider the contact neighborhood GN(v) of a user v in Fig. 1.
When t = 2, the structural diversity of v is 3. When t = 3, H2 and H3 are
2-cores and disqualified for social contexts, due to the requirement of social
contexts as 3-core. Meanwhile, H1 is decomposed as two components of 3-
core as H4 and H5. Thus, the structural diversity of v becomes 2. However,
when t ≥ 4, the structural diversity of v is 0. This example clearly shows the
sensitivity of structural diversity w.r.t. parameter t.

– Inflexibility of t-core based model. Structural diversity model lacks flex-
ibility for different vertices using the same parameter t. Generally, different
social contexts should not be modeled and quantified using the same criteria of
parameter t. For example, in a social network, the social contexts of a famous
singer and a junior student can be dramatically different in terms of size and
density. Thus, it is difficult to choose one consistent value t for different ver-
tices in a graph. In Fig. 1, H1 can be decomposed into two social contexts H4

and H5, which requires the setting of t = 3. However, the identification of H2

and H3 requires t = 2. This indicates the necessary of personalized parameter
t for different social contexts.
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To address the above two limitations, we define a novel notation of
discriminative core to represent each distinct social context without inputing any
parameters. Specifically, a discriminative core is a densest and maximal connected
subgraph inside a user’s contact neighborhood. It can be regarded as a criteria
for representing unique and strong social context. However, the distribution of
discriminative cores in two users’ contact neighborhoods can be totally different
in terms of density and quantity, which cannot be compared directly. To tackle
this issue, we propose a new structural diversity model based on h-index. In
the literature, the h-index is defined as the maximum number of h such that a
researcher has published h papers whose citations have at least h [11]. We apply
the similar idea to measure structural diversity in ego-networks. Given a vertex
v, the structural diversity of v is the largest number h such that there exists
at least h discriminative cores with coreness at least h. In this paper, we study
the problem of top-k h-index based structural diversity search, which finds k
vertices with largest h-index based structural diversity. To summarize, we make
the following contributions:

– We propose a novel definition of discriminative core to provide a parameter-
free scheme for identifying social contexts. To simultaneously measure the
quantity and strength of social contexts in one’s contact neighborhood, we
propose a new h-index based structural diversity model. We formulate the
problem of top-k h-index based structural diversity search in a graph (Sect. 3).

– We propose a useful approach for computing the h-index based structural
diversity score h(v) for a vertex v and give a baseline algorithm for solving
the top-k structural diversity search problem (Sect. 4).

– Based on the analysis of the discriminative core structure and the property of h-
index, we design an upper bound of h(v). Equipped with the upper bound, we
propose an efficient top-k search framework to improve the efficiency (Sect. 5).

– We conduct extensive experiments on four real-world large datasets to demon-
strate the parameter sensitivity of the existing core-based structural diversity
model and verify the effectiveness of our proposed model. Experiment results
also validate the efficiency of our proposed algorithms (Sect. 6).

2 Related Work

This work is related to the studies of structural diversity search and k-core
mining.

Structural Diversity Search. In [25], Ugander et al. studied the structural
diversity models in the real-world applications of social contagion. The prob-
lem of top-k structural diversity search is proposed and studied by Huang
et al. [12,13]. The goal of the problem is to find k vertices with the highest struc-
tural diversity scores. Two structural diversity models based on t-sized compo-
nent and t-core respectively are studied w.r.t. a parameter threshold t. Recently,
Chang et al. [4] proposed fast algorithms to address structural diversity search
by improving the efficiency and scalability of the methods [13]. Cheng et al. [5]
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propose an approach of diversity-based keyword search to solve the mashup con-
struction problem. Different from above studies, we propose a parameter-free
structural diversity model based on the novel definition of discriminative cores,
which avoids suffering from the difficulties of parameter tuning.

K-Core Mining. There exist lots of studies on k-core mining in the literature.
k-core is a definition of cohesive subgraph, in which each vertex has degree at
least k. The task of core decomposition is finding all non-empty k-cores for all
possible k’s. Batagelj et al. [2] proposed an in-memory algorithm of core decom-
position. Core decomposition has also been widely studied in different computing
environment such as external-memory algorithms [6], streaming algorithms [23],
distributed algorithms [22], and I/O efficient algorithms [26]. The study of core
decomposition is also extended to different types of graphs such as dynamic
graphs [1,16], uncertain graphs [3], directed graphs [19], temporal graphs [27],
and multi-layer networks [9]. Recently, core maintenance in dynamic graphs has
attracted significant interest in the literature [1,20,28].

3 Problem Statement

In this section, we formulate the problem of h-index based structural diversity
search.

3.1 Preliminaries

We consider an undirected and unweighted simple graph G = (V,E), where V is
the set of vertices and E is the set of edges. We denote n = |V | and m = |E| as
the number of vertices and edges in G respectively. W.l.o.g. we assume the input
graph G is a connected graph, which implies that m ≥ n − 1. For a given vertex
v in a subgraph H of G, we define NH(v) = {u in H : (u, v) ∈ E(H)} as the set
of neighbors of v in H, and dH(v) = |NH(v)| as the degree of v in H. We drop
the subscript of NG(v) and dG(v) if the context is exactly G itself, i.e. N(v),
d(v). The maximum degree of graph G is denoted by dmax = maxv∈V dG(v).

Given a subset of vertices S ⊆ V , the subgraph of G induced by S is denoted
by GS = (S,E(S)), where the edge set E(S) = {(u, v) ∈ E : u, v ∈ S}. Based on
the definition of induced subgraph, we define the ego-network [8,21] as follows.

Definition 1. (Ego-network) Given a vertex v in graph G, the ego-network of
v is the induced subgraph of G by its neighbors N(v), denoted by GN(v).

In the literature, the term “neighborhood induced subgraph” [12] is also used
to describe the ego-network of a vertex. For example, consider the graph G in
Fig. 1. The ego-network of vertex v is shown in the gray area of Fig. 1, which
excludes v itself with its incident edges. The t-core of a graph G is the largest
subgraph of G in which all the vertices have degree at least t. However, the
t-core of a graph can be disconnected, which may not be suitable to directly
depict social contexts. Hence, we define the connected t-core as follows.



Parameter-Free Structural Diversity Search 681

Definition 2. (Connected t-Core) Given a graph G and a positive integer t, a
subgraph H ⊆ G is called a connected t-Core iff H is connected and each vertex
v ∈ V (H) has degree at least t in H.

Given a parameter t, the core-based structural diversity model treats each
maximal connected t-core as a distinct social context [12,25]. To measure the
structural diversity of an ego-network, one essential step is to tune a proper value
for parameter t. However, such parameter setting is not easy and even critically
challenging. The following example illustrates it.

Example 1. Figure 1 shows an ego-network GN(v) of vertex v. Given an integer
t = 2, three maximal connected 2-core (H1, H2 and H3) will be treated as
distinct social contexts. The core-based structural diversity of v is 3. When we
set t = 3, the core-based structural diversity of v will be 2, since H4 and H5 will
be treated as two distinct social contexts. In this case, H2 and H3 are no longer
treated as social contexts. If we set t to be some values higher than 3, no social
contexts can be identified. The core-based structural diversity of v will then be 0.
From this example, we can see that if the value of t is tuned too high, no social
contexts can be identified. But if the value of t is set too low, some strong social
contexts with denser structures cannot be captured. Thus, to choose a proper
value of t for all vertices in a graph is a challenging task.

To tackle the above issue, we propose a parameter-free scheme for automat-
ically identifying strong social contexts in one’s ego-network. We firstly give a
novel definition of discriminative core based on the concept of coreness as follows.

Definition 3. (Coreness) Given a subgraph H ⊆ G, the coreness of H is the
minimum degree of vertices in H, denoted by ϕ(H) = minv∈H{dH(v)}. The
coreness of a vertex v ∈ V (G) is ϕG(v) = maxH⊆G,v∈V (H){ϕ(H)}.
Definition 4. (Discriminative Core) Given a graph G and a subgraph H ⊆ G,
H is a discriminative core if and only if H is a maximal connected subgraph such
that there exists no subgraph H ′ ⊆ H with ϕ(H ′) > ϕ(H).

By Definition 4, a discriminative core H is a maximal connected component
that cannot be further decomposed into smaller subgraphs with a higher core-
ness. It indicates that a discriminative core is the densest and most important
component of a social context, which can be used as a distinct element to repre-
sent a social context. In addition, the coreness of a discriminative core reflects the
strength of its representative social context. For example, H4 is a discriminative
core with ϕ(H4) = 3. And H2 is another discriminative core with ϕ(H2) = 2.
According to the core-based structural diversity, they cannot be identified as
distinct social contexts simultaneously using the same value of parameter t. But
by our discriminative core definition, they will be treated as distinct social con-
texts automatically without loosing the information of their strength.

For an ego-network GN(v), the whole network may consist of multiple
discriminative cores with various corenesses, which can be depicted as a coreness
distribution of discriminative cores. Moreover, to rank the structural diversity
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of two vertices, it is difficult to directly compare the coreness distributions of
two ego-networks. Because it is not easy to measure both the number of social
contexts and the strength of social contexts simultaneously.

Making use of the idea of h-index criteria, we define the diversity vector and
diversity score as follows.

Definition 5. (Diversity Vector and Diversity Score) Given a graph G and a
vertex v, the diversity vector of v is the coreness distribution of discriminative
cores in GN(v), denoted by C(v) = [cv(1), ..., cv(n)], where cv(r) = |{H : ϕ(H) =
r and H is a discriminative core in GN(v)}|. The h-index based structural diver-
sity score of v, denoted by h(v), is defined as h(v) = max{r :

∑n
r cv(r) ≥ r}.

For short, diversity score is called.

Example 2. Consider the ego-network of v shown in Fig. 1, subgraph H1 is not
a 2-core discriminative component since it can be further decomposed into two
3-cores H4 and H5. There is no discriminative core with the coreness of 1, so
cv(1) = 0. And cv(2) = 2 since it has two discriminative cores H2 and H3 with
the coreness of 2. Similarly, cv(3) = 2 because H4, H5 are two discriminative
cores with the coreness of 3. There exists no discriminative cores with coreness
greater than 3. Thus, the diversity vector of v is C(v) = [0, 2, 2, 0, ..., 0]. And the
diversity score is h(v) = 2 by definition.

In this paper, we study the problem of h-index based structural diversity
search in a graph. The problem formulation is defined as follows.

Problem Formulation. Given a graph G and an integer k, the goal of h-index
based structural diversity search problem is to find an optimal answer S∗ consisted
of k vertices with the highest h-index based structural diversity scores, i.e.,

S∗ = arg max
S⊆V,|S|=k

{min
v∈S

h(v)}.

4 Baseline Algorithm

In this section, we introduce a baseline approach for h-index based structural
diversity search over graph G. The high-level idea is to compute the diversity
score for each vertex in graph G one by one. After obtaining the scores of all
vertices, it sorts vertices in decreasing order of their scores and returns the first
k vertices with the highest structural diversity scores. This method computes
the top-k result from scratch, which is intuitive and straightforward to obtain
answers.

In the following, we first introduce an existing algorithm of core decomposi-
tion [2]. Then, we present an important and useful procedure to compute h-index
based structural diversity score h(v) for a given vertex v.
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Algorithm 1. Core Decomposition [2]
Input: a graph G = (V, E)
Output: the coreness ϕG(v) for each vertex v ∈ V

1: L ← Sort all vertices in G in ascending order of their degree.
2: Let t ← 1;
3: while G is not empty do
4: for each vertex v ∈ L with d(v) < t do
5: Remove v and its incident edges from G; Remove v from L;
6: ϕG(v) ← t − 1;
7: Update the degree of the affected vertices and reorder L;
8: t ← t + 1;
9: return ϕG(v) for each vertex v ∈ V ;

4.1 Core Decomposition

The core decomposition of graph G computes the coreness of all vertices v ∈ V .
Algorithm 1 outlines the algorithm of core decomposition [2]. The algorithm
starts with an integer t = 1, and iteratively removes the nodes with degree
less than t and their incident edges. The number of t − 1 is assigned to be the
coreness of the removed vertices. Then, the degree of affected vertices needs to
be updated, since the removal of a vertex decreases the degree of its neighbors
in the remaining graph. The number t is increased by one after each iteration,
until all vertices and edges are deleted from the input graph.

4.2 Computing h(v)

The computation of h(v) includes three major steps. First, we extract from
graph G and obtain an ego-network GN(v) for vertex v, which is the induced
subgraph of G by the set of v’s neighbors N(v). Next, we decompose the entire
ego-network GN(v) into several discriminative cores, and count their corenesses
to derive structural diversity vector C(v). The detailed procedure is outlined
in Algorithm 2. Finally, based on the diversity vector of C(v), we compute the
diversity score h(v) by the Definition 5 using Algorithm 3.

Discriminative Core Decomposition. Algorithm 2 outlines the detailed steps
for discriminative core decomposition and diversity vector computation. For an
ego-network GN(v) of vertex v, we firstly apply the core decomposition algorithm
on it to calculate the coreness of each vertex (line 1). Then, we sort all vertices in
GN(v) in ascending order of their coreness (line 3). For each integer t from 1 to the
maximum coreness of the vertices in GN(v), we identify and count the number of
discriminative cores with the coreness of t by using a breadth first search approach
(lines 5–19). By definition, a discriminative core with the coreness of t will be only
formed by the vertices with the coreness of exactly t. Thus, in each iteration,
we traverse vertices with the same coreness of t to search all the discriminative
cores Hs with ϕ(H) = t (lines 7–19 and lines 14–15). Edges connecting the
current visited vertex x to the vertices with coreness greater than t indicate that
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Algorithm 2. Discriminative Core Decomposition
Input: an ego-network GN(v) = (N(v), {(u, w) ∈ E : u, w ∈ N(v)}))
Output: the diversity vector C(v)

1: Apply the core decomposition algorithm in Algorithm 1 on GN(v);
2: tmax = maxu∈N(v) ϕGN(v)(u);
3: L ← Sort all vertices in GN(v) in ascending order of their coreness;
4: Q ← ∅; visited ← ∅
5: for t ← 1 to tmax do
6: cv(t) ← 0;
7: for each vertex u ∈ L with the coreness of ϕGN(v)(u) = t do
8: Flag ← true;
9: if u /∈ visited then;

10: visited ← visited ∪ {u}; Q.push(u);
11: while Q is not empty do
12: x ← Q.pop();
13: for each y ∈ {y : (x, y) ∈ E(GN(v))} do
14: if ϕGN(v)(y) = t then
15: Insert y to Q and visited if y is unvisited;
16: else if ϕGN(v)(y) > t then
17: Flag ← false;
18: if Flag = true then;
19: cv(t) ← cv(t) + 1;
20: return C(v);

the current found component can not be counted as a discriminative core and x
does not belong to any discriminative cores in GN(v) (lines 16–17). Then the t-th
element cv(t) of the diversity vector C(v) can be computed (lines 18–19). Finally,
the diversity vector C(v) of v will be returned.

H-index Score Computation. The details of computing the h-index based
structural diversity score are shown in Algorithm 3. After figuring out the diver-
sity vector C(v) (lines 1–2), the diversity score h(v) can then be calculated by
Definition 5 (lines 3–6). We firstly initialize h(v) as 0 (line 3). Then, for each
element cv(t) in the reverse order of the diversity vector C(v), we keep accumu-
lating it to h(v) until the first t appears such that h(v) ≥ t (line 4–6). Such t is
the diversity score h(v) of v.

Equipped with Algorithm 3, we are able to compute the h-index based struc-
tural diversity for all the vertices in G. By sorting the diversity scores, we can
obtain the top-k results for a given k.

5 Efficient Top-k Search Algorithm

The drawback of baseline method presented in the previous section is obviously
inefficient and can be improved. Firstly, both the ego-network extraction and
discriminative core decomposition are costly in computation. Secondly, it iter-
atively computes the h-index based structural diversity scores for all vertices
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Algorithm 3. Compute h(v)
Input: a graph G = (V, E); a vertex v
Output: the diversity score h(v)

1: Extract the ego-network GN(v) of v;
2: C(v) ← Apply the discriminative core decomposition procedure in Algorithm 2 on

GN(v);
3: h(v) ← 0;
4: for t ← tmax to 1 do
5: h(v) ← h(v) + cv(t)
6: if h(v) ≥ t then h(v) ← t; break;
7: return h(v);

on the entire graph G, which is expensive. Thirdly, some vertices appear to be
obviously unqualified for the top-k result. And the score computations of them
are reluctant and should be avoided.

In this section, we develop an efficient top-k search framework by exploiting
useful pruning techniques to reduce the search space, leading to a small number
of candidate vertices for score computations. Specifically, we design an upper
bound ĥ(v) for diversity score h(v), based on the analysis of the core structure.

5.1 An Upper Bound of h(v)

We starts with a structural property of t-core.

Lemma 1. Given a vertex v and any vertex u ∈ N(v), if u has ϕGN(v)(u) = r
in ego-network GN(v), then u has the coreness ϕG(u) ≥ r + 1 in graph G.

Proof. We omit the proof for brevity. The detailed proof can be referred to [12].

Example 3. Consider vertex x1 in Fig. 1, x1 has coreness ϕG(x1) = 4. However,
in the ego-network GN(v), ϕGN(v)(x1) = 3. Here ϕG(x1) ≥ ϕGN(v)(x1) + 1 holds.

For a vertex v and some vertices u ∈ N(v), the global coreness ϕG(u)
is sometimes much larger than the coreness of u in the ego-network of v, i.e.
ϕG(u) � ϕGN(v)(u). The following lemma gives another upper bound for esti-
mating the coreness ϕGN(v)(u), w.r.t. vertices v and u ∈ N(v).

Lemma 2. Given a vertex v and its coreness ϕG(v), ∀u ∈ N(v), ϕGN(v)(u) <
ϕG(v).

Proof. We prove this by contradiction. For any u ∈ N(v), we assume ϕG(v) = r
and ϕGN(v)(u) ≥ ϕG(v), which is ϕGN(v)(u) ≥ r. By the definition of coreness,
there exists a subgraph H ⊆ GN(v) with coreness ϕ(H) ≥ r indicating that
∀v∗ ∈ V (H), dH(v∗) ≥ r. We add the vertex v and its incident edges to H to
generate a new subgraph H ′ ⊆ G, where V (H ′) = V (H) ∪ {v} and E(H ′) =
E(H) ∪ {(v, u) : u ∈ V (H)}. It’s easy to verify that for all v∗ in H ′, we have
dH′(v∗) ≥ r + 1. Since v is also contained in H ′, by definition, ϕG(v) ≥ r + 1,
which contradicts to the condition ϕG(v) = r.
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Combining Lemmas 1 and 2, we have the following corollary.

Corollary 1. Given a vertex v in graph G, for any vertex u ∈ N(v),
ϕ̂GN(v)(u) = min{ϕG(v), ϕG(u) − 1} and ϕ̂GN(v)(u) ≥ ϕGN(v)(u) hold.

Based on Corollary 1, we derive an upper bound ĥ(v) for the h-index based
structural diversity score h(v) as follows.

Lemma 3. Given a vertex v and its ego-network GN(v), we have an upper bound
of diversity score h(v), denoted by

ĥ(v) = max
x∈Z+

{x : |{u ∈ N(v) : ϕ̂GN(v)(u) ≥ x}| ≥ x · (x + 1)}.

Proof. Assume that h(v) = x∗, we prove ĥ(v) ≥ x∗. By h(v) = x∗, it indicates
that there exists x∗ discriminative cores g with ϕ(g) ≥ x∗ in the ego-network
GN(v). For ϕ(g) ≥ x∗, discriminative core g has at least x∗ + 1 nodes u with
ϕGN(v)(u) ≥ x∗. Thus, the whole ego-network GN(v) has at least x∗ · (x∗ + 1)
nodes u with ϕGN(v)(u) ≥ x∗, i.e., h(v) = x∗ ≤ maxx∈Z+{x : |{u ∈ N(v) :
ϕGN(v)(u) ≥ x}| ≥ x · (x+1)}. By Corollary 1, ϕ̂GN(v)(u) ≥ ϕGN(v)(u), hence we
have ĥ(v) ≥ x∗ = h(v).

According to Lemma 3, once applying the core decomposition algorithm on
graph G, we can directly compute the upper bounds ĥ(v) for all vertices v.

Algorithm 4. Efficient Top-k Search Framework
Input: G = (V, E), an integer k
Output: top-k structural diversity results

1: Apply the core decomposition on G by Algorithm 1 and obtain ϕG(v) for all vertices
v ∈ V ;

2: for v ∈ V do
3: Compute ̂h(v) according to Lemma 3;

4: L ← Sort all vertices V in descending order of ̂h(v);
5: S ← ∅;
6: while L �= ∅ do
7: v∗ ← arg maxv∈L ̂h(v); Delete v∗ from L;

8: if |S| = r and ̂h(v∗) ≤ minv∈S h(v) then
9: break;

10: Invoke Algorithm 3 to compute h(v∗);
11: if |S| < r then S ← S ∪ {v∗};
12: else if h(v∗) > minv∈S h(v) then
13: u ← arg minv∈S h(v);
14: S ← (S − {u}) ∪ {v∗};
15: return S;
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5.2 Top-K Structural Diversity Search Framework

Equipped with the upper bound ĥ(v), we develop an efficient top-k search frame-
work for safely pruning the search space and avoiding the unnecessary computa-
tion of h(v). The efficient top-k structural diversity search framework is presented
in Algorithm 4.

Algorithm 4 starts with the initialization of the upper bound of each vertex
v (lines 1–2). Then, it sorts all vertices in descending order according to their
upper bounds (line 3). It maintains a list S to store the top-k result (line 4). In
each iteration, the algorithm pops out a vertex v∗ from the vertex list L with
the largest upper bound ĥ(v∗) (line 6). Next, it checks the early stop condition:
if the answer set S has k results and the minimum score in S is no less than
the current upper bound, i.e. ĥ(v∗) ≤ minv∈Sh(v), the current vertex v∗ is
safely pruned and the searching process is terminated (lines 8–9). Otherwise,
the procedure of structural diversity score computation is invoked and check if
v∗ can be added into the result set (lines 10–14). Finally, the top-k results stored
in S are returned.

5.3 Complexity Analysis

In this section, we analyze the time and space complexity of Algorithm 4.

Lemma 4. Algorithm 3 computes h(v) for each vertex v in O(
∑

u∈N(v)

min{d(u), d(v)}) time and O(m) space.

Proof. Extracting GN(v) of v takes O(
∑

u∈N(v) min{d(u), d(v)}), since all trian-
gles 	vuw should be listed to enumerate each edge (u,w) ∈ E(GN(v)). According
to [2], the core decomposition performed in GN(v) takes O(|E(GN(v))| + d(v))
time. The sorting of the vertices can be finished in O(d(v)) time using bin
sort. And the breadth first search process for identifying the discriminative cores
needs O(|E(GN(v))|) time. In addition, the computing of the h-index based
structural diversity score h(v) runs in O(δ(GN(v))) time, where δ(GN(v)) =
maxu∈N(v) ϕGN(v)(u) is the degeneracy of GN(v). And δ(GN(v)) is bounded by
the degree of v, which is O(δ(GN(v))) ⊆ d(v). Overall, the time complexity of
Algorithm 3 is O(

∑
u∈N(v) min{d(u), d(v)}).

We continue to analyze the space complexity of Algorithm 3. The storage
of the ego-network of v takes O(n + m) space since GN(v) ⊆ G. And both the
sorted list of vertices (line 4) and the structural diversity vector of v takes O(n)
space. Thus, the space complexity of Algorithm 3 is O(n + m) ⊆ O(m) due to
our graph connectivity assumption.

Theorem 1. Algorithm 4 computes the top-k results in O(ρm) time and O(m)
space, where ρ is the arboricity of G and ρ ≤ min{dmax,

√
m} [7].

Proof. Firstly, the core decomposition algorithm performed on G takes O(m)
time and O(n+m) space. Secondly, the computation of upper bound ĥ(v) for all
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v’s takes O(m) time and O(n)space. In the worst case, Algorithm 4 needs to com-
pute h(v) for every vertex v. This takes O(

∑
v∈V {∑

u∈N(v) min{d(u), d(v)}})
time in total by Lemma 4. According to [7], we have

O(
∑

v∈V

{
∑

u∈N(v)

min{d(u), d(v)}}) ⊆ O(
∑

(u,v)∈E

min{d(u), d(v)}) ⊆ O(ρm).

Here ρ is the arboricity of graph G, which is defined as the minimum number
of disjoint spanning forests that cover all the edges in G. In addition, the top-k
results can be maintained in a list in O(n) time and O(n) space using bin sort.
Overall, Algorithm 4 runs in O(ρm) time and O(m) space.

6 Experiments

We conduct extensive experiments on real-world datasets to evaluate the effec-
tiveness and efficiency of our proposed h-index based structural diversity model
and algorithms.

Datasets: We run our experiments on four real-world datasets downloaded on
the SNAP website [18]. All datasets are treated as undirected graphs. The statis-
tics of the networks are listed in Table 1. We report the node size |V |, edge size
|E| and the maximum degree dmax of each network.

Table 1. Network statistics

Name |V | |E| dmax

Gowalla 196,591 950,327 14,730

Youtube 1,134,890 2,987,624 28,754

LiveJournal 3,997,962 34,681,189 14,815

Orkut 3,072,441 117,185,083 33,313

Compared Methods: We evaluate all compared methods in terms of efficiency,
effectiveness and also sensitivity to parameter setting. Specifically, we show three
compared algorithms as follows.

• baseline: is the baseline method proposed in Sect. 4.
• h-core: is an improved top-k search algorithm for computing the top-k vertices

with highest h-index based structural diversity in Algorithm 4.
• t-core: is to compute the top-k vertices with highest t-core based structural

diversity [12]. Here, t is a parameter of coreness threshold.

Note that in the sensitivity evaluation, we test the state-of-the-art competitor
t-core and compare the top-k results for different parameter t. Our h-index based
structural diversity model has no input parameter, which is consistent on the
top-k results.
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Fig. 2. Comparsion of baseline, h-core and t-core in terms of running time (in seconds).

Fig. 3. Comparsion of baseline, h-core and t-core in terms of search space.

6.1 Efficiency Evaluation

In this experiment, we compare the efficiency of baseline, h-core and t-core on four
real-world datasets. For the t-core method, we fix parameter t = 2. We compare
the running time and search space (i.e., the number of vertices whose structural
diversity scores are computed in the search process). Figure 2 shows the running
time results of three methods varied by k. It clearly shows that top-k search
algorithm h-core runs much faster than baseline on all the reported datasets.
Specifically, in Fig. 2(c), h-core is 5 times faster than baseline on Youtube in term
of running time. Moreover, Fig. 3 further shows the search space of three methods
varied on all datasets. We can observe that leveraging on the upper bound ĥ(v),
a large number of disqualified vertices is pruned during the search process by
h-core. The search space significantly shrinks into less than 1

10 of vertex size
in graphs. It verifies the tightness of our upper bound and the superiority of
h-core against baseline in efficiency. According to Figs. 2 and 3, our h-core is
very comparative to the state-of-art method t-core in terms of running time and
search space.

6.2 Sensitivity Evaluation

This experiment evaluates the sensitivity of t-core model. Given two different
values of t, t-core model may generate two different lists of top-k ranking results.
We use the Kendall rank tau distance to counts the number of pairwise dis-
agreements between two top-k lists. The larger the distance, the more dissimilar
the two lists, and also more sensitive the t-core model. We adopt the Kendall
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Fig. 4. Sensitivity heat matrices of t-core model on all datasets. Each matrix element
represents the Kendall’s Tau distance between two top-100 ranking lists by t-core model
with different t.

distance with penalty, denoted by,

K(p)(τ1, τ2) =
∑

{i,j}∈P
K

(p)

i,j (τ1, τ2)

where P is the set of all unordered pairs of distinct elements in two top-k list
τ1, τ2 and p is the penalty parameter. In our setting, we set p = 1 and normalize
the Kendall distance by the number of permutation |P|. The values of normalized
Kendall distance range from 0 to 1.

We test the sensitivity of t-core model by varying parameter t in
{2, 4, 6, 8, 10}. We compute the Kendall distance of two top-100 lists by t-core
model with two different t. The results of sensitivity heat matrix on four datasets
are shown in Fig. 4. The darker colors reveal larger Kendall distances between
two top-k lists and also more sensitive of t-core models on this pair of parame-
ters t. Overall, sensitivity heat matrices are depicted in dark for most parameter
settings on all datasets. This reflects that the top-k results computed by t-core
are very sensitive to the setting of parameter t, which has a bad robustness. It
strongly indicates the necessity and importance of our parameter-free structural
diversity model.

6.3 Effectiveness Evaluation

In this experiment, we evaluate the effectiveness of our proposed h-index
based structural diversity. We compare our method h-core with state-of-the-art
t-core [12] in the task of social contagion. Specifically, we adopt the indepen-
dent cascade model to simulate the influence propagation process in graphs [10].
Influential probability of each edge is set to 0.01. Then, we select 50 vertices as
activated seeds by an influence maximization algorithm [24]. We perform 1000
times of Monte Carlos sampling for propagation. For comparison, we count the
number of activated vertices in the top-k results by t-core and h-core methods.
The method that achieves the largest number of activated vertices is regarded
as the winner.

First, we report the average activated rate by h-core and t-core method
on all four datasets in Fig. 5(a). Let D = {“Gowalla”,“Youtube”, “LiveJour-
nal”,“Orkut”}. Given a dataset d ∈ D, the activated rate is defined as fk(d) =
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Fig. 5. Comparison of t-core and h-core in terms of the average activated ratio and win
cases on four datasets.

ActNumk

k , where ActNumk is the number of activated vertices in the top-k result.

The average activated rate is defined as ActRatek =
∑

d∈D fk(d)

|D| . Figure 5(a)
shows that our method h-core achieves the highest activated rates, which signif-
icantly outperforms t-core method for all different t. It indicates that the top-k
results found by h-core tend to have higher probability to be affected in social
contagion.

In addition, we also report the win cases of h-core and t-core with different
parameter t on all dataset. We vary t = {2, 3, 4} and set k = 100 for all methods.
The winner of a dataset is the method that achieves the highest number of
activated vertices in this dataset. Figure 5(b) shows the win cases of t-core and
h-core. As we can see, h-core wins on three datasets, which achieves the best
performance. It further shows the superiority of our h-index structural diversity
model. Besides, 3-core wins once, 4-core and 5-core win none, indicating that
t-core performs sensitively to parameter t.

7 Conclusion

In this paper, we propose a parameter-free structural diversity model based
on h-index and study the top-k structural diversity search problem. To solve
the top-k structural diversity search problem, an upper bound for the diversity
score and a top-k search framework for efficiently reducing the search space
are proposed. Extensive experiments on real-wold datasets verify the efficiency
of our pruning techniques and the effectiveness of our proposed h-index based
structural diversity model.
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Abstract. Many real-life complex networks are modelled as multilayer
graphs where each layer records a certain kind of interaction among
entities. Despite the powerful modelling functionality, the decomposition
on multilayer graphs remains unclear and inefficient. As a well-studied
graph decomposition, core decomposition is efficient on a single layer
graph with a variety of applications on social networks, biology, finance
and so on. Nevertheless, core decomposition on multilayer graphs is much
more challenging due to the various combinations of layers. In this paper,
we propose efficient algorithms to compute the CoreCube which records
the core decomposition on every combination of layers. We also devise
a hybrid storage method that achieves a superior trade-off between the
size of CoreCube and the query time. Extensive experiments on 8 real-life
datasets demonstrate our algorithms are effective and efficient.

Keywords: Core decomposition · Multilayer graph · Graph processing

1 Introduction

In real-life networks, there are usually multiple types of interactions (edges)
among entities (vertices), e.g., the relationship between two users in a social
network can be friends, colleagues, relatives and so on. The entities and inter-
actions are usually modelled as a multilayer graph, where each layer records
a certain type of interaction among entities [9]. Because of the strong mod-
eling paradigm to handle various interactions among a set of entities, there
are significant existing studies of multilayer graphs, e.g., [6,14]. Previous works
usually focus on mining dense structures from multilayer graphs according to
given parameters, e.g., [29]. Nevertheless, graph decomposition, as a fundamen-
tal graph problem [22], remains largely unexplored on multilayer graphs.

Core decomposition (or k-core decomposition), as one of the most well-
studied graph decomposition, is to compute the core number for every vertex
in the graph [20]. It is a powerful tool in modeling the dynamic of user engage-
ment in social networks. In practice, a user u tends to adopt a new behavior
if there are a considerable number of friends (e.g., the core number of u) in
the group who also adopted the same behavior [18]. Core decomposition is also
c© Springer Nature Switzerland AG 2019
R. Cheng et al. (Eds.): WISE 2019, LNCS 11881, pp. 694–710, 2019.
https://doi.org/10.1007/978-3-030-34223-4_44
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Fig. 1. Multilayer core decomposition and CoreCube of a graph

theoretically supported by Nash equilibrium in game theory [5]. It has a vari-
ety of applications, e.g., graph visualization [3], internet topology [7] and user
engagement [24,26]. Extending the single-layer core decomposition to multilayer
graphs is a critical task which can benefit a lot of applications considering the
various real-world interactions between entities.

Given a multilayer graph, the multilayer k-core on a set of layers is defined
as a set of vertices whose minimum degree in the induced subgraph of each layer
is at least k. The core number of a vertex on a set of layers is the largest k such
that the multilayer k-core on these layers contains the vertex. Multilayer core
decomposition on a set of layers is to compute the core number for each vertex
on these layers. In this paper, we propose CoreCube which records the core
numbers of each vertex for every combination of layers in a multilayer graph. In
the following, we show the details for some application examples.

User Engagement Evaluation. In social networks, users may participate in multi-
ple groups with different themes, where each group forms a layer in the multilayer
graph. For instance, the authors in a coauthor network have different coauthor
relationship on different venues (conferences or journals). For any given user-
interested combination of venues (correspond to layers), CoreCube of the coau-
thor network can immediately answer the engagement level for each author, i,e,
the core numbers [18]. Given a degree constraint k, we can also immediately
retrieve a cohesive user group from CoreCube, i.e., the multilayer k-core.

Biological Module Analysis. In biological networks, different interactions
between the modules are detected with different methods due to data noise
and technical limitations [11]. Analyzing module structure according to single
method, i.e., on a single layer, may not be accurate. CoreCube allows us to study
the connections between modules for any combination of potential methods.
Thus, we can find co-expression clusters and verify the effectiveness of detection
methods.

Figure 1 shows an example of CoreCube on a graph G with three layers and
depicts the multilayer core decomposition on layer a and b. The 3-core on layer
a and b contains 5 vertices where each vertex has a degree of at least 3 in
each layer. There are 7 different combinations of layers in CoreCube of G. For
each combination, we compute its multilayer core decomposition and record the
core numbers in CoreCube. CoreCube can immediately answer a query for core
numbers on any set of layers including the traditional single layer graph.
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Table 1. Summary of notations

Notation Definition

G = (V, E, L) A multilayer graph, where V is a set of vertices, L is a set of layers,
and E ⊆ (V × V × L) is a set of edges

V (G) The vertex set of G

L′; l L′ ⊆ L is a subset of L; l ∈ L is a layer in L

EL′ The edge set in L′, i.e., EL′ = E ∩ (V × V × L′)

u, v A vertex in the graph

|V |, |E|, |L| The number of vertices, edges, and layers in G, respectively

NG(v, l) The set of adjacent vertices of v in layer l of G

degG(v, l) The number of adjacent vertices of v in layer l of G

dmax The maximum degree, i.e., dmax = max{degG(v, l) | v ∈ V ∧ l ∈ L}
Ck

L′ The multilayer k-core on a set of layers L′

CL′(v) The core number of v on a set of layers L′

CL′ The multilayer core decomposition result on a set of layers L′

C The CoreCube of G, i.e., C = {CL′ | L′ ⊆ L}

Challenges and Contributions. Although core decomposition on a single-
layer graph can be computed in linear time, it becomes very challenging on a
multilayer graph because the combination number of layers is exponential to the
number of layers. In the general case, no polynomial-time algorithm may exist
for computing the CoreCube. To the best of our knowledge, there is only one
similar work [10] where the algorithms can be adapted to compute the CoreCube
while it is hard to share the computation among different combination of layers.
The algorithms proposed in this paper can largely speed up the computation of
CoreCube. We summarize our contributions as follows:

– We propose efficient algorithms to compute the CoreCube. Several theorems
reveal the inner characteristics of multilayer core decomposition. (Sect. 3)

– We devise a hybrid storage method which has a superior trade-off between
query processing time and storage size. (Sect. 4)

– Extensive experiments demonstrate that our CoreCube computation and
query processing are faster than baselines by more than one order of magni-
tude. (Sect. 5)

2 Problem Definition

In this section, we give some notations and formally define CoreCube. The nota-
tions are summarized in Table 1.

We consider an unweighted and undirected multilayer graph G = (V,E,L),
where V represents the set of vertices in G, L represents the set of layers, and
E ⊆ (V ×V ×L) represents the set of edges. We use |V |, |E|, and |L| to denote the
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number of vertices, edges, and layers, respectively. NG(v, l) is the set of adjacent
vertices of v in layer l. We say a vertex u is incident to an edge, or an edge is
incident to u, if u is one of the endpoints of the edge. We use degG(v, l) to denote
the number of adjacent vertices of u in layer l. When the context is clear, we
omit the input graph in notations, such as deg(v, l) for degG(v, l).

Definition 1. Multilayer k-core. Given a multilayer graph G = (V,E,L), a
set of layers L′ ⊆ L and an integer k, the multilayer k-core of G on L′, denoted
by Ck

L′ , is the maximum vertex set such that every vertex v in the subgraph H
induced by Ck

L′ satisfies degH(v, l) ≥ k on each l ∈ L′.

Let kmax be the maximum possible k such that a multilayer k-core of G on
L′ exists. The multilayer k-core for all 1 ≤ k < kmax has the following partial
containment property:

Property 1. Given a multilayer graph G = (V,E,L) and a set of layers L′,
Ck+1

L′ ⊆ Ck
L′ for all 1 ≤ k < kmax.

Next, we define the core number for each v ∈ V .

Definition 2. Core Number. Given a multilayer graph G = (V,E,L) and a
set of layers L′ ⊆ L, the core number of v on L′, denoted by CL′(v), is the largest
k such that v is contained in multilayer k-core on L′, i.e., CL′(v) = max{k | v ∈
Ck

L′}.
Based on Property 1 and Definition 2, we can easily derive following lemma:

Lemma 1. Given a multilayer graph G = (V,E,L), a set of layers L′, and an
integer k, we have Ck

L′ = {v ∈ V | CL′(v) ≥ k}.
Definition 3. Multilayer Core Decomposition. Given a multilayer graph
G = (V,E,L) and a set of layers L′ ⊆ L, the multilayer core decomposition,
denoted by CL′ , computes Ck

L′ for all 1 ≤ k ≤ kmax.

According to Lemma 1, multilayer core decomposition on L′ is equivalent to
computing the core number CL′(v) for each v ∈ V . Finally, we give the formal
definition of CoreCube and the problem we tackle in this paper.

Definition 4. CoreCube. Given a multilayer graph G = (V,E,L), the Core-
Cube of G, denoted as C, computes multilayer core decomposition on all the
subsets of L, i.e., C = {CL′ | L′ ⊆ L}.
Problem Statement. In this paper, we study the problem of efficiently com-
puting and compactly storing CoreCube of multilayer graphs.

3 CoreCube Computation

In this section, we present our basic CoreCube computation algorithm and then
discuss how to improve the algorithm by sharing computation among multilayer
core decomposition on different sets of layers.



698 B. Liu et al.

3.1 Basic CoreCube Algorithm

Based on Property 1, given a multilayer graph G = (V,E,L) and a set of layers
L′ ⊆ L, the multilayer core decomposition on L′ can be computed in a bottom up
manner following the paradigm used for single layer graphs [4], which increases
k step by step and iteratively removing vertices whose degree are less than k. We
give this algorithm Core-BU in Algorithm 1. Core-BU computes multilayer core
decomposition in increasing order of k. Each time, k is selected as the minimum
degree (line 3). Whenever there exists a vertex v whose degree is no larger than
k in some layer l ∈ L′ (line 4), we know that the core number of v is k (line 5)
and we remove v with all its incident edges from the graph (line 6). The core
numbers are returned in line 7. With the help of bin sort and the efficient data
structure proposed in [13] to maintain the minimum degree, Core-BU can achieve
a time complexity of O(|EL′ | + |V |).

The algorithm CoreCube-BU which computes CoreCube with Core-BU is
shown in Algorithm 2. In Algorithm 2, CoreCube is computed level-by-level.
Each time, we generate all the subsets of L with the same size z (line 3) and
compute multilayer core decomposition on each subset (line 4–5). CoreCube is
returned in line 6.

Algorithm 1: Core-BU(G, L′)
Input : G = (V, E, L) : a multilayer graph, L′ : a subset of L
Output : CL′ : the multilayer core decomposition on L′

G′ ← GL′ ;1

while G′ �= ∅ do2

k ← min{degG′(v, l) | v ∈ V (G′) ∧ l ∈ L′};3

while ∃v ∈ V (G′) and l ∈ L′ : degG′(v, l) ≤ k do4

CL′(v) ← k;5

remove v and its incident edges from G′;6

return CL′7

Algorithm 2: CoreCube-BU(G)
Input : G : a multilayer graph
Output : C : the CoreCube of G
C ← ∅;1

for z = 1 to |L| do2

Z ← {all the subsets of L whose size are z};3

for each L′ ∈ Z do4

C ← C ∪ {Core-BU(G, L′)};5

return C6

Complexity. Since there are 2|L| − 1 (expect ∅) subsets of L need to be pro-
cessed and Core-BU runs in O(|EL′ | + |V |) for any subset L′, the complexity of
CoreCube-BU is O(2|L| · (|E| + |V |)).
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3.2 Computation-Sharing CoreCube Algorithm

Core-BU needs to remove all the edges in EL′ when computing multilayer core
decomposition on L′. This is because the core number of a vertex v is obtained
only when v is removed. Therefore, CoreCube-BU computes each multilayer core
decomposition independently. To improve the efficiency of CoreCube computa-
tion, we aim at devising an algorithm that shares computation among multilayer
core decomposition on different sets of layers. We first extend the locality prop-
erty of k-core in single layer graphs [19] to multilayer graphs.

Theorem 1. Given a multilayer graph G = (V,E,L) and a set of layers L′ ⊆ L,
we have the following recursive equations for core number CL′(v) of a vertex
v ∈ V :

∀l ∈ L′ Ml(v) = max k s.t. |{u ∈ N(v, l) | CL′(u) ≥ k}| ≥ k (1)

CL′(v) = min{Ml(v) | l ∈ L′} (2)

where N(v, l) is the set of adjacent vertices of v in layer l.

Proof. (i) Let kc = min{Ml(v) | l ∈ L′} and S be the multilayer kc-core on L′.
Firstly, S must be nonempty as there exists some vertex u satisfying CL′(u) ≥ kc.
According to Eqs. 1 and 2, we have ∀l ∈ L′, |{u ∈ N(v, l) | CL′(u) ≥ kc}| ≥ kc.
Therefore, in each layer l ∈ L′, v has at least kc adjacent vertices in S, which
means v ∈ S. Hence, CL′(v) ≥ kc. (ii) On the other hand, according to Eqs. 1 and
2, there must exist some l0 ∈ L′ in which |{u ∈ N(v, l0)|CL′(u) ≥ kc+1}| < kc+1.
Therefore, CL′(v) < kc + 1. Combining the conclusion in (i) and (ii) together, it
holds that CL′(v) = min{Ml(v) | l ∈ L′}.

Following Theorem 1, we devise the algorithm Core-TD which computes mul-
tilayer core decomposition on L′ in a top down manner. Core-TD iteratively
reduces the upper bound of core number for each vertex. Initially, each vertex v
is assigned an arbitrary upper bound of core number (e.g. the minimum degree
of v in L′). Then Core-TD keeps updating the upper bound using Eqs. 1 and 2
until convergence. The pseudocode of Core-TD is given in Algorithm 3. Here, we
use CL′(v) to denote the upper bound of CL′(v). We also use sup(v, l) (support
of v) to denote the number of adjacent vertices of v in layer l whose upper bound
is no less than CL′(v). That is

sup(v, l) = |{u ∈ N(v, l) | CL′(u) ≥ CL′(v)}| (3)

Note that if sup(v, l) < CL′(v), Eq. 1 does not hold for v in layer l. Therefore, we
can determine whether CL′(v) needs to be updated by comparing CL′(v) with
sup(v, l) for each l ∈ L′ instead of scanning all the adjacent vertices of v.
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Core-TD first initializes sup(v, l) for every vertex based on Eq. 3 in line 1.
Then it updates vertex v whose upper bound violates Eq. 1 in some layer r
(line 2). c0 records the value of CL′(v) before being updated (line 3). Core-TD
updates CL′(v) according to Eqs. 1 and 2 (line 4–7). Then, for each layer l ∈ L′,
it recomputes sup(v, l) and updates sup(u, l) for each adjacent vertex u of v
(line 8–12). sup(u, l) is decreased by 1 if v once contributed to sup(u, l) but not
anymore after CL′(v) being updated (line 11–12). Finally, after all the upper
bound converges, Core-TD sets CL′(v) as CL′(v) for each vertex v ∈ V in line 13
and returns CL′ in line 14.

Complexity. In Core-TD, each time when the upper bound of some vertex
v is updated, line 2–12 takes O(

∑
l∈L′(deg(v, l))). Since CL′(v) is at least

decreased by 1 whenever being updated, the time complexity of Core-TD is
O(

∑
v∈V (CL′(v) · ∑

l∈L′ deg(v, l))), which is bounded by O(dmax · |EL′ |) as the
maximum degree dmax can always serve as an upper bound for any vertex.

Algorithm 3: Core-TD(G, L′, CL′)

Input : G = (V, E, L) : a multilayer graph, L′ : a subset of L, CL′ : upper
bound of core number on L′ for each vertex in V

Output : CL′ : the multilayer core decomposition
sup(v, l) ← |{u ∈ N(v, l) | CL′(u) ≥ CL′(v)}| for each v ∈ V and l ∈ L′;1

while ∃v ∈ V ′ and r ∈ L′: sup(v, r) < CL′(v) do2

c0 ← CL′(v);3

for each l ∈ L′ do4

Ml(v) = max k s.t. |{u ∈ N(v, l) | CL′(u) ≥ k}| ≥ k;5

if CL′(v) > Ml(v) then6

CL′(v) ← Ml(v);7

for each l ∈ L′ do8

sup(v, l) ← |{u ∈ N(v, l) | CL′(u) ≥ CL′(v)}|;9

for each u ∈ N(v, l) do10

if CL′(u) ≤ c0 and CL′(u) > CL′(v) then11

sup(u, l) ← sup(u, l) − 1;12

CL′(v) ← CL′(v) for every v ∈ V ;13

return CL′14

Correctness. The correctness of Core-TD is based on Theorem 1. When
Core-TD terminates, Eqs. 1 and 2 are satisfied for each vertex. On the other
hand, the value computed for each vertex cannot be smaller than the core num-
ber because it is always an upper bound of the core number. Hence, Core-TD
correctly computes core number for each vertex.

The key issue with Core-TD is how to initialize the upper bound tight enough
such that it can quickly converge. To deal with this issue, we introduce the
following lemma:
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Algorithm 4: CoreCube-TD(G)
Input : G : a multilayer graph
Output : C : the CoreCube of G
C ← ∅;1

for z = 1 to |L| do2

Z ← {all the subsets of |L| whose size are z};3

for each L′ ∈ Z do4

for each v ∈ V do5

if z = 1 then6

CL′(v) ← deg(v, l) where l ∈ L′;7

else8

CL′(v) ← min{CD(v) | D ⊂ L′ ∧ |D| = |L′| + 1};9

C ← C ∪ {Core-TD (G, L′, CL′)};10

return C11

Lemma 2. Given a multilayer graph G = (V,E,L) and a vertex v ∈ V , it holds
that CL1(v) ≥ CL2(v) if L1 ⊆ L2.

Proof. Let k = CL2(v). Based on the definition of core number, there exists a
set of vertices S ⊆ V such that each vertex v in the subgraph H induced by S
satisfies degH(v, l) ≥ k for l ∈ L2. Since L1 ⊆ L2, we have CL1(v) ≥ k = CL2(v).

According to Lemma 2, the core number of a vertex v on L′ can serve as
an upper bound of v’s core number on any superset of L′. Note that if we
compute CoreCube level-by-level, we will obtain core numbers on all the subsets
of L′ when computing multilayer core decomposition on L′. Therefore we can
exploit previous computation as much as possible by initializing CL′(v) with the
minimum core number of v on all the subsets of L′, i.e., CL(v) = min{CP (v) |P ⊂
L′}. Furthermore, based on Lemma 2, we actually only need to consider the
subsets whose size is only one smaller than |L′| because any the subset of L′

whose size is smaller than |L′|−1 must be contained in some subset of L′ whose
size is |L′| − 1.

The algorithm CoreCube-TD which computes CoreCube with Core-TD is
shown in Algorithm 4. Each time before it invokes Core-TD for a set of lay-
ers L′, it sets the upper bound of core number for each vertex according to
Lemma 2 (line 9). If |L′| is 1, it sets the upper bound as the vertex degree (line
7). Finally, the CoreCube of G is returned in line 11.

Complexity. In CoreCube-TD, since the number of subsets D processed in line
9 is |L′|, line 5–9 takes O(|L′| · |V |). Considering that there are 2|L| −1 subsets of
L and Core-TD is invoked for each subset, the time complexity of CoreCube-TD
is bounded by O(2|L| · (|L| · |V | + dmax · |E|)). Though the time complexity is
apparently worse than that of CoreCube-BU, we find that much less vertices
are visited in our experiments, especially when the number of layers is large.
This is because the upper bound is initialized very close to the core number and
converges quickly in Core-TD.
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4 CoreCube Storage

In this section, we devise a method for compactly storing CoreCube and discuss
how to process queries for core numbers on any set of layers. A straightforward
method is storing core numbers on each set of layers in separate files. Given a
core number query, we can directly retrieve the result from the disk. However,
this method requires large disk space as we need to store each vertex in every
file. To reduce space usage, we propose two optimization strategies.

Firstly, many vertices’ core number on a set of layers L′ can be zero when |L′|
is large because the core number of a vertex v is zero if deg(v, l) in some layer
l ∈ L′ equals to 0. Therefore, we do not record the vertex whose core number is
zero. Secondly, the core number on L′ can remain unchanged when a new layer
l is added to L′ if the core number on L′ is small or the distribution of core
number on l is nearly the same as that in L′. Hence, we can store the difference
between core numbers on different sets of layers instead of directly storing core
number for each vertex. Here, we call the file that stores nonzero core numbers
as absolute storage and the file that stores the difference as relative storage.
The algorithm Hybrid-Storage which uses both absolute storage and relative
storage is given in Algorithm 5.

Hybrid-Storage creates a file F for each subset of L (line 3). For the subset
consists of single layer, it uses absolute storage to store the nonzero core number
for each vertex (line 4–6). For other subsets L′, it first counts the number of

Algorithm 5: Hybrid-Storage(G, C)
Input : G = (V, E, L): a multilayer graph, C: the CoreCube of G
Output : the files that stores C
Z ← {all the subsets of |L|};1

for each L′ ∈ Z do2

create a new file F ;3

if |L′| = 1 then4

for each v ∈ V and CL′(v) �= 0 do5

write v and CL′(v) into F ;6

else7

n1 ← the number of non zero values in CL′ ;8

P ← the subset of L′ s.t. |{v ∈ V | CP (v) �= CL′(v)}| is minimum9

∧|P | = |L′| − 1 ;
n2 ← |{v ∈ V | CP (v) �= CL′(v)}|;10

if n1 ≤ n2 then11

for each v ∈ V and CL′(v) �= 0 do12

write v and CL′(v) into F ;13

else14

write P as the predecessor into F ;15

for each v ∈ V and CP (v) − CL′(v) �= 0 do16

write v and CP (v) − CL′(v) into F ;17
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Algorithm 6: Core-Retrieve(G, L′)
Input : G = (V, E, L): a multilayer graph, L′: a subset of layers
Output : CL′ : the multilayer core number on L′

CL′(v) ← 0 for each v ∈ V ;1

flag ← true; P ← L′;2

while flag do3

load the file F corresponding to P from disk;4

if F is relative storage then5

P ← the predecessor in F ;6

else7

flag ← false;8

CL′(v) ← CL′(v) + F (v) for each v ∈ V ;9

return CL′10

nonzero core number in CL′ as n1 (line 8). Then, it finds the subset P of L′ such
that the number of different values between CL′ and CP is minimum (line 9) and
refers this number as n2 (line 10). If n1 ≤ n2, Hybrid-Storage uses absolute
storage (line 11–13). Otherwise, it uses relative storage that stores all the dif-
ference between CL′ and CP (line 16–17). It also records P as the predecessor
(line 15) so that we can know from which subset the difference is made when
answering queries.

The algorithm which processes queries for core numbers on a set of layers L′ is
shown in Algorithm 6. Core-Retrieve keeps loading files from disk according to
the predecessors (line 4–6) until it meets absolute storage (line 7–8). Meanwhile,
Core-Retrieve computes core numbers by summing up the difference stored in
each file (line 9). Note that we use F (v) to represent the value (core number
or difference) associated with node v stored in file F . Finally, core numbers are
returned in line 10. Note that Core-Retrieve loads at most |L′| files.

Table 2. Statistics of datasets

Dataset Vertices Edges Layers Domain

Homo 18, 223 153, 922 7 Genetic

SacchCere 6, 571 247, 152 7 Genetic

Twitter 2, 281, 260 3, 827, 964 3 Social

Amazon 410, 237 8, 132, 506 4 Co-purchasing

DBLP 2, 175, 466 8, 221, 193 10 Co-authorship

Flickr 2, 302, 927 23, 350, 524 10 Social

StackOverflow 6, 024, 272 28, 978, 914 10 Social

Wiki 25, 323, 885 132, 693, 853 10 Hyperlinks



704 B. Liu et al.

5 Experimental Evaluation

5.1 Experimental Setting

Datasets. Eight real-life networks were deployed in our experiments. Table 2
shows the statistics of the 8 datasets, listed in increasing order of their edge
numbers. Home and SacchCere are networks describing different types of genetic
interactions between genes. Twitter represents different types of social inter-
action among Twitter users. Amazon is a co-purchasing temporal network, con-
taining four snapshots between March and June 2003. DBLP is a co-author net-
work. Flickr is a social network represents Flickr users and their friendship
connections. StackOverflow is a temporal network represents different types of
interactions on the website Stack Overflow. Wiki contains users and pages from
Wikipedia, connected by edit events.

Algorithms. We test 4 algorithms for CoreCube computation. CoreCube-BU
and CoreCube-TD are our algorithms, e.g., Algorithms 2 and 4.

ML-DFS and ML-Hybrid are two state-of-the-art existing solutions proposed
in [10]. They compute cores for all the coreness vector k, where k is a |L|-
dimension vector and the value k in each dimension represents that the degree
of each vertex is no less than k in the corresponding layer. ML-DFS searches the
space of k through depth-first search strategy. ML-Hybrid adopts both depth-
first and breath-first search strategy. In our experiments, we compute CoreCube
by using cores whose k has the same value in every nonzero dimension. For the
sake of fairness, we extract and report the time spent on computing these cores
in ML-DFS and ML-Hybrid instead of the total running time.

To the best of our knowledge, no existing work investigates the storage of
CoreCube. We test three algorithms Naive-Storage, Nonzero-Storage and
Hybrid-Storage. Naive-Storage stores core numbers without any optimization
strategies. Nonzero-Storage only stores nonzero core numbers. Hybrid-Storage
uses both absolute storage and relative storage, i.e., Algorithm 5.

Core-Retrieve is our algorithm for answering core number queries, i.e.,
Algorithm 6. CoreScratch computes core numbers from scratch for each
query. We divide CoreScratch into two procedures, CoreScratch-Load and
CoreScratch-Comp. CoreScratch-Load is the procedure that loads the graph
from disk into main memory. CoreScratch-Comp is the procedure that computes
core numbers. For CoreScratch-Comp, we test both Core-BU and Core-TD, and
report the running time based on the faster one.

All algorithms are implemented in C++ with -O2 optimization level and
tested on an server equipped with Intel Xeon CPU at 2.8 GHz and 128 GB main
memory.

5.2 CoreCube Computation

In this set of experiments, we set the maximum running time for each test as
48 h. If an algorithm cannot stop within the time limit, we omit its running time.

Exp-1: CoreCube Computation Time on Different Datasets. We report
the time cost for computing CoreCube on different datasets in Fig. 2. As shown
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in Fig. 2, our proposed algorithm CoreCube-TD is the fastest algorithm in all
datasets except Amazon and achieves one order of magnitude improvement on
average compared with existing solutions ML-DFS and ML-Hybrid. For example,
in DBLP, CoreCube-BU and CoreCube-TD spend 662s and 375s respectively while
ML-DFS and ML-Hybrid spend 4487 s and 3932 s respectively. In the three largest
datasets, ML-DFS and ML-Hybrid cannot terminate within 48 h.

Exp-2: The Number of Visited Vertices in CoreCube Computation. To
better demonstrate performance of the four CoreCube computation algorithms,
we report the number of visited vertices in Fig. 3. The number of visited ver-
tices represents how many times the value related to a vertex is modified or
accessed, e.g., removing an edge or decreasing upper bound. For ML-DFS and
ML-Hybrid, the number of visited vertices is collected during the computation
of cores that are used for computing CoreCube. As shown in Fig. 3, the number
of visited vertices in CoreCube-TD is smallest in all datasets except for Amazon.
This is because the core numbers in Amazon vary a lot on different sets of layers,
which leads to slow convergence in Core-TD. Compared with our algorithms,
the number of visited vertices in ML-DFS and ML-Hybrid is much larger. The
reason is that they need to generate a subgraph that contains some core before
computing it.

Exp-3: Scalability of CoreCube Computation. In this experiment, we eval-
uate the performance of four CoreCube computation algorithms with varying the
number of layers. We show results on DBLP and Flickr in Fig. 4. The trends are
similar in other datasets. As shown in Fig. 4, the running time of four algorithms
stably increases. The gap between existing algorithms and our proposed algo-
rithms becomes larger as the number of layers increases. Compared with exist-
ing algorithms, our proposed algorithm CoreCube-TD achieves at least 1 order of
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magnitude improvement when the number of layers excesses 7. Furthermore, the
gap between CoreCube-BU and CoreCube-TD becomes larger with the increasing
of layers, which shows that the advantages of CoreCube-TD is significant when
the number of layers becomes large.

Fig. 4. CoreCube computation time with varying number of layers

5.3 CoreCube Storage and Query Processing

Exp-4: Disk Usage under Different Storage Methods. In this experi-
ment, we report the disk usage of storing CoreCube of all datasets in Fig. 5. As
shown in Fig. 5, the disk usage of Hybrid-Storage is smallest in all datasets.
For example, in DBLP, the disk usage of Naive-Storage, Nonzero-Storage and
Hybrid-Storage are 21GB, 522MB and 302MB respectively. The gap between
Naive-Storage and Nonzero-Storage shows that many vertices have zero core
number in CoreCube. Hybrid-Storage further reduces disk usage by storing the
difference between core numbers on different subsets of layers.

Exp-5: Core Number Query Processing Time. In this experiment, we
randomly generate 100 core number queries for each dataset. Each core num-
ber query asks for core numbers on a specific set of layers. The total running
time of answering the 100 queries is reported in Fig. 6. As shown in Fig. 6,
Core-Retrieve finishes 100 queries within 10 ms in all datasets including the
time spent on loading files from disk. CoreScratch spends more than 100 s in
the largest dataset even if the graph has already been loaded into memory.
In real scenarios, graphs cannot always be kept in memory. The advantage of
Core-Retrieve is more significant when considering the graph loading time in
CoreScratch-Load.

5.4 Case Study on DBLP

In this section, we test the effectiveness of multilayer core decomposition on
DBLP. Here, the multilayer graph has two layers. One layer is the coauthor
network of SIGMOD conference. Another one is the coauthor network of KDD
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conference. Two authors are connected if they collaborated on at least one paper.
Both layers are extracted from data from 2013 to 2017.

Exp-6: Case Study on DBLP. We show vertices with core number no less
than 3 in Fig. 7. Edges that appear exclusively in KDD and SIGMOD are col-
ored with blue and red respectively. Edges that appear in both layers are colored
with black. As shown in Fig. 7, multilayer core decomposition effectively captures
authors with different engagement level in both conferences. Note that the sub-
graph induced by multilayer k-core are not necessarily connected.

6 Related Work

Cohesive Subgraphs. A variety of cohesive subgraph models are proposed to
handle different scenarios. One of the earliest model is clique [17] where every
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vertex is adjacent to every other vertex in the subgraph. The over-restrictive
definition of clique leads to many relaxed models, e.g., n-clique [16], k-plex [21],
and quasi-clique [1]. Cohesive subgraph models have a lot of applications on
different disciplines, such as social networks [18,25,28], protein networks [2] and
brain science [8]. The model of k-core [20] is well-studied on single-layer graphs
for its elegant definitions and linear-time solution. Given a graph, the k-core of
every input k naturally forms a hierarchical graph decomposition. Core decom-
position is applied to many areas of importance, e.g., graph visualization [3],
internet topology [7] and so on. A linear-time algorithm for k-core decompo-
sition on single layer graph is proposed in [4]. Liu et al. [15] also studies core
decomposition in bipartite graphs.

Multilayer Graphs. As a powerful paradigm to model complex networks,
multilayer graphs received a lot of interests in the literature [9]. Most existing
works focus on mining dense structures on multilayer networks. Zhang et al. [27]
detect cohesive subgraphs on a 2-layer graph where one layer corresponds to user
engagement and the other corresponds to user similarity. Wu et al. [23] find sub-
graphs where each subgraph is dense on one layer and connected on the other
layer. Jethava and Beerenwinkel [12] study the densest common subgraph prob-
lem to find a subgraph maximizing the minimum average degree on all the layers
of a graph. They propose a greedy algorithm without approximation guarantees.
Zhu et al. [29] search diversified coherent k-cores with top sizes on multilayer
graphs. Li et al. [14] find persistent k-cores on a temporal graph where each layer
corresponds to a time span. Galimberti et al. [10] study core decomposition and
densest subgraph extraction on multilayer graphs.

7 Conclusion

In this paper, we study core decomposition on multilayer graphs and propose
the CoreCube which records the multilayer core decomposition on every combi-
nation of layers. We devise algorithms for efficiently computing and compactly
storing CoreCube. The experimental results validate the efficiency of our pro-
posed algorithms and effectiveness of multilayer core decomposition.
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Abstract. This paper studies the fundamental problem of efficiently
computing a maximum independent set (or equivalently, a minimum
vertex cover) over a large sparse graph, which is receiving increasing
interests from the research communities of graph algorithms and graph
analytics. The state-of-the-art algorithms for both exact and heuristic
computations heavily rely on kernelization techniques that use reduc-
tion rules to reduce a large input graph to a smaller graph (called its
kernel) while preserving the maximum independent set. However, the
existing kernelization techniques either run slow (but return a small ker-
nel), or return a large kernel (but run fast). In this paper, we propose two
techniques—aggressive incremental reduction rules and connected com-
ponent checking—to speed up the kernelization process while computing
a small kernel. Furthermore, for efficient maximum independent set com-
putation, we propose to control the giant kernel connected component
size, and propose to invoke maximum clique solvers for solving the kernel
graph. Extensive empirical studies on large real graphs demonstrate the
efficiency and effectiveness of our techniques.

Keywords: Maximum independent set · Maximum clique ·
Kernelization · Reduction rules · Sparse graph

1 Introduction

Large graphs with millions of vertices and edges are common to see in real world
applications, e.g., geographic maps, communication networks, web networks and
social networks. In this paper, we study the problem of efficiently computing a
maximum independent set (MIS) over a large sparse graph G = (V,E), where
V and E are the vertex set and edge set of G, respectively. A vertex subset I
of V is an independent set if there is no edge in G between any two vertices of
I, and an independent set is maximum if it has the largest cardinality among
all independent sets of G. The problem of MIS computation is equivalent to the
problem of minimum vertex cover (MVC) computation, since I is a (maximum)
independent set of G if and only if V \I is a (minimum) vertex cover of G. Thus,
solving one of the problems directly solves the other.

Computing an MIS (or equivalently, an MVC) is a fundamental problem in both
the research area of experimental graph algorithms [1,7,10,12] and the research
c© Springer Nature Switzerland AG 2019
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area of graph analytics [6,15,21], and has many applications. For example, it has
been used in map labelling for assigning the maximum number of visible non-
overlapping labels on a map [18], in job/game scheduling to schedule the largest
number of possible jobs/games while avoiding conflicts [4], in computing social
network coverage and reach [17], and in collusion detection for voting pools [3].

The problem of MIS computation is among Karp’s original 21 NP-hard prob-
lems [11], and is also NP-hard to approximate within a factor of n1−ε for any
constant 0 < ε < 1 [9] where n is the number of vertices in the input graph. Nev-
ertheless, in view of the importance of this problem, techniques have been devel-
oped to efficiently compute an MIS in practice, either exactly (e.g., VCSolver [1])
or heuristically (e.g., LinearTime and NearLinear [6]). One of the most effective
techniques is kernelization which uses reduction rules to reduce a large input
graph to a smaller graph, called its kernel, while preserving the MIS [1,6,10].
A reduction rule reduces a graph by either removing some vertices from it or
contracting some sets of vertices into super-vertices. In either case, the number
of vertices in the graph is reduced, and moreover an MIS of the original graph
can be obtained from an MIS of the reduced graph by “undoing” the reduction.
A large set of reduction rules are implemented in the state-of-the-art MIS/MVC
solver VCSolver to get a very small kernel graph, while LinearTime and NearLinear
only use several simple reduction rules to get a near-linear running time.

Our Approaches. In this paper, we also make use of kernelization. Intuitively,
the smaller the kernel and the fast the kernel computation, the better for MIS
computation. However, as observed in [10], the existing kernelization techniques
either run slow but compute a small kernel (e.g., VCSolver), or compute a large
kernel but run fast (e.g., LinearTime and NearLinear). Although the recently pro-
posed FastKer and ParFastKer [10] slightly alleviate this issue, they still compute
a much larger kernel compared to that by VCSolver. In view of this, we design
a kernelization algorithm MISKernel for efficiently computing a small kernel.
We categorize the reduction rules into incremental reduction rules and iterative
reduction rules, and aggressively apply the incremental reduction rules when-
ever possible by maintaining the set of all vertices that are reducible by these
reduction rules. To avoid unfruitful computations, we propose to maintain the
connected components of the graph and kernelize the graph in a component-by-
component fashion. Thus, the connected components that are irreducible by the
set of reduction rules will not be tested again and again, while other parts of the
graph can be reduced.

Based on MISKernel, we then design an algorithm MISSolver for efficiently
computing an MIS. Firstly, we observe that the hardness of a (connected) kernel
component is generally proportional to its size, and VCSolver likely will take more
than 20 h to compute the MIS over a kernel component with thousands of vertices.
Thus, we propose to control the giant kernel component size, by applying the
inexact reduction rule proposed in [6] whenever the giant kernel component
cannot be reduced by the exact reduction rules and its size is still larger than
a threshold τ . Secondly, we propose to invoke maximum clique solvers rather
than VCSolver to solve the kernel components, by observing that the problem
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of exact maximum clique computation has been extensively studied with many
advanced techniques being designed. For any graph G, the maximum clique in
its complement graph G is an MIS of G; G contains exactly the same set of
vertices as G, and there is an edge between u and v in G if and only if there
is no such edge in G. However, note that we cannot directly invoke maximum
clique solvers on the complement of the input graph due to its extremely large
size, as our input graphs are large sparse graphs with millions of vertices.

Contributions. Our main contributions are summarized as follows.

– We design an efficient kernelization algorithm MISKernel for computing a
small kernel, by proposing aggressive incremental reduction rules and con-
nected component checking.

– We design an efficient algorithm MISSolver for computing an MIS, by propos-
ing giant kernel component control and invoking maximum clique solver to
solve kernel components.

– We conduct extensive empirical studies on large real graphs. The results show
that our kernelization algorithm MISKernel computes a much smaller kernel
than LinearTime, NearLinear, FastKer and ParFastKer, and computes a com-
parable kernel to VCSolver but runs much faster. Moreover, our algorithm
MISSolver runs much faster than VCSolver for computing MIS.

Related Works. We categorize the related works as computing MIS/MVC, and
computing maximum clique.

Computing MIS/MVC. VCSolver [1] is the only existing solver that can compute
the exact MIS over large sparse graphs. It follows the branch-and-reduce frame-
work, by heavily using kernelization techniques. Chang et al. [6] designed the
reducing-peeling framework and proposed algorithms LinearTime and NearLinear,
for efficiently computing an MIS. Computing large independent set in the I/O
environment and for dynamic graphs are studied in [15] and [21], respectively.
Iterated local search methods for improving the quality of independent set are
investigated in [2,7,12]. Recently, a parallelization algorithm ParFastKer is pro-
posed in [10] to speed up kernelization.

Computing Maximum Clique. The problem of maximum clique computation
has been extensively studied in the literature. Specifically, exact algorithms
have been proposed in [5,13,14,19]. They follow the branch-and-bound frame-
work, where advanced bounding techniques such as approximate graph color-
ing [19] and incremental MaxSAT reasoning [13,14] have been designed to prune
branches whose upper bounds are no larger than the size of the currently found
largest clique. These bounding techniques have been shown to be very effective
in pruning a large number of search branches.

2 Preliminary

In this paper, we consider an unweighted and undirected graph G = (V,E),
where V and E are the vertex set and edge set of G, respectively. We denote the
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number |V | of vertices and the number |E| of edges of G by n and m, respectively.
An edge between u ∈ V and v ∈ V is denoted by (u, v), and u (resp. v) is said to
be connected to and is a neighbor of v (resp. u). The set of neighbors of a vertex
u is denoted by N(u) = {v ∈ V | (u, v) ∈ E}, and its degree is d(u) = |N(u)|.

For a vertex subset S ⊆ V , we use N(S) to denote the union of the neighbors
of vertices of S by excluding S itself (i.e., N(S) ∩ S = ∅), and use N [S] to
denote N(S) ∪ S. We use G[S] to denote the subgraph of G induced by S, i.e.,
the subgraph of G consisting of all G’s edges whose both end-points are in S.
Given S ⊆ V , we may modify G by (1) deleting from G all vertices of S and
their associated edges (denote the resulting graph by G\S), or (2) contracting
all vertices of S into a single super-vertex (denote the result graph by G/S).

Fig. 1. An example graph

A vertex subset I of V is an independent set if there is no edge in G between
any vertices of I. The size of an independent set is its cardinality (i.e., number
of vertices). An independent set of G is a maximum independent set (MIS) if its
size is the largest among all independent sets of G, and this size is called the
independence number of G, denoted α(G). Note that, the MIS of a graph may be
not unique. Consider the graph G in Fig. 1, {v2, v5, v7} is an independent set of
size 3, while both {v2, v5, v6, v8} and {v1, v3, v6, v8} are MIS of size 4.

Problem Statement. Given a large sparse graph G = (V,E) with millions of
vertices, we study the problem of efficiently computing an MIS of G.

2.1 Reduction Rules

In this paper, we make use of reduction rules, and briefly describe them in below.
The simplest reduction rule is that for a degree-zero vertex u, any MISmust
include u. Thus, in the following, we assume all degree-zero vertices are handled
in this way, and we do not consider degree-zero vertices.

Degree-one Reduction [8]. Given a vertex u of degree one (i.e., d(u) = 1) of
G, there exists an MIS that contains u but not its neighbor. That is, let v be u’s
neighbor, then α(G) = α(G\{v}). For example, the graph in Fig. 1 must have a
MIS that contains v1 but not v2.

Degree-two Reduction [7,8]. Given a vertex u of degree two (i.e., d(u) = 2)
of G and let v and v′ be u’s two neighbors, there are two cases.
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– Degree-two Isolation [7]. If (v, v′) ∈ E, there exists an MIS that contains u
but not v or v′. Thus, α(G) = α(G\{v, v′}). For example, as d(v5) = 2 in
Fig. 1, the graph must have an MIS that contains v5 but not v3 or v4.

– Degree-two Folding [8]. Otherwise (v, v′) /∈ E, there exists an MIS that con-
tains either u or {v, v′}. Thus, α(G) = α(G\{u}/{v, v′}) + 1 and we can
remove u from the graph and contract {v, v′}. Specifically, if the contracted
vertex is in the MIS of the reduced graph, then both v and v′ are in that of
the original graph; otherwise, u is in that of the original graph.

Dominance Reduction [8]. A vertex u is dominated by v, if (u, v) ∈ E and all
neighbors of v, except u, are connected to u. For example, v4 is dominated by v3
in Fig. 1. If u is dominated by another vertex, then there exists an MIS that does
not contain u; thus, α(G) = α(G\{u}). Degree-one reduction and degree-two
isolation discussed above are special cases of the dominance reduction.

Unconfined Reduction [20]. The unconfined reduction further generalizes the
dominance reduction. If a vertex u is unconfined, then there exists an MIS that
does not contain u. The following procedure is used to determine whether a
vertex u is unconfined or not [1]. Initially S = {u}. Then, it tries to find a vertex
v ∈ N(S) such that |N(v)∩S| = 1 and |N(v)\N [S]| is minimized. There are four
cases. (1) If there is no such vertex, then u is confined. (2) If N(v)\N [S] = ∅,
then u is unconfined. (3) If N(v)\N [S] contains a single vertex w, then w is
added to S and the algorithm continues. (4) Otherwise, u is confined.

Twin Reduction [20]. Given two vertices u1 and u2 of degree three that share
the same neighbors (let N(u1) = N(u2) = {v1, v2, v3}), there are two cases to
reduce the graph based on whether there are edges among v1, v2 and v3, in a
similar spirit to the two cases of degree-two reduction.

– If there are edges among v1, v2 and v3, then there exists an MIS that contains
u1 and u2 but not v1, v2 or v3 (i.e., α(G) = α(G\{v1, v2, v3})). Thus, we can
remove v1, v2 and v3 from the graph.

– Otherwise, then there exists an MIS that contains either {u1, u2} or
{v1, v2, v3}. Thus, α(G) = α(G\{u1, u2}/{v1, v2, v3})+ 2, and we can remove
{u1, u2} from the graph and contract {v1, v2, v3}.

Linear Programming (LP) Reduction [16]. The MIS problem can be
expressed as an 0–1 integer programming as: maximize

∑
u∈V xu, such that

xu + xv ≤ 1 for all (u, v) ∈ E, and xu ∈ {0, 1} for all u ∈ V . Here, xu = 1
and xu = 0, respectively, means u is in and is not in the MIS. It is known that
the linear programming relaxation of the above 0–1 integer programming has a
half-integral optimal solution (i.e., xu ∈ {0, 1/2, 1}), and there is an MIS that
contains all vertices with xu = 1 and none of the vertices with xu = 0. More-
over, the linear programming can be solved by a bipartite matching [1], which
also minimizes the number of vertices with xu = 1/2. Thus, we can remove all
vertices with xu = 0 from the graph, and include all vertices with xu = 1 into
the independent set.
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3 Approaches

In this section, we develop techniques for efficient MIS computation. Towards that
goal, we first propose an efficient kernelization algorithm MISKernel in Sect. 3.1,
and then present our MISSolver algorithm in Sect. 3.2.

3.1 MISKernel Algorithm

Intuitively, the reduction rules in Sect. 2.1 can be iteratively applied one after
another to the entire graph, as done in VCSolver. However, this is not efficient.
We propose two techniques to speed up the kernelization process: aggressive
incremental reduction rules, and connected component checking.

Aggressive Incremental Reduction Rules. We notice that all the reduction
rules described in Sect. 2.1 are in the general form of “if a certain condition holds
on a subset of vertices, then we reduce the graph for this vertex subset”. We
call the “if” part the condition and the “then” part the action. For example, for
degree-one reduction, the condition is “the degree of a vertex is exactly one” and
the action is “remove the neighbor of the degree-one vertex from the graph”; for
unconfined reduction, the condition is “the vertex is unconfined” and the action
is “remove the vertex from the graph”. Generally, the actions of the reduction
rules are simple and can be carried out efficiently. However, the complexities of
the conditions vary dramatically for different reduction rules; some are easy to
check (e.g., degree-one reduction), and some are hard to check (e.g., unconfined
reduction). Motivated by the above, we categorize the reduction rules into incre-
mental reduction rules such that all vertices satisfying their conditions can be
easily and incrementally obtained, and iterative reduction rules otherwise.

Incremental Reduction Rules. Among the reduction rules described in Sect. 2.1,
the incremental reduction rules include degree-one reduction and degree-two
reduction. The set of vertices that can be reduced by these two reduction
rules are, respectively, degree-one vertices and degree-two vertices, which can
be easily and incrementally obtained. Thus, we propose to incrementally apply
these two reduction rules. The pseudocode is shown in Algorithm 1, denoted
DOTReduction. Specifically, we maintain in V =1 and V =2, respectively, the sets
of vertices whose degrees were one and two at some point of the execution. To
achieve this, we also maintain the degree for all vertices such that whenever
a vertex’s degree newly becomes one or two, the vertex is inserted into V =1

or V =2, respectively (Lines 7,14,17). Then, vertices are iteratively removed from
V =1 and V =2 (Lines 4,9) and processed. Before processing a vertex, its degree in
the current graph will be checked (Lines 5,10), because this may have changed
due to modifications to its neighbors. The number of vertices that are deter-
mined, during the kernelization process, to be included into the MIS is recorded
in s, which will be later used together with the independence number of the
reduced graph to determine that of the original graph.
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Algorithm 1: DOTReduction
Input: An undirected graph G = (V, E), the set V =1 of vertices of degree one, and the set

V =2 of vertices of degree two
Output: Size s of independent set vertices determined during the kernelization process,

and the reduced graph G

1 s ← 0;

2 while V =1 �= ∅ or V =2 �= ∅ do
3 while V =1 �= ∅ do
4 Remove a vertex u from V =1;
5 if the degree of u is not one in the current graph then continue;
6 s ← s + 1, and add u to the independent set;
7 Remove u and its neighbor from the graph, and add the vertices whose degrees

newly become one or two to V =1 or V =2 accordingly;

8 while V =1 = ∅ and V =2 �= ∅ do
9 Remove a vertex u from V =2;

10 if the degree of u is not two in the current graph then continue;
11 Let v1 and v2 be the two neighbors of u;
12 if there is an edge between v1 and v2 in the graph then
13 s ← s + 1, and add u to the independent set;
14 Remove u, v1, v2 from the graph, and add the vertices whose degrees newly

become one or two to V =1 or V =2 accordingly;

15 else
16 s ← s + 1;
17 Remove u and contract v1 and v2, and add the vertices whose degrees newly

become one or two to V =1 or V =2 accordingly;

18 return (s, G);

Iterative Reduction Rules. Among the reduction rules in Sect. 2.1, the iterative
reduction rules include dominance reduction, unconfined reduction, LP reduc-
tion, and twin reduction. Note that, we do not include alternative reduction
which is used in VCSolver [1]. This is because applying alternative reduction,
although decreases the number of vertices, may increase the number of edges
of the graph, and thus cannot be supported by our current graph representa-
tion.1 Moreover, in this paper we also introduce a new reduction rule—we call it
pyramid reduction—which handles degree-four vertices whose neighbors induce
a chordless 4-cycle (see Fig. 2), as follows.

Fig. 2. Pyramid reduction

1 It will be our future work to integrate alternative reduction into our algorithms.
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Lemma 1. If a vertex u of G is of degree four and its neighbors v1, v2, v3, v4
induce a chordless 4-cycle, then α(G) = α(G\{u}/{v1, v3}/{v2, v4}) + 1. Thus,
we can remove u from the graph, contract v1 and v3, and contract v2 and v4, as
shown in Fig. 2.

Due to space limits, we omit the proof of Lemma 1. The general idea is that
there exists an MIS of the graph that contains either {u}, or {v1, v3}, or {v2, v4}.

For the iterative reduction rules, we need to try each of them on the entire
graph. For example, for the unconfined reduction, we need to check each ver-
tex whether it is unconfined or not; if it is, then we remove that vertex from
the graph. Note that, there is a chance that after checking all vertices of the
graph, none of them is unconfined and thus the graph is not reduced at all.
Thus, intuitively, the iterative reduction rules are generally much harder to
apply than the incremental reduction rules. Motived by this, we propose to
aggressively apply the incremental reduction rules whenever possible. That is,
if a modification to the graph creates degree-one or degree-two vertices, then
we invoke DOTReduction to exhaustively reduce all degree-one and degree-two
vertices before we check the next vertex for the iterative reduction rules. Due to
limit of space, we omit the pseudocode.

Connected Component Checking. We also notice that after a few kernel-
ization steps, we will likely get a disconnected graph, even if the input graph is
connected. It is possible that some of the connected components cannot be fur-
ther reduced by the reduction rules, while others can. Thus, it is a waste of time
to apply all reduction rules on the entire graph. For example, consider a graph
G that consists of connected components g1, . . . , gl, and assume g1, . . . , gl−1 can-
not be reduced anymore while gl can. Then all the checking on g1, . . . , gl−1 for
applying iterative reduction rules are wasted. Motivated by this, we propose
to maintain the connected components of the graph and kernelize the graph
in a component-by-component fashion. Thus, the connected components that
are irreducible by the set of reduction rules will not be tested again and again,
aiming for reduction, whenever other parts of the graph can be reduced.

Pseudocode of MISKernel. Based on the above ideas, our kernelization algo-
rithm MISKernel is shown in Algorithm 2; for the current being, please ignore τ
and Lines 15–17, which will be discussed in Sect. 3.2. We first reduce the graph by
invoking DOTReduction to remove degree-one and degree-two vertices (Lines 1–
2), and then compute connected components of the graph and put them into a
queue Q (Line 3). Then, we iteratively pop a connected component g from Q
(Line 6), reduce it (Line 8–12), and either put its connected components back
into Q (if g is reduced at this iteration, Line 14) or add g into the kernel K (oth-
erwise, Line 18). In Algorithm 2, we aggressively apply the incremental reduction
rules during applying the iterative reduction rules at Lines 8–12.

3.2 MISSolver Algorithm

Intuitively, after obtaining the kernel graph, we can process each kernel (con-
nected) component individually. To efficiently compute the MIS in a kernel com-
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Algorithm 2: MISKernel
Input: An undirected graph G = (V, E) and a threshold τ
Output: Size s of independent set vertices determined during the kernelization process,

and the kernel K
1 Get the degree-one vertices V =1 and degree-two vertices V =2 of G;

2 (s, G) ← DOTReduction(G, V =1, V =2);
3 Compute the connected components of G and put them into a queue Q;
4 K ← ∅;
5 while Q �= ∅ do
6 g ← pop a connected component from Q;
7 oldsize ← |V (g)|;
8 (s1, g) ← apply dominance reduction together with DOTReduction on g;
9 (s2, g) ← apply unconfined reduction together with DOTReduction on g;

10 (s3, g) ← apply LP reduction together with DOTReduction on g;
11 (s4, g) ← apply twin reduction together with DOTReduction on g;
12 (s5, g) ← apply pyramid reduction together with DOTReduction on g;

13 s ← s +
∑5

i=1 si;
14 if |V (g)| �= oldsize then Compute connected components of g and put them into Q;
15 else if |V (g)| > τ then
16 (s′, g) ← apply the inexact reduction together with DOTReduction on g; /* Remove

the vertex with the maximum degree from g */;

17 s ← s + s′; Compute connected components of g and put them into Q;

18 else K ← K ∪ g;

19 return (s, K);

Fig. 3. Processing time of VCSolver for kernel components

ponent, we propose two techniques: giant kernel component control and invoking
maximum clique solver to solve the kernel components.

Giant Kernel Component Control. Due to the NP-hardness nature of MIS
computation, some of the kernel components could still be too large to be pro-
cessed in a reasonable amount of time. We observe that the hardness of a kernel
component is generally proportional to its size, and VCSolver likely will take
more than 20 h to compute the MIS over a kernel component with thousands of
vertices. For example, Fig. 3 shows the processing time of VCSolver for kernel
components of the graphs in Sect. 4, where each triangle dot corresponds to one
kernel component. Motivated by this, rather than waiting for hours, days, or
even longer to obtain the exact MIS for these large kernel components, we pro-
pose to control the giant kernel component size. Specifically, whenever the giant
kernel component cannot be reduced by the reduction rules and its size is still
larger than a user-given threshold τ , then we apply the inexact reduction rule
proposed in [6] (i.e., remove the vertex with the largest degree); to contrast, we
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call the reduction rules in Sect. 2.1 as exact reduction rules. The pseudocode is
shown at Lines 15–17 of Algorithm 2. As a result, all resulting kernel components
will contain at most τ vertices.

Invoking Maximum Clique Solver to Solve Kernel Components. To
solve each kernel component, we propose to invoke the existing exact maxi-
mum clique solvers rather than VCSolver. This is because the problem of exact
maximum clique computation has been extensively studied with many advanced
techniques being designed (e.g., [13,14,19]), and it is expected that the maxi-
mum clique solvers are better optimized/engineered than VCSolver which is the
only existing MIS solver. Note that, for any graph G, the maximum clique in its
complement graph G is an MIS of G; G contains exactly the same set of vertices
as G, and there is an edge between u and v in G if and only if there is no such
edge in G. However, it is worth pointing out that we cannot directly invoke
maximum clique solvers on the complement of the input graph which is large
sparse graph with millions of vertices; note that, the complement of a sparse
graph with n vertices with contain Ω(n2) edges.

Algorithm 3: MISSolver
Input: An undirected graph G = (V, E)
Output: Size s of an independent set, and an upper bound sub of α(G)

1 (s, sub, K) ← MISKernel(G, 1000); /* sub = s + the number of times that the inexact
reduction rule is applied in MISKernel */;

2 if K �= ∅ then
3 for each connected component g of K do
4 g ← the complement graph of g;

5 s′ ← MoMC(g);
6 s ← s + s′; sub ← sub + s′;

7 return (s, sub);

Pseudocode of MISSolver. The pseudocode of our algorithm MISSolver for com-
puting an MIS is shown in Algorithm 3. It first invokes MISKernel to compute
the kernel graph such that all kernel components have at most 1, 000 vertices
(Line 1). Then, it processes each kernel component by invoking the state-of-the-
art maximum clique solver MoMC [14] on the complement of the kernel com-
ponent (Lines 3–6). Note that, an upper bound sub of the independent number
α(G) of G is also maintained, which is the sum of the size s of the independent
set obtained by the algorithm and the number of times the inexact reduction
rule is applied at Line 16 of Algorithm2. Thus, if s = sub, then the independent
set reported by MISSolver is guaranteed to be maximum.

4 Experiments

We conduct extensive empirical studies to evaluate the efficiency and effective-
ness of our techniques for computing a small kernel and for computing a maxi-
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Table 1. Statistics of real graphs (d̄: average degree)

Graphs |V | |E| d̄ Types

CA-GrQc 4,158 13,422 6.46 Collaboration network

p2p-Gnutella 8,846 31,839 7.20 Internet peer-to-peer

soc-Slashdot 82,168 50,430 1.23 Social network

CA-CondMat 21,363 91,286 8.55 Collaboration network

CA-AstroPh 18,771 198,050 21.10 Collaboration network

Email-EuAll 224,832 339,925 3.02 Communication network

soc-Epinions 75,877 405,739 10.69 Social network

Amazon0302 262,111 899,792 6.87 Product co-purchasing

DBLP 317,080 1,049,866 6.62 Online community

WikiTalk 2,388,953 4,656,682 3.90 Wikipedia

Twitter 81,306 1,342,296 33.20 Social network

web-Google 875,713 4,322,051 9.87 Web graph

as-Skitter 1,694,616 11,094,209 13.09 Autonomous system

LiveJournal 4,843,953 42,845,684 17.69 Social network

Europe 50,912,018 54,054,660 2.12 Street map

Asia 11,950,757 12,711,603 2.13 Street map

Amazon0601 403,364 2,443,311 12.11 Product co-purchasing

roadNet-PA 1,088,092 1,541,898 2.83 Road network

roadNet-TX 1,379,917 1,921,660 2.79 Road network

roadNet-CA 1,965,206 2,766,607 2.81 Road network

mum (or near-maximum) independent set. We evaluate our algorithms MISKernel
and MISSolver against the following algorithms.

– VCSolver [1]: the existing exact algorithm for computing a minimum vertex
cover; we also modify it to stop immediately after obtaining the kernel, and
denote the kernelization algorithm as VCKernel.

– LinearTime and NearLinear [6]: the existing heuristic algorithms for efficiently
computing a near-maximum independent set.

– FastKer and ParFastKer [10]: the existing efficient kernelization algorithms.

The source code of VCSolver is downloaded from https://github.com/wata-
orz/vertex cover, the source code of LinearTime and NearLinear are down-
loaded from https://github.com/LijunChang/Near-Maximum-Independent-Set,
and the source code of FastKer and ParFastKer are obtained from the authors of
[10]. We implemented our algorithms MISKernel and MISSolver in C++.

Datasets. We evaluate the algorithms on twenty real graphs that are down-
loaded from the Standford Network Analysis Platform2 and the Benchmarks of
2 http://snap.stanford.edu/.

https://github.com/wata-orz/vertex_cover
https://github.com/wata-orz/vertex_cover
https://github.com/LijunChang/Near-Maximum-Independent-Set
http://snap.stanford.edu/
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Graph Clustering and Partitioning3. The graphs are from different domains such
as social networks, road networks, collaboration networks, communication net-
works, product co-purchasing networks, Web graphs, autonomous systems, and
online community. Statistics of these graphs are shown in Table 1.

Evaluation Metrics. We evaluate the algorithms from three aspects: kernel
size, independent set size, and running time (in seconds). The smaller the kernel
the better, the larger the independent set the better, and the smaller the running
time the better. Experiments are conducted on a machine with an Intel Xeon
2.50 GHz CPU.

4.1 Experimental Results

Eval-I: Against VCSolver. In this testing, we evaluate the performance of
MISKernel and MISSolver against the state-of-the-art exact minimum vertex
cover solver VCSolver. Note that, we have modified VCSolver, as a postprocess,
to report independent set instead of vertex cover.

The results of kernelization by MISKernel and VCKernel are reported in
Table 2. Firstly, we can see that for all the graphs that VCKernel computes
an empty kernel, our algorithm MISKernel also computes an empty kernel and
runs much faster. This is due to our strategies of aggressive incremental reduc-
tion rules and connected component checking. Secondly, for graphs web-Google,
as-Skitter and LiveJournal, MISKernel computes a smaller kernel and at the
same time runs much faster than VCKernel. The smaller kernel is due to our newly
introduced pyramid reduction. Thirdly, for the other graphs, MISKernel com-
putes a slightly larger kernel but runs much faster than VCKernel. The slightly
larger kernel is because, as noted in Sect. 3.1, MISKernel does not use the alter-
native reduction that are implemented in VCKernel; it will be our future work
to incorporate the alternative reduction into MISKernel.

Based on the results in Table 2, we divide the twenty tested graphs into three
categories according to their kernel sizes obtained by MISKernel. The first cate-
gory contains the ten graphs that MISKernel computes an empty kernel, the sec-
ond category contains the four graphs (Twitter, web-Google, as-Skitter, and
LiveJournal) whose giant/largest kernel components obtained by MISKernel
have between 1 and 1, 000 vertices, and the third category contains the remain-
ing six graphs that have larger giant kernel components than 1, 000 vertices. As
discussed in Sect. 3.2, in general the larger the giant kernel component, the hard
the graph instance for MIS computation. Intuitively, the three categories cor-
respond to easy, medium and hard graph instances, respectively. In particular,
for graphs in the first category, MISKernel already obtains the MIS during the
kernelization process. Thus, we omit these graphs from the remaining testings.

The results of running MISSolver and VCSolver on graphs in the second and
third categories are shown in Table 3. Across all these graphs, MISSolver runs
much faster than VCSolver. Specifically, for the graph as-Skitter, MISSolver

3 https://www.cc.gatech.edu/dimacs10/downloads.shtml.

https://www.cc.gatech.edu/dimacs10/downloads.shtml
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Table 2. Kernel size and running time of MISKernel and VCKernel (SGCC : size of giant
kernel component, Skernel: total size of kernel)

Cat. Graphs MISKernel VCKernel

SGCC Skernel Time SGCC Skernel Time

1 CA-GrQc 0 0 0.014 s 0 0 0.029 s

p2p-Gnutella 0 0 0.001 s 0 0 0.013 s

soc-Slashdot 0 0 0.013 s 0 0 0.197 s

CA-CondMat 0 0 0.004 s 0 0 0.070 s

CA-AstroPh 0 0 0.008 s 0 0 0.112 s

Email-EuAll 0 0 0.013 s 0 0 0.144 s

soc-Epinions 0 0 0.008 s 0 0 0.108 s

Amazon0302 0 0 0.147 s 0 0 1.773 s

DBLP 0 0 0.047 s 0 0 0.423 s

WikiTalk 0 0 0.115 s 0 0 0.603 s

2 Twitter 298 1,373 0.139 s 281 1,225 1.619 s

web-Google 73 140 0.561 s 70 345 3.316 s

as-Skitter 615 2,648 0.411 s 567 3,561 6.919 s

LiveJournal 284 1,346 2.195 s 295 1,490 10.126 s

3 Europe 1,402 8,491 6.020 s 676 8,272 389 s

Asia 2,438 15,789 1.248 s 1,226 15,217 158 s

Amazon0601 8,507 8,864 14.519 s 7,455 7,750 7.877 s

roadNet-PA 8,153 28,063 2.095 s 5,834 22,942 18.993 s

roadNet-TX 5,122 35,529 1.714 s 4,102 31,262 20.025 s

roadNet-CA 13,652 44,639 0.930 s 10,807 37,705 35.991 s

Table 3. Independent set size and running time of MISSolver and VCSolver (SIS : size
of independent set)

Graphs MISSolver VCSolver

SIS Gap to MIS upper bound Time SIS Time

Twitter 36,843 0 0.373 s 36,843 2.079 s

web-Google 529,138 0 0.617 s 529,138 3.329 s

as-Skitter 1,169,594 0 243 s 1,169,594 1,976 s

LiveJournal 2,629,616 0 2.377 s 2,629,616 11.113 s

Europe 25,633,431 2 20.911 s 25,633,431 398 s

Asia 5,998,332 35 425 s 5,998,335 700 s

Amazon0601 136,832 738 221 s - >20 h

roadNet-PA 533,620 219 245 s - >20 h

roadNet-TX 678,275 239 4,912 s - >20 h

roadNet-CA 961,831 354 7,142 s - >20 h
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computes the exact MIS in 4 min, while VCSolver takes 33 min; this is due to
our strategy of invoking maximum clique solver to solve kernel components. For
graphs Amazon0601, roadNet-PA, roadNet-TX, and roadNet-CA, VCSolver cannot
finish within 20 h due to the large size of giant kernel component; this validates
our strategy of controlling the size of the giant kernel component. Note that, our
algorithm MISSolver computes MIS for graphs in the second category, but not for
graphs in the third category due to our giant kernel component control technique.
Nevertheless, the gap of the size of the independent set reported by MISSolver
to an upper bound of MIS size computed by MISSolver is small. Furthermore, it
is worth mentioning that this gap estimation is pessimistic; for example, the gap
to the MIS size for graphs Europe and Asia are 0 and 3, respectively, while the
reported gap estimations are 2 and 35.

Table 4. Independent set size and running time of MISSolver, LinearTime and
NearLinear (the SIS gaps of LinearTime and NearLinear are with respect to the SIS

of MISSolver)

Graphs MISSolver LinearTime NearLinear

SIS Time Skernel SIS gap Time Skernel SIS gap Time

Twitter 36,843 0.373 s 37,805 33 0.038 s 10,374 11 0.141 s

web-Google 529,138 0.617 s 321,097 140 0.451 s 1,282 7 0.433 s

as-Skitter 1,169,594 243 s 235,794 170 0.447 s 9,733 49 0.616 s

LiveJournal 2,629,616 2.377 s 271,493 378 2.529 s 10,173 33 2.620 s

Europe 25,633,431 20.911 s 1,499,996 6,606 6.795 s 695,593 3,960 11.190 s

Asia 5,998,332 425 s 626,657 4,126 1.238 s 426,195 3,249 2.285 s

Amazon0601 136,832 221 s 329,369 528 0.154 s 66,672 89 0.584 s

roadNet-PA 33,620 245 s 350,521 2,710 0.131 s 309,233 2,436 0.718 s

roadNet-TX 678,275 4,912 s 07,230 3,065 0.171 s 357,337 2,772 0.726 s

roadNet-CA 961,831 7,142 s 677,814 5,258 0.265 s 596,329 4,632 2.210 s

Eval-II: Against LinearTime and NearLinear. The results of evaluating
MISSolver against the two existing heuristic MIS algorithms LinearTime and
NearLinear are shown in Table 4. Specifically, the 5th column and 8th column,
respectively, show the gap of the independent set reported by LinearTime and
NearLinear to that by MISSolver. We can see that across all these tested graphs,
MISSolver computes a much larger (i.e., higher-quality) independent set than
both LinearTime and NearLinear, and the gap can be several thousands for the
street map graphs and road networks. This is due to the much smaller kernel
computed by MISSolver; for example, the improvement of kernel size of MISSolver
is up-to 2, 293 times over LinearTime (e.g., on web-Google), and up-to 82 times
over NearLinear (e.g., on Europe). Nevertheless, MISSolver as expected takes more
time than LinearTime and NearLinear, due to iteratively applied more reduction
rules. Thus, MISSolver is more suitable for computing a small kernel or for com-
puting a large independent set, while LinearTime and NearLinear are suitable for
a fast running time.
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Table 5. Kernel size and running time of MISKernel, FastKer and ParFastKer

Graphs MISKernel ParFastKer FastKer

Skernel Time Skernel Time Skernel Time

Twitter 1, 373 0.151 s 1,440 0.311 s 1,345 0.173 s

web-Google 140 0.440 s 612 2.039 s 457 0.677 s

as-Skitter 2, 648 0.448 s 4,620 1.178 s 4,596 0.678 s

LiveJournal 1, 346 2.555 s 1,673 3.799 s 1, 549 2.722 s

Europe 8, 491 5.044 s 14,201 10.134 s 14,066 6.553 s

Asia 15, 789 0.872 s 34,635 2.905 s 34,930 1.554 s

Amazon0601 8, 864 0.853 s 14,990 3.839 s 8,888 1.241 s

roadNet-PA 28, 063 0.496 s 37,924 1.04 s 38,077 1.627 s

roadNet-TX 35,529 0.487 s 44,205 1.159 s 44,313 0.754 s

roadNet-CA 44, 639 0.825 s 57,847 2.033 s 57,795 1.199 s

Eval-III: Against FastKer and ParFastKer. In this testing, we evaluate our
kernelization algorithm MISKernel against the two existing efficient kerneliza-
tion algorithms FastKer and ParFastKer [10]. ParFastKer is a parallelized version
of FastKer by utilizing multiple CPU cores, and needs to partition the input
graph. Due to the parallelized computation, ParFastKer cannot be compiled and
run on the machine we used in our previous experiments. As a result, we con-
ducted this set of experiments on another machine with an Intel Core 2.6 GHz
CPU, which is slightly faster. The kernel size and running time of these three
algorithms are shown in Table 5. We can see that MISKernel computes a much
smaller kernel and runs faster than both FastKer and ParFastKer. This is due to
our strategies of aggressive incremental reduction rule applying and connected
component checking. Note that, ParFastKer has an overhead of partitioning the
input graph and thus could be slower than FastKer, and ParFastKer here uses only
two CPU cores. Although the running time of ParFastKer could be improved by
using more CPU cores, the size of the kernel will also increase with more CPU
cores as shown in Table 5 and also in [10]. Thus, our kernelization algorithm
MISKernel outperforms FastKer and ParFastKer in terms of computing a much
smaller kernel.

5 Conclusion

In this paper, we firstly designed an efficient kernelization algorithm MISKernel
by proposing two optimization strategies: aggressive incremental reduction rules
and connected component checking. Then, we designed an efficient maximum
independent set computation algorithm MISSolver by controlling the giant ker-
nel component size, and invoking the existing maximum clique solvers for solv-
ing the kernel components. Experiments on large real graphs demonstrate that
our kernelization algorithm computes a similar size kernel as VCSolver but runs



726 M. Alsahafy and L. Chang

faster, and computes smaller kernels than LinearTime, NearLinear, FastKer and
ParFastKer. Our maximum independent set algorithm MISSolver runs faster than
VCSolver, and computes a much larger independent set than LinearTime and
NearLinear. Possible directions of future work are incorporating the alternative
reduction into our algorithms, and optimize the maximum clique solver to be
efficiently used as a subroute for our algorithm.
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Abstract. Community search that finds query-dependent communities
has been studied on various kinds of graphs. As one instance of commu-
nity search, intimate-core group search over a weighted graph is to find
a connected k-core containing all query nodes with the smallest group
weight. However, existing state-of-the-art methods start from the max-
imal k-core to refine an answer, which is practically inefficient for large
networks. In this paper, we develop an efficient framework, called local
exploration k-core search (LEKS), to find intimate-core groups in graphs.
We propose a small-weighted spanning tree to connect query nodes, and
then expand the tree level by level to a connected k-core, which is finally
refined as an intimate-core group. We also design a protection mechanism
for critical nodes to avoid the collapsed k-core. Extensive experiments on
real-life networks validate the effectiveness and efficiency of our methods.

Keywords: Graph mining · Weighted graphs · K-core · Community
search

1 Introduction

Graphs widely exist in social networks, biomolecular structures, traffic networks,
world wide web, and so on. Weighted graphs have not only the simple topolog-
ical structure but also edge weights. The edge weight is often used to indicate
the strength of the relationship, such as interval in social communications, traffic
flow in the transportation network, carbon flow in the food chain, and so on [18–
20]. Weighted graphs provide information that better describes the organization
and hierarchy of the network, which is helpful for community detection [19] and
community search [10,11,13,26]. Community detection aims at finding all com-
munities on the entire network, which has been studied a lot in the literature.
Different from community detection, the task of community search finds only
query-dependent communities, which has a wide application of disease infection
control, tag recommendation, and social event organization [23,29]. Recently,
several community search models have been proposed in different dense sub-
graphs of k-core [2,22] and k-truss [11,24].
c© Springer Nature Switzerland AG 2019
R. Cheng et al. (Eds.): WISE 2019, LNCS 11881, pp. 728–744, 2019.
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As a notation of dense subgraph, k-core requires that every vertex has k
neighbors in the k-core. For example, Fig. 1(a) shows a graph G. Subgraphs
G1 and G2 are both connected 3-cores, in which each vertex has at least three
neighbors. K-core has been popularly used in many community search models [1,
9,16,17,23,31]. Recently, Zheng et al. [29] proposed one problem of intimate-core
group search in weighted graphs as follows.

Fig. 1. An example of intimate-core group search in graph G for Q = {v8, v10} and
k = 3.

Motivating Example. Consider a social network G in Fig. 1(a). Two individ-
uals have a closer friendship if they have a shorter interval for communication,
indicating a smaller weight of the relationship edge. The problem of intimate-
core group search aims at finding a densely-connected k-core containing query
nodes Q with the smallest group weight as an answer. For Q = {v8, v10} and
k = 3, the intimate-core group is shown in Fig. 1(b) with a minimum group
weight of 13.

This paper studies the problem of intimate-core group search in weighted
graphs. Given an input of query nodes in a graph and a number k, the problem
is to find a connected k-core containing query nodes with the smallest weight.
In the literature, existing solutions proposed in [29] find the maximal connected
k-core and iteratively remove a node from this subgraph for intimate-core group
refinement. However, this approach may take a large number of iterations, which
is inefficient for big graphs with a large component of k-core. Therefore, we pro-
pose a solution of local exploration to find a small candidate k-core, which takes
a few iterations to find answers. To further speed up the efficiency, we build a
k-core index, which keeps the structural information of k-core for fast identifica-
tion. Based on the k-core index, we develop a local exploration algorithm LEKS
for intimate-core group search. Our algorithm LEKS first generates a tree to
connect all query nodes, and then expands it to a connected subgraph of k-core.
Finally, LEKS keeps refining candidate graphs into an intimate-core group with
small weights. We propose several well-designed strategies for LEKS to ensure
the fast-efficiency and high-quality of answer generations.

Contributions. Our main contributions of this paper are summarized as fol-
lows.
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– We investigate and tackle the problem of intimate-core group search in
weighted graphs, which has wide applications on real-world networks. The
problem is NP-hard, which bring challenges to develop efficient algorithms.

– We develop an efficient local exploration framework of LEKS based on the
k-core index for intimate-core group search. LEKS consists of three phases:
tree generation, tree-to-graph expansion, and intimate-core refinement.

– In the phase of tree generation, we propose to find a seed tree to connect all
query nodes, based on two generated strategies of spanning tree and weighted
path respectively. Next, we develop the tree-to-graph expansion, which con-
structs a hierarchical structure by expanding a tree to a connected k-core sub-
graph level by level. Finally, we refine a candidate k-core to an intimate-core
group with a small weight. During the phases of expansion and refinement,
we design a protection mechanism for query nodes, which protects critical
nodes to collapse the k-core.

– Our experimental evaluation demonstrates the effectiveness and efficiency of
our LEKS algorithm on real-world weighted graphs. We show the superiority
of our methods in finding intimate groups with smaller weights, against the
state-of-the-art ICG-M method [29].

Roadmap. The rest of the paper is organized as follows. Section 2 reviews the
previous work related to ours. Section 3 presents the basic concepts and for-
mally defines our problem. Section 4 introduces our index-based local exploration
approach LEKS. Section 5 presents the experimental evaluation. Finally, Sect. 6
concludes the paper.

2 Related Work

In the literature, numerous studies have been investigated community search
based on various kinds of dense subgraphs, such as k-core [2,22], k-truss [11,24]
and clique [25,26]. Community search has been also studied on many labeled
graphs, including weighted graphs [7,29,30], influential graphs [4,16], and
keyword-based graphs [8,9,12]. Table 1 compares different characteristics of
existing community search studies and ours.

The problem of k-core minimization [1,6,17,31] aims to find a minimal con-
nected k-core subgraph containing query nodes. The minimum wiener connector
problem is finding a small connected subgraph to minimize the sum of all pair-
wise shortest-path distances between the discovered vertices [21]. Different from
all the above studies, our work aims at finding an intimate-core group contain-
ing multiple query nodes in weighted graphs. We propose fast algorithms for
intimate-core group search, which outperform the state-of-the-art method [29]
in terms of quality and efficiency.

3 Preliminaries

In this section, we formally define the problem of intimate-core group search and
revisit the existing intimate-core group search approaches.
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Table 1. A comparison of existing community search studies and ours

Method Dense subgraph

model

Node type Edge type Local

search

Index-

based

Multiple

query nodes

NP-hard

[25] Clique × × � � × �
[26] Clique × × × � � �
[14] k-truss × × � � � �
[17,31] k-core × × × × × �
[6] k-core × × � × × �
[23] k-core × × × × � �
[1] k-core × × � � � �
[12] k-truss Keyword × � � � �
[9] k-core Keyword × � � × �
[16] k-core Influential × × � × ×
[4] k-core Influential × � × × ×
[30] k-truss × Weighted � � × ×
[29] k-core × Weighted × × � �
Ours k-core × Weighted � � � �

3.1 Problem Definition

Let G(V,E,w) be a weighted and undirected graph where V is the set of nodes,
E is the set of edge, and w is an edge weight function. Let w(e) to indicate the
weight of an edge e ∈ E. The number of nodes in G is defined as n = |V |. The
number of edges in G is defined as m = |E|. We denote the set of neighbors of
a node v by NG(v) = {u ∈ V : (u, v) ∈ E}, and the degree of v by degG(v) =
|NG(v)|. For example, Fig. 1(a) shows a weighted graph G. Node v5 has two
neighbors as NG(v5) = {v4, v6}, thus the degree of v5 is degG(v5) = 2 in graph
G. Edge (v2, v3) has a weight of w(v2, v3) = 1. Based on the definition of degree,
we can define the k-core as follows.

Definition 1 (K-Core [2]). Given a graph G, the k-core is the largest subgraph
H of G such that every node v has degree at least k in H, i.e., degH(v) ≥ k.

For a given integer k, the k-core of graph G is denoted by Ck(G), which is
determinative and unique by the definition of largest subgraph constraint. For
example, the 3-core of G in Fig. 1(a) has two components G1 and G2. Every node
has at least 3 neighbors in G1 and G2 respectively. However, the nodes are dis-
connected between G1 and G2 in the 3-core C3(G). To incorporate connectivity
into k-core, we define a connected k-core.

Definition 2 (Connected K-Core). Given graph G and number k, a con-
nected k-core H is a connected component of G such that every node v has
degree at least k in H, i.e., degH(v) ≥ k.

Intuitively, all nodes are reachable in a connected k-core, i.e., there exist paths
between any pair of nodes. G1 and G2 are two connected 3-cores in Fig. 1(a).
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Definition 3 (Group Weight). Given a subgraph H ⊆ G, the group weight
of H, denoted by w(H), is defined as the sum of all edge weights in H, i.e.,
w(H) =

∑
e∈E(H) w(e).

Example 1. For the subgraph G1 ⊆ G in Fig. 1(a), the group weight of G1 is
w(G1) =

∑
e∈E(G1)

w(e) = 1 + 3 + 5 + 2 + 1 + 3 = 15.

On the basis of the definitions of connected k-core and group weight, we
define the intimate-core group in a graph G as follows.

Definition 4 (Intimate-Core Group [29]). Given a weighted graph G =
(V,E,w), a set of query nodes Q and a number k, the intimate-core group is
a subgraph H of G if H satisfies following conditions:

– Participation. H contains all the query nodes Q, i.e., Q ⊆ VH ;
– Connected K-Core. H is a connected k-core with degH(v) ≥ k;
– Smallest Group Weight. The group weight w(H) is the smallest, that is,

there exists no H ′ ⊆ G achieving a group weight of w(H
′
) < w(H) such that

H
′
also satisfies the above two conditions.

Condition (1) of participation makes sure that the intimate-core group con-
tains all query nodes. Moreover, Condition (2) of connected k-core requires that
all group members are densely connected with at least k intimate neighbors.
In addition, Condition (3) of minimized group weight ensures that the group
has the smallest group weight, indicating the most intimate in any kinds of
edge semantics. A small edge weight means a high intimacy among the group.
Overall, intimate core groups have several significant advantages of small-sized
group, offering personalized search for different queries, and close relationships
with strong connections.

The problem of intimate-core group search studies in this paper is formulated
in the following.

Problem Formulation: Given an undirected weighted graph G(V,E,w), a
number k, and a set of query nodes Q, the problem is to find the intimate-core
group of Q.

Example 2. In Fig. 1(a), G is a weighted graph with 12 nodes and 20 edges. Each
edge has a positive weight. Given two query nodes Q = {v8, v10} and k = 3, the
answer of intimate-core group for Q is the subgraph shown in Fig. 1(b). This is a
connected 3-core, and also containing two query nodes {v8, v10}. Moreover, it has
the minimum group weight among all connected 3-core subgraphs containing Q.

3.2 Existing Intimate-Core Group Search Algorithms

The problem of intimate-core group search has been studied in the literature [29].
Two heuristic algorithms, namely, ICG-S and ICG-M, are proposed to deal with
this problem in an online manner. No optimal algorithms have been proposed yet
because this problem has been proven to be NP-hard [29]. The NP-hardness is
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shown by reducing the NP-complete clique decision problem to the intimate-core
group search problem.

Existing solutions ICG-S and ICG-M both first identify a maximal connected
k-core as a candidate, and then remove the node with the largest weight of its
incident edges at each iteration [29]. The difference between ICG-S and ICG-M
lies on the node removal. ICG-S removes one node at each iteration, while ICG-M
removes a batch of nodes at each iteration. Although ICG-M can significantly
reduce the total number of removal iterations required by ICG-S, it still takes
a large number of iterations for large networks. The reason is that the initial
candidate subgraph connecting all query nodes is the maximal connected k-
core, which may be too large to shrink. This, however, is not always necessary. In
particular, if there exists a small connected k-core surrounding query nodes, then
a few numbers of iterations may be enough token for finding answers. This paper
proposes a local exploration algorithm to find a smaller candidate subgraph. On
the other hand, both ICG-S and ICG-M apply the core decomposition to identify
the k-core from scratch, which is also costly expensive. To improve efficiency, we
propose to construct an index offline and retrieve k-core for queries online.

4 Index-Based Local Exploration Algorithms

In this section, we first introduce a useful core index and the index construc-
tion algorithm. Then, we present the index-based intimate-core group search
algorithms using local exploration.

4.1 K-Core Index

We start with a useful definition of coreness as follows.

Definition 5 (Coreness). The coreness of a node v ∈ V , denoted by δ(v), is
the largest number k such that there exists a connected k-core containing v.

Obviously, for a node q with the coreness δ(q) = l, there exists a connected
k-core containing q where 1 ≤ k ≤ l; meanwhile, there is no connected k-core
containing q where k > l. The k-core index keeps the coreness of all nodes in G.

K-Core Index Construction. We apply the existing core decomposition [2] on
graph G to construct the k-core index. The algorithm is outlined in Algorithm 1.
The core decomposition is to compute the coreness of each node in graph G. Note
that for the self-completeness of our techniques and reproducibility, the detailed
algorithm of core decomposition is also presented (lines 1–7). First, the algorithm
sort all nodes in G based on their degree in ascending order. Second, it finds the
minimum degree in G as d. Based on the definition of k-core, it next computes
the coreness of nodes with degG(v) = d as d and removing these nodes and their
incident edges from G. With the deletion of these nodes, the degree of neighbors
of these nodes will decrease. For those nodes which have a new degree at most
d, they will not be in (d+1)-core while they will get δ(v) = d. It continues the
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Algorithm 1. Core Index Construction
Input: A weighted graph G = (V, E, w)
Output: Coreness δ(v) for each v ∈ VG

1: Sort all nodes in G in ascending order of their degree;
2: while G �= ∅
3: Let d be the minimum degree in G;
4: while there exists degG(v) ≤ d
5: δ(v) ← d;
6: Remove v and its incident edges from G;
7: Re-order the remaining nodes in G in ascending order of their degree;
8: Store δ(v) in index for each v ∈ VG;

removal of nodes until there is no node has degG(v) ≤ d. Then, the algorithm
back to line 2 and starts a new iteration to compute the coreness of remaining
nodes. Finally, it stores the coreness of each vertex v in G as the k-core index.

4.2 Solution Overview

Fig. 2. LEKS framework for intimate-core group search

At a high level, our algorithm of local exploration based on k-core index for
intimate-core group search (LEKS) consists of three phases:

1. Tree Generation Phase: This phase invokes the shortest path algorithm to find
the distance between any pair of nodes, and then constructs a small-weighted
tree by connecting all query nodes.

2. Expansion Phase: This phase expands a tree into a graph. It applies the idea
of local exploration to add nodes and edges. Finally, it obtains a connected
k-core containing all query nodes.

3. Intimate-Core Refinement Phase: This phase removes nodes with large
weights, and maintains the candidate answer as a connected k-core. This
refinement process stops until an intimate-core group is obtained.

Figure 2 shows the whole framework of our index-based local exploration
algorithm. Note that we compute the k-core index offline and apply the above
solution of online query processing for intimate-core group search. In addition,
we consider |Q| ≥ 2 for tree generation phase, and skip this phase if |Q| = 1.
Algorithm 2 also depicts our algorithmic framework of LEKS.
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Algorithm 2. LEKS Framework
Input: G = (V, E, w), an integer k, a set of query vertices Q
Output: Intimate-core group H

1: Find a tree TQ for query nodes Q using Algorithm 3 or Algorithm 4;
2: Expand the tree TQ to a candidate graph GQ in Algorithm 5;
3: Apply ICG-M [29] on graph GQ;
4: Return a refined intimate-core group as answers;

4.3 Tree Generation

In this section, we present the phase of tree generation. Due to the large-scale
size of k-core in practice, we propose local exploration methods to identify small-
scale substructures as candidates from the k-core. The approaches produce a tree
structure with small weights to connect all query nodes. We develop two algo-
rithms, respectively based on the minimum spanning tree (MST) and minimum
weighted path (MWP).

Tree Construction. The tree construction has three major steps. Specifically,
the algorithm firstly generates all-pairs shortest paths for query nodes Q in the
k-core Ck (lines 1–7). Given a path between nodes u and v, the path weight is the
total weight of all edges along this path between u and v. It uses spathCk

(u, v)
to represent the shortest path between nodes u and v in the k-core Ck. For any
pair of query nodes qi, qj ∈ Q, our algorithm invokes the well-known Dijkstra’s
algorithm [5] to find the shortest path spathCk

(qi, qj) in the k-core Ck.
Second, the algorithm constructs a weighted graph Gpw for connecting all

query nodes (lines 3–8). Based on the obtained all-pairs shortest paths, it col-
lects and merges all these paths together to construct a weighted graph Gpw

correspondingly.
Third, the algorithm generates a small spanning tree for Q in the weighted

graph Gpw (lines 9–22), since not all edges are needed to keep the query nodes
connected in Gpw. This step finds a compact spanning tree to connect all query
nodes Q, which removes no useful edges to reduce weights. Specifically, the algo-
rithm starts from one of the query nodes and does expand based on Prim’s min-
imum spanning tree algorithm [5]. The algorithm stops when all query nodes
are connected into a component in Gpw. Against the maximal connected k-core,
our compact spanning tree has three significant features: (1) Query-centric. The
tree involves all query nodes of Q. (2) Compactly connected. The tree is a con-
nected and compact structure; (3) Small-weighted. The generation of minimum
spanning tree ensures a small weight of the discovered tree.

Example 3. Figure 3(a) shows a weighted graph G with 6 nodes and 8 edges
with weights. Assume that k = 2, the whole graph is 2-core as C2. A set of
query nodes Q = {v1, v2, v5} are colored in red in Fig. 3(a). We first find the
shortest path between every pair of query nodes in Q. All edges along with



736 L. Sun et al.

Algorithm 3. Tree Construction
Input: G = (V, E, w), an integer k, a set of query vertices Q, the k-core index
Output: Tree TQ

1: Identify the maximal connected k-core of Ck containing query nodes Q;
2: Let Gpw be an empty graph;
3: for q1, q2 ∈ Q
4: if there is no path between q1 and q2 in Ck then
5: return ∅;
6: else
7: Compute the shortest path between q1 and q2 in Ck;
8: Add the spathCk

(q1, q2) between q1 and q2 into Gpw;
9: Tree: TQ ← ∅;

10: Priority queue: L ← ∅;
11: for each node v in Gpw

12: dist(v) ← ∞;
13: Q ← Q − {q0}; dist (q0) ← 0; L.push(q0, dist(q0));
14: while Q �= ∅ do
15: Extract a node v and its edges with the smallest dist(v) from L;
16: Insert node v and its edges into TQ;
17: if v ∈ Q then
18: Q ← Q − {v};
19: for u ∈ NGpw (v) do
20: if dist(u) > w(u, v) then
21: dist(u) ← w(u, v);
22: Update (u, dist(u)) in L;
23: return TQ;

Fig. 3. Tree construction for query nodes v1, v2, v5.

these shortest path are colored in red in Fig. 3(a). For example, the short-
est path between v1 and v2 is spathC2

(v1, v2) = {(v1, v3), (v3, v2)}. Similarly,
spathC2

(v1, v5) = {(v1, v3), (v3, v4), (v4, v5)}, spathC2
(v2, v5) = {(v2, v5)}. All

three paths are merged to construct a weighted graph Gpw in red in Fig. 3(a).
A spanning tree of TQ is shown in Fig. 3(b), which connects all query nodes
{v1, v2, v5} with a small weight of 7.

Path-Based Construction. Algorithm 3 may take expensive computation for
finding the shortest path between every pair of nodes that are far away from
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Algorithm 4. Path-based Construction
Input: G = (V, E, w), an integer k, a set of query vertices Q, the k-core index
Output: Tree TQ

1: Identify the maximal connected k-core of Ck containing query nodes Q;
2: Let q0 be the first query node of Q;
3: Q ← Q − {q0};
4: while Q �= ∅ do
5: if there is no path between q and q0 in Ck then
6: return ∅;
7: else
8: Compute the shortest path between q and q0 in Ck;
9: Add the spathCk

(q, q0) between q and q0 into TQ;
10: q0 ← q, Q ← Q − {q0};
11: return TQ;

each other. To improve efficiency, we develop a path-based approach to connect
all query nodes directly. The path-based construction is outlined in Algorithm 4.
The algorithm starts from one query node q0, and searches the shortest path to
the nearest query node in Q (lines 2–8). After that, it collects and merges the
weighted path spathCk

(q, q0) into TQ to construct the tree (line 9). Recursively,
it starts from the new query node q as q0 to find the next nearest query node
q, until all query nodes in Q are found in such a way (line 10). The algorithm
returns the tree connecting all query nodes.

Example 4. We apply Algorithm 4 on graph G in Fig. 3(a) with query Q =
{v1, v2, v5} and k = 2. We start the shortest path search from v1. The near-
est query node to v1 is v5, we can find the shortest path spathC2

(v1, v5)
= {(v1, v3), (v3, v4), (v4, v5)}. Next, we start from v5 and find the shortest path
spathC2

(v5, v2) = {(v5, v2)}. Finally, we merge the two paths spathC2
(v1, v5) and

spathC2
(v5, v2) to construct the tree TQ.

Complexity Analysis. We analyze the complexity of Algorithms 3 and 4.
Assume that the k-core Ck has nk nodes and mk edges where nk ≤ n and
mk ≤ m.

For Algorithm 3, an intuitive implementation of all-pairs-shortest-paths
needs to compute the shortest path for every pair nodes in Q, which takes
O(|Q|2mk log nk) time. However, a fast implementation of single-source-shortest-
path algorithm can compute the shortest path from one query node q ∈ Q to
all other nodes in Q, which takes O(mk log nk) time. Overall, the computa-
tion of all-pairs-shortest-paths can be done in O(|Q|mk log nk) time. In addi-
tion, the weighted graph Gpw is a subgraph of Ck, thus the size of Gpw is
O(nk + mk) ⊆ O(mk). Identifying the spanning tree of Gpw takes O(mk log nk)
time. Overall, Algorithm 3 takes O(|Q|mk log nk) time and O(mk) space.

For Algorithm 4, it applies |Q| times of single-source-shortest-path to identify
the nearest query node. Thus, Algorithm 4 also takes O(|Q|mk log nk) time and
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Algorithm 5. Tree-to-Graph Expansion
Input: G = (V, E, w), a set of query vertices Q, k-core index, TQ

Output: Candidate subgraph GQ

1: Identify the maximal connected k-core of Ck containing query nodes Q;
2: L0 ← {v|v ∈ VTQ}; L′ ← L0 ;
3: i ← 0; GQ ← ∅;
4: while GQ = ∅ do
5: for each v ∈ Li do
6: for each u ∈ NCk(v) and u /∈ L′ ∪ Li+1 do
7: Li+1 ← Li+1 ∪ {u};
8: L′ ← L′ ∪ Li+1; i ← i + 1;
9: Let GL be the induced subgraph of G by the node set L′;

10: Generate a connected k-core of GL containing query nodes Q as GQ;
11: return GQ;

O(mk) space. In practice, Algorithm 4 runs faster than Algorithm 3 on large
real-world graphs, which avoids the weighted tree construction and all-pairs-
shortest-paths detection.

4.4 Tree-to-Graph Expansion

In this section, we introduce the phase of tree-to-graph expansion. This method
expands the obtained tree from Algorithms 3 or 4 into a connected k-core can-
didate subgraph GQ. It consists of two main steps. First, it adds nodes/edges
to expand the tree into a graph layer by layer. Then, it prunes disqualified
nodes/edges to maintain the remaining graph as a connected k-core. The whole
procedure is shown in Algorithm 5.

Algorithm 5 first gets all nodes in TQ and puts them into L0 (line 2). Let
Li be the vertex set at the i-th depth of expansion tree, and L0 be the initial
set of vertices. It uses L′ to represent the set of candidate vertices, which is the
union of all Li set. The iterative procedure can be divided into three steps (lines
4–10). First, for each vertex v in Li, it adds their neighbors into Li+1 (lines 5–7).
Next, it collects and merges {L0, ..., Li+1} into L′ and constructs a candidate
graph GL as the induced subgraph of G by the node set L′ (lines 8–9). Finally,
we apply the core decomposition algorithm on GL to find the connected k-core
subgraph containing all query nodes, denoted as GQ. If there exists no such GQ,
Algorithm 5 explores the (i+1)-th depth of expansion tree and repeats the above
procedure (lines 4–10). In the worst case, GQ is exactly the maximum connected
k-core subgraph containing Q. However, GQ in practice is always much smaller
than it. The time complexity for expansion is O(

∑lmax

i=0

∑
v∈V (Gi)

deg(v)), where
lmax is the iteration number of expansion in Algorithm 5.
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Fig. 4. Tree-to-graph expansion

Example 5. Figure 1(a) shows a weighted graph G with query Q = {v8, v10} and
k = 3. We first identify the maximal connected 3-core containing query nodes
Q. Since there is only 2 query nodes, the spanning tree is same as the shortest
path between them, such that TQ = spathC3

(v8, v10). Next, we initialize L0 as
L0 = {v8, v10} and expand nodes in L0 to their neighbors. The expansion pro-
cedure is shown in Fig. 4(a). We put all nodes in Fig. 4(a) into L′ and construct
a candidate subgraph GL shown in Fig. 4(b). Since GL is a 3-core connected
subgraph containing query nodes, the expansion graph GQ is GL itself.

4.5 Intimate-Core Refinement

This phase refines the candidate connected k-core into an answer of the intimate-
core group. We apply the existing approach ICG-M [29] by removing nodes
to shrink the candidate graph obtained from Algorithm 5. This step takes
O(m′ logε n′) time, where ε > 0 is a parameter of shrinking graph [29]. To avoid
query nodes deleted by the removal processes of ICG-M, we develop a mechanism
to protect important query nodes.

Protection Mechanism for Query Nodes. As pointed by [3,27,28], the k-
core structure may collapse when critical nodes are removed. Thus, we precom-
pute such critical nodes for query nodes in k-core and ensure that they are not
deleted in any situations. We use an example to illustrate our ideas. For a query
node q with an exact degree of k, it means that if any neighbor is deleted, there
exists no feasible k-core containing q any more. Thus, q and all q’s neighbors
are needed to protect. For example, in Fig. 4(b), assume that k = 3, there exists
degG(v10) = k. The removal of each node in NG(v10) will cause core decompo-
sition and the deletion of v10. This protection mechanism for query nodes can
also be used for k-core maintenance in the phrase of tree-to-graph expansion.

5 Experiments

In this section, we experimentally evaluate the performance of our proposed
algorithms. All algorithms are implemented in Java and performed on a Linux
server with Xeon E5-2630 (2.2 GHz) and 256 GB RAM.

Datasets. We use three real-world datasets in experiments. All datasets are
publicly available from [15]. The edge weight represents the existence probability
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of an edge. A smaller weight indicates a higher possibility of the edge to existing.
The statistics of datasets are shown in Table 2. The maximum coreness δmax =
maxv∈V δ(v).

Table 2. Network statistics

Datasets |V | |E| δmax

wiki-vote 7,115 103,689 56

Flickr 24,125 300,836 225

DBLP 684,911 2,284,991 114

Algorithms. We compare 3 algorithms as follows.

• ICG-M: is the state-of-the-art approach for finding intimate-core group using
bulk deletion [29].

• LEKS-tree: is our index-based search framework in Algorithm 2 using Algo-
rithm 3 for tree generation.

• LEKS-path: is our index-based search framework in Algorithm 2 using Algo-
rithm 4 for tree generation.

We evaluate all algorithms by comparing the running time and the intimate-
core group weight. The less running time costs, the more efficient the algorithm
is. Smaller the group weight of the answer, better effectiveness is.

Queries and Parameters. We evaluate all competitive approaches by varying
parameters k and |Q|. The range of k is {2, 4, 6, 8}. The number of query nodes
|Q| falls in {1, 2, 3, 4, 5, 6, 7}. We randomly generate 100 sets of queries by
different k and |Q|.
Exp-1: Varying k. Figure 5 shows the group weight of three algorithms by
varying parameter k on all datasets. The results show that our local search
methods LEKS-tree and LEKS-path can find intimate groups with lower group
weights than ICG-M, for different k. The performance of LEKS-tree and LEKS-
path are similar. Figure 6 shows that LEKS-path performs the best for most cases,
and runs significantly faster than ICG-M. Interestingly, ICG-M can find answers
quickly for k = 4, which achieves similar performance with LEKS methods.

Exp-2: Varying |Q|. Figure 7 reports the group weight results of three algo-
rithms for different queries by varying |Q|. With the increasing |Q|, LEKS-tree
and LEKS-path methods can always find intimate groups with smaller weights
than ICG-M. LEKS-tree and LEKS-path perform similarly. Figure 8 reports the
results of running time. It shows that our methods are always faster than ICG-M.

Exp-3: Quality Evaluation of Candidate Intimate-Core Groups. This
experiment evaluates the subgraphs of candidate intimate-core groups by all
methods, in terms of vertex size and group weight. ICG-M takes the maximal
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Fig. 5. Effectiveness evaluation by varying k

Fig. 6. Efficiency evaluation by varying k

connected k-core subgraph containing query nodes as an initial candidate, and
iteratively shrinks it. LEKS-tree and LEKS-path both generate an initial can-
didate subgraph locally expanded from a tree, and then iteratively shrink the
candidate by removing nodes. We use k = 6 and |Q| = 5. We report the results
of the first 5 removal iterations and the initial candidate at the #iteration of 0.
Figure 9(a) shows that the group weight of candidates by our methods is much
smaller than ICG-M. Figure 9(b) reports the vertex size of all candidates at each
iteration. The number of vertices in the candidate group by LEKS-tree and LEKS-
path at the #iteration of 0, is even less than the vertex size of candidate group
by ICG-M at the #iteration of 5.

Fig. 7. Effectiveness evaluation by varying |Q|
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Fig. 8. Efficiency evaluation by varying |Q|

Fig. 9. The size and weight of intimate-groups varied by #iterations

Exp-4: Case Study on the DBLP Network. We conduct a case study of
intimate-core group search on the collaboration DBLP network [29]. Each node
represents an author, and an edge is added between two authors if they have
co-authored papers. The weight of an edge (u, v) is the reciprocal of the number
of papers they have co-authored. The smaller weight of (u, v), the closer inti-
macy between authors u and v. We use the query Q = {“Huan Liu”, “Xia Hu”,
“Jiliang Tang”} and k = 4. We apply LEKS-path and ICG-M to find 4-core inti-
mate groups for Q. The results of LEKS-path and ICG-M are shown in Fig. 10(a)
and Fig. 10(b) respectively. The bolder lines of an edge represent a smaller
weight, indicating closer intimate relationships. Our LEKS method discovers a
compact 4-core with 5 nodes and 10 edges in Fig. 10(a), which has the group

Fig. 10. Case study of intimate-core group search on the DBLP network. Here, query
Q = {“Huan Liu”, “Xia Hu”, “Jiliang Tang”} and k = 4.



Fast Algorithms for Intimate-Core Group Search in Weighted Graphs 743

weight of 1.6, while ICG-M finds a subgraph with 12 nodes, which has a larger
group weight of 16.7 in Fig. 10(b). We can see that nodes on the right side of
Fig. 10(b) has no co-author connections with two query nodes “Xia Hu” and “Jil-
iang Tang” at all. This case study verifies that our LEKS-path can successfully
find a better intimate-core group than ICG-M.

6 Conclusion

This paper presents a local exploration k-core search (LEKS) framework for
efficient intimate-core group search. LEKS generates a spanning tree to connect
query nodes in a compact structure, and locally expands it for intimate-core
group refinement. Extensive experiments on real datasets show that our approach
achieves a higher quality of answers using less running time, in comparison with
the existing ICG-M method.
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22. Saŕıyüce, A.E., Gedik, B., Jacques-Silva, G., Wu, K.-L., Çatalyürek, Ü.V.: Stream-
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Abstract. In this Web 2.0 era, there is an ever increasing number of
customer reviews, which must be summarized to help consumers effort-
lessly make informed decisions. Previous work on reviews summarization
has simplified the problem by assuming that aspects (e.g., “display”) are
independent of each other and that the opinion for each aspect in a
review is Boolean: positive or negative. However, in reality aspects may
be interrelated – e.g., “display” and “display color” – and the sentiment
takes values in a continuous range – e.g., somewhat vs very positive.
We present a novel, unsupervised review summarization framework that
advances the state-of-the-art by leveraging a domain hierarchy of con-
cepts to handle the semantic overlap among the aspects, and by account-
ing for different sentiment levels. We show that the problem is NP-hard
and present bounded approximate algorithms to compute the most repre-
sentative set of sentences or reviews, based on a principled opinion cover-
age framework. We experimentally evaluate the proposed algorithms on
real datasets in terms of their efficiency and effectiveness compared to the
optimal algorithms. We also show that our methods generate summaries
of superior quality than several baselines in short execution times.

Keywords: Review summarization · Unsupervised extractive
summarization · Online customer review · Aspect based sentiment
analysis

1 Introduction

Online users are increasingly relying on user reviews to make decisions on shop-
ping (e.g., Amazon, Newegg), seeking doctors (e.g., Vitals.com, zocdoc.com) and
many others. However, as the number of reviews per item grows, especially for
popular products, it is infeasible for customers to read all of them, and discern
the useful information from them. Therefore, many methods have been proposed
to summarize customer opinions from the reviews [5,9,13,17]. They generally
either choose important text segments [13], or extract product concepts (also
referred as aspects or attributes in other works), such as “display” of a phone,
and customer’s opinion (positive or negative) and aggregate them [5,9,17].
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However, neither of these approaches takes into account the relationship
among product’s concepts. For example, assuming that we need the opinion
summary of a smartphone, showing that the opinions for both display and dis-
play color are very positive is redundant, especially given that we would have to
hide other concepts’ opinion (e.g., “battery”), given the limited summary size.
What makes the problem more challenging is that the opinion of a user for a
concept is not Boolean (positive or negative) but can take values from a linear
scale, e.g., “very positive”, “positive”, “somewhat positive”, “neutral”, and so
on. Hence, if “display” has a positive opinion, but “display color” has neutral,
the one does not subsume the other, and both should be part of the summary.
Further, a more general concept may cover a more specific but not vice versa.

Our key contribution is a novel review summarization framework that
accounts for the relationships among the concepts (product aspects), while at
the same time supporting various sentiment levels. Specifically, we model our
problem as a pairs coverage problem, where each pair consists of a concept and
a sentiment value, and coverage is jointly defined on both of them. We show that
the problem of selecting the best concepts and opinions to display is NP-hard
even when the relationships among the concepts are represented by a Directed-
Acyclic-Graph (DAG). For that, we propose bounded approximation algorithms
inspired by well-studied graph coverage algorithms.

To summarize, the review summarization framework consists of the following
tasks: (a) Concept Extraction: we build upon existing work for extracting hierar-
chical concepts (aspects) from reviews. (b) Sentiment Estimation: estimate the
sentiment of each mentioned concept on a linear scale. (c) Select k representa-
tives: depending on the problem variant, a representative is a concept-sentiment
pair (e.g., “display” = 0.3), or a sentence from a review (e.g., “this phone has
pretty sharp display”) or a whole review. Our proposed selection algorithms can
be used to select representatives at any of these granularities. Note that our sum-
marization approach is unsupervised, thus does not require any labeled dataset
which is expensive to create in a new domain.

Our contributions can be summarized as below:

– We propose a fresh perspective for the review summarization problem that
exploits available concept hierarchies and a novel opinion coverage definition.
We model the problem as a coverage optimization problem (Sect. 2) and show
how to map a set of reviews to our model (Sect. 5.1).

– We prove that the problem is NP-hard and propose several efficient approxi-
mation algorithms with guaranteed bounds (Sect. 4).

– We carry out a thorough evaluation on the cost and time of our proposed
algorithms. We experimentally evaluate our methods on real collections of
online doctor patient reviews, using popular medical concept hierarchies [10],
and corresponding concept medical extraction tools [1].

– We perform qualitative experiments on both online doctor patient reviews
and online cell phone buyer reviews. Using various intuitive summary qual-
ity measures, we show that our method outperforms state-of-the-art review
summarization methods (Sect. 5.3).
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2 Problem Framework

Define an item (for example, a doctor or a camera) as a set of reviews, where
each review is a set of concept-sentiment pairs {(c1, s1), (c2, s2), . . . , (cn, sn)},
and sj ∈ R is the sentiment for concept cj in the review. We shows how to extract
the concepts and their sentiments from the text of the reviews in Sect. 4.1, and
Related Work (Sect. 6). The set of concepts are related based on a hierarchical
ontology such as WordNet [19] and ConceptNet [23]. For instance, the “part-
whole” relation in those ontologies can be utilized to create the hierarchy of
aspects suitable for our framework. Alternatively, Kim et al. [12] automatically
extract an aspect-sentiment hierarchy using a Bayesian non-parametric model.

We define the (directed) distance d(p1, p2) between two concept-sentiment
pairs p1 = (c1, s1) and p2 = (c2, s2), based on the concepts’ relationship in the
hierarchy, as follows.

Definition 1. The distance d(p1, p2) is:

d(p1, p2) =

⎧
⎨

⎩

d(r, c2) if c1 is the root r, or
d(c1, c2) if c1 is the ancestor of c2 and |s1 − s2| ≤ ε, or
∞ otherwise

where the concept distance d(c1, c2) is the shortest-path length from c1 to c2 in
the hierarchy, r is the root of the hierarchy, and ε > 0 is the sentiment threshold.

If pair p1 has finite distance to p2, we say that p1 covers p2. Pair p1 covers p2 iff
p1’s concept c1 is an ancestor of p2’s concept c2, and either c1 is the root concept
or the sentiments of p1 and p2 differ by at most ε. Figure 1 shows an example of
how the concept-sentiment pairs of an item’s reviews are mapped on the concept
hierarchy, where the dashed line is the path from the root, and concept c6 doesn’t
have any pairs. For instance, pair (c1, 0.7) represents an occurrence of concept c1
in a review with sentiment 0.7. The same pair is also represented by the circled
0.7 value inside the c1 tree node.

Given a set P = {p1, p2, . . . , pq} of concept-sentiment pairs for the reviews of
an item, and an integer k, our goal is to compute a set F = {f1, f2, . . . , fk} ⊆ P
of k pairs that best summarize P . To measure the quality of such a summary F ,
we define its cost C(F, P ) as the distance from F to P , defined as follows.

Definition 2. The distance from F to a pair p is the distance of the closest pair
in F

⋃{r} to p: d(F, p) = minf∈F
⋃{r} d(f, p). The cost of F is the sum of its

distances to pairs in P : C(F, P ) =
∑

p∈P d(F, p).

We introduce two summarization problems as following:

1. k-Pairs Coverage: given a set P of concept-sentiment pairs (coming from
a given set of reviews for an item) and integer k ≤ |P |, find a subset F ⊆ P
with |F | = k that summarizes P with minimum cost: minF⊆P,|F |=k C(F, P )

2. k-Reviews/Sentences Coverage: given a set R of reviews (or sentences)
and integer k ≤ |R|, find a subset X ⊆ R with |X| = k that summarizes
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Fig. 1. Representation of concept-sentiment pairs on SNOMED-CT concept hierarchy

R with minimum cost: minX⊆R,|X|=k C(P (X), P (R)), where P (R) is the set
of concept-sentiment pairs derived from the set R of reviews/sentences, and
P (X) is the set of concept-sentiment pairs derived from the subset X of R.

Intuitively, the first problem is appropriate when the summaries consist
of concise concept-sentiment pairs, e.g. “good Heart Disease management”,
extracted from the reviews, and may be more suitable for mobile phone-sized
screens. The second problem is appropriate if the summaries consist of whole
sentences of reviews, which better preserves the meaning of the review, but may
require more space to display.

The k-Pairs Coverage problem can be viewed as a special case of the k-
Reviews/Sentences Coverage problem, when each review/sentence has just one
pair. For presentation simplicity, we first present our NP-hard proof and algo-
rithms for k-Pairs Coverage in Sect. 4, then describe how they can be applied to
the k-Reviews/Sentences Coverage in Sect. 4.5.

3 Both Problems are NP-Hard

This section proves both proposed problems NP-hard.

Theorem 1. The k-Pairs Coverage problem is NP-hard.

Proof. The decision problem is, given a set P of concept-sentiment pairs, an
integer k ≤ |P |, and a target t ≥ 0, to determine whether there exists a subset
F ⊆ P of size k with cost C(F, P ) at most t. We reduce Set Cover to it. Fix
any Set-Cover instance (S,U, k) where U is the universe {u1, u2, . . . , un}, and
S = {S1, S2, . . . , Sm} is a collection of subsets of U , and k ≤ |S|. Given (S,U, k),
first construct a concept-hierarchy (DAG) with root r, concepts ci and ei for
each subset Si, and a concept dj for each element uj . For each set Si, make ci
a child of r and ei a child of ci. For each element uj , make dj a child of ci for
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(a) Set Cover (b) Converted to k-Pairs Coverage

Fig. 2. Reduction from set cover

each set Si containing uj . (See Fig. 2.) Next, construct 2m+n concept-sentiment
pairs P = {p1, . . . , p2m+n}, one containing each node in the DAG other than the
root r, and all with the same sentiment, say 0. Take target t = 3m + n − 2k.
This completes the reduction. It is clearly polynomial time. Next we verify that
it is correct. For brevity, identify each pair with its node.

Suppose S has a set cover of size k. For the summary F ⊆ P of size k,
take the k concepts in P that correspond to the sets in the cover. Then each di
has distance 1 to F , contributing n to the cost. For each set in the cover, the
corresponding ci and ei have distance 0 and 1 to F , contributing k to the cost.
For each set not in the cover, the corresponding ci and ei have distance 1 and 2
to F , contributing 3(m − k) to the cost, for a total cost of n + 3m − 2k = t.

Conversely, suppose P has a summary of size k and cost t = n + 3m − 2k.
Among size-k summaries of cost at most t, let F be one with a maximum number
of ci nodes. We show that the sets corresponding to the (at most k) ci nodes in
F form a set cover. Assume some ci′ is missing from F (otherwise k ≥ m so we
are done). For every ei in F , its parent ci is also in F . (Otherwise adding ci to F
and removing ei would give a better summary F ′, i.e., a size-k summary of cost
at most t, but with more ci nodes than F , contradicting the choice of F ). No
ei is in F (otherwise removing ei and adding the missing node ci′ would give a
better summary F ′). No dj is in F (otherwise, since neither ei′ nor ci′ are in F ,
removing dj from F and adding ci′ would give a better summary F ′). Since no
ei or dj is in F , only ci nodes are in F . Since the cost is at most t = n+3m−2k,
by calculation as in the preceding paragraph, the sets Si corresponding to the
nodes ci in F must form a set cover. ��

When we already have k-Pairs Coverage as a NP-hard problem, it’s natural
to prove the following theorem.

Theorem 2. The k-Reviews/Sentences Coverage problem is NP-hard.

Proof. K-Reviews/Sentences Coverage is a generalization of k-Pairs Coverage,
so the theorem follows from the previous theorem.

4 Algorithms

We implement three algorithms for k-Pairs Coverage. The first, which is the only
one generates an optimal solution, solves the standard integer-linear program
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(ILP) for the problem, as a special case of the well-known k-Medians problem.
The second randomly solves the linear program (LP), then randomly rounds
the fractional solution achieving a bounded approximation error. The third is a
greedy bounded approximation algorithm. The three algorithms share a common
initialization phase that we describe first.

4.1 Initialization

The initialization phase computes the underlying edge-weighted bipartite graph
G = (U,W,E) where vertex sets U and W are the concept-sentiment pairs in
the given set P , edge set E is {(p, p′) ∈ U × W : d(p, p′) < ∞}, and edge (p, p′)
has weight equal to the pair distance d(p, p′). The initialization phase builds G
in two passes over P . The first pass puts the pairs p = (c, s) into buckets by
category c. The second pass, for each pair p = (c, s), iterates over the ancestors
of c in the DAG (using depth-first-search from c). For each ancestor c′, it checks
the pairs p′ = (c′, s′) in the bucket for c′. For those with finite distance d(p, p′),
it adds the corresponding edge to G.

For our problems, the time for the initialization phase and the size of the
resulting graph G are roughly linear in |P |, because the average number of
ancestors for each node in the DAG is small.

4.2 ILP for Optimal Solution

Given the graph G = (U,W,E), we adapt the standard k-Medians ILP for our
non-standard cost function as below.

minimize
∑

(p,q)∈E ypq × d(p, q)

subject to xr = 1;
∑

p∈P\{r} xp = k;
∑

∀q∈W,p:(p,q)∈E ypq = 1

(∀(p, q) ∈ E 0 ≤ ypq ≤ xp; (∀p ∈ U) xp ∈ {0, 1}
Our first algorithm solves the ILP using the Gurobi solver. Of course, no worst-
case polynomial-time bounds are known for solving this NP-hard ILP, but on
our instances the algorithm finishes in reasonable time (Details are in Sect. 5).

4.3 Randomized Rounding

The second algorithm computes an optimal fractional solution (x, y) to the LP
relaxation of the ILP (using Gurobi, details in Sect. 5), then randomly rounds
it as shown in Algorithm 1: it chooses the summary F by sampling k pairs p at
random from the distribution x/‖x‖1. No good worst-case bounds are known on
the time to solve the LP, but on our instances the solver solves it in reasonable
time. The randomized-rounding phase can easily be implemented to run in linear
time, O(n) where n = |P |. This randomized-rounding algorithm is due to [27]
(see also [4]). The following worst-case approximation guarantee holds for this
algorithm, as a direct corollary of the analysis in [4]. Let optk(P ) denote the
minimum cost of any size-k summary of P .
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Algorithm 1. Randomized Rounding Algorithm
Input: fractional solution x, y
Output: summary F

1: procedure Randomized Rounding
2: Define probability distribution q on P ′ = P \ {r} such that q(p) =

xp∑
p∈P ′ xp

.

3: F = ∅
4: while |F | < k do
5: Sample one pair p without replacement from q.
6: Add p to F .

7: Return F .

Theorem 3. The expected cost of the size-k summary returned by the
randomized-rounding algorithm is O(optk′(P )) for some k′ = O(k/ log n).

In our experiments it gives near-optimal summary costs.

4.4 Greedy Algorithm

The greedy algorithm is Algorithm 2. It starts with a set F = {r} containing
just the root. It then iterates k times, in each iteration adding a pair p ∈ P to F
chosen to minimize the resulting cost C(F ∪{p}, P ). Finally, it returns summary
F \ {r}. This is essentially a standard greedy algorithm for k-medians. Since the
cost is a submodular function of P , the algorithm is a special case of Wolsey’s
generalization of the greedy set-cover algorithm [26].

After the initialization phase, which computes the graph G = (U,W,E), the
algorithm further initializes a max-heap for selecting p in each iteration. The
max-heap stores each pair p, keyed by δ(p, F ) = C(F ∪ {p}, P ) − C(F, P ). The
max-heap is initialized naively, in time O(m+n log n) (where m = |E|, n = |P |).
(This could be reduced to O(m + n) with the linear-time build-heap operation.)
Each iteration deletes the pair p with maximum key from the heap (in O(log n)
time), adds p to F , and then updates the changed keys. The pairs q whose keys
change are those that are neighbors of neighbors of p in G. The number of these
updates is typically O(d2), where d is the typical degree of a node in G. The cost
of each update is O(log n) time. After initialization, the algorithm typically takes
O(kd2 log n) time. In our experiments, our graphs are sparse (a typical node p
has only hundreds of such pairs q), and k is a small constant, so the time after
initialization is dominated by the time for initialization. The following worst-
case approximation guarantee is a direct corollary of Wolsey’s analysis [26]. Let
H(i) = 1+1/2+ · · ·+1/i ≈ 1+ log i be the ith harmonic number. Let Δ be the
maximum depth of the concept DAG.

Theorem 4. The greedy algorithm produces a size-k summary of cost at most
optk′(P ), where k′ = k/H(Δn)�.
In our experiments, the algorithm returns near-optimal size-k summaries.
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Algorithm 2. Greedy Algorithm
Input: G = (U, W, E) from initialization, computed from P .
Output: Size-k summary F

1: procedure Greedy
2: Define δ(p, F ) = C(F ∪ {p}, P ) − C(F, P ).
3: Initialize F = {r}, and max-heap holding p ∈ U keyed by δ(p, F ).
4: while |F | < k + 1 do
5: Delete p with highest key from max-heap.
6: Add p to F .
7: for w such that (p, w) ∈ E do
8: for q such that (q, w) ∈ E do
9: Update max-heap key δ(q, F ) for q.

10: return F \ {r}

4.5 Adaptation for k-Reviews/Sentences Coverage Problem

When whole reviews or sentences (each containing a set of concept-sentiment
pairs) must be selected, the above algorithms can still be applied with only a
modification of the initialization stage. In particular, we modify the construction
of bipartite graph G = (U,W,E), so instead of having both U and W be concept-
sentiment pairs in P , U represents the set of candidate reviews or sentences R,
and W represents concept-sentiment pairs as before. Therefore the edge set E
becomes {(r, p) ∈ U × W : d(r, p) < ∞}, and edge (r, p) has weight equal to the
distance d(r, p) from review/sentence r to pair p. After this initialization, the
algorithms work as usual.

5 Experimental Evaluation

In this section we conduct both quantitative and qualitative evaluations. The
quantitative evaluation measures the time and accuracy trade-offs of the pro-
posed approximate summarization algorithms compared to the optimal solution.
The qualitative evaluation evaluates the quality of the summaries generated by
the proposed methods, compared to baseline state-of-the-art unsupervised sum-
marization methods using several intuitive measures.

5.1 Experiment Setup

Datasets: We utilize two real-world datasets: health care and online consumer
reviews. Our first dataset consists of 68,686 patient reviews of the 1000 most
reviewed doctors from vitals.com, which is a popular doctor rating website. As
the second dataset, we crawled customer reviews of 60 unlocked cell phones,
which are featured in the first five pages on Amazon and have at least 100
distinct reviews each. Table 1 presents basic statistics of the two datasets.

http://vitals.com
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Table 1. Dataset characteristics.

Doctor reviews Cell phone reviews

#Items (doctor/product) 1000 60

#Reviews 68686 33578

Min #reviews per item 43 102

Max #reviews per item 354 3200

Average #sentences per review 4.87 3.81

Fig. 3. Cell phone aspect hierarchy

Concepts and Sentences Extraction: To extract medical concepts in doctor
reviews we use automated tool MetaMap [1] and SNOMED CT [10] ontology,
which has more than 300,000 concepts and is suitable for our problem given its
focus on describing medical conditions. For example, for sentence “Dr Robert did
an awesome job with my tummy tuck and liposuction”, concepts “tummy tuck”
(UMLS ID = C0749734) and “liposuction” (ID = C0038640) are extracted. In cell
phone reviews dataset, we employ Double Propagation method [22] to extract
aspects such as screen and battery. We only focus on the 100 most popular
extracted aspects. Since there is no available hierarchy of cell phone aspects, we
manually built a hierarchy from the extracted aspects as shown in Fig. 3.

Sentiment Computation: To compute the sentiment around a concept, we
compute the sentiment of the containing sentence and assign this sentiment
to the concept. We adopt a neural network based representation learning app-
roach doc2vec to represent sentences by fixed-size vectors [15]. Then, sentence’s
sentiment estimation is formulated as a standard regression problem using the
sentence vector representation.

Configuration: We evaluate the three methods proposed in Sect. 4: Integer
Linear Programming - ILP, Randomized Rounding - RR, and Greedy algorithm.
For ILP and RR, we use the Gurobi optimization library version 6.0.5 [8] with
Dual-Simplex as the default method. This method is chosen because it shows
the best performance in our case after experimental trials on different options
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Fig. 4. Time evaluation with threshold 0.5

available in Gurobi (primal simplex, barrier, auto-switching between methods,
concurrent). All experiments were executed on a single machine with Intel i7-
4790 3.60 GHz, 16 GB RAM, Windows 10. Our code was written in Java 8.

5.2 Quantitative Evaluation

For brevity, we only present results on doctor reviews dataset, which is the
larger dataset, in this section. We compare the average coverage cost (defined
in Definition 2) and time of our three algorithms. Due to space limitation we
only present results with threshold (ε) 0.5 in Figs. 4 and 5, while results of other
thresholds show similar trends.

A key observation from these experiments is that Greedy is always the fastest
algorithm while maintaining reasonable costs compared to ILP and RR. Of
course, ILP gives optimal solution, thus offers the cheapest cost. The Greedy
algorithm has the worst cost but never more than 8% higher than the optimal
(≤ 5% most of time). In terms of time, the Greedy outperforms ILP by a fac-
tor up to 19×, 32× and 63× in the top pairs, top sentences and top reviews
problems, respectively. Similarly, Greedy runs faster than RR, at most 14 times,
and usually takes only 1–2 ms per doctor. RR algorithm works similarly to ILP
regarding cost, specifically, the difference is about 1–2%. The speedup of RR over
ILP is about 2–5×. This is because RR only solves a Linear Program system
and then randomizes the solution instead of finding an optimal integer solution.

We also notice that with the same threshold, the cost decreases from top
pairs to top sentences, and then to top reviews problem. The reason is that a
sentence or review can have multiple pairs, so they typically cover more pairs
than a single pair can cover. Therefore, k sentences or reviews usually cover
more pairs than k pairs can, which leads to smaller costs. Similarly, the elapsed
time of all algorithms for top sentences/reviews problem are larger than for top
pairs problem. It’s because for top sentences/reviews, there are more connections
(edges) between selecting candidates and pairs to consider.

In general, the results suggest that our problem has latent structures friendly
to Greedy algorithm. Therefore, the optimal solution from ILP algorithm seem
to be close to the one of Greedy algorithm which can be achieved much faster.
Therefore, we choose Greedy algorithm for the next qualitative experiments.



Unsupervised Ontology- and Sentiment-Aware Review Summarization 757

Fig. 5. Cost evaluation with threshold 0.5

5.3 Qualitative Evaluation

The goal of this section is to study the quality of the summarization achieved
by the proposed algorithms, compared to several state-of-the-art unsupervised
baselines. We focus on the sentence selection problem variant, which offers a
balance between conciseness and semantic completeness.

Selecting Sentiment Threshold ε Used by Greedy Algorithm: We select
the threshold value ε for which the rate of covered sentences significantly drops
if we further increase ε. For that, we employ the elbow method, which shows
that the sentiment threshold’s elbow is at 0.5 most of time (details removed for
brevity). Intuitively, this sentiment threshold is also reasonable in the sense that
a very positive sentiment of value 1.0 can cover a positive sentiment of value 0.5.
Therefore, we choose sentiment threshold 0.5 for our greedy summarizer.

Baseline Summarization Methods: Our baselines come from two areas: one
from opinion summarization approach, and the other from multi-document sum-
marization. Specifically, the first baseline method to select top k sentences is
adapted from Hu et al. [9]. This algorithm was designed to summarize customer
reviews of online shopping products. It first extracts product aspects (attributes
like “picture quality” for product “digital camera”), then classifies review sen-
tences that mention these aspects as positive or negative, and finally sums up
the number of positive and negative sentences for each aspect. To have a fair
comparison, we adapt their method to select top k sentences into summaries.
We first count the number of pair (concept, positive) or (concept, negative), for
example: aspect “picture quality” with sentiment “positive” occurs in 200 sen-
tences. Then, we select k most popular pairs and return one containing sentence
for each selected pair. Note that the aspect extraction task is common in both
the baseline and our methods. We refer to this baseline as “most popular” since
their summarizer favors the most popular aspects.

The second baseline from the opinion summarization area is adapted from a
review summarizer [3] of local services (such as hotels, restaurants). This method
selects the (aspect, positive/negative) pairs proportionally to the pair’s frequency
instead of selecting the most popular pair as in “most popular” method. Then,
it pick the new, most extremely polarized sentence to represent each selected
pair (concept, positive/negative). We name this summarizer as “proportional”.
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The other set of baselines are popular extractive, unsupervised multi-
document summarizers that are agnostic to a concept’s sentiment orientation.
Contrasting to abstractive summarizers that compose summaries by creating
brand-new sentences, extractive summarizers make use of original documents’
sentences, hence it is appropriate to be compared with our method. Tex-
tRank [18] summarizer applies PageRank algorithm on text by modelling text
as graph of sentences in which sentences’ similarity is considered as sentence-to-
sentence edge weight. LexRank [6] is another document summarizer relying on a
sentence graph for detecting the most important sentences. The last baseline in
this line is Latent Topic Modelling (LSA) based summarizer [24], which utilizes
the sentence’s vector representation calculated using Singular Value Decomposi-
tion (SVD) on a term-sentence matrix. In our experiments, We utilize Sumy [2]
library for these three methods. We summarize all baselines with brief descrip-
tions in Table 2.

Table 2. Baseline unsupervised summarizers

Most popular [9] Pick representative sentences of popular aspect-polarity pairs

Proportional [3] Pick representative sentences with extreme sentiments after
selecting aspects proportionally

TextRank [18] No sentiment, use sentence graph with word overlap for sentence
similarity

LexRank [6] No sentiment, use sentence graph with cosine-based sentence
similarity

LSA-based [24] No sentiment, utilize SVD on term-sentence matrix

Summary Quality Measures and Results: We evaluate all methods on
a new measure, named “sentiment error” (or “sent-err”), to avoid giving an
unfair advantage to our method. Note that typical multi-document summariza-
tion measures such as ROGUE are not applicable in our context since they do
not consider sentiment and concept relationship. The key idea is to look at the
difference between every concept’s sentiment in the original reviews and that
concept’s sentiment (extrapolated if concept not in summary) in the summary.
That is, for each pair in the original reviews, we find the closest concept in
the summary and measure the sentiment distance between them. In contrast,
in Definition 2, we measure the concept distance (in hierarchy edges) between a
review concept and its nearest covering summary concept.

Recall that we summarize a set of concept-sentiment pairs P by a subset
F contained in k sentences. We define “sent-err” of F with respect to P in a
root-mean-square error manner: sent-err(P, F ) =

√
1

|P |
∑

p∈P err2p,F , where p

is a pair of (concept cp, sentiment sp). errp,F (Eq. 1) is the smallest difference
between sp and that concept’s sentiments in a pair in F . When concept cp does
not appear in F , we use the sentiments of cp’s lowest ancestor in F if available.
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When neither cp nor its ancestors appear in F , we consider a neutral sentiment 0.
The intuition is that the error models the difference of every concept’s sentiment
and the closest sentiment of that concept or its ancestors in summary.

errp,F =

⎧
⎪⎨

⎪⎩

minf∈F,cf=cp |sf − sp| : cp ∈ F

minf∈F,cf=cp’s ancestor|sf − sp| : cp �∈ F ∧ cp’s ancestor ∈ F

|0 − sp| = |sp| : otherwise
(1)

Another version of this measure penalizes the case of missing concept cp and
its ancestor in summary F by considering the largest possible error of cp’s
sentiment. In another words, the third branch of Eq. (1) becomes errp,F =
max(|1− sp|, |−1− sp|). Note that +1 and −1 are the extreme sentiments in our
model. We name this measure version as “sent-err-penalized”.

Results: Figure 6 compare the errors of our method and the baselines on cell
phone review dataset (similar results on doctor reviews dataset). On the first
measure, sent-err (Fig. 6(a)), we find that our method always leads to the small-
est sentiment error, i.e. highest-quality summaries. It can reduce the error of
the second best performance method (“most popular”) by 4.1% on average,
and other methods by 14.6% on average. The multi-document summarization
methods generally perform poorly since they ignore the sentiment. Our method
reduces those multi-document summarizers’ error by up to 23.7%. The errors of
all methods drop when the number of summary sentences increases, as expected.

On sent-err-penalized measure (Fig. 6(b)), our method beats all baselines
with larger margins. Specifically, our method improves the error of second best
performance method (“most popular”) 14.9%, and other methods by 19.8% on
average. This result indicates that missing concepts in summary problem is more
severe in baseline methods, and our method is smarter in choosing sentences.

Fig. 6. Sentiment error on cell phone reviews dataset (lower error is better)

6 Related Work

Multi-document Summarization: This is a traditional problem with
the most well-known applications in summarizing online news articles.
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Goldstein et al. presented a typical method [7], which extend single-document
summarization techniques. A key difference is that there is more redundancy
across documents of a similar topic than within a single document. This is an
observation we also adopt in our work. TexRank [18] and LexRank [6] are two
popular, similar methods based on building weighted graph of document sen-
tences, which are rated by Pagerank algorithm to pick the important ones.
Steinberger et al. [24] proposed an LSA-based summarizer that utilizes sen-
tence’s vector representation in their latent index space. Recent deep learning
based approaches [11,16] are supervised and/or abstractive summarizers while
our summarization method is unsupervised and extractive. However, none of
above methods consider the sentiment in input documents. We incorporate some
of these methods (TextRank, LexRank and LSA-based) as baselines in our eval-
uations (Sect. 5).

Sentiment Analysis: The methods fall into two categories, using unsupervised
or supervised learning. The unsupervised methods [25] focus on building a com-
prehensive opinion word dictionary, or use linguistic rules to find opinion phrases
containing adjectives or adverbs in a document. An early supervised method [21]
applies a Bag-Of-Word model to classify movie reviews as positive or negative.
Recently, a common approach [15] is to use neural network model to extract the
better review’s vectors, thus get the better results on sentiment classification
task. Any of these methods can be plugged into our framework.

Aspect Extraction: A common review analysis task is to extract the prod-
uct aspects. Traditional methods [9,22] use association mining to find frequent
aspects, then apply pruning rule to remove meaningless, redundant ones; later
they also have a rule to discover additional infrequent aspects based on both
frequent ones and opinion words. A semi-supervised approach based on topic
modelling extract product aspects as multi-grain topics [20]. Extracting aspects
is outside the scope of this paper. We use Metamap [1] and Double Propagation
technique [22] in our experiments.

Opinion Summarization: The most popular approach is based on aspect
extraction. Hu et al. [9] first extract product aspects from online customer
reviews, then report the number of positive/negative sentences for each aspect.
This can be augmented by showing aggregated rating along with representa-
tive phrases [17], or sentences [3] for each aspect. Different from this kind of
statistical summaries, Lappas et al. [13] formulates the problem as selecting k
reviews that optimize the aspect coverage while rewarding high-quality reviews,
or maintaining their proportion of aspect opinions.

A key difference of this paper from all the above works is that they do not
consider the relationships between the aspects nor a continuous sentiment scale.
A preliminary version of this work, which focuses on coverage measure of the
greedy algorithm on the doctor reviews dataset, was published as a poster [14].
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7 Conclusions

We introduced a novel review summarization problem that considers both the
ontological relationships between the review concepts and their sentiments. We
described methods for extracting concepts and estimating their sentiment. We
proved that the summarization problem is NP-hard even when the concept ontol-
ogy is a DAG, and for that we presented efficient approximation algorithms We
evaluated the proposed methods extensively with both quantitative and qual-
itative experiments. We found that the Greedy algorithm can achieve quality
comparable to the optimal is much shorter time, comparing to other algorithms.
Moreover, using various coverage measures and sentiment error measures, we
show that the Greedy outperforms a baseline method on selecting k sentences
to summarize real reviews.
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Abstract. This paper presents several methods of automatic context
enrichment of sentences that need to be evaluated, tagged or fact-checked
by human judges. We have created a corpus of medical Web articles.
Sentences from this corpus have been fact-checked by medical experts in
two modes: contextually (reading the entire article and evaluating sen-
tence by sentence) and without context (evaluating sentences from all
articles in random order). It is known that non-contextual evaluation
is faster, but some sentences are impossible to evaluate without con-
text. We have designed and evaluated several methods of summarizing
context that we hypothesized were suitable for supporting evaluation of
sentences without reading the entire text. Then, we collected new assess-
ments from medical experts for the sentences with enriched context. The
context enrichment methods have been evaluated using two measures:
conversion, which calculates how frequently a method allows experts to
evaluate sentences that were impossible to evaluate without context, and
agreement, which depends on how frequently the new expert evaluations
match with evaluations from experts who had read the whole text before
rating a sentence. Our results show that the best method achieves a
high conversion rate, while providing experts with a condensed context
summary. Moreover, the method significantly reduces the time needed to
evaluate one sentence, compared to the baseline method (which provides
the expert with the entire paragraph surrounding the target sentence).
The problem of automatically enhancing the context of a sentence for
fast fact-checking or tagging has not appeared in other studies before. We
present preliminary results of the research in this area and a framework
for testing potential new methods.

Keywords: Information credibility · Fact-checking · Text
summarization · Context enrichment

1 Introduction

People often search the Web for medical or health-related information (“medical
Web content” for short). As a matter of fact, eight in ten people browse the Web
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for health-related content, which makes a consultation with “Dr Google” one of
the most common Internet activities. Unfortunately, what the users ultimately
find is often misleading, incomplete, and non-credible. The Web is filled with a
myriad of humbug therapies, mysterious superdrugs and pseudo-doctors. As it
can be easily guessed it may, and often does, lead to grave consequences, as can
be seen by the example of the anti-vaccine movement, a global community that
is largely present on the Web.

On the other hand, recent findings show that the trend of “googling” the
diagnoses indeed permanently changes patient-doctor dialogue [2], with positive
results to both sides. According to [20] it is likely that most people will expe-
rience at least one diagnostic error in their lifetime. Research suggests that the
traditional diagnosis process is error-prone and it might be improved with some
supporting methods, e.g. patient assistance in gathering knowledge about their
own health condition.

Ordinary Web users’ credibility evaluation of medical Web content can be
supported in several ways. Existing fact-checking sites, such as Snopes.com, have
separate categories of non-credible medical Web content. Other sites, such as
hon.ch, offer specialized search engines of medical Web content and run a cer-
tification process for medical Websites. Classifiers of Webpage credibility can
be applied to augment output of Google search (using a browser plugin) with
indications of search result’s credibility [26]. A more detailed method is to mark
sentences contained in a medical Webpage with credibility indicators - research
has shown that evaluations of statements can impact overall Webpage credibility
evaluations [7,8]. This method also works for social media posts [19]. To obtain
such information, evaluations of these sentences must be available. Thus, in this
article we shall focus on supporting the process of acquiring sentence credibility
evaluations from medical experts.

Consider a situation when a medical expert is asked to rate credibility of
medical Web content. The most accurate, but also most time-consuming method
would be for the expert to read the entire Webpage and to mark credibility
of selected sentences. However, this method has a low output, because experts’
time is limited. Presenting experts with sentences selected for evaluation by Web
users (or automatically) is another method. In this case, the medical expert only
needs to read short sentences and can immediately give an evaluation. While this
method has an advantage of speed, it has a drawback: contextual information
that may be necessary for evaluation is missing.

It should be emphasized that in this study we limited ourselves to the medical
field as a domain of research to reduce the amount and variety of necessary
experts, keywords, etc. However, credibility assessment can be supported using
the presented methods in any domain that requires an expert for the proper
content evaluation. Other domains may include climate sciences, psychology,
history, etc. Credibility evaluation is also important on Wikipedia, where teams
of editors oversee quality and veracity of statements [22].

In order to cope with this challenge, we have designed and evaluated meth-
ods of context enrichment that help experts in assessing credibility of sentences
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retrieved from medical Webpages. We also performed qualitative analysis of the
sentences marked by experts as impossible to assess without context. We identi-
fied different types of such sentences and adapted the appropriate context-filling
methods to each type. They are described in Sect. 4.

We asked medical experts to rate the credibility of sentences that have been
found previously as impossible to evaluate without context, using each method
separately. Results of the experimental evaluation are shown in Sect. 5. Our work
bases on a dataset obtained in a previous experiment [14] (see Sect. 3), that is
made available to interested researchers on request. The problem of automati-
cally enriching the context in order to assess the credibility of a sentence has
not appeared in any studies before. Note that this problem occurs whenever
sentences need to be fact-checked quickly by experts, which means that it is sig-
nificant for most kinds of fake news verification. Fast fact-checking is also crucial
in the era of deep-learning models that need large sets of training data. Data
that most oftenly needs to be tagged by human judges. We propose the first
approach to the problem defined in this way, while opening the field for further
research.

2 Related Work

Modelling of context is present in many solutions for downstream natural lan-
guage processing tasks, however in most cases it serves only as an intermediate
tool to enhance performance of these algorithms. These tasks include e.g. seman-
tic text similarity, sentiment analysis and machine translation. The context is
usually coded in a way that is not possible to interpret by a human, but only
by a neural network that processes this context. In [12] surrounding sentences
are used to better learn vector representations of the input sentence, similarly
to the way that word2vec algorithm learns representation of the word. In [24],
on the other hand, context summarized in a hierarchical way is integrated with
neural machine translation model as a source for updating decoder states. In
[18] the authors take advantage of contextual relations among sentences so as to
improve the performance of sentence regression for text summarization.

In our study we aim to retrieve the context directly, which can be later
accessed in a human readable format. A variety of methods exist that include
direct extraction of context. Cloze-style reading comprehension problem has
recently became a well known baseline NLP task. It is a task where the level of
text understanding of a system is tested by asking it questions, the answer for
which can be inferred from the document. In [6] the query is designed in a form
of a short sentence that summarizes some statement which appears in a text,
but lacks one named entity. Predicting the missing component requires a deep
understanding of the context. The authors takes advantage of the popular deep-
learning architectures with recurrent neural networks and attention to solve this
problem. Their approach was to review and simplify the existing solutions, such
as Pointer Networks [23] or Memory Neural Networks for text comprehension
[5], which resulted as a new state of the art.
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Aside from the aforementioned NLP methods, there is a whole other branch
of methods which utilize rule-based algorithms for context extraction. These
methods are used to support decision-making by retrieving context from elec-
tronic medical reports. For example ConText algorithm [4] derives information
such as negation, experiencer and temporality of the medical condition. One of
the methods presented in this study is also rule-based, but as an addition to the
more general keyword-based approach.

Some of the previous works, designed to support credibility assessment of
the query, take advantage of the automatically retrieved context. [27] uses global
context (derived from the whole set of documents retrieved by the search engine)
to prompt the user with sentences that may indicate controversy related to the
given query, whereas [21] uses context to provide the information whether given
article supports or rejects the statement contained in the query. Unlike in our
approach, both studies are focused on the regular internet user (not an expert)
and treat the query as a whole, not as part of a larger content.

3 Datasets

In this study we examine two datasets. One has been previously collected, anal-
ysed, and described in detail in [14] and we will focus only on one part of this
dataset, which we will refer to as the first dataset. The second dataset has been
collected especially for this study, using results from the first dataset.

The first dataset contains credibility assessments of articles retrieved from
medical Webpages, as well as individual credibility evaluations of all sentences
from those articles. The assessments were made by medical experts (doctors,
Ph.D. students in medicine) on medical textual Web content (popular science
articles addressed to a lay recipient). All articles were in Polish and have been
assessed by medical experts who were Polish native speakers. This dataset was
available for researchers upon request.

Experts evaluated individual sentences in one of the two possible procedures:

1. sentences in a given evaluation round were put one after another and formed
the whole article (contextual mode),

2. sentences in a given round were taken at random from the whole corpus of
articles (non-contextual mode).

Experts evaluated credibility of sentences marking them with one of the
following labels:

0 - non-credible sentence,
1 - neutral sentence,
2 - credible sentence,
–1 - impossible to assess due to the missing context (only in non-contextual
mode).
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This article focuses on the last case. In the reference study, during the first
round, whole articles were additionally evaluated as either credible (2) or non-
credible (0) regardless of the evaluation of individual sentences in the article.
The full dataset summary is as follows:

– 247 evaluations of the whole articles (with only 0 or 2 label) collected,
– 11034 contextual evaluations of sentences collected, of which 3035 sentences

were labelled as impossible to evaluate without context.

Interestingly, the percentage of sentences that were impossible to assess with-
out context was 27.5% of the corpus of sentences. 24% of sentences marked as
credible in the contextual mode were labelled as ‘−1’ in the non-contextual mode.
Similarly, 24% of those marked as non-credible in the contextual mode were
labelled as ‘−1’ in the non-contextual mode. Lastly, 36% of sentences marked
as neutral in the contextual mode turned out to be impossible to assess without
context in the non-contextual mode.

In this study we further investigate the last subset of sentences. We have
performed an experiment in which 5 experts evaluated 500 randomly selected
sentences from the subset of 3035 sentences that were impossible to assess in a
non contextual mode. All those 500 sentences were grouped into the evaluation
groups of 100 sentences. Each round consisted of 20 sentences with a pronoun,
and 80 without pronouns, to reflect the distribution from the full set. 5 groups
multiplied by 4 methods of context enrichment resulted in 2000 evaluations in
total. The groups were sent to the respondents so that they would not encounter
the same sentence twice (Fig. 1).

Fig. 1. Evaluation procedure: every sentence has its context enriched by all four meth-
ods designed throughout the study and is evaluated by different experts (every expert
evaluates one sentence only once, but ultimately all experts use all methods on different
sets of sentences).

Basing on the previous dataset we re-investigated the results for the purpose
of this more focused study and we have found that experts had difficulty with
assessing sentences that:

1. contained an “aggregate of meaning”, that is, a word being a hypernym that
refers to a category of specific medical terms (for example, “This virus is
dangerous” contains the word “virus”, which is considered a hypernym for
the words “HIV”, “HPV” and “measles”),
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2. contained an anaphoric, cataphoric or dialectical pronoun, eg. “They have
serious consequences.”,

3. do not contain a subject (or subject is hard to identify),
4. that lacked a general context.

This analysis demonstrates the generality of the problem of missing context.
This problem cannot be reduced to a single, well-known NLP problem.

4 Context Summarizing and Evaluation Methods

We have designed context summarizing methods described below, which we
hypothesized were suitable for solving most problems with non-contextual sen-
tence credibility evaluation. Experts were confronted with the sentences with
added context summaries to compare (basing on the contextual evaluations from
the first dataset) how the automatically extracted context changes their percep-
tion of the sentence.

4.1 Context Window (CW)

The first method consisted in retrieving the context window from the surround-
ing sentences. Two preceding sentences and one following sentence formed the
context summary in this method. We treat this method as a baseline approach,
in order to see to what extent the full, unprocessed information about the context
is needed to correctly assess the credibility of a sentence.

Note that alternative methods were designed to produce shorter context sum-
maries than the context window method. Sentence evaluation using the con-
text window method would require significantly longer time from the evaluating
experts, as shown in Sect. 5.

4.2 TF-IDF Keywords + Rule-Based Method of Supplementing the
Meaning of Pronouns (TF-IDF + RB)

We used Term Frequency-Inverse Document Frequency (TF-IDF) statistic to
retrieve 5 most relevant words from each article. We then attached them as
keywords to the sentence that was to be evaluated. Then, for all sentences that
contained pronouns, we applied the rule-based method of supplementing the
meaning of pronouns, as described in Algorithm1.

4.3 TextRank Keywords + Rule-Based Method of Supplementing
the Meaning of Pronouns (TextRank + RB)

This method is a modification of the method described in Sect. 4.2. However,
instead of calculating the Tf-Idf scores for words from the entire document, only
3 most relevant sentences were used. This method was used in order to focus
on the most relevant parts of a document. This is important due to the fact
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that some documents may be long. These sentences are selected based on the
TextRank algorithm as described by [13], 3 sentences with the highest TextRank
scores are selected. Next, the same rule-based method as described in Sect. 4.2
is used to complement the meaning of pronouns.

4.4 Rule-Based Method of Supplementing the Meaning of Pronouns

After we have identified sentences that consisted of anaphoric, cataphoric or
dialectic pronouns, we used the Algorithm 1 to retrieve related noun phrase to
the given pronoun. The longest considered noun phrase consists of a noun and
a corresponding adjective. We used the Concraft [25] tool from Multiservice [16]
web service for morphosyntactic tagging.

Result: noun [adjective]
INPUT: contextWindow (two preceding sentences) and a targetSentence (each sentence
is tokenized; each token has morphosyntactic tags attached);

for pronoun p in a targetSentence do
candidate target nouns = all nouns in a target sentence that has a matching subset of

{number, case, gender} with p ;
if length of candidateTargetNouns �= 0 then

return first noun from the list ;
else

candidate context nouns = all nouns in a context sentences that has min. of 2
overlapping values of {number, case, gender} with p ;

if length of candidate context nouns �= 0 then
result = (if exist) first noun from the closer sentence (else) last noun from the

further sentence ;
if exists adjective in a 2-word context window for the resulting noun then
return result + adjective ;

else return result ;

else
return empty string ;

end

end

end

Algorithm 1: Rule-based algorithm for supplementing the meaning of pronouns

4.5 Coreference Resolution (COREF)

The purpose of coreference resolution is to find words or groups of words that
are linked to the same concept. These links can span over multiple sentences and
serve as an important tool to explain the meaning, especially when analyzing
fragments out of context.

In order to perform coreference resolution, we used the Multiservice [16]
web service developed for the Polish language by researchers from the Clarin
project (https://clarin-pl.eu). The coreference resolution pipeline consists of sev-
eral tools activated in sequence:

1. Concraft [25] - initial segmentation and morphosyntactic tagging
2. Spejd [1] - morphosyntactic disambiguation and segment grouping
3. Nerf - named entity recognition

https://clarin-pl.eu
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4. MentionStat [9] - detection of potential coreference candidate, so-called
mentions

5. Bartek3 [10] - coreference resolution engine

The result of the whole process is a list of mention clusters. A mention is a
segment or a sequence of segments representing the basic unit that can partic-
ipate in a coreference. It can be a named entity or a term with an important
semantic role, but it can also be a pronoun or another word that can easily be
linked in the coreference. The mentions are grouped in clusters that form an
equivalence relation between all the mentions in a given cluster. In theory, it
would be possible to make the relations more meaningful by providing actual
roles to the mentions, but the current version of the tool supports only equiva-
lence relations.

The purpose behind using the tool was to enrich the context of sentences. In
order to perform the coreference analysis, a set of short text fragments containing
the mentioned sentences was prepared, with a context of two previous and one
following sentence, giving four sentence per fragment. After collecting the list
of mention clusters only those were kept that contained at least one mention
within the analyzed sentence and at least one mention outside that sentence.

After collecting the coreferences for the whole data set, about 31% of the
sentences didn’t contain any mentions.

4.6 Performance Evaluation Measures

In this section, we present performance evaluation measures that will be used to
evaluate the proposed methods of improving non-contextual sentence credibility
assessment.

Conversion rate: This measure represents the percentage of sentences that
had their credibility assessment changed from undetermined (in non-contextual
evaluation) to either credible or not credible (after context enrichment). This
measure shows the general efficiency of the method. The exact definition of the
measure is provided by the following formula:

C = Nd/Nn,d

where Nd is the number of sentences which were given the evaluation (in place of
the previous indeterminate assessment), while Nn,d is the number of all sentences
which had previously an indeterminate assessment.

Strong agreement rate: This measure represents the quality of the method
for assessment improvement. It is a ratio of agreement between a non-contextual
sentence evaluation (after the enhancement was applied), and the contextual
assessment. A high ratio would indicate that the context transferring method
was successful in recreating the context of the document in which the sentence
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ORIGINAL SENTENCE:
(pl) Pojawiaj ↪a si ↪e one dopiero w momencie, gdy organizm zakażonej osoby zaczyna
walczyćz wirusem i wytwarza przeciw niemu przeciwcia�la.
(eng) They appear only when the body of the infected person begins to fight the
virus and makes antibodies against it.

TFIDF + RB
(pl) S�lowa kluczowe artykuću: HIV zakazić wirus zakażenie test . Wybrane zdanie
z artyku�lu: Pojawiaj ↪a si ↪e one [Objawy ] dopiero w momencie , gdy organizm zaka ↪z
onej osoby zaczyna walczyć z wirusem i wytwarza przeciw niemu przeciwcia�la.
(eng) Article keywords: HIV infect virus infection test. Selected sentence from the
article: They appear [Symptoms] only when the body of an infected person begins
to fight the virus and makes antibodies against it.

TextRank + RB
(pl) S�lowa kluczowe: zakazić HIV wirus test kobieta . Wybrane zdanie z
artyku�lu:,Pojawiaj ↪a si ↪e one [Objawy ] dopiero w momencie , gdy organizm
zakażonej osoby zaczyna walczyć z wirusem i wytwarza przeciw niemu przeciw-
cia�la.
(eng) Keywords: infect HIV virus test woman. Selected sentence from the article:
They appear [Symptoms] only when the body of the infected person begins to fight
the virus and makes antibodies against it.

CW
(pl) Cz ↪esto może być tego faktu zupe�lnie nieświadoma, ponieważ infekcje mog ↪a
przebiegać przez d�lugi czas bezobjawowo. Objawy HIV We wstȩpnej fazie
zakażenia, kiedy HIV wnika do organizmu, żadne objawy nie s ↪a zauważalne ani
odczuwalne. Pojawiaj ↪a si ↪a one dopiero w momencie, gdy organizm zakażonej osoby
zaczyna walczyć z wirusem i wytwarza przeciw niemu przeciwcia�la. Zakażony może
wówczas czuć si ↪e tak, jak podczas grypy: b ↪edzie mia�l b ↪ele g�lowy, miȩśni i lekkie
nabrzmienie w ↪ezów ch�lonnych.
(eng) She can often be completely unaware of this, because infections can be
asymptomatic for a long time. In the initial stages of HIV infection, when HIV
enters the body, no symptoms are noticeable or felt. They appear only when
the body of an infected person begins to fight the virus and makes antibodies
against it. The infected person may then feel as if they have the flu: she will have
headaches, muscle aches and a slight swollen lymph nodes.

COREF
(pl) Pojawiaj ↪a si ↪e one dopiero w [d�lugi czas]momencie, gdy organizm zakażonej
osoby zaczyna walczyć z wirusem i wytwarza przeciw niemu przeciwcia�la.
(eng) They appear only at a [long time] when the body of an infected person
begins to fight the virus and makes antibodies against it.

Example 1.1. Exemplary sentence enriched with the presented context enrichment
methods
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was placed. Thus, it is a measure complementary to the conversion rate. The
agreement rate is expressed by the following formula:

A =
sagr
k

(1)

where sagr stands for the sum of all consistent pairs

sagr =
S∑

n=1

1 [sc,n == snce,n] (2)

sc stands for contextual evaluation of the sentence, snce - enriched non-contextual
evaluation, and k - number of pairs where snce does not equal −1

k =
S∑

n=1

1 [snce,n �= −1] (3)

Weighted Agreement Rate: This measure is a modification of the strong
agreement rate. We weigh the outcome of the assessments comparison so that:

1. the largest weight w1 is assigned to the strong agreement (credible-credible
and noncredible-noncredible assessment pairs between the contextual assess-
ment mode and the non-contextual mode with context enrichment);

2. much smaller weight w2 is assigned to all the pairs that contained “neu-
tral” label on one side (either on C or NCE) (either on contextual or non-
contextual with context enrichment). We justify this modification based on
the assumption that misinterpretation of informative non-credible sentence
with neutral, as well as informative credible with neutral, is potentially less
harmful than misinterpretation of informative non-credible with informative
credible. Moreover, there is much more randomness in assigning “neutral”
labels to sentences by human judges than any other label type;

3. smaller weight w3, but closer to w1 than to w2, is given to the neutral-neutral
pairs, for the same reason related to the randomness of the assessments.

4. zero (weight w4) is given in the strong disagreement scenario (credible-
noncredible).

Ultimately, the weights are assigned as follows:

w =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1, if {sc, snce} == {2, 2} or {0, 0}
0.33, if {sc, snce} == {1, 2} or {2, 1} or {1, 0} or {0, 1}
0.8, if {sc, snce} == {1, 1}
0, otherwise

And the formula is:

Aw =
∑S

n=1 wn

k
(4)

where k, sc, snce are defined as in Eqs. 2 and 3.
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Standardized Length Factor. In the evaluation process we took into con-
sideration the length factor of the retrieved context. It is expressed as a mean
retrieved context length per method, divided by the mean length of the article.
All lengths are represented as numbers of tokens.

LF = mcl/mal (5)

where mcl is the mean retrieved context length and mal is the mean article
length. We invert the LF because this is the factor that we want to minimize in
the aggregate measure

ILF = 1 − LF (6)

We standardize obtained values with min-max normalization function to the
interval (0.5, 1) in order to make the outputs appear on the same scale as the
other measures

SLF = MinMax(0.5, 1,minLF ,maxLF , vLF ) (7)

MinMax is a linear transformation that takes as arguments: minimum and
maximum value of the considered set, minimum and maximum value of the new
interval, and the variable itself

MinMax(minnew,maxnew,minLF ,maxLF , vLF )

=
vLF − minLF

maxLF − minLF
∗ (maxnew − minnew) + minnew

(8)

Weighted Harmonic Mean. In this paper, we claim that an optimal context
enrichment method ought to maximize conversion rate and agreement rate, while
at the same time minimize the length of the added context. Besides, the con-
version rate is slightly less important than the agreement rate. That is why we
introduced the summarizing measure: weighted harmonic mean. We consider this
measure for both strong and weighted agreement rate. Eventually, the formula
looks like follows:

WHM =
3

0.8
C + 1.2

A + 1
SLF

(9)

5 Results and Discussion

Table 1 contains quality measures for all considered methods on the full dataset,
while Table 2 limits the results to sentences that contained pronouns.

The Context Window method performs best when taking into consideration
conversion, strong agreement and weighted agreement rates (as seen in Table 1).
Surprisingly, the agreement rate of the Context Window method is only a few
percent higher than the results for methods TFIDF +RB and TextRank+RB.
Application of the length factor makes the Context Window method suboptimal,
according to our criteria (maximizing C and A, and minimizing LF ). TextRank
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Table 1. Performance measures calculated for the full dataset of sentences with
enriched context. Evaluations obtained with each method are compared to the fully
contextual evaluations from the first dataset. C stands for Conversion rate, A - strong
agreement rate, Aw - weighted agreement rate, SLF - standarized length factor,
WHMSA - weighted harmonic mean with strong agreement rate and WHMWA -
weighted harmonic mean with weighted agreement rate. All measures take values from
0 to 1, except SLF that takes values from 0.5 to 1.

TFIDF + RB TextRank + RB CW COREF

C 0.796 0.814 0.912 0.394

A 0.5 0.499 0.564 0.563

Aw 0.593 0.605 0.655 0.642

SLF 0.918 0.918 0.5 1

WHMSA 0.67 0.677 0.599 0.581

WHMWA 0.73 0.74 0.637 0.612

Keywords + rule-based algorithm for supplementing the meaning of pronouns
appears to be optimal, taking into consideration both strong and weighted agree-
ment rate. The results are close to those obtained by TFIDF +RB method. It
may indicate that shorter context, but collected from the full content of the arti-
cle (as opposed to the context collected only from the surrounding sentences),
proves to be sufficient for the expert to correctly assess the credibility of the
sentence.

Table 2. Performance measures calculated only for the sentences that contained pro-
nouns

TFIDF + RB TRK + RB CW COREF

C 0.84 0.83 0.93 0.54

A 0.44 0.506 0.548 0.352

Aw 0.569 0.591 0.665 0.491

SLF 0.918 0.918 0.5 1

WHMSA 0.629 0.678 0.594 0.509

WHMWA 0.723 0.735 0.643 0.609

We have also checked to what extent the methods for complementing the
meaning of pronouns (both rule-based and the method resulting from finding
coreferences) affect the overall score. We have selected and calculated measures
only for the subset of sentences that contained a pronoun. While the conversion
rate is significantly higher for all methods (especially for coreference resolution),
it does not affect aggregate measures (as seen in Table 2).

We have performed chi-squared tests to check whether the evaluated context
enrichment methods improve accuracy of credibility evaluation when compared
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to random evaluations. In case of all methods, for both strong and weighted
agreement rate, we can reject the null hypothesis that context enrichment does
not improve accuracy at a 99% confidence level.

In general, the method of applying co-referent mentions to the sentences,
at the current stage of model development, proved to be sub-optimal to the
task of tagging the credibility of sentences. From studying the individual steps
of the co-reference resolution pipeline, we did not notice any large-scale issues
within the initial steps of the processing. We suspect that the main issue lies in
the actual co-reference resolution engine Bartek. From what we can gather, the
system is trained on the Polish Co-reference Corpus [15] which is hand-annotated
co-reference corpus based largely on the Polish National Corpus [17] and other
sources of news articles. The corpus does mention a very small percentage of
scientific texts, but it is very unlikely it would contain any significant amount of
medical texts.

In the course of the study we also experimented with the WordNet based
method for completing the meaning of hyponymous expressions (eg. we tried to
complement a word [virus] with [HIV], or [cancer] with [breast], [malignant]).
We have collected the terminology from the article and compared it to the set of
units that were linked in WordNet to the given word as hyperonyms. We faced
the problem of too much generality in a WordNet structure and we decided to
abandon this approach in favor of other methods. However, experiments with
more domain-specific knowledge networks will be subject of our future work.

Reduction of Assessment Time. In the reference study [14] the Authors
report the average article assessment time as approximatelly 10 min. Articles in
the corpus have an average of 771 tokens, which should give about 3.5 min per
article (given the average reading speed of 200 words per minute, according to
[11]). This discrepancy points to the fact that credibility assessment is a longer
and more complicated process than reading comprehension. In case where an
expert has many sentences to evaluate, factors such as monotony and monotype
may influence time of the assessment as well.

In the current study we used standarized length factor as a measure to
approximate the amount of time and attention needed to evaluate a sentence. It
is however possible that other factors might affect the final time as well, such as
complexity of the extracted text, difficulty with relating tags to the actual con-
tent or connecting pronouns with suggested nouns and adjectives. We suspect
that some methods might be more time-consuming than the others, considering
different types of thinking they impose on a reader. A detailed study of time
required to evaluate the text obtained by the presented methods is yet to be
performed and should be addressed in the future work.

We therefore propose a simplification, which allows to estimate a proportional
shortening of the expert’s time in relation to the situation in which he or she
is forced to get acquainted with the full context before assessing the sentence.
Basing on our LF measure, our best method TextRank+RB allows the expert
to assess the credibility of the sentence approximately in 4% of the time needed
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for credibility assessment of a full article, and in 25% of the time needed for
assessment using our baseline Context Window method.

Based on our experience from the previous study [14] that showed the over-
all consistency of the credible and non-credible articles (credible articles con-
tain mostly credible sentences and vice versa, ordering of credible/non-credible
sentences is not important), we were not surprised by these results. We can
hypothesize that non-credible medical content is built upon some finite set of
key phrases and words that can be easily detected by an expert. The keyword-
based context enrichment methods therefore proved to be suitable to extract the
most important features from the context that allow fast and accurate credibility
assessment.

6 Conclusions and Future Work

In this article, we have studied the problem of context enrichment for fast fact-
checking (credibility evaluation) of sentences. Individual sentences - being part
of some larger content - can be evaluated by experts in full context (experts
read the entire text to which the sentence belongs) or with partial or no context.
We have studied the problem of automatic context enrichment empirically on
the case of medical Web content in the Polish language. Our main findings and
statements can be summarized as follows:

– In our study the best-performing methods (TextRank + RB, TFIDF + RB)
rely on simple NLP tools (such as taggers) and we are confident that our
results can be generalized to other languages.

– Evaluation of individual sentences with partial context provided by our meth-
ods is faster than evaluation of the same sentences with full context.

– The context enrichment methods presented in this article are not domain-
specific and could be applied to fact-checking tasks apart from the medical
domain.

– Short textual information acquired in the process of context enrichment could
also prove useful in information retrieval tasks.

– As shown by our analysis of types of sentences that cannot be evaluated
due to missing context, the problem of context enrichment is a general NLP
problem that differs significantly from other NLP problems such as pronoun
matching or coreference resolution.
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Abstract. In a large information space a user needs to iteratively inves-
tigate the data to formulate her preferences for IR systems. In recent
years several visualization techniques have been proposed to help a user
to better formulate her preferences. However, using these solutions a user
needs to explicitly specify her preferences for IR systems in forms of key-
words or phrases. In this paper we present ConceptMap, a system that
takes the advantage of deep learning and a knowledge lake to provide
a conceptual summary of the information space. ConceptMap allows a
user to specify her preferences implicitly as a set of concepts without the
need to iteratively investigate the information space. It provides a 2D
Radial Map of concepts where a user can rank items relevant to her pref-
erences through dragging and dropping. Our experiment results shows
that ConceptMap can help users to better formulate their preferences
when they need to retrieve varied and comprehensive list of information
across a large amount of data.

Keywords: Formulating user preferences · Conceptual visual
summary · Conceptual information retrieval

1 Introduction

Information Retrieval (IR) systems have been extensively used to extract and
locate users information. These systems retrieve a ranked list of items ordered by
their relevancy and allow a user to skim and pick items from the list. Exploratory
search is a part of information exploration process in which a user is unsure about
the way to retrieve her information needs, and often becomes familiar with the
information space over time. Normally, in an exploratory search, a user relies
on text based queries for formulating her preferences. Text queries are made up
of a few keywords or phrases [12] and allow a user to explore and retrieve the
information. However, formulating queries has been proven to be painstakingly
difficult as a user needs to iteratively read and synthesize a large amount of
information. This problem is exacerbated as humans have a limited memory
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capacity in absorbing information, which can lead to information overload or
attention management [24]. In past years, several studies [13,27,28] have been
conducted to formulate user’s preferences through rules, e.g., boolean operators.
However, these studies have concluded that comprehension of the information
space is needed in order a user formulates her preferences properly.

In recent years several pioneering solutions [11,26,29] have been proposed
to couple Human-Computer-Interaction (HCI) techniques with IR systems to
aid users to develop insight and absorb greater amounts of information. These
solutions fuse the traditional text based queries with various visualization ele-
ments, such as bar-graph [15], table [29], and relevance map [23]. Although visual
encoding lowers user’s cognitive load [12,15], still the user needs to iteratively
explore the information space to identify the relation between attributes, e.g.,
keywords, phrases, named entities, in documents to formulate her preferences.
This process is challenging for several reasons: (1) in many cases an exploratory
search scenario contains too many topical subspaces1 and is difficult for a user
to formulate her preferences in forms of keywords or phrases; (2) Sensemaking
of the information space is incomplete as text queries only retrieve a small part
of the information space and the rest remains invisible; and (3) Relying on text
queries are time-consuming as the user is not familiar with the information space
and needs to create a large number of queries to retrieve her information.

For example, consider a user intends to analyse citizens’ opinions on social
media platforms, e.g., Twitter and Facebook, to identify issues in Health Care
Services that need improvement. Currently, the user needs to read and scan the
information space to identify the query terms that properly retrieve items rele-
vant to a large number of topical subspaces. Such search scenario needs the user
to spend a long period of time to identify the content bearing terms associated to
each subtopic. Alternatively, Carterette et al. showed users are more willing to
express their preferences relatively [10], instead of precisely specifying attributes
associated to it. In this context, we follow a similar trend by generating a con-
ceptual summary of the information space and helping a user to formulate her
preferences implicitly as a set of concepts.

In this paper, we present the ConceptMap, a system for lowering user’s cogni-
tive load in ranking and exploring the information space. While previous systems
allow a user to formulate her preferences explicitly, e.g., keywords and phrases,
and observing changes in rankings to understand the data, we provide a different
ranking and data presentation approach. Our work focuses on creating a con-
ceptual summary of the information space to help a user to understand the data
and relate it to her preferences. Hence, we focus on boosting a user’s cognitive
skill in understanding the data and formulating that understanding to extract
information relevant to her topic of interest. We do this by interacting with user
to explore her preferences in a 2D Radial Map. A user can refine her preferences

1 Topical subspaces are subtopics relevant to the topic a user seeking for, e.g., “medical
centres”, “aged care services”, and “mental health” are subtopics relevant to health
care.
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through dragging and dropping concepts into a Query Box to update document
rankings, representing the relevancy of concepts and documents.

ConceptMap is made up of two main technical achievements: Knowledge
Lake [2–4], which is a centralized repository containing several knowledge bases,
providing a contextualization layer for annotating attributes within the infor-
mation space with a set of facts and information. Summarization [6,14], takes
the advantage of a deep learning skip gram embedding network [22] to learn
the associations between attributes and groups the similar ones. We discuss how
conceptual summary lowers user’s cognitive load to better formulate her prefer-
ences. We also discuss how the insight developed from conceptual summary aids
a user to formulate her preferences through more advanced IR systems features,
such as rules.

The rest of this paper is organized as follows: in Sect. 2, we discuss the previ-
ous works regarding formulating users preferences and comprehending the infor-
mation space. Section 3 describes the interface of the ConceptMap and it’s com-
ponents. Section 4, we discuss our proposed approach for generating a conceptual
summary of the information space. Then, in Sect. 5, we discuss the experiment
results, before concluding the paper in Sect. 6.

2 Related Work

Formulating User Preferences. The relevance judgement for IR systems has
been made on binary scale, where a document is considered relevant to a query
or not [10]. Such judgement requires a user to precisely formulate her preferences
to locate and retrieve the relevant documents. Typically, for formulating pref-
erences a user needs to conduct exploratory search by iteratively investigating
the information space to develop insight and create a mental structure of it [21].
Exploratory search is beyond the basic information seeking task of looking for
a few relevant documents. In an exploratory search, a user learns to formulate
her preferences by investigating the context over time [19]. Previous works have
focused on augmenting users’ comprehension of the information space with visual
encoding to formulate their preferences more precisely [15]. However, recently
some solutions [10,29] have shown that it is easier for a user to make relative
judgement of her preferences rather than explicitly specifying attributes associ-
ated to it. For example, a user may formulate “mental health” as a “disorder”,
but unable to specifying the attributes associated to it. In this context, we allow
a user to formulate her preferences implicitly, as a set of abstract concepts, such
as topics and named entities. Our approach automatically identifies the relation
among attributes within the information space and groups them based on their
semantical relations. In the next sections we will accentuate approaches focused
on augmenting users’ comprehension of the information space.

Comprehension and Sensemaking of the Information Space. Sensemak-
ing of the information space is defined as processes and activities a user under-
takes to frame the information space in an understandable schema [24]. Sense-
making has been identified as a quintessential task of information retrieval [21],
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especially when a user has varied information needs across a large amount of
data [23]. During the past years several solutions have been proposed to enhance
user comprehension and sensemaking of the data. One category of these solu-
tions focused on augmenting the ranked lists of search result with different visu-
alization elements. For example, TileBar [17] represents the relevancy of ranked
documents to query terms with shaded blocks. LineUp [15], used bar charts to
visualize the ranking of multi-attributes data, while other approaches highlight
ranked lists with stacked bar and metaphor-/snippet-based layout.

Another types of works have coupled visualization with HCI techniques for
augmenting a user to gain a better understanding of the information space. For
example, Wall et al. [29], proposed table layout to present a holistic view of
the information space for multi-attribute ranking systems. Di-Sciascio et al. [11]
boosts user comprehension of the information space by contributing previous
users search terms. Peltonen et al. [23] provides a topical overview of the infor-
mation space by interacting with the user to visualize the association between
keywords on a relevance map. However, these approaches focus on enhancing user
capacity to better identify the relations between attributes in documents. But,
in a large information space many of these relations remain invisible to user,
either due to user inability in identifying them or visual clutter [26]. Instead,
ConceptMap provides a conceptual summary of the data and offloads user to
iteratively investigate the information space to discover associations between
attributes in documents.

Topic Modeling Techniques. In addition to interactive methods for aug-
menting user’s comprehension, we consider it appropriate to include approaches
that provide a topical overview of the information space. Topic modeling is a
generative approach, which aims at discovering groups of words that frequently
co-occur in documents [8]. Latent Dirichlet Allocation (LDA) is the most com-
mon topic modeling algorithm, which has been used extensively for providing a
topical overview of the information space. For example, TIARA [20] is one of the
early works on topic based text summarization, which creates a visual summary
of the information space through visualizing the result of LDA algorithm with
a stacked graph. Serendip [1] is a topic modeling system focused on structuring
exploration of information for supporting multi-level discovery. TopicNets [16]
is an interactive topic modeling system that visualizes documents on a graph
of connected network. Although topical modeling can provide an overview of
the information space, these algorithms cannot identify the semantical relation
between attributes in information space [18]. Moreover, topical modeling algo-
rithms have a high performance requirements and is computationally expensive
to rely on for dynamic and real time search scenarios.

3 ConceptMap Interface

In this section, we describe ConceptMap interface, a system that provides a con-
ceptual summary of the information space. ConceptMap discovers the semantical
relation between attributes and lets a user to formulate her preferences as a set
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Fig. 1. ConceptMap interface and its component.ConceptMap interface and its com-
ponent.

of abstract concepts. The ConceptMap interface is made up of four components:
the Radial Map (Fig. 1a), the Control Panel (Fig. 1b), the Query Box (Fig. 1c)
and the Documents List (Fig. 1d). Followings explain the character of each com-
ponent in detail.

Radial Map. The Radial Map is the main data view in the ConceptMap, and
shows a summary of the most frequent concepts within the information space
(Fig. 1a). A user can select her preferred summaries through interacting with
the Action Box. It has six toggles for visual encoding of the Radial Map: Per-
sons, Organizations, Locations, Categories, Topics, and Keywords. Each toggle
represents a specific summary and colors the summary if its checked by a user.
A user can observe concepts associated with summaries through the Radial Map
by pressing the Summarize button. The coloring of concepts within the Radial
Map corresponds to the Action Box, where concepts associated to a summary
mirror that color. By default, the Radial Map is divided into 50 wedges, where
each wedge represents a concept. Each wedge augmented with a grid line and
shows the relevancy of the concept to the information space. The value of the
grid line is between 0 to 1, where zero represents the least relevancy and one
represents the highest relevancy. Augmenting wedges with grid lines let a user to
grasp an overview of the information space along with their relevancy as a whole
at a glance. The following explains the types of summaries a user can choose.

– Location: Provides a summary of places within the information space based
on their geographical distances. For example, location summary may repre-
sent a concept such as Suburbs in Sydney, Australia through grouping suburbs
located within it, e.g., Five Dock, Canada Bay, Kensington.

– Person: Identifies person names within the information space and groups
people based on their title. For example, person summary may create a con-
cept like “Health Ministers” by grouping persons, such as Greg Hunt (Health
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minister of Australia) and Brad Hazzard (Minister for health and medical
research, NSW, Australia).

– Organization: Identifies companies and organizations within the informa-
tion space and groups them based on the services they provide. For example,
organization summary may place financial companies into a group and con-
sider them as a concept.

– Topic: Provides a topical summary of the information space based on the
keywords semantical relationships. It examines the hypernym relationship
of keywords and groups them based on their similarity. For example, this
summary may extract the keywords pigeon, crow, eagle and seagull from the
information space and groups them as bird.

– Category: Categorizes keywords within information space into 200 pre-
validated topics [14]. This summary computes the vector similarity of key-
words and categories and assign a keyword to the category that yielded the
highest similarity score.

– Keyword: Presents the most frequent keywords and their co-occurrence
within information space and lets a user manually create her topic of interest.

Control Panel. The second component of the ConceptMap is the Control Panel
(Fig. 1b), which allows a user to modify concepts based on her preferences. The
Control Panel is made up of two components: Details View and Evidence Box.
We will now turn to explain the character of components.

Details View. The Details View provides a detailed representation of concepts
to a user. It shows attributes, e.g., keywords, named entities, associated to a con-
cept and allows a user to modify the concept based on her preferences. Attributes
within the Details View are colored to represent their relevancy to a concept.
The opacity of the color shows the measure of relevancy between a concept and
its attributes. Darker color means higher relevancy, while lighter color shows
lower relevancy. A detailed description of attributes can be seen in a tooltip by
hovering over them. The tooltip provides a small textual description, and lets
a user better judge the relevancy of attributes to the concept. In cases where a
user identifies an attribute as irrelevant, the user may remove the attribute by
pressing the (×) button located on top right side of it. A user can organize the
potential concepts relevant to her preferences into the Evidence Box by pressing
the Add button, located below the Control Panel.

Evidence Box: The Evidence Box acts as a central repository and aids a user
to gather potential concepts relevant to her preferences. Collecting concepts alto-
gether in a place, allows a user to create a mental structure of the information
space. It is particularly important in large information spaces as humans have a
limited memory capacity in absorbing information. The concepts within the Evi-
dence Box follows the same coloring scheme applied to the Radial Map (Fig. 1a).
Making it easier for a user to identify the type of summaries stored in the Evi-
dence Box. A slider placed horizontally below concepts to visually encode the
weight of concepts. Initially, the slider shows a pre-computed weight for each
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concept, which is the average TF-IDF score of attributes associated to it. A user
may change the weight of a concept by moving the slider indicator to left/right.

Fig. 2. The Query Box provides two interfaces for formulating a user preferences: (a)
the Concept Only, which allows a user to formulate her preferences as a set of concepts;
(b) the Concept + Rule, which aids a user to formulate her preferences through rules.

Query Box. In this section, we explain the Query Box a component for exam-
ining a document-concept relevancy. A user can interact with the Query Box
through two interfaces: Concept Only (Fig. 2a) and Concept + Rule (Fig. 2b).
The Concept Only interface allows a user to specify her preferences implicitly
by dragging and dropping concepts from the Evidence Box. A user can drag
and drop several types of concepts, e.g., Topic, Category, Person, into the Query
Box, allowing to rank documents from different perspectives.

The second interface Concept + Rule, aids a user to formulate her preferences
through rules. Rule based techniques have been coupled with IR systems for an
extended period of time. Often, however, users are making mistake in using rules
to formulate their preferences [13]. The goal of this interface is to study whether
providing conceptual summary of the information space augments users abil-
ity to understand and utilize rules more effectively or not. The Concept + Rule
interface provides four operators for formulating user’s preferences through rules
‘[′, ‘AND′, ‘OR′, ‘]′. ‘[’, indicates the start of a rule clause, ‘]’, indicates the end
of a rule clause. ‘AND’ operator implies a document must contain a specified
concept to be ranked by the ConceptMap. ‘OR’ operator implies at least one
of the user specified concepts must appear in a document to be ranked by the
ConceptMap.product of concepts as below: Next, we will explain how the Con-
ceptMap formulates user’s selected concepts for IR systems to rank documents.

As each concept represents a set of attributes rather than a single key-
word, we need to transform concepts into forms of text queries for rank-
ing through IR systems. We do this by computing the cartesian product
of concepts. Formally, we denote a concept C, as a set of attributes C =
{c1, c2, c3, ..., cn}, where each attribute c ∈ C represents a keyword or named
entity associated to it. We also, denote a query Q as a set of concepts
Q = {C1, C2, C3, ..., Cn}, where each concept C ∈ Q represents a prefer-
ence dropped into the Query Box through the user. To score documents based
on the user preference, we compute the cartesian product of attributes asso-
ciated to concepts Q = C1 × C2 × C3 × ... × Cn. The resulting set Q =
{q1, q2, q3, ..., qn} are the queries—ConceptMap computes their relevancy to
documents. More clearly, suppose a user intends to analyse citizen’s opinion
about government budget in “Health Care System”. Assume, the user selects the
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Fig. 3. Overview of the proposed summarization technique. (1) Extracts the potential
attributes from the information space. (2) Annotates the attribute using the Knowledge
Lake. (3) performs analogous reasoning through mapping attributes on a vector space.

“Health Ministers” concept from the Persons summary Health Ministers =
{Greg Hunt,Brad Hazzard}, and the “budget” concept from the Category sum-
mary Budget = {fund,money, budget}. To generate the queries that represent
the given concepts, ConceptMap computes the cartesian product of concepts as
below: Q = {(Greg Hunt, fund), (Greg Hunt,money), (Greg Hunt, budget),
(BradHazzard, fund), (Brad Hazzard,money), (Brad Hazzard, budget)}.
The following explains how ConceptMap computes the relevancy of queries and
documents. ConceptMap arranges documents based on their relevancy to queries.
To compute the relevancy of a query and a document, we implemented a Vec-
tor Space Model (VSM) model. The model transforms documents d and queries
q ∈ Q into vectors and computed their relevancy using a cosine similarity.

S(d, q) =
∑ tfidf(c, d).WC

||d||.||q||
Where tfidf(c, d) is the TF-IDF score for the attribute c in document d.
WC is the weight a user specified for the concept C. Also, ||d|| and ||q||, are
the Euclidean norms for vectors d and q. ConceptMap arranges documents in
descending order based on their cosine similarity scores to queries.

Documents List. The Documents List (Fig. 1d) provides a list of documents
ranked based on the user’s preferences. Documents List relies on stacked bar
charts for visual encoding of documents. It shows a barchart below each docu-
ment, illuminating the relevancy of documents to user preferences. To aid a user
to better comprehend documents-concepts relevancy, Document List applies the
same coloring scheme as the Radial Map. The coloring allows a user to identify
the contribution of each concept to a document, and provides an explanation of
why one document ranked higher than another. The ranking of documents are
updated as a user modifies her preferences through adding/removing concepts.



ConceptMap: A Conceptual Approach for Formulating User Preferences 787

4 Solution Overview

In this section, we explain how the ConceptMap generates a conceptual sum-
mary of the information space. To generate a summary, ConceptMap utilizes a
Knowledge Lake [3,4] and a deep learning skip gram embedding network [22].
Knowledge Lake, is a central repository made up of several knowledge bases and
provides a contextualization layer for transforming the raw data into contextual-
ized knowledge. It annotates attributes within the information space with a set of
facts and information. Deep learning network measures the conceptual common-
ality existing between attributes and groups attributes with similar character-
istics. Overall, our approach is made up of three stages, Attributes Recognition,
Knowledge Lake, and Summarization. Followings explain each stage in detail.

Attributes Recognition. The initial step in generating the summary is identi-
fication of content bearing attributes exists within the information space. These
attributes allows ConceptMap to discover the aboutness of data. Today, Con-
ceptMap extracts two types of attributes: Keyword and Named Entity. To extract
the attribute type of keyword, ConceptMap performs a preprocessing task by
removing the stopwords, keeping the proper names capitalized, and filtering
out of the ungrammatical and irrelevant tokens, e.g., URLs’ or imoji. Also,
It applies the WordNet lemmatizer over the remaining tokens to increase the
probability of matching between words with the common base, e.g., “playing”,
“playful”, “plays” all reduce to the base form “play”. The second attribute type is
named entity. Named entities are the span of words in a text which refer to real-
world objects, such as person and company names, or gene and protein names.
Today, ConceptMap extracts three types of named entities: persons, locations,
and organizations. For recognizing named entities, we used the system proposed
by Beheshti et al. [5,7]. It provides a pipeline for various data curation tasks,
including named entity recognition, information linking, similarity computation,
indexing. After extracting attributes, we annotate them through a Knowledge
Lake to identify the concepts existing within the information space. In the next
section, we explain how Knowledge Lake contributes to our work.

Knowledge Lake. Knowledge Lake allows a user to understand attributes
within the information space and provides a foundation to measure the com-
monality between them. We utilize several readily available knowledge bases
and taxonomies to create the Knowledge Lake: (1) Geoname, is a geograph-
ical database and contains information over 25 millions geographical places
around the world (geonames.org/), (2) Wikidata, is a central storage of several
Wikimedia data, including Wikipedia, Wikivoyage, Wikisource (wikidata.org/),
(3) WordNet, is a semantic lexicon and grouped English words into sets of syn-
onyms called synsets (wordnet.princeton.edu/citing-wordnet), (4) Empath, is a
deep learning skip-gram network, which categorizes text over 200 built-in cat-
egories [14], and (5) Google Knowledge Graph, is a knowledge base based on
a graph database, and provides information about real-world entities, including
persons, locations, business (developers.google.com/knowledge-graph/). These
knowledge bases annotate the attributes within the information space in a

http://geonames.org/
http://wikidata.org/
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more generalized or understandable form. Knowledge Lake K acts as a func-
tion K : ci �−→ �(ci), that receives an attribute ci as the input and returns an
annotation �(ci) to describe the attribute.

Summarization. In this section, we explain how ConceptMap generates a con-
ceptual summary of the information space. For example, we explain how it iden-
tifies two persons, e.g., Greg Hunt and Brad Hazzard can be similar and forms
a concept.

As we discussed, ConceptMap annotates attributes2 within the informa-
tion space through the Knowledge Lake. ConceptMap uses these annotations
to generate the summaries. For generating the Topic summary, ConceptMap
utilizes the WordNet and groups attributes based on their hypernym relations.
For example, it groups attributes, such as {doctor, physician, dentist} as “med-
ical_practitioner”, while attributes like {health and wellness} as “wellbeing”.

For generating the Category summary, ConceptMap relies on the EMPATH,
which categorizes text into 200 built-in human-validated categories. For exam-
ple, it may categorize {doctor and physician} attributes as relevant to
“medical_emergency”, “occupation” and “white_collar_job” categories, while
{health} as “medical_emergency”, but not “occupation” and “white_collar_job”.
ConceptMap visualizes categories with the highest frequency within the infor-
mation space. To generate the Person, Organization, and Location summaries,
ConceptMap takes the advantage of a deep learning skip gram network [22] to
predict the semantic similarity between attributes within the information space.
By training the skip gram network, it learns a representation of words within the
information space, which known as neural embeddings. The neural embeddings
construct a vector space model and allows to measure the similarity between
attributes in an unsupervised fashion. We used word2vec neural embeddings
model3 to map attributes onto a vector space.

For attributes annotated with the Knowledge Lake, ConceptMap encodes
attributes as vectors by querying the vector space model trained on the word2vec.
Then, it performs “analogous reasoning”4 [14] by conducting the vector arith-
metic on generated attributes vectors, e.g., the vector arithmetic for words
“Women + King - Man” generates a vector similar to “Queen”. The following
explains how ConceptMap performs analogous reasoning to measure the simi-
larity between attributes.

For each attribute c, ConceptMap tokenizes its annotation �(c) into a set
of words �(c) = {�′

1(c), �
′
2(c), �

′
3(c), ..., �

′
n(c)}. Then, for each �′(c) ∈ �(c), Con-

ceptMap queries the vector space model and extracts the vector V (�′(c)) corre-
sponds to it. It performs analogous reasoning by computing the vector sum of all
V (�′(c)). The resulting vector V (c) represents the attribute c in vector space.

V (c) =
∑n

i=1
�′
i(c)

2 ConceptMap generates topic and category summaries from the attribute type of
keyword, while person, organization and location summaries from the named entities.

3 https://drive.google.com/file/d/0B7XkCwpI5KDYNlNUTTlSS21pQmM/edit.
4 A form of comparison to highlight respects in which two attributes can be similar.

https://drive.google.com/file/d/0B7XkCwpI5KDYNlNUTTlSS21pQmM/edit
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ConceptMap groups similar attributes based on their vectors similarity
using the cosine measure. For example to compute the vector similarity of two
attributes, the cosine similarity is

cos(θ) =
V (c1) . V (c2)

||V (c1)||. ||V (c2)||
Where V (c1) and V (c2) representing vectors of attributes c1 and c2, and
||V (c1)|| and ||V (c2)|| are their lengths. More clearly, consider the attribute
c = {Greg Hunt}, which annotated with the Knowledge Lake as the �(c) =
{Health Minister of Australia}. To represent this attribute as a vector
ConceptMap tokenizes �(Greg Hunt) = {Health, Minister, Australia}
and query a VSM to extract their corresponding vectors �(Greg Hunt) =
{V (Health), V (Minister), V (Australia)}. Then, it computes the vector sum
of all attributes V (Greg Hunt) = V (Health) +V (Minister) +V (Australia).
The resulting vector V (Greg Hunt), represents the attribute c = {Greg Hunt}
in vector space, and allows ConceptMap to compute its similarity with other
attributes vector using the cosine similarity. ConceptMap groups attributes
that their cosine similarity is above a pre-defined threshold5. Figure 3 shows
an overview of the summarization technique.

5 Experiments

In this section, we study the performance of ConceptMap in formulating users
preferences with respect to a traditional keyword-based UI. The study followed
a repeated measures design ANOVA with two independent variables: tool : Con-
ceptMap, which consists of Concept-Only and Concept-Rule interfaces, and a
traditional keyword-based UI—and items. The Keyword-Based UI allows users
to investigate the information space by entering their keywords and observing
the resulting set ordered by their relevancy in the Documents List. Also, to
aid users to better identify the relation among keywords we visualize the most
frequent keywords co-occurred with users selected keywords. To counterbalance
the experiment, we conducted the study on two different topics relevant to social
issues: Health Care and Budget, where topic treated as random variable.

The study simulates an exploratory search scenario, where users need to write
queries to retrieve Tweets relevant to the given topics. We divided users task into
two subtasks: a focused exploratory search scenario and a broad exploratory
search scenario. The focused search scenario, requires users to investigate the
information space to retrieve items for a limited number of topical subspaces,
e.g., retrieve a list of Tweets contain information relevant to medical centres
within Australia. The broad search scenario simulates cases where users need
to retrieve items for a larger number of topical subspaces, e.g., retrieve citizens’
opinions using the Twitter about people who involved in health care system; and
Tweets about the quality of the services provided by health care centres.

5 Currently, we consider attributes over 0.7 % cosine measure as similar.
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We invited five post-graduate students from a lab to take part in experi-
ments. None of the participants were knowledgable in the topics selected for the
study. For evaluating the performance of tools participants selected a topic and
performed the search scenarios. The goal of these experiments were to reflect
the behaviour of users in formulating their preferences, while they investigating
the information space with different information needs. For each task, partici-
pants filled a 7-point likert scale NASA TLX questionnaire. The questionnaire
is a multidimensional assessment tool that rates perceived workload in order
to assess a task or system. We limited the duration of focused search scenario
to 5 min and the broad search scenario to 10 min. During the experiment we
reminded participants when their allotted time was almost over, but we didn’t
force them to stop using the tools.
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Fig. 4. The bar chart shows ConceptMap imposes lower workload across different
dimensions. Error bars shows the standard error.

Results: Workload and Performance Analysis. A repeated measures
ANOVA revealed the impact of ConceptMap in lowering participants overall
workload F (1, 5) = 58.803, p = 0.05. This tendency can be observed in detail
in Fig. 4, which shows participants were more relaxed while interacting with
ConceptMap for formulating their preferences. The results showed ConceptMap
could significantly lowers participants temporal demand F (1, 5) = 162.00,
p = 0.001. We also observed a similar impact on improving participants efforts
F (1, 5) = 83.308, p = 0.003, and performance F (1, 5) = 43.560, p = 0.007. Based
on the obtained results we concluded that providing several summaries of infor-
mation space could boost participants comprehension and sensemaking of data:
this impact is more significant on improving users performance and time.

We also analyzed the effectiveness of ConceptMap in aiding participants in
formulating their preferences through rules. A repeated measure ANOVA showed
that ConceptMap could lowers participants overall workload F (1, 5) = 12.60, p =
0.05. The results revealed that ConceptMap reduces participants effort in craft-
ing rules F (1, 5) = 18.00, p = 0.005. We also observed a similar impact on
participants performance F (1, 5) = 22.04, p = 0.003.
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In addition to previous experiments, we analyzed the performance of tools by
aggregating top 20 items collected by participants and verifying their relevancy.
Thus, we created two datasets from the aggregated items. The first dataset repre-
sents items collected by participants through interacting with the ConceptMap,
and the second dataset contains items collected through interacting with the
Keyword-Based UI. Then, we verified whether a retrieved item is relevant to the
topics assigned by participants or not. The results showed participants could
retrieve items more precisely using the ConceptMap compared to the Keyword-
Based UI. Figure 5a shows the average precisions obtained using the tools. Based
on the observed results, allowing users to examine the relevancy of data from
different perspectives has a positive impact on retrieving items.

Fig. 5. (a) The average precision of participants obtained using ConceptMap and
Keyword-Based UI. (b) The time participants spent for retrieving their information.

Results: Completion Time and Usability Analysis. In the second study
we analysed the completion time and the usability aspect of ConceptMap. We
assigned a task to participants and let them to accomplish the task using the
tools in a more natural settings, e.g., without times-up. The task was a broad
exploratory search scenario for retrieving Tweets relevant to issues and peo-
ple involved in budget planning. Then, we asked participants to fill a standard
Software Usability Scale (SUS) questionnaire [9]. SUS provides subjective assess-
ments of a software usability, where a statement is made and respondents can
indicate the degree of agreement and disagreement on a five point scale. We
averaged over all participants questions, the mean score amounted to 87.5 out of
100, which falls ConceptMap in the 90–95 percentile range in the curve grading
scale interpretation of SUS scores [25].

We also calculated the time participants spent to accomplish their task. We
observed using the ConceptMap participants could accomplish their task in a
shorter timer compared to the Keyword-Based UI (Fig. 5b). The results confirms
the impact of ConceptMap on lowering participants temporal demand.

At the end of the study, we asked participants to share their impressions
on strengths and weakness of the ConceptMap. All participants were agree that



792 A. Tabebordbar et al.

ConceptMap could enhance users comprehension and sensemaking of the infor-
mation space. One of the participants noted to the Evidence Box, allowing her
to store potentially relevant concepts altogether in one place and shortening the
time needs to examine the relevancy of concepts and documents. Another partic-
ipant mentioned that providing several summaries of the information space could
help him to formulate his preferences from different perspectives. Another partic-
ipant mentioned to the potential of ConceptMap to support users in exploratory
search scenarios where there is no well-defined goal.

6 Conclusion

In this paper, we introduced the ConceptMap, a system that automatically iden-
tifies the relation between attributes, e.g., keywords, named entities, within the
information space. ConceptMap produces several summaries of data, e.g., Topic,
Category, Person, Organization, and allows a user to formulate her preferences
implicitly as a set of abstract concepts. To generate the summaries, ConceptMap
relies on a Knowledge Lake and a deep learning skip gram network, which groups
attributes based on their conceptual similarity. Our results showed that providing
a conceptual summary of the information space allows a user to better formu-
late her preferences especially when seeking for varied information in a large
information space.
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Abstract. Automatic helpfulness prediction aims to prioritize online
product reviews by quality. Existing methods have combined review con-
tent and star ratings for automatic helpfulness prediction. However, the
relationship between review content and star ratings is not explicitly
captured, which limits the capability of rating information in influenc-
ing review content. This paper proposes a deep neural architecture to
learn the explicit content-rating interaction (ECRI) for automatic help-
fulness prediction. Specifically, ECRI explores two methods to interact
review content with star ratings and adaptively specify the amount of
rating information needed by review content. ECRI is evaluated against
state-of-the-art methods on six real-world domains of the Amazon 5-core
dataset. Experimental results demonstrate that exploiting the explicit
content-rating interaction improves automatic helpfulness prediction.
The source code of ECRI can be obtained from https://github.com/
tokawah/ECRI.

Keywords: E-commerce · Review helpfulness · Explicit content-rating
interaction · Deep learning

1 Introduction

Automatic helpfulness prediction for online product reviews plays a significant
role in current e-commerce fields. With the proliferation of online product
reviews, many customers rely on collective wisdom to make informed purchase
decisions. Nonetheless, the quality of online product reviews is diverse and unpre-
dictable [25], depending on reviewers’ education backgrounds, social statuses,
and moods. With the number of reviews continuing to increase, locating useful
information becomes challenging. Although e-commerce platforms gather users’
opinions on review helpfulness for quality assessment, in practice, the voting data
is scarce or even missing in less popular products. The proposed automatic help-
fulness prediction aims to learn from the voting data to identify and recommend
high-quality reviews to customers.

Previous literature on automatic helpfulness prediction [1,11,30] highly relies
on review content and star ratings that respectively represent quantitative and
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qualitative aspects [48] of product reviews. Review content describes reviewer
opinions toward product properties [44,45] where the majority of helpful infor-
mation is located. The accompanying star rating employs another more straight-
forward form to summarize the views, and its extremity affects customers in
perceiving helpfulness [39]. More importantly, the interaction between review
content and star ratings [42] also affects a consumer’s attitude/trustworthiness
towards a review. Since star ratings are subjective reflecting on self needs [20,38],
the valence (positive or negative) of review content can differ from that of star
ratings. The content-rating interaction imitates customers measuring the con-
sistency between text valence and rating valence on aspects of product reviews,
which is essential to helpfulness prediction.

Nonetheless, existing methods have yet to capture the explicit content-rating
interaction when combining both features. In most studies [9,36,41], review con-
tent is transformed into a feature vector where the constituent elements encode
latent aspects of a product. The content vector is then directly concatenated
with raw rating values. Such a simple method ignores that star ratings result
from customers summarizing different opinions toward a product. The signifi-
cant dimensional imbalance also limits the capacity of star ratings. In [34], the
authors decompose star ratings by similarly mapping each rating value into a
feature vector. For interaction, the learning of a rating vector is coupled with the
encoding of a content vector, assuming that a star rating is entailed in review
content. Although enlarged, the capacity of rating information is still locally
affected by review content. Review content and star ratings are two measures
for the same customer opinion. Capturing the element-wise relationship between
content vectors and rating vectors (i.e., explicit content-rating interaction) can
hopefully facilitate rating information contributing to helpfulness modeling.

Inspired by [48], this paper proposes a deep neural architecture to learn the
explicit content-rating interaction (ECRI) for automatic helpfulness prediction.
To this end, both review content and star ratings are first embedded into feature
vectors of the same dimensionality. Different from previous work, the learning of
rating vectors is decoupled from the encoding of review content to maintain the
global influence of rating information. The explicit content-rating relationship is
then established by aligning the content and rating vectors, forcing each element
pair to encode the same latent aspect of product reviews. ECRI explores two
methods to combine the aligned content and rating vectors to obtain representa-
tions used for helpfulness prediction. The valence difference between review con-
tent and star ratings may affect the perceived helpfulness variously. ECRI further
adopts gating mechanisms to adaptively learn the amount of rating information
needed by content vectors during combination.

In a nutshell, the main contribution is the first work explicitly modeling the
interaction between review content and star ratings in predicting review help-
fulness. Additionally, the amount of rating information needed for each content
is learned adaptively. Extensive experiments on six real-world domains of online
product reviews show that ECRI can exploit the explicit content-rating interac-
tion to improve automatic helpfulness prediction for online product reviews and
outperforms state-of-the-art methods.
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The remaining of the paper is organized as follows. Section 2 presents related
work. Section 3 introduces the overall framework of ECRI and its learning compo-
nents. Section 4 describes the datasets and experiment settings. Section 5 demon-
strates the effectiveness of ECRI, along with ablation studies and discussions on
the use of ECRI components. Finally, Sect. 6 concludes the paper.

2 Related Work

Recent studies have shown the feasibility of using deep learning for automatic
helpfulness prediction. Currently, review content is largely used for feature learn-
ing since it contains rich information of reviews. The work that combines review
content and star ratings is also gaining increasing attention. This section intro-
duces current methods using sole review content (Sect. 2.1) and the conjunction
of review content and star ratings (Sect. 2.2), respectively.

2.1 Automatic Helpfulness Prediction

The emergence of deep learning [22,27,28,31] brings new paradigms into auto-
matic helpfulness prediction. With the help of neural architectures, features used
for model training can be extracted automatically, bypassing the procedure of
laborious feature engineering [30] used in traditional machine learning methods
[12–15,23,26,32,43,46].

In particular, recent studies based on Convolution Neural Networks (CNNs)
[17,18,24] have shown the feasibility in modeling helpfulness in an end-to-end
manner. The main idea behind these methods is to learn automatically contin-
uous representations that encode context-aware semantics from review content.
Chen et al. [2] propose Embedding-gated CNN (EG-CNN) for review helpful-
ness prediction. This work adopts a CNN framework to learn multi-granularity
text features from review content. Based on the assumption that words in a
review may contribute diversely to its helpfulness, the authors suggest using
gates to control word embeddings to be fed into the CNN model. To alleviate
the out-of-vocabulary problem commonly occurred in small datasets, character-
level embeddings [3] learned via another CNN framework are incorporated into
the word embeddings before gating.

Following previous works, this paper adopts CNNs [17] as the base model to
learn features from review content. Similar to [2], gating mechanisms are taken to
control the flow of intermediate features, but the gates are calculated differently
and instead used to combine word embeddings and the convoluted features for
the final content representations.

2.2 Interaction Between Review Content and Star Ratings

In addition to review content, emotions expressed by reviewers such as star rat-
ings, are employed to enhance helpfulness encoding. In [34], Qu et al. propose two
CNN frameworks to combine rating information and review content. The first
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combination method (CM1) performs feature fusion by simply concatenating
raw star ratings and the learned content representations. The second combi-
nation method (CM2) treats star ratings as new vocabulary and trains rating
embeddings as individual words of a review along with other word embeddings
to learn the content representations.

Fan et al. [8] formulate review helpfulness prediction as a multi-task neural
learning (MTNL) problem. Specifically, a CNN framework is first employed to
learn continuous features from review content. In this work, instead of treating
review star ratings as input data, the learned content representations are used
as shared features to predict both review helpfulness and raw star ratings.

As shown in Fig. 1, although combining review content and star ratings has
shown promise in predicting helpfulness, the aforementioned methods either limit
the capacity of rating information or fail to explicitly capture the interaction
between the two features, which constrains rating information from providing
more direct and accurate details to the learned content representations.

Fig. 1. ECRI captures the explicit content-rating interaction.

This paper embeds ratings separately from the encoding of review content to
allows for the global influence of rating information on the learned content rep-
resentations. Inspired by [48], rating embeddings are set to the same dimension-
ality as the learned content representations to perform the element-wise aligning
between the two features. Two rating enhancement methods are then proposed
to fulfill the content-rating interaction, where rating embeddings are gated to
adaptively adjusted the amount of rating information for latent aspects of the
learned content representations.

To the best of our knowledge, our work is the first deep learning approach
to combine rating information and review content while modeling their explicit
relationship for automatic helpfulness prediction for product reviews.
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3 Explicit Content-Rating Interaction Networks

The prediction of review helpfulness is formulated as a binary classification task.
Given a review, ECRI aims to learn from its content s and accompanying star
rating r to predict a value ŷ that approximates review helpfulness y ∈ {0, 1},
where 0 is unhelpful and 1 helpful. The helpfulness labels y depend on human
assessment, which will be discussed in Sect. 4.

As Fig. 2 illustrates, ECRI involves two learning phases: (1) the content
encoder learns hidden content representations h from review content via CNNs;
and (2) the rating enhancer establishes the explicit content-rating relationship
and incorporates rating information e

′
r into the learned content representations.

Figure 2 illustrates the ECRI architecture.

Fig. 2. The ECRI architecture.

3.1 Content Encoder

Given a collection of raw online product reviews S, each review s ∈ S is tok-
enized into a sequence of n words s = (x1, x2, . . . , xn). The vocabulary V is
constructed by indexing all unique words in S. The content encoder begins by
associating each word x ∈ s in the review with a d-dimensional word vector ex.
Given an embedding lookup table E ∈ R

|V |×d where each row is a word vec-
tor corresponding to the vocabulary, x is encoded using the one-hot encoding
scheme into x ∈ R

|V | to select the corresponding word vector ex. Therefore, s
can be represented by an embedding matrix X ∈ R

n×d:

X = [ex1 , ex2 , . . . , exn
], (1)

ex = E�x. (2)
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The content encoder extracts hidden features from each input sample via
Gated Linear Units (GLUs) [7]. Specifically, two sets of CNNs are applied to
X for separate convoluted matrices. The hidden features H(X) are obtained by
gating one matrix with the other whose values are squashed between 0 and 1.
More formally,

H(X) = (X ∗ Wc + bc) ⊗ σg, (3)
σg = σ(X ∗ Wg + bg), (4)

where kernels {Wc,Wg} ∈ R
k×d×m and biases {bc,bg} ∈ R

m are parameters to
be estimated, k and m are the patch size and number of kernels for convolution,
σ is the sigmoid function, and ⊗ is the element-wise product between matrices.

Using GLUs is beneficial: (1) GLUs provide a multiplicative skip connection
that helps avoid the gradient vanishing; and (2) the gates σg resemble [2] to
learn multi-granularity text features; and (3) to take advantages of both low-
and high-level context, the gates σg are also used as the ratios to combine word
embeddings and the convoluted features.

H
′
(X) = H(X) + (1 − σg) ⊗ X. (5)

From the perspective of gated recurrent units [4], the combination can be thought
of as determining how much new information H(X) is used to update previous
memory X.

In ECRI, kernels with size k = {3, 4, 5} are used to learn hidden features
with different fields of context information. Column-wise max-overtime pooling
[5] is applied over the feature matrices to obtain the most important features,
which are concatenated for a linear projection Wh ∈ R

3m×m:

h = [max{H′
k=3(X)};max{H′

k=4(X)};max{H′
k=5(X)}]Wh, (6)

where [; ] is the concatenation among the pooled feature vectors, h ∈ R
m is the

continuous representation of review content.

3.2 Rating Enhancer

To incorporate rating information into the learned content representations, star
ratings are first embedded into individual feature vectors. Let r = {1, 2, 3, 4, 5}
be a raw star rating value. Similar to the word embedding process, each rating
value is associated with a m-dimensional feature vector e

′
r ∈ R

m via another
lookup table E

′ ∈ R
5×m. Rating embeddings not only allow for larger capacity

for encoding rating information, but also are more robust to noise since raw
rating values are distributed.

The rating enhancer establishes the explicit content-star connection via two
constraints: (1) the rating embedding e

′
r is set to have the same dimensionality

as the learned content representation h for element alignment, reinforcing the
correspondence between both feature vectors on a dimension level; and (2) unlike
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previous work, e
′
r is defined separately from the encoding of review content to

maintain the global influence of rating information. Consequently, a star rating
can interact with review content for more direct and accurate rating details.

The rating enhancer steps further to adjust the rating embedding e
′
r before

incorporation. In practice, the influence of reviewers’ ratings on customers in
perceiving helpfulness varies depending on the mentions in a review. In other
words, each part of the review content has diverse requirements for rating infor-
mation. To enable such flexibility, a fully-connected layer parameterized by the
weight Wr ∈ R

m×m and bias br ∈ R
m is built upon the learned content rep-

resentations h to estimate the amount of rating information needed by each
review.

σr = σ(W�
r h + br), (7)

r = e
′
r ⊗ σr. (8)

The gates σr are determined adaptively based on the learned content represen-
tation h to amplify or reduce the influence of star ratings on individual content
dimensions. The adjusted rating embedding r imitates a more realistic situation
that review content may have sway over customers’ perception of review emo-
tions. It is worth noting that setting the gates σr to all ones will allow full flow
of rating information, whereas all zeros switch off rating enhancement.

Two rating enhancement methods are explored to combine the learned con-
tent representations h and adjusted rating embeddings r. Since review content
often contains emotional words, the learned content representations are already
encoded with certain forms of internal emotions, for example, text valance. Given
that the source and amount of internal emotions differ from rating information,
one type of emotions can be incompatible with another. ECRI incorporates rat-
ing information based on the compatibility of the two emotion types.

Element-Wise Addition. The first method assumes that the internal emo-
tions and rating information tend to be more homogeneous. As such, the adjusted
rating embedding r is used to enrich the learned content representation h in an
element-wise manner.

ĥ = h + r. (9)

Concatenation. On the contrary, the second method assumes the less homo-
geneity between the internal emotions and rating information. Thus, the adjusted
rating embedding r is used as new information to supply the learned content rep-
resentation h with additional dimensions.

ĥ = [h; r]. (10)

The feature vector ĥ represents the rating-enhanced review content. For
simplicity, the two combination methods are henceforth called ECRIadd and
ECRIconcat, respectively.
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3.3 Training

The rating-enhanced content representation ĥ is forwarded into a dropout layer,
followed by logistic regression to predict the helpfulness of the current review.

ŷ = σ(W�
o ĥ + bo). (11)

ECRI is trained via cross entropy minimization over N training samples:

L = − 1
N

[y� log(ŷ) + (1 − y)� log(1 − ŷ)], (12)

where ŷ are the predicted helpfulness labels and y actual helpfulness labels.

4 Experiment Setup

ECRI is evaluated through a series of experiments. Section 4.1 introduces
datasets used throughout the experiments. Section 4.2 describes baseline meth-
ods for performance comparison. Section 4.3 presents hyperparameters for train-
ing ECRI and the baseline models.

4.1 Datasets

Experiments are conducted on the publicly available Amazon 5-core dataset [10]
covering 142.8 million online product reviews collected between May 1996 and
July 2014. Six largest domains of the dataset are selected.

The following pre-processing steps are applied to all domains: (1) remove
non-English reviews, empty reviews, and nearly identical reviews [6] in line with
[16]; and (2) discard reviews with less than 10 votes [35,37,40] to alleviate the
effect of words of few mouths [47], i.e., voting biases; and (3) lowercase, tokenize,
and remove articles from the remaining reviews; and (4) keep the most frequent
30k terms as vocabulary, and replace the others with the <UNK> token; and (5)
normalize raw star ratings into r ∈ {0.2, 0.4, 0.6, 0.8, 1}.

Following [9,21,28], a product review is labeled as helpful if the percentage
of received helpful votes is larger than 0.6 and unhelpful otherwise. An equal
amount of helpful and unhelpful reviews are randomly selected to construct
datasets with balanced labels. Each dataset is randomly split into 80%, 10%,
and 10% for training, validation, and testing, in a stratified manner. Descriptive
statistics of the datasets are in Table 1.

4.2 Baseline Methods

ECRI is benchmarked against seven baselines, including unigram TFIDF repre-
sentations, average domain-specific word embeddings, and five state-of-the-art
deep learning methods for helpfulness prediction.

– TFIDF+SVM: Linear SVM trained on unigram TFIDF of reviews, with
document frequency no less than 1% of the training samples.
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Table 1. Descriptive statistics of the balanced datasets.

Domain #Reviews #Tokens #Sentences #Tokens
#Reviews

#Tokens
#Sentences

#Sentences
#Reviews

D1 Apps for Android 20,416 1,184,650 107,702 58.03 11.00 5.28

D2 Video Games 23,100 7,522,835 469,856 325.66 16.01 20.34

D3 Electronics 33,962 8,255,411 537,996 243.08 15.34 15.84

D4 CDs and Vinyl 105,934 23,096,933 1,468,718 218.03 15.73 13.86

D5 Movies and TV 164,052 40,549,434 2,510,899 247.17 16.15 15.31

D6 Books 306,430 71,632,822 4,405,047 233.77 16.26 14.38

– EMB+SVM: Linear SVM trained on the average of pre-trained domain-
specific word embeddings of reviews, with out-of-vocabulary words ignored.

– CNN [17]: The vanilla CNN architecture for sentence classification.
– EG-CNN [2]: A variant of the vanilla CNN architecture where character

embeddings and word-level embedding gates are used before convolution.
– CM1 [34]: A variant of the vanilla CNN architecture where raw rating values

and the learned content representations are concatenated.
– CM2 [34]: A variant of the vanilla CNN architecture where rating vectors

and word embeddings are concatenated to learn content representations.
– MTNL [8]: A variant of the vanilla CNN architecture for multi-task learning,

with character and word embeddings as inputs, attention on the convoluted
feature maps, and raw rating regressing as the secondary task.

4.3 Hyperparameters

The lookup table E in neural architectures is initialized with domain-specific
word embeddings trained using the continuous Skip-gram model [29] on the
whole product review collection. During training, word vectors are kept non-
static in CNN and static in other neural architectures, which is determined by
the validation set of each domain. The lookup table E

′
for mapping raw rating

values is randomly initialized from a uniform distribution in range [−0.05, 0.05].
ECRI is trained using: d = m = 200, rectified linear units, dropout rate

of 0.5, mini-batch size of 64, and early stopping when the validation loss has
no improvement for 10 epochs. Neural weights are updated through stochastic
gradient descent over shuffled mini-batches using the Adam [19] update rule.

The neural baselines are re-implemented following the original hyperparam-
eter setting in the papers except word vector initialization. For SVM classifiers,
the penalty term C is chosen via a grid search of {0.01, 0.1, 1}.

5 Result Analysis

The empirical evaluation is conducted in three steps: (1) Sect. 5.1 demonstrates
the effectiveness of ECRI; and (2) Sect. 5.2 performs ablation studies to vali-
date the ECRI components; and (3) Sect. 5.3 discusses the behavior and choice
between the two rating enhancement methods ECRIadd and ECRIconcat.
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5.1 Comparison with Baseline Methods

Table 2 reports the results of ECRI against the baseline models in helpfulness
prediction. The performance on the six balanced datasets is evaluated by classifi-
cation accuracy. The highest results are in bold, whereas results higher than the
baselines are in italics. For result reliability, all neural models are trained and
evaluated five times on each domain to report the average accuracy. SVM-based
models are run once since the results are deterministic.

Table 2. Results of ECRI against other methods.

Model D1 D2 D3 D4 D5 D6

TFIDF+SVM 67.68 76.71 75.66 82.52 78.58 75.03

EMB+SVM 68.76 75.54 74.72 81.97 77.92 74.32

CNN 70.38 77.60 77.50 84.04 80.76 77.81

EG-CNN 70.60 78.21 78.63 85.01 81.50 78.38

CM1 71.09 77.82 78.58 84.85 81.37 78.26

CM2 71.00 77.99 79.37 85.39 81.49 78.52

MTNL 67.79 75.60 75.21 82.45 78.42 75.72

ECRIadd 72.24∗∗ 79.00∗∗ 80.06 ∗ 87.01 ∗∗ 83.58∗∗ 80.45 ∗∗

ECRIconcat 72.04 ∗∗ 78.37 80.22∗∗ 87.22∗∗ 83.50 ∗∗ 80.57∗∗
∗p < 0.05, ∗∗p < 0.01.

In brief, both ECRIadd and ECRIconcat outperform the baseline models by
approximately 1%–5% in accuracy across all datasets. Among the baselines, CM2
beats CM1 and achieves the closest performance to ECRI due to the vectorized
encoding of rating information, which can be thought of as an implicit form
of content-rating interaction. In particular, CM2 gives similar performance to
ECRI on D3, showing that rating information has larger local influence on the
encoding of review content; on the other domains, however, ECRI is about 2%
higher in accuracy than CM2.

5.2 Ablation Studies

To better understand the effectiveness of ECRI, four model variants are consid-
ered to alter the adaptively-learned gates σr in Equation (8) to validate: (i) the
content encoder; (ii) the explicit content-rating interaction; and (iii) the gating
mechanisms for adaptive rating information assignment. The first two variants,
called ECRIadd+full rating and ECRIconcat+full rating respectively, set σr = 1 for
both combination methods ECRIadd and ECRIconcat, allowing all rating infor-
mation to flow into the learned content representations h. The third variant,
called ECRIplain, sets σr = 0 to exclude all rating interaction from ECRI, using
the learned content representations h to predict review helpfulness directly. The
fourth variant, called ECRIplain+raw ratings, concatenates raw rating values and
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the learned content representations h, which is similar to CM1. Table 3 illustrates
the accuracy of four ECRI variants.

Table 3. The performance of ECRI with different gate settings.

Variants D1 D2 D3 D4 D5 D6

1 ECRIadd+full rating 71.97 78.23 80.04 86.80 82.90 80.00

2 ECRIconcat+full rating 72.33 78.83 79.86 86.89 82.93 79.92

3 ECRIplain 70.35 77.89 78.81 85.09 81.55 78.55

4 ECRIplain+raw ratings 70.36 77.38 78.79 85.12 81.43 78.75

Effectiveness of the Review Content Encoder. ECRIplain is more capable
of helpfulness prediction than other baseline encoders. This mainly relies on the
gated combination utilizing both high- and low-level contextual text features. As
shown in the table: (i) ECRIplain outperforms CNN over all domains except D1
and EG-CNN except D1 and D2; and (ii) ECRIplain achieves comparable results
on D1 and superior results in the remaining domains to CM1; and (iii) ECRIplain
even outperforms CM2 on D5 and D6. Compared with EG-CNN, ECRIplain is
less effective on D1 and D2 because EG-CNN adopts character-level information
to tackle the out-of-vocabulary issue in small datasets.

Effectiveness of the Explicit Interaction. Models (ECRIadd, ECRIconcat,
ECRIadd+full rating, and ECRIconcat+full rating) capturing the explicit content-
rating interaction significantly improve ECRIplain by about 1%–2% in accuracy,
whereas the improvement of ECRIplain+raw ratings using raw ratings is trivial.
This proves that embedding star ratings allows for larger capacity of encod-
ing rating information. Decoupling the learning of rating embeddings from the
encoding of review content helps maintain the influence of rating information.
The alignment between content and rating vectors further provides more accu-
rate and direct information flow.

Effectiveness of the Gating Mechanisms. Using gating mechanisms
improves helpfulness prediction in most cases. The comparison between ECRIadd
and ECRIadd+full rating and between ECRIconcat and ECRIconcat+full rating con-
firm that controlling the amount of rating information flowing into review content
improves the explicit content-rating interaction. The reason for the improvement
is that n-grams encoded into the learned content representations require different
extent of rating information, for example, “the best movie” and “the movie is”.
The gating mechanisms handle the requirement by assigning adaptive weights
to each rating dimension.
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5.3 Comparison of Rating Enhancement Methods

As Table 2 shows, both rating enhancement methods used in ECRI show compa-
rable performance, with ECRIadd slightly outperforming ECRIconcat on D1, D2,
and D5. Such a phenomenon can be related to the text valence of reviews in a
corpus. As Table 4 reports, the three domains where ECRIadd outperforms also
possess higher ratios of emotional components, allowing the learned content rep-
resentation h to encode more internal emotions and thus be more homogeneous
with the rating embedding r. Given that the ratios are not proportional to the
performance gains, in practice, the choice between ECRIadd and ECRIconcat on
new domains may require further domain-specific analysis.

Table 4. Average ratio of emotional words across domains via LIWC analysis [33].

D1 D2 D3 D4 D5 D6

Positive emotion (%) 7.17 4.78 3.57 4.66 4.41 4.03

Negative emotion (%) 2.37 2.45 1.49 1.96 2.60 2.23

Sum 9.54 7.22 5.05 6.62 7.01 6.25

6 Conclusion and Future Work

The automatic prediction and recommendation of helpful online product reviews
can assist customers in making informed purchase decisions. This paper has pre-
sented ECRI, a deep neural architecture for review helpfulness prediction that
learns rating-enhanced content representations. In contrast to previous work
using rating information only, ECRI focuses on modeling the explicit interac-
tion between review content and star ratings as two individual elements. ECRI
also assigns review content with different amount of rating information learned
adaptively on a dimension level. Extensive experiments on six real-world datasets
against the state-of-the-art methods show promise of ECRI in learning text fea-
tures and utilizing rating information. Further analysis of the ECRI components
demonstrates that both establishing the explicit content-rating interaction and
using adaptive rating assignment are critical in improving prediction perfor-
mance.

There are several future directions to be addressed. Extensive experiments
will be conducted on hyperparameter tuning to investigate model performance
further. The interaction between review content and star ratings can be con-
structed using attention mechanisms or sentence-level rating information. Devel-
oping a method that can cope with different levels of homogeneity between inter-
nal emotions and rating information is desired. Frequent interaction patterns
can be summarized from the trained models for diverse helpfulness prediction.
Further behavior analysis on the content-rating interaction and domain-specific
characteristics is necessary.
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