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Preface

This volume contains the proceedings of a number of satellite events held in
conjunction with the 38th International Conference on Conceptual Modeling (ER
2019), which took place in the beautiful Salvador, Bahia, Brazil. In addition to the
papers accepted for presentation and publication in five workshops, the volume also
includes the contributions of participants to the ER doctoral symposium.

Given the long tradition and broad scope of ER as a key conference in the area of
conceptual modeling, the workshops organized therein play an important role, such as
being a forum for: very interactive debates about emerging ideas; broadening the scope
of what conceptual modeling is about; bridging conceptual modeling and other
complementary communities; and reflecting on the scope and nature of the area itself.
In that respect, this volume contains papers that were accepted for publication and
presentation in the following five workshops: Workshop on Conceptual Modeling,
Ontologies and Metadata Management for FAIR Data (FAIR 2019), the 6th Workshop
on Conceptual Modeling in Requirements Engineering and Business Analysis
(MREBA 2019), the Second International Workshop on Empirical Methods in
Conceptual Modeling (EmpER 2019), the 8th International Workshop on Modeling
and Management of Big Data (MoBiD 2019), and the 7th International Workshop on
Ontologies and Conceptual Modelling (OntoCom 2019). Besides these, the 12th
edition of the International i* Workshop (iStar 2019) was also held in conjunction with
ER 2019. However, the iStar 2019 papers have been collected and published in a
different volume.

The FAIR data movement has been gaining a lot of attention in the past years, with
awareness and endorsement ranging from research institutions and funding agencies to
international organizations such as the G7 and G20. In this first edition, the workshop
was organized by Luiz Olavo Bonino (GO FAIR International Support and
Coordination Office and Leiden University Medical Centre, The Netherlands), Maria
Luiza M. Campos (Federal University of Rio de Janeiro, Brazil), Robert Pergl (Czech
Technical University in Prague, Czech Republic), and Luana Sales (Brazilian Institute
of Information in Science and Technology, Brazil). In this edition, three full papers
were accepted for publication and presentation. The program of the workshop was
complemented by an invited talk entitled “Towards the Internet of FAIR Data and
Services — Challenges for the Ontology-Driven Conceptual Modeling Community”
delivered by Luiz Olavo Bonino. Finally, in order to foster discussions and interest
among specialists, a discussion panel was organized with researchers from
data-intensive domains and institutions.

The MREBA workshop aims to provide a forum for discussing the interplay
between Requirements Engineering topics and Conceptual Modeling, and in particular
how requirements modeling can be effectively used as part of business analysis and
systems engineering. This year’s edition of MREBA was organized by Jelena
Zdravkovic (Stockholm University, Sweden), Renata Guizzardi (Federal University of
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Espirito Santo, Brazil), and Vitor E. Silva Souza (Federal University of Espirito Santo,
Brazil). The workshop accepted four articles as full papers for publication and
presentation. The organizers also invited Matthias Jarke (RWTH Aachen University
and Fraunhofer FIT Institute for Applied Information Technology, Germany) to deliver
the keynote talk entitled “Inter-Organizational Data Sharing: From Goals to Policies to
Code.”

The second edition of EmpER aimed at bringing together researchers with an
interest in the empirical investigation of conceptual modeling languages, frameworks
and practices. This year’s edition of EmpER was organized by Jodo Aratjo (New
University of Lisbon, Portugal), Jennifer Horkoff (Chalmers University of Technology
and the University of Gothenburg, Sweden), and Sotirios Liaskos (York University,
Canada). The workshop accepted three articles as full papers for publication and
presentation, all of which describe empirical studies already conducted. The workshop
involved presentations of the papers followed by discussion and audience feedback to
the authors.

MoBiD aims at being an international forum for exchanging ideas on the latest and
best proposals for modeling and managing big data in a data-driven paradigm. The
workshop is a forum for researchers and practitioners who are interested in the different
facets related to the use of the conceptual modeling approaches for the development of
next generation applications based on Big Data. This year’s edition of MoBiD was
organized by Alejandro Maté¢ (University of Alicante, Spain), Miguel A. Teruel
(Lucentia Lab, Spain), II-Yeol Song (Drexel University, USA), and Juan Trujillo
(University of Alicante, Spain). The workshop accepted 4 articles as full papers for
publication and presentation. The organizers also invited Ana Ledn Palacio
(Polytechnic University of Valencia, Spain) to deliver the keynote talk entitled “From
Big Data to Smart Data in the Context of Genomic Information Systems.”

OntoCom was created in order to bridge the conceptual modeling and ontology
communities. In this spirit, every year the venue in which the workshop is organized in
alternates: on one year, it is organized as a key formal ontology conference; every
second year it is organized as a conceptual modeling conference. For quite some time
now, it has been organized traditionally as a satellite ER event. This year’s edition was
organized by Sergio de Cesare (University of Westminster, UK), Mark Lycett (Royal
Holloway University of London, UK), Chris Partridge (University of Westminster, and
BORO Solutions, UK) and Oscar Pastor (Polytechnic University of Valencia, Spain).
The workshop accepted four articles as full papers for publication and presentations.
The organizers of OntoCom also invited the authors of four other papers to participate
in the workshop by giving short 10-minute presentations. These papers were invited as
they covered the scope of the workshop and had the potential to generate interesting
discussions.

Although not having its papers included in this volume, we can report that the
International i* Workshop is a community-building event, focusing on goal modeling
and, in particular, in works using the i* modeling framework. This year’s edition was
organized by Jodao Pimentel (Federal University of Pernambuco, Brazil), Juan Pablo
Carvallo (University of Azuay, Ecuador), and Lidia Lopez (Polytechnic University of
Catalunya, Spain). The workshop’s program comprised the presentation of 16 full
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papers and the aforementioned keynote talk given by Matthias Jarke, as a joint
synergetic activity shared with MREBA 2019.

Finally, the ER doctoral symposium offers PhD students the opportunity to present
and discuss their research, as well as interact with other researchers and experts in the
field of conceptual modeling, who can provide feedback on their research. Samira
Si-Said Cherfi (Conservatoire National des Arts et Métiers, France) and Vanessa
Braganholo (Fluminense Federal University, Brazil) were responsible for organizing
this year’s edition of this traditional ER satellite event. Hence, closing this volume, we
have six contributions selected by the doctoral symposium chairs.

We would like to thank the workshop and doctoral symposium chairs for the
organization of the aforementioned high-quality and inspiring events. These events
significantly increased the value of ER 2019. We are also indebted to the numerous
reviewers for their time and expertise ensuring the quality of the workshops.
Additionally, we express our gratitude to the general chairs of the conference for their
continuous support. Finally, we are immensely grateful to Tiago Prince Sales and
Claudenir Morais Fonseca for their hard work in supporting the creation of these
proceedings!

September 2019 Giancarlo Guizzardi
Frederik Gailly
Rita Suzana P. Maciel
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Preface
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The FAIR data movement has been gaining a lot of attention in the last years, with
awareness and endorsement ranging from research institutions and funding agencies to
international organisations such as G7 and G20. The FAIR principles define a set of
expected behaviours in order to improve digital resources findability, accessibility,
interoperability and reusability with the focus on machine actionability. In order to
fulfil this goal, the FAIR principles require that more information is provided to the
computational agents in clear and unambiguous form, which can be provided by
ontology-driven conceptual model approaches. The objective of the 1st Workshop on
Conceptual modelling, Ontologies and Metadata Management for FAIR Data is to
create an international forum for discussing ideas and approaches on how to use
conceptual models for effective realisation of the FAIR principles.

In this first edition, we had 6 submissions, and 3 were accepted as full papers to be
presented and published. Although still a reduced number, we expect a growing interest
in this area in the coming years and that was one of the motivations for planning the
workshop co-occurring with the ER 2019 conference. Complementing the presenta-
tions, important parts of the technical program are an invited talk on the latest
developments around FAIR and, to foster discussions and interest among specialists, a
panel with researchers from data-intensive domains and institutions.

Acknowledgments. We would like to thank our Program Committee, composed by an inter-
national team of researchers, as well as the support from the ER Conference general chairs and
staff.
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Abstract. The increasing volume and complexity of scientific research data
associated with its semantic heterogeneity demands strategies to enable data
integrated reuse. This is essential to improve global collaborations, in what has
been called e-Science. A way to promote data integration is through the use of
ontologies. Ontologies can play the role of a shared conceptualization, providing
a common semantic background for data interpretation. In the case of scientific
research, particularly empirical research, there are many concepts related to
research activities that are general, despite any specific domain in which they
may occur. Thus, they can be represented by means of a core ontology. In this
paper, we propose the design of a core ontology to deal with research activities
(e.g., sampling and measurement). As the concepts used are neutral with respect
to different application domains, they can be reused to build ontologies for
specific research domains, speeding up the development process. To illustrate
this, we present an environmental research ontology developed based on this
core ontology. The proposed core ontology is grounded in the Unified Foun-
dational Ontology (UFO), which provides a solid basis for its key elements.

Keywords: Core ontology - Scientific research - Research activity - Unified
Foundational Ontology

1 Introduction

In the last decades, scientific research has undergone major changes mainly due to the
increasing volume and complexity of data produced and the need to share such data to
improve global collaborations, in what has been called e-Science [1]. This new para-
digm of scientific research aims to promote the development of science and technology
through the use of methods that enable more powerful and synthetic data analyses
from integrated data reuse. However, because of the variety of actors involved and
the interdisciplinary nature of scientific research, scientific data are often available
disconnected, using incompatible language and heterogeneous terminology. This
brings up serious semantic interoperability concerns [2].
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The FAIR Data initiative [3] presents a set of principles that must be regarded to
address this problem. These principles cover aspects of how data should be semanti-
cally annotated with metadata in a way that it can be read, interpreted, and reused for
humans and machines. One of the key principles establishes that metadata must meet
domain-relevant community standards. This means that data produced must be anno-
tated with metadata that, in turn, must reference domain-relevant community standards,
such as ontologies. As presented in [4], ontologies can be used, among other possi-
bilities, as global (or shared) conceptualization for data integration. In this sense,
ontologies can promote data interoperability by providing a common semantic
background for data interpretation, reducing conceptual ambiguities and inconsisten-
cies, and supporting meaning negotiation.

In the case of scientific research [5], particularly empirical research, where evidence
is gathered through experimentation or observation, there are many concepts related to
research activities that are general, despite any specific domain in which they may
occur. Thus, they can be represented by means of a core ontology. Core ontologies
provide a precise definition of structural knowledge in a specific field that spans across
different application domains in this field [6]. They can be reused and extended to
incorporate particularities of the domains of interest, that is, for the construction of
domain ontologies. So, in addition to providing a shared conceptualization, they enable
the speeding up of the domain ontology development process.

In this paper, we propose the design of a core ontology to deal with the different
types of research activities performed in empirical research, encompassing (physical)
sampling, sample preparation and measurement. As the concepts used are neutral in
relation to the various domains, they can be reused by a given domain. To illustrate
this, we present an environmental research ontology developed on the basis of this core
ontology. It is worth mentioning that the explicit modeling of research activities shows
that provenance information (e.g., participation of actors, participation of devices,
methods used, etc.), usually present in metadata, are actually properties of real-world
events. The proposed core ontology is grounded in the Unified Foundational Ontology
(UFO) [7, 8], from which basic notions of object, relation, property, event, and others
are adopted.

This paper is structured as follows. Section 2 presents the background of the paper,
which includes UFO concepts relevant to ground the core ontology development.
Section 3 presents the Core Ontology for Scientific Research Activities. Section 4
illustrates the use of the core ontology to build a domain ontology for environmental
research. Section 5 discusses related work, and Sect. 6 presents our final considerations.

2 Background

In developing a core ontology, it is desirable to use a solid modeling base given by a
foundational ontology. Concepts and relationships defined in a core ontology should be
aligned to the basic categories of a foundational ontology [6]. For the field of scientific
research, we need the general concept of events to represent research activities. Also,
the basic concept of object is necessary to deal with devices, procedures and physical
samples. The concept of agent is necessary to represent people and organizations
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involved in research activities. In addition, to approach measurements, we need to
speak of properties (qualities) and their quantification.

As the Unified Foundational Ontology (UFO) [7, 8] provides these basic concepts,
we have used UFO to ground the construction of the Core Ontology for Scientific
Research Activities. UFO has been developed based on theories from Formal Ontology,
Philosophical Logics, Philosophy of Language, Linguistics and Cognitive Psychology.
UFO consists of three main modules: UFO-A, an ontology of endurants (objects);
UFO-B, an ontology of perdurants (events); and UFO-C, an ontology of social entities
built up on UFO-A and UFO-B.

Figure 1 shows a fragment of UFO containing concepts from UFO-A, UFO-B and
UFO-C. The root concept is Entity, which is specialized into Universal and Individual.
Universals are patterns of features that can be realized in a number of different indi-
viduals [7]. Individuals can be concrete (e.g., a particular person, an explosion) or
abstract (e.g., sets, numbers, and propositions). Concrete Individuals are divided into
Endurants and Events. Endurants are individuals that are wholly present whenever they
are present (e.g., a house, a person, an amount of sand, etc.). Events are individuals that
may have temporal parts. They happen in time in the sense that they extend in time and
accumulate temporal parts (e.g., a soccer match). Whenever an event is present, it is not
the case that all its temporal parts are present [8].
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Fig. 1. A fragment of UFO-A, UFO-B and UFO-C.

The category of endurants can be further specialized into Substantial and Moment.
Substantials are existentially-independent individuals (e.g., a house, a person).
Moments are individuals that can only exist in other individuals, and, thus, they are
existentially-dependent on their bearers (e.g., a color, an electric charge, a social
commitment). Intrinsic Moments are moments that are dependent on one single indi-
vidual (e.g., a color, a temperature). Relators, in turn, are moments that existentially
depend on a plurality of individuals (e.g., an employment, a business process) [8].
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Concerning the substantial hierarchy, a basic distinction is between agentive and
non-agentive individuals, termed Agents and Objects, respectively. Agents can be
divided into Physical Agents (e.g., a person) and Social Agents (e.g., an organization, a
society). Objects can also be further categorized in Physical Objects and Social
Objects. Physical objects include a book, a car, among others; social objects include
money, language, etc. A Normative Description is a type of social object that defines
one or more rules/norms recognized by at least one social agent. Examples of
normative descriptions include contracts in general, but also sets of directives on how
to perform actions within an organization [8].

Events can be atomic or complex. Afomic Events have no proper parts. Complex
Events are aggregations of at least two disjoint events. Events are ontologically
dependent entities in the sense that they depend on substantial participation to exist.
Take for instance the event of measuring the height of a person. In this event, we have
the participation of the measured person, the person that performs the measurement and
the instrument used to measure the height. This event is composed of the individual
participation of each of these entities and depends on them to exist. Besides that, each
event is associated with two Time Points: a begin and an end time point. Time points
are abstract individuals strictly ordered by a precedes relation [8].

Universals can be classified in Endurant Universals and Event Universals. Endurant
universals are patterns of features of endurants. Event universals instead are patterns of
features of events. Substantial Universal and Moment Universal are endurant universals
whose instances are substantials and moments, respectively. Moment Universal is
divided into Intrinsic Moment Universal and Relator Universal [7].

Regarding the intrinsic moment universal hierarchy, Quality Universals refer to the
properties that characterize universals (e.g., weight, height). They are always associated
with values spaces or Quality Structures that can be understood as the set of all possible
regions (Quality Regions) that delimits the space of values that can be associated to a
quality universal [7]. For example, height is associated with one-dimensional structure
with a zero point isomorphic to the half-line of nonnegative numbers. Other properties
such as color are represented by multidimensional structures. Quality universals
associated with one-dimensional structures are called Simple Quality Universals.
Quality universals associated with multidimensional structures are called Composed
Quality Universals. The perception or conception of an intrinsic moment can be rep-
resented as a point in a quality structure. This point is named Quale. Quality regions
and qualia are abstract entities. Function is a specialization of set that maps instances of
a quality universal to points in a quality structure [9].

In order to allow quale communication, it is necessary to use Lexical Elements (e.g.,
1.86 can be the lexical element used to communicate the height of a person) associated
to Reference Regions and Reference Structures. A reference region is an abstract entity
based on a quality region that acts as a bridge between that region and the lexical
elements used to communicate the quale. A reference structure is associated to a quality
structure and is a set of reference regions grounded in quality regions of that quality
structure. When the ‘value’ of a particular quality is being referred by lexical elements
(e.g., 1.86), what is actually being referred is a quality region that most approximates
the quale. Reference structures associated to quality structures related to measurement
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act like scales grounded by quality structures. They can be partitioned in spaces with
the same magnitude according to a Unit [9].

3 The Core Ontology for Scientific Research Activities

In this section, we present the Core Ontology for Scientific Research Activities, which
deals with the different types of research activities performed in scientific research. We
have identified that some characteristics are common to all types of research activities,
such as temporal and spatial properties, actors involved in their execution, responsible
actors, among others. They are related to provenance information and are generally
addressed by the metadata domain, but the modeling of research activity shows that
they are properties of events.

We have created a subontology to represent these properties: the Research Activity
Ontology. This subontology must be specialized to handle the intrinsic characteristics
of each type of research activity. We have specialized it in the following subontologies:
Sampling Ontology, Preparation Ontology and Measurement Ontology. However, new
specializations can be made to deal with other types of research activities, such as
observations (e.g., an observation of the taxon of a beetle), assays, etc. Fig. 2 shows the
Core Ontology for Scientific Research Activities and the UFO concepts used to ground
it. Next, we explain each of these subontologies.
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Fig. 2. The Core Ontology for Scientific Research Activities.

The Research Activity Ontology comprises concepts that are common to the dif-
ferent types of research activities. Research Activity is a UFO-B event used to gener-
alize these types. Research activities are characterized by temporal and spatial
properties, as well as the researched entity. Regarding temporal properties, research
activities inherit begin and end time points from UFO-B. In relation to spatial prop-
erties, Geographic Point is a UFO-A quale that represents the coordinates corre-
sponding to the spatial location of a research activity. Researchable Entity is a
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specialization of UFO-A individual because it can be a substantial (e.g., a river, a city)
or an event (such as a process). A research activity is also characterized by the pro-
cedure adopted and the device employed. Research Activity Procedure is a UFO-C
normative description that defines the rules to be followed for the execution of a
research activity. Device is a specialization of UFO-C physical object. Examples of
devices are: collectors, sensors, etc. In order to capture provenance, the Agents
involved in the execution and the agent responsible for a research activity (the so-called
Principal) are identified. They are specializations of UFO-C agent and can be physical
(such as researches) or social agents (governmental agencies, research institutions,
laboratories, etc.).

The Sampling Ontology deals with concepts related to the sampling activity.
Sampling is the collection of samples for in situ and/or laboratory analysis. Sampling is
a specialization of research activity, inheriting concepts related to research activity.
Sampled Entity is a specialization of researchable entity and represents the target
research entity. Sample represents a portion of a sampled entity that must be analyzed
with the ultimate goal of characterizing the sampled entity. Sample is a specialization
of UFO-A substantial. For instance, in the case of a water quality research of a river, a
sample of water or sediment can be collected to verify the river water quality.

The Preparation Ontology address concepts related to the sample preparation
activity. It refers to the ways in which a sample is treated before being analyzed.
Preparation is a specialization of research activity. Prepared Sample represents a
sample that has been prepared for analysis. Not all samples need to be prepared before
they are analyzed.

The Measurement Ontology provides concepts related to the measurement activity.
Most of the concepts presented here were extracted from the measurement core
ontology presented in [9], which was developed in alignment with UFO. Measurement
can be defined as a set of actions aiming to characterize an entity by attributing values
to its properties. Measurement is a specialization of research activity. Measured Entity
is a specialization of researchable entity. It represents an entity that has one or more
measured properties, such as a person, a water sample, etc. Property is a UFO-A
quality universal that deals with qualities of entities. It specializes in basic and derived
property. Basic Property is a UFO-A simple quality universal that does not depend on
other properties to be measured (e.g., weight and height). Derived Property is a UFO-A
composed quality universal that depends on others to be measured (for example, Body-
Mass Index). Measured Property represents a property that is measured. Measures are
used for quantifying measured properties. Measure is a UFO-A function in the sense
that it maps an instance of measured property to a measured value. Measures have
Scales composed by all possible values (Scale Value) to be associated to a measured
property. Scale is a specialization of UFO-A reference structure and scale value is a
specialization of UFO-A reference region. Measures can be expressed in Units (e.g.,
meter, kilogram). A measure unit in which a measure is expressed partitions its scale.
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4 Using the Core Ontology for Building an Environmental
Research Ontology

In this section, we present how the proposed core ontology can be used as the basis for
the development of a domain ontology. In this case, an environmental research
ontology focused on water quality. This domain deals with the water quality assess-
ment at monitoring points along rivers, lakes, sea, etc. This assessment is performed by
analyzing measurements of physical, chemical and biological properties of water and
sediment samples and ecotoxicological assays. We have used two other core ontologies
to build this ontology: Spatial Location Ontology and Material Entity Ontology. The
domain ontology, called Environmental Research Ontology, is divided into Water
Quality Ontology and Environmental Monitoring Ontology (see Fig. 3).
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Fig. 3. The Environmental Research Ontology.

At the core level, the Material Entity Ontology comprises concepts for dealing with
the existing types of material entities. The main concept is Material Entity, a UFO-A
substantial that specializes into Abiotic Entity (non-living parts of an environment) and
Biotic Entity (living parts of an environment).

The Spatial Location Ontology provides concepts related to spatial features (any-
thing with spatial extent, such as a country, a river, etc.). Spatial Feature is a UFO-A
substantial. It is specialized into Geographic Feature. Geographic features can be
naturally-created (e.g., a river, a mountain) or artificially-created spatial features (e.g., a
city, a water treatment plant). Spatial features are located in geographic points.

These other core ontologies are connected to the proposed core ontology by the
researchable entity that is specialized in spatial feature and material entity. Also,
sample is a specialization of material entity.
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At the domain level, the Water Quality Ontology comprises concepts about water
quality entities and properties. A Water Quality Entity, a UFO-A substantial, can be a
Hydrographic Feature, a Quantity of Water, a Quantity of Sediment, among others.
Hydrographic feature is a specialization of natural geographic feature and represents
rivers, lakes, hydrographic basins, seas, etc. Water Quality Property, a UFO-A quality
universal, refers to properties that are used to characterize water quality entities,
encompassing both Physical-Chemical (e.g., temperature, dichloroethene concentra-
tion) and Biological Properties (e.g., concentration of coliforms, algae).

Finally, the Environmental Monitoring Ontology defines concepts related to envi-
ronmental monitoring, monitoring points and monitoring programs. Monitoring con-
sists of a set of research activities, performed periodically, for environmental quality
control. Monitoring is a UFO-B complex event because it is composed of other
research activities, such as sampling and measurement. Monitoring Point is a spe-
cialization of geographic point used to represent named geographic points. Monitoring
Point Name is used to describe the location of the monitoring point. Monitoring
Programs are UFO-C normative descriptions that have in their scope monitoring
activities and allocate monitoring points to perform them. Monitoring Point Principal
and Monitoring Program Principal are used to represent the agents responsible for
monitoring points and monitoring programs, respectively.

The domain ontologies are connected to the proposed core ontology through
researchable entity that specializes in water quality entity and property that specializes
in water quality property. Monitoring is a specialization of research activity. It was not
modeled as a core activity because it depends on particularities of the application
domain. For example, monitoring program and monitoring point are concepts from the
environmental domain, but not in every other scientific research domains.

5 Related Work

There are some models [10-14] related to scientific research based on the Observations
and Measurements conceptual model from ISO 19156 [15]. This model defines an
observation as an activity, the result of which is an estimate of the value of a property
of the feature of interest, obtained using a specified procedure. Specializations of the
observation have been classified by the result-type. For example, a measurement is an
observation whose result is a scaled quantity, and a truth observation is an observation
whose result is a Boolean value. As well as in [15], some ontologies [10, 11] do not
represent the sampling activity; they represent only the sampling features. A sampling
feature is used to support the observation process and may or may not have a persistent
physical expression. Physical samples are modeled as the sampling feature specimen.
In [10, 15], sample preparation is implemented using an association class with speci-
men. As sampling is not modeled as an activity, sampling properties need to be
assigned to other entities. Specimen has properties related to sampling time, sampling
location, etc. Observation has phenomenon time and result time to differentiate the
moment of the sampling from the time of the ex-situ measurement of a sample,
respectively. Thus, events and objects concepts are mixed. This shows the importance
of developing core and domain ontologies based on a foundational ontology, charac-
teristic not presented by these models.
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The Semantic Sensor Network (SSN) ontology [12] describes sensors and their
observations, the involved procedures, the studied features of interest, the samples used
to do so, and the observed properties, as well as actuators. In SSN, the sampling
activity is modeled. Sampling is used to represent both sampling and preparation
activities. Location is not addressed. It is suggested that other models must be used to
deal with location. Agents and devices involved in observations are treated by the same
sensor entity. The Extensible Observation Ontology (OBOE) [13] is a formal ontology
for capturing the semantics of scientific observation and measurement. OBOE does not
handle other research activities. The Observation Data Model (ODM) [14] is an
information model and supporting software ecosystem for feature-based earth obser-
vations, designed to facilitate interoperability across scientific disciplines and domain
cyberinfrastructures. It models observation results, sample properties, monitoring
locations, but does not model the research activities themselves, which we have shown
key to capturing provenance information.

6 Conclusions

Improving scientific research based on data reuse requires adequate support for data
semantics. We have addressed this challenge developing the Core Ontology for Sci-
entific Research Activities. From this core ontology, we can develop domain ontologies
that form the basis of mechanisms for finding, publishing and querying heterogeneous
scientific research data. It promotes the application of FAIR principles in the scientific
research field. As an example, we have developed a domain ontology for the envi-
ronmental research. It was also possible to verify how the reuse of the core ontology
facilitates the domain ontology development process.

The use of UFO as a foundational ontology supports the correct classification of the
different concepts and relations about research activities, leveraging key notions that
are domain independent. Activities are modeling as events, actors as agents, devices as
objects, their participations in events revealed, and so on. The use of foundational
ontology is a key feature of the proposed core ontology when contrasted with related
work. By not adhering to a foundational ontology, some misconceptions arise, e.g.,
with event properties assigned to objects.

Besides that, the explicit modeling of research activity reveals that provenance
information, usually present in the metadata domain, are actually properties of events,
including the participation of agents and non-agentive objects in those events. In the
case of scientific research, the modeling of these concepts is fundamental to support the
integrated data reuse. Otherwise, there is a risk that such data will be misused. For
example, data produced by incompatible methods can be compared, leading to
inconsistent analysis; incorrect providers can be assigned to data since original data can
be reprocessed by different agents; and so on.

As future work, other types of research activities should be modeled to broaden the
scope of the core ontology. In addition, other aspects of scientific research, as well as
research activities, can be incorporated. Some examples are types of scientific research,
scientific research purpose, scientific research planning, etc.
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Abstract. In enterprise organizations, the value of data has been considered on
strategic level for a long time. As valuable assets, data need to be managed from
source to disposal, considering their whole life cycle. To guide the data
managing needs of enterprise organizations, the non-profit organization DAMA
promotes the development and practice of data management as key enterprise
assets. In 2017, DAMA has published the second edition of the DAMA Inter-
national Guide to Data Management Body of Knowledge (DAMA DMBOK®).
While the DAMA DMBOK focuses on corporate data, the FAIR data principles
target research data management involving researchers and publishers in Aca-
demia. Data management is also a core issue in the Government sector, which
has a great relevance in the open government initiatives, supporting the civil
society to follow the actions of government bodies. This article makes a sys-
tematic analysis of these three data natures — research data, corporate data and
government data — and the respective sets of principles that act as a basis for
their management. These principles are correlated to identify similarities and
possible complementarities focusing on the improvement of research data
management, represented by the FAIR initiative, proposing an initial framework
to support it.

Keywords: Research data - Corporate data - Government data - FAIR - FAIR
principles - DMBOK - Open government data + Data management

1 Introduction

It is time for a paradigm shift in the conduct of scientific research data management.
New practices, rules and policies are being reconfigured, as researchers, research
institutes and funding agencies recognize research data as a valuable asset. In this
regard, nowadays in Academia, data management is related with the FAIR Initiative.
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FAIR is an acronym for Findable, Accessible, Interoperable and Reusable, i.e., prin-
ciples designed with data-driven and machine-assisted open science in mind, aiming to
serve as a guide for data management to researchers and publishers in Academia. GO-
FAIR is an initiative that offers support and coordination to individuals, institutions and
organizations committed to making research data FAIR, following the recommenda-
tions of the High Level Expert Group of the European Open Science Cloud
(EOSC) [1].

In enterprise organizations, the value of data has been considered on strategic level
for a long time. As valuable assets, data do need to be managed, taking into account
their whole life cycle, from source to disposal [2]. To guide the data managing needs of
enterprise organizations, a body of knowledge was organized by DAMA International.
DAMA International is a non-profit organization whose primary purpose is to promote
the development and practice of managing data as key enterprise assets. DAMA has
been working for thirty years and, in 2017, it has published the second edition from
DAMA International Guide to Data Management Body of Knowledge (DAMA
DMBOK®) [3].

In the Government sector, new issues related to data management have arisen
lately. There are initiatives on open government data to support civil society to check
actions of government bodies and ensure that public institutions work for citizens, and
not for themselves [4].

Considering these data management perspectives, this article makes a comparison
between the data management strategy organized in DMBOK®, the FAIR initiative
and the Open Government Data initiatives. Through a systematic analysis of their
principles, we look for some common ground among them, discussing similarities,
specific issues and possible complementarities between practices of data management
in enterprises organizations, those employed in Academia and others management
particularities needed by governments.

This article is structured as follows: in Sect. 2 characteristics of research data,
corporate data and government data are discussed; Sect. 3 discusses data management
principles employed in Academia, enterprises and government; in Sect. 4 the FADAM
framework is proposed, as an early stage of an approach to FAIR Data Management
generated from a mature data management strategy already used by enterprises; and,
finally, Sect. 5 presents concluding remarks and topics for further investigation.

2 Essential Concepts

Regardless of the organization’s nature, data are a valuable resource. For the purpose of
this article, three types of organization’s nature were identified: (i) research institutes,
including universities and research centers; (ii) enterprises, representing private orga-
nizations, profit and non profit driven; and (iii) public sector, representing all public
bodies, government and public administration. These organizations, naturally, produce
and consume data. A number of aspects can characterize these data.

Research data are the data utilized or produced by a research, i.e., which are
collected, observed or created to be used by a research [5]. Aligned to this definition,
Arzberger et al. [6] define research data as the research input and highlight that they are
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a kind of raw material to the scientific processes. Expanding these concepts, Singh et al.
[7] mention the value of research data in a concept called responsible research, which
refers not only to use the research data to conclusions verification, but they also
emphasize the data generated through research processes, that may be provided to other
researchers for scrutiny. In Academia, both situations are possible: to assign property
rights to researchers or to the institution itself [8].

In the literature, the terms scientific data and research data are used interchangeably
[9]. In this article, the term research data refers to data used as input as well as resulting
from research.

Corporate data are all data generated and maintained by the business processes of
a company [2]. Otto et al. [10] remark that corporate data may help to develop efficient
processes. As an organizational asset, corporate data belong to and are controlled by the
enterprise [2]. Corporate data must be protected and safely stored, even if the data is
available as part of some business-to-business service. Notwithstanding, some data
might be open to satisfy existing compliance laws. Confidentiality is an important
issue, not only referring to sensitive data, but also to internal and partners misuse,
which can affect people’s lives.

Enterprises might act as a research sponsor within a partnership with private or
public research institute; or as a researcher itself, when they are looking for new
technologies to develop new products and services. So, some research may require
reuse of data from research data repositories; others may require the use of the
enterprise data as research data (e.g. applying data mining in a data warehouse built by
the company to generate new information); or another set of research may generate its
own research data (e.g. an outcome of a market survey), as well as data created by
enterprise funded research. Of course, some corporate can be, optionally, openly
available to use.

Government data are any data created, collected and maintained by public bodies
and by public administrations, indirectly “owned” by government (e.g., agencies)
[4, 11]. In this article, all these data are considered as produced by the public sector
business processes. So, they commune with the same needs of corporate data, since
they are the outcome of business processes. The difference is that they are usually
enforced by law as government responsibility to maintain data to support different
functions and objectives. From an availability to use perspective, government data face
a dichotomy between external (open) and internal use. On the one hand, Open
Government Data (OGD) represent all data maintained by the public sector which
could be made open, i.e., accessible to all, free of charge, without further restrictions.
There are three main reasons to OGD: transparency, participatory governance and
setting-up of new business and services that deliver social and commercial value. On
the other hand, some data should be restricted for internal use, due to strategic and
national defense issues [12].
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Besides, government usually plays an important role in research, funding research
institutes and universities, and developing research on its own organizations.
Government may reuse research data as well as create new data. Furthermore, resulting
data from public sector business processes can also be consumed by research, mainly
those made open to public use.

As aforesaid, corporate data as well as government data may be utilized as input to
research or as their output, becoming, in this way, research data. The boundaries
between these types of data environment where data will be used are difficult to be
established and, in this article as well as in reality, the use context may actually be a
decisive factor to characterize data as governmental, research or corporate.

The increasing demands for open/shared data, and with distinct characteristics,
prompted the need of keeping them under some level of control. Thus, the establish-
ment of some guiding foundations can contribute to data preservation, keeping them
organized, accessible and useful.

3 Data Management Principles

The three types of organizations depicted in Sect. 2 need to manage their data effec-
tively. Managing involves knowing what data the organization produce and consume,
and what might be accomplished with them. Thereafter, data stewardship is able to
determine the most suitable manner to use data aiming to reach organization goals. To
support data stewardship, some initiatives are committed to improve data management
practices defining a set of principles to guide them [1, 2, 13]. These principles are
aligned with data requirements of the context where they are used.

3.1 FAIR

Scientific progress requires cooperation and, therefore, data interoperability. Interop-
erability requires, firstly, discovering data utilized by prior researches or even produced
by them. Due to the diverse nature of research, this is not an easy task and it does not
depend on “who” (humans or machines) is searching for them.

In fact, it depends more on how these data had been classified before their storage.
Considering the volume of research being produced around the world, some directives
should be accomplished. From the challenge of optimal use of artifacts generated by
scientific research, the FAIR Initiative has been proposed. As a first result, in 2016
fifteen foundational principles (named FAIR Data Principles) were published. These
principles constitute a guide to make digital research artifacts Findable, Accessible,
Interoperable and Reusable (FAIR) by both people and machines. They do not rep-
resent a standard or a specification [14], but these four perspectives are used to arrange
the fifteen principles. Table 1 depicts the fifteen FAIR Data Principles.
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Table 1. FAIR data principles [14]

Findable

Accessible

Interoperable

Reusable

Globally unique and persistent identifier
Rich metadata

Linking Metadata and data

Register or index in a searchable resource

Using a standardized communications protocol

The protocol is open, free, and universally implementable

The protocol must allow for an authentication and authorization
Metadata are accessible, even when the data are no longer available

Usage a formal, accessible, shared, and broadly applicable language for
knowledge representation

Vocabularies must use globally unique and persistent identifiers

Links between the datasets need to be described

Metadata as detailed as possible

Clear and accessible data usage license, defining legal interoperability
Detailed provenance, including a description of the workflow that led to data
Community standards or best practices for data archiving and sharing

3.2 DAMA DMBOK®

The DAMA DMBOK® body of knowledge is the result of the joint work of worldwide
technical and business professionals, started in 1989. It is largely recognized nowadays
as an essential resource for those organizations engaged in fostering data management,
stewardship and governance [3].

According to DMBOK® [2], Data Management is the execution of policies, pro-
grams and practices to control the value of the data assets. DAMA DMBOK® defines
twelve data management principles that balance business strategies and operational
needs. Table 2 depicts DMBOK® Data Management Principles.

Table 2. DMBOK data management principles [2]

Effective data management requires leadership management
Data is an asset with unique properties

The value of data can and should be expressed in economic terms
Managing data means managing the quality of data

It takes Metadata to manage data

It takes planning to manage data

Data management requirements must drive Information Technology decisions
Data management is cross-functional

Data management requires an enterprise perspective

Data management must account for a range of perspectives
Different types of data have different lifecycle characteristics
Managing data includes managing the risks associated with data
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3.3 Open Government

In December 2007, thirty open government advocates in the United States, such as
Sunlight Foundation (https://sunlightfoundation.com/) and GovTrack.US (https://www.
govtrack.us/), gathered to discuss why open government data is essential to democracy.
The outcome of this meeting was a set of eight principles of open government
(OG) data [13]. These principles are the basis to support how governments can make
their data available in a way that enables a wide range of people to help making
government functions more transparent, to monitor governmental actions and to create
more opportunities for people to leverage government data to produce others business
models' [13]. In 2011, a set of ten principles for improving public sector transparency
was also identified in the United States and, a year later, another set of principles were
published in the United Kingdom [11]. In this paper, the eight original principles are
included, considering the number of participants who gathered together to agree.
Table 3 presents the eight open government data principles.

Table 3. Open government principles [13]

Complete: All public data is made available. Public data is data that is not subject to valid pri-
vacy, security or privilege limitations.

Primary: Data is collected at the source, with the highest possible level of granularity, not in
aggregate or modified forms.

Timely: Data is made available as quickly as necessary to preserve the value of the data.
Accessible: Data is available to the widest range of users for the widest range of purposes.
Machine processable: Data is reasonably structured to allow automated processing.
Non-discriminatory: Data is available to anyone, with no requirement of registration.
Non-proprietary: Data is available in a format over which no entity has exclusive control.
License-free: Data is not subject to any copyright, patent, trademark or trade secret regulation.
Reasonable privacy, security and privilege restrictions may be allowed.

3.4 Similarities Among Principles

As previously mentioned, there are a set of data management principles focused on
research institutions, other focused on enterprise organizations and another one focused
on the public sector. These sets of principles were developed at different times, have
not been cross-referenced or compared, as far as we know. We believe that a mutual
reference would be beneficial for all parts.

To understand the principles, the characteristics of data must first be situated in a
context. Context can help to explain why some principles were defined and also to
understand how they are used and what they mean. The ordinary context for research
data is represented by a controlled use environment, with a very low access concur-
rence rate. The archive mode and place, and retrieval mechanisms are key points,
because research inputs and outcomes must be preserved to guarantee the continuity of

! David Orban interviews Larry Lessig at the conclusion of the workshop (https://youtu.be/
AmlzW980i5A).
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scientific progress. So, it is natural that most of the FAIR principles are related to
quality metadata in order to benefit the findability, which is the root for accessibility,
interoperability and reusability.

The corporate data context has an economic approach. High performance on data
manipulation is usually important, even when there is high access concurrence rate,
because companies deal with business processes which, usually, aiming at profiting.
Thus, the data management principles profile defined in DMBOK is related to an
enterprise perspective, aligned to business requirements. The context to government
data focuses on data that should be made open, i.e., it considers the availability to use
characteristic. Therefore, the open government data principles are outlined according to
citizens’ viewpoint, aiming at government actions transparency.

By considering the hybrid nature that data may have (Sect. 2), just one set of
specific principles may not be enough to deal with the requirements of these data. In
this sense, the management of these data may need principles defined in more than one
context. So finding correspondences among different sets of principles can be helpful in
adding new management guidelines. Thus, DMBOK principles were compared to OG
principles and to FAIR principles in order to find a common ground. Table 4 shows the
comparisons results and correlations found.

Table 4. DMBOK, open government and FAIR principles similarities.

DMBOK principle Open FAIR principle
government principle

Data is an asset with unique properties Primary machine Unique and persistent data
processable identifiers

Vocabularies must use globally
unique and persistent identifiers

The value of data can and should be Timely -
expressed in economic terms

Managing data means managing the Complete Rich metadata
quality of data
It takes Metadata to manage data Machine processable Rich metadata

- Linking metadata and data

Non-proprietary Shared and broadly applicable
Machine processable language for knowledge
representation

- Links described

Metadata as detailed as possible
Detailed provenance

- Machine processable Searchable resource

Accessible Authentication and authorization
Protocol is open and free

Non-proprietary Standardized communications

Machine processable protocol

License-free Defined legal interoperability
Different types of data have different life | Accessible Metadata are always accessible
cycle characteristics Standards for data archiving and

sharing
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Observing comparisons on Table 4 each of the fifteen FAIR principles is related to
at least one DMBOK® or one OG principle. Also, although some of the fifteen
principles are related to more than one OG principle, there are gaps between them.

Seven DMBOK® principles do not match with FAIR neither OG principles: “It
takes planning to manage data”; “Data management requirements must drive Infor-
mation Technology decisions”; “Data management is cross-functional”; “Data man-
agement requires an enterprise perspective”; “Data management must account for a
range of perspectives”; “Managing data includes managing the risks associated with
data”; and “Effective data management requires leadership management”. “The value
of data can and should be expressed in economic terms” is a DMBOK® principle
related to only one OG principle; it does not have association to FAIR principles. In
this case, this OG principle reveals a characteristic that add value and utility to data. In
sum, eight DMBOK® principles are not related to FAIR principles. This does not
mean, though, that these issues are not important to FAIR, even if they are not
explicitly stated. FAIR has intentionally not included quality issues in its principles, by
considering that the quality of a publication is taken by its ability of being properly
found, reused and cited, i.e., as previously mentioned, to be considered FAIR, data
need to be richly described [14].

The “Non-discriminatory” OG principle does not match with FAIR neither
DMBOK principles. In fact, this principle is an opposition to Accessible FAIR prin-
ciple, because FAIR allows authentication and authorization by a user account for a
repository and an access can even be denied (role-based access control).

By similarities perspective on Table 4, the unique data identifier is a common
ground among the three sets of principles, addressing machine processable
requirements.

DMBOK principles emphasize the economic value of data which is considered a
key asset used in enterprise decision-making processes. Therefore, it is important to
have data timely available. This aspect is also aligned to OG initiatives: when data are
timely available, they preserve their value to support data consumers’ analyses.
However, FAIR principles do not explicitly take them into account.

In OG initiatives, it is fundamental to have public data available, thus metadata
should be as expressive as possible. Therefore, managing data requires managing the
quality of metadata, which is essential to FAIR. It is important to highlight that specific
data quality aspects are not explicit in the FAIR principles [14]; however, the metadata
enrichment is addressed. Detailed metadata are essential to data management tasks and
they give support to the tasks of linking data (for interoperability) and searching (for
findability). Furthermore, using non-proprietary data formats eliminates restrictions
over who uses the data, which also improves interoperability.

The aspects cited above should be considered in data life cycle. Metadata life cycle
can last more than the data life cycle itself. This happens when data are no more
relevant, but they still have historical contextual relevance, requiring metadata to
remain accessible even when the data is no longer available.

From the FAIR perspective, these similarities motivated the discussion about how
some aspects could be contemplated or at least have their non-inclusion option more
clearly justified.
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4 The FADAM Proposal

Considering research data management as an institutional issue, this article proposes
the FADAM framework, which, in fact, is an early stage proposal to discuss a
framework of data management to FAIR.

The FAIR principles do not cover all the features required for effective data
management. Six from the eight DMBOK® principles, which have no association to
FAIR, are the principles that treat data from the overall organization perspective,
without data silos, regardless of data source or system whose maintain them. They
consider a data policy involving senior management, i.e., beyond sector, system,
project or local decisions (see Table 4). In this sense, add some features may give
support FAIR principles to deal with all data management functions. The mapping
from principles to features are described below:

e “It takes planning to manage data” — {“Management Planning”}
“Managing data includes managing the risks associated with data” — {“Risk-based
Data security”}

e “Effective data management requires leadership management” — {‘“Management
Commitment”}

e {“Data management requires an enterprise perspective” | “Data management is
cross-functional”} — {“Interoperability design | “Data Modeling™}

e “The value of data can and should be expressed in economic terms” — {“Data
Timeliness Control”’}

Considering the mapping described above, the FADAM proposal framework was
built (see Fig. 1) to support FAIR data management.

Risk-based Data Security
Findable Accessible

Data Modeling Data Timeliness Control

Interoperable Reusable

Interoperability Design
Management Planning

Fig. 1. FADAM proposal framework

“Data Modeling” gives support to Findability. “Risk-based Data Security” as well
as “Data Timeliness Control” are add-ons features to Accessibility. “Interoperability
Design” is a feature to improve Interoperability. “Management Planning” and
“Management Commitment” underpin all FAIR principles to an effective data
management.
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5 Conclusions

The hybrid nature of data is characterized by the systematic analysis approaches of
research, corporate and government data, as well as the context. In this paper we pre-
sented a comparison analysis that highlights the resemblance among data management
principles employed on research, corporate and government data management approa-
ches. These resemblances were key factors to the framework proposed here, coined as
FADAM. In this first version, FADAM inherits data management features from
DMBOK® that may also benefit government data management. Hence, these cross-
references may mutually improve different data management approaches. Because of
this, we intend to develop further research to improve FADAM by including data
management frameworks, methods and tools, considering the context change along data
life cycle.
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Abstract. Reproducibility is a fundamental requirement of the scien-
tific process since it enables outcomes to be replicated and verified.
Computational scientific experiments can benefit from improved repro-
ducibility for many reasons, including validation of results and reuse by
other scientists. However, designing reproducible experiments remains
a challenge and hence the need for developing methodologies and tools
that can support this process. Here, we propose a conceptual model for
reproducibility to specify its main attributes and properties, along with
a framework that allows for computational experiments to be findable,
accessible, interoperable, and reusable. We present a case study in eco-
logical niche modeling to demonstrate and evaluate this framework.

Keywords: Reproducibility - FAIR principles - Data science -
Ecological niche modeling

1 Introduction

Reproducibility is a fundamental aspect of science, and is related to the idea that
a scientific process, or experiment, must be able to be reproduced, thus allowing
its results to be validated or not [9]. If a scientific experiment can be repro-
duced, it can be reused or extended, leading to the validation of new findings
and conclusions. However, ensuring that an experiment is reproducible is not a
trivial task. It involves the need to record detailed documentation and specifi-
cations of the whole experimentation process and environment, and hence the
need to plan these aspects and how they will be performed. If these aspects are
not strategically thought out before performing the experiment, making it repro-
ducible is time-consuming and unfeasible. Currently, this challenge has become
increasingly important because many experiments are defined by a flow of com-
putational steps. These steps typically perform data processing and prediction
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activities using machine learning (ML) algorithms to extract knowledge and
support decision-making, and are common in data science processes.

In 2016, a survey released by Nature [1] asked 1500 researchers from dif-
ferent disciplines about reproducibility in research. The study found that 52%
of researchers believed that a crisis exists regarding reproducibility, but most
said that they trusted the results of published papers. More than 70% of the
researchers had tried but failed to replicate experiments of other scientists. At
the same time, only 20% said that they had been contacted by another researcher
who was trying to replicate their work. Other issues showed that few researchers
follow some procedure to allow their experiments to be reproducible; for about
60% of participants, the most significant challenges include pressure to publish
and selective reporting. In Ecology, the area of the case study of this work, inter-
est in reproducibility is increasing thanks to the use of scripting languages and
the need for more open sharing of data [2].

Given the importance that reproducibility plays in the scientific process and
the relevance of developing methodologies and technologies to support it, we
propose a conceptual model and a framework to formalize its main aspects.
After introducing the challenge, we describe concepts and present a conceptual
model for reproducibility. Next, we propose a framework in which computational
experiments can be findable, accessible, interoperable, and reusable (FAIR) and
describe a prototype implementation. We evaluate the framework using a case
study in ecological niche modeling (ENM). Finally, we explore related work and
derive conclusions.

2 A Conceptual Model for Reproducibility

The development of computational experiments that implement common data
science steps has become an increasingly common practice in different scientific
domains. This increase is thanks to the emergence of new technologies that have
supported their execution, especially in cases in which experiments are complex,
require high-performance computing, and involve manipulation of large volumes
of data. Often, such experiments can be defined as a flow of activities, with
execution managed by scientific workflow technologies [6]. However each such
system has a specificity, which ends up requiring learning time, making it difficult
to adopt. Many scientists use scripting languages, such as R and Python, to
perform their experiments [12]. Both are well-established, open-source languages
with broad user communities, and also offer great flexibility in the form of a large
number of packages and libraries available, allowing customization of the steps
that make up the experiment. Given researches’ preference for these languages,
recent efforts were applied to support the collection of provenance data [12].
Provenance comprises the production history of information or piece of data.
By collecting provenance data from an experiment, it is possible to track all steps
involved in producing a particular result. Scientists can benefit from provenance
information to verify the sequence of computational steps performed to produce
an output, to validate whether this sequence was executed correctly and used
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the appropriate parameters and inputs, and to compare different executions of
the same experiment. Information about versions of libraries or packages, their
dependencies, and aspects of the environment can also help in configuration of
an environment more similar to the original when reproducing an experiment.

Script Input and Output

User

id @ id

id
name @

name
start_time

@ duration Function
id

oS name
id

OS package

1

platform name
Script package
version @ a
Hardware name

id repository

name

data_type

Parameter

description version

Fig. 1. Entity-Relationship diagram representing the aspects involved in the process
of reproducibility of computational experiments.

In this work we propose a conceptual model that maps aspects that we con-
sider essential for reproducibility, especially when experiments are modeled as
workflows through scripting languages. This is because, with these aspects, it is
possible to verify the executed steps and to retrieve information about applica-
tion versions that may impact the results. The model is presented as an entity-
relationship diagram, as shown in Fig.1, with aspects we identified as essen-
tial mapped as entities. The main idea behind the model and the relationships
between its entities is as follows: a user specifies and runs his/her experiment
from an operating system (OS) using a specific hardware. This OS has some
packages installed (OS package), and among them, we can consider the scripting
language package that is used to specify the experiment, such as R or Python.
The experiment is defined through a script, from an existing package in the OS,
and can contain calls to user-defined functions or functions (function) that are
part of a specific language package or module (script package). These specific
language modules need to be installed in the OS. The functions comprise the exe-
cuted activities of the experiment that consumed and produce input and output,
respectively. Parameters can also be used as input to functions, and therefore
constitute an attribute of the consume relation. This model will serve as a basis
for the construction of a provenance database of the framework presented in
Sect. 3.

The record of the aspects described through the entities of the proposed
model can support the process of reproducibility on different levels, as addressed
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in [7]. We adapted the level definitions to cover the entities that we included in
the model, as shown in Table 1 and described as follows:

Repeatable: executions of an experiment in the same computing environ-
ment, using the same code and data set, produce the same results or results
consistent with the original finding. Thus, we must preserve all entities described
in the proposed model.

Re-runnable: the results of an experiment remain consistent even with vari-
ations in the input data or in the parameter settings used. The implementation
that concerns the script and function entities should not be modified, as well as
the hardware, module packages, operating system, and its packages.

Portable: the experiment does not depend on the computing environment
in which it was originally executed. Aspects such as versioning and availability
of libraries and dependencies should be considered at this level. We must then
preserve the input data, script, its functions, parameters, and module packages.

Extendable: an experiment can be reused for other purposes. This reuse
includes integrating the original experiment into a new or existing experiment.
For this aspect, one must have access to the script and its functions. We can
preserve the operating system, its packages, and module packages.

Modifiable: changes can be made in the implementation of the original
experiment for reuse purposes. As with the previous level, it is necessary to have
access to the scripts and functions of the original experiment.

Table 1. Levels of reproducibility and the respective entities involved (adapted
from [7]).

Input|Script | Functions|Parameters Script  |OS|OS Hardware
modules packages
Repeatable |X X X X X X X X
Re-runnable X X X X X X
Portable X X X X X
Extendable |X X X X X
Modifiable |X X X X X X

By saying that we should preserve some entity, we mean that it should not
be changed to ensure reproducibility at a certain level. We can observe that the
level of repeatability for which we are aiming is the narrowest, and guarantees
what we can call exact reproducibility. However, it is possible to combine aspects
of more than one level depending on the desired degree of reproducibility.

3 A Framework for FAIR Computational Experiments

The FAIR principles [16] emerged from the efforts of a community including
individuals from academia, industry, funding agencies, and scholarly publishers,
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to establish guidelines that allow for the findability, accessibility, interoperabil-
ity, and reuse of scientific data or digital assets in general. Each of these four
principles contains a set of requirements on how data, metadata, and infrastruc-
ture must be managed, allowing machines to retrieve them automatically, or at
least with minimal human intervention. From a reproducibility point of view,
the existence of such a guideline is beneficial. Although the principles do not
suggest any specific technology to be used, they provide a means by which to
solve aspects related to, for example, obtaining the input data for an experiment.
However, as seen in the previous section, the reproducibility of an experiment
is not limited to aspects related to its data. If we want to support the process
of making an experiment reproducible, we can apply the FAIR principles to
the experiment in its entirety. Therefore, each of the entities described in the
conceptual model (Fig.1) must have enough information to enable the user to
reproduce the experiment at the desired level (Fig. 1).

Considering the scenario in which the user has implemented an experiment
through a scripting language, we propose a framework (Fig.2) to make this
experiment reproducible. The main idea behind the framework is that, by fol-
lowing the proposed steps, the user will be able to share the experiment with
enough information that meets, even minimally, the FAIR principles.

Experiment
O R
3~
Input ; Output
data ST data
Step 1: Packaging Step 2: Validation Step 3: Publication

Experiment
execution

H Inua collection - . :
! - Machine 4 (VM) -] in a repository to
: Script - Provenance | allow access by
H Packages Resolve dependencies H

others

xUser intervention

Fig. 2. Framework for FAIR computational experiments and its components.

Then, starting from an experiment that consumes input data, processes those
data through the execution of a script like R or Python, and generates output
data, the first step is to allow the encapsulation (or packaging) of that experi-
ment. This packaging consists of importing the experiment and the packages or
libraries used into a virtual machine (VM) using a standard operating system. It
is important that the scripting language includes some dependency management
system. With such a system, it is possible to identify which packages need to be
included in the VM, avoiding installation of unused dependencies.

The second step is to access the VM created in the previous step and
re-execute the experiment in this new environment. This step requires user
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interaction, which is responsible for validating the generated results. The user
is responsible for resolving potential issues that may occur, such as installing
the applications required to run the experiment and not previously installed in
the VM. All modifications made to the VM, especially as regards installation of
the new applications, must be recorded. One way to do this is to save the list of
installed packages on the VM when it is created and check for modifications (i.e.,
if new applications have been installed) after the user has finished resolving pos-
sible dependencies. Then, the new applications and its version can be recorded
in the provenance database. This record will allow to update the default VM
specifications to include modifications. Thus, a user intending to reproduce the
experiment will be able to rebuild the virtual environment in which it has been
validated, without the need to install the required applications manually. During
the experiment re-execution, it is also interesting to provide in the framework
a way to collect provenance data and store, for example, into a database that
can be subsequently queried for verification or validation purposes. Both R and
Python have packages that can support this process.

Finally, the third step aims to gather the provenance database in the previous
step, the experiment, and the VM specifications for publication. Publishing can
be done in a repository that allows the sharing of research results. The choice of
which repository is ideal for such sharing may vary depending on the application
area of the experiment. However, initiatives and platforms such as FAIRshar-
ing! and Repository Finder? have made available ways to support this process
through recommendations and tools for searching repositories.

To exemplify the framework implementation for experiments defined with R,
we encapsulated each step in R functions, which are available at GitHub?, using
a set of available R packages that meet the requirements to allow reproducibil-
ity and the FAIR principles of the experiment. We start from the scenario in
which the workflow has already been implemented and executed by the user.
The following describes the steps and tools used:

Step 1. For the packaging of the experiment, we use a package that manages the
dependencies of the experiment called packrat. Packrat stores, in the experiment
directory, the package installation files in the versions that were used in the
script. Also, packrat has a bundle function, which compresses these packages
and the script for later restoration. We then use Vagrant, a tool for building
and managing VM environments, to create and start an Ubuntu VM containing
the R installation for running the experiment. This step is achieved from the
experiment directory, which is shared by default with the created VM, so that
one can access the bundled experiment when connecting to the machine.

Step 2. In the validation step, we use packrat to unpack the experiment and
install the packages. The installation of specific applications required by the
experiment must be resolved by the user manually. We then provide a function

! https://fairsharing.org/.
2 https://repositoryfinder.datacite.org/.
3 https://github.com/mmondelli/reproduceR.
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that re-executes the experiment using the rdt package, responsible for collecting
the provenance. In this same function, we create a relational database (according
to Fig. 1) to hold the provenance information collected.

Step 3. Finally, we put together the relational database containing the prove-
nance, the bundled experiment generated by packrat, and the VM specification,
which includes the installation of the new applications, and we compress these
files for publication. We then use the zen/R package to publish on the Zen-
odo platform. Once this step is done, users can access the platform to add the
necessary information and details about the publication.

4 Case Study in ENM and Evaluation

ENM is a technique that, based on data describing environmental factors, seeks
to identify environmental requirements and predict the geographic distribution
of a species. The environmental factors are generally abiotic, including aspects
such as temperature and humidity, but can also be biotic, describing the inter-
actions between species. Together they shape the environmental and geographic
distributions of the species. The technique has been used widely in recent years,
and has been applied in studies in conservation, ecology, and evolution.

The ENM process relies on the use of statistical and ML tools that allow
analysis of environmental variables in relation to the geographic coordinates that
represent the points of occurrence of a species. The end result is identification
of a set of conditions associated with the occurrence of the species in question.
Model-R [13] is a workflow, implemented in R, that automates some of the
common steps for performing ENM. The following is an overview of each of
these steps and the respective activities implemented by Model-R (Fig. 3):

Setup Model Fitting Partition joining Ensemble
setup_sdmdata() do_any() or do_many() final_model() ensemble_model()
Pre-processing Modeling Post-processing

Fig. 3. Model-R workflow activities.

Pre-processing: comprises the data acquisition stage, including assembly of
environmental layers and occurrence points, used as input to model algorithms.
These data are usually obtained through known databases, such as GBIF, and
require a cleaning step to eliminate uncertainties, duplications, and inconsisten-
cies. In Model-R, Setup implements the data cleaning and partition procedures.
It is worth mentioning that there is currently an effort by the biodiversity com-
munity to align data use and sharing practices with FAIR principles [5].

Modeling: consists of application of algorithms that generate the ecological
niche models, based on the data obtained in the previous stage. In general, these
algorithms use associations between the points of occurrence of the species and
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the environmental layers to predict the potential for occurrence of the species
in other areas. This step is often achieved by using ML algorithms such as
RandomForest and Maxent. This step is implemented in Model-R in two steps:
(i) Model Fitting, which creates the ENM for a particular instance; and (ii)
Partition Joining, which joins multiple models into a single result per species.

Post-processing: consists of the evaluation of the model generated in the
previous step, to establish whether it is adequate and robust. Models can be
evaluated using statistical methods, based on occurrence data not used in the
preceding step. The Ensemble activity in Model-R joins the models for each
algorithm into a final model, also known as a consensus model, which can then
be analyzed and evaluated by the user.

To evaluate our framework, we used an example of the Model-R workflow
for modeling the Abarema langsdorffii (Benth.) Barneby & J.W. Grimes plant
species, available in its documentation?, including the occurrence data. We exe-
cuted the experiment on a machine locally, and followed the steps of the pro-
posed framework for creating the VM. We highlight that, in the second step of
the framework, we manually resolved one of the dependencies: the installation of
the GDAL application in the VM. Next, we verified if it is possible to reproduce
the experiment considering two different scenarios: (i) the user wants to recon-
struct and reproduce the experiment locally, installing the packages used in the
script, and not necessarily using the same versions; and (ii) the user wants to
reproduce the experiment from a VM created by the framework.

Table 2. Results of the framework evaluation.

Config./Scenario Machine 1 Machine 2 Machine 3
Ubuntu 18.04 LTS | CentOS Linux 7 | Windows R
R 3.6.0 R 344 3.4.4

Local (no framework) | % X X

VM (with framework) | ¢ v v

For this step, we used other machines with distinct hardware configurations.
We took an intermediate file (sdmdata.txt), generated during the execution of
the Setup step, as an example to verify if its content changed according to the
machine used and the scenario in which the file was generated. This file contains
clean data that are consumed by subsequent activity. The Setup activity has
a random process and a seed is used as a parameter to ensure reproducibility.
However, we were able to verify that only in the second scenario, with the use
of the VM, the contents of the file remained the same when compared to the
machine that originated the experiment (Table2). The X symbol represents the
executions that produced different results when compared to the machine that

4 https://github.com/Model-R/modelr_pkg.
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originated the experiment. The implementation of the framework and the exe-
cution of the experiment using the VM was robust enough to guarantee that the
results were the same as the original, regardless of the machine used.

5 Related Work

A recent survey [9] raises the reasons why reproducibility of computational exper-
iments is needed and the technical barriers and challenges that exist to achieve
it. These barriers include issues ranging from managing and recording informa-
tion from the execution environment to aspects related to the data that are
consumed and generated by those experiments. Some efforts and initiatives have
attempted to address these issues, especially as journals are increasingly encour-
aging submissions of reproducible computational research [14].

Among these efforts, we highlight encapsulator [15], a toolbox that relies on
provenance data to produce an environment in which computational experiments
can be reproduced. ReproZip [4] is a packaging tool that also uses provenance and
focuses primarily on identifying the dependencies required to run an experiment.
WholeTale [3] is a computational environment with features for data collection,
identity management, data publication, and interfaces to analytical tools. These
tools, as well as the framework proposed in this work, rely on VMs to allow repro-
duction of the experiment by others. However, we emphasize that in this work,
we do not seek to implement a specific tool to guarantee reproducibility. Instead,
we propose a framework that can benefit from existing tools to achieve different
levels of reproducibility. We extend the proposal of encapsulator and ReproZip
by indicating the need to publish the aspects related to the experiment so that
it can be uniquely identified, accessed, and retrieved later. This work extends
our previous work on provenance management [11]. The implementation of our
framework provides provenance data, VM specifications, experiment script, and
package versions used as a result. The user intending to run the experiment is not
limited to using the VM, but can manually retrieve and reuse the experiment,
or query the provenance database.

Addressing the FAIR principles, Madduri et al. [10] presented a set of tools
to support the implementation of computational experiments and ensure the
aspects related to the principles, using a case study in biomedicine. As in this
paper, the need to apply FAIR principles in the experiment as a whole is dis-
cussed. However, in this work, we presented a more general and higher-level
view of aspects of computational experiments that can be registered and the
steps that can be followed to achieve reproducibility. In this way, the conceptual
model and the framework can be more easily adapted to the specific needs of each
experiment. Goble et al. [8] emphasizes the ability of computational workflows
to process data and generate provenance information, which can therefore sup-
port the FAIR principles. They argued that the principles need to be extended
to address the processual nature of workflows. This could lead further devel-
opments in our framework, since we are dealing with experiments that are, in
essence, computational workflows.
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6 Conclusions

In this paper, we discussed aspects of the reproducibility of computational exper-
iments and the importance of allowing the application of FAIR principles to the
experiment in its entirety. We indicate, through a conceptual model, the essential
aspects of the experiments that must be recorded and how they relate to different
levels of reproducibility. Also, we propose a generic framework for FAIR compu-
tational experiments and demonstrate its implementation through an ENM case
study. As future work, we intend to evaluate and quantify which of the FAIR
metrics are met with the implementation of the proposed framework. Future
work may also include a mapping between the metrics and the different lev-
els of reproducibility, and evaluation of what level of reproducibility is achieved
according to the metrics obtained. We also intend to study the uncertainty quan-
tification of the different results generated by the ML algorithms of the ENM
experiment.
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Abstract. An enterprise architecture (EA) is a high-level representa-
tion of the enterprise, used for managing the relation between business
and IT. In order to improve reasoning about the contribution of IT to
the business, all elements of an EA should be traceable to the business
model and vice versa. However, in practice this is not the case. Realiz-
ing this traceability would be useful because it would allow practitioners
to reason about the contribution of IT to the Business Model of the
organization. In addition to reasoning about cost structures and goal
contributions of IT to the business, as is customary in EA, practitioners
would also be able to reason about the contribution of IT to the value
offerings of a business.

In this exploratory paper we investigate traceability between the EA,
Business Model and Business Goals of an enterprise. We use ArchiMate
as the EA language and e3-value as the business modeling language, pro-
vide and motivate a hypothesis about how to realize traceability, and
illustrate this with a real-world example. Our paper ends with a trace-
ability hypothesis that will be further tested in future case studies.

1 Introduction

An enterprise architecture (EA) is a high-level representation of the enterprise,
including business, IT and technology aspects. Large organizations maintain an
EA in order to coordinate and steer IT projects and manage IT costs.

In our previous research we have clarified the relation between the business
goals of the organization and its EA [6-8]. However, traceability to business goals
captures only part of the motivation for an EA. High-level strategic goals are
elaborated in a business model and the business model in turn motivates design
choices in the EA [2]. In other words, an EA should not only be used to manage
© Springer Nature Switzerland AG 2019
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IT costs but also to manage the contribution of IT to the value offerings of an
enterprise. In this paper we extend our work on traceability with a hypothesis
about traceability to business models. One could say that in this traceability
relationship, the business model provides us with puzzle pieces and the EA will
put these pieces together [17].

As the enterprise architecture modeling language we choose ArchiMate [19],
both because it is well-known, the defacto standard for EA modelling and
because we have been involved in its development [6].

We take an ecosystem approach to business models, which means that we
see a company as part of a network of companies that coordinate to produce a
value proposition. We use e3-value as the ecosystem business modeling language
[12]. e3-value can be used to model the value exchanges in an ecosystem needed
to jointly produce a value offering to a customer, and to analyze the long-term
commercial viability of this. The current paper focusses on the implications of
an ecosystem business model for the internal EA of an enterprise.

In this paper we show how the EA of one of the enterprises in an ecosystem,
specified in ArchiMate, can be aligned with an ecosystem business model, spec-
ified in e3-value . We expect that realizing this traceability provides us with the
following advantages:

— Tracing not just to the business goals, but actually to quantifiable elements
from the business model allows for better reasoning, especially in value net-
works where goals of different stakeholders need to be brought together to
create a shared perception of the ecosystem, and to analyze the commercial
viability of the ecosystem.

— To assess which projects that implement the architecture have the most busi-
ness value in terms of contribution to the enterprise business goals and the
ecosystem business model.

In Sect. 2 we analyze related work and, based on this, introduce a hypothesis
about traceability links between ArchiMate and e3-value models. In Sect. 3 we
test this initial hypothesis on a real-world example and, based on this application,
refine our initial traceability hypothesis in the form of a metamodel. In Sect. 4
we discuss the validity of our research method and outline some future research.

2 Value Modelling, Goal Modelling and Enterprise
Architecture Modelling

There is some existing work done trying to link business models, goal mod-
elling and EA. De Kinderen, Gaaloul and Proper propose to link ArchiMate to
e3-value using an intermedairy language. They do not propose a direct mapping
[5]. Janssen and Gordijn directly map ArchiMate to e3-value , but they use a
different approach, which according to us, is incorrect. They link value activities
to business processes instead of business services. Also, they determine much
less instances of possible mappings. But they do agree that the business layer of
ArchiMate should be mapped to e3-value directly [20] Gordijn et al. [11] propose
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a method to combine i* with e3-value , with no focus realizing on traceabililty.
Andersson et al. [3] describe the alignment of business models and goals. They
have developed templates that align goal statements with value propositions.
Meertens et al. [15] propose similar work, but instead of using e3-value they pro-
vide a mapping from the Business Model Canvas to ArchiMate. Pessoa et al.
[16] developed a method for requirements elicitation for business models using
an early version of the motivation extension of ArchiMate. Gordijn et al. [10]
propose a method for requirements engineering for e-services. Aleda et al. [1] pro-
pose adaptations of ArchiMate to incorporate value modelling, but does not try
to create traceability between different languages and the concepts introduced
are less detailed than those using e>-value . In general, the major difference of
our work with related work is our focus on traceability through meta-models.

Our earlier proposal to extend ArchiMate with a goal modelling language
called ARMOR [6-8] is now part of Archimate 3.0 [19]. In follow-up empirical
studies we observed that most of the concepts of ARMOR were conceptually
too complex for practical use, and we proposed a simpler version of the language
that is usable in practice, called ARMOR-light [7]. In ARMOR-light we only use
the notions of stakeholder and goals. When a goal is realized by an element from
ArchiMate then it is considered a requirement, similar to KAOS [4]. In this paper
we will use ArchiMate 3.0 as if it only contains the constructs of ARMOR-light.

ArchiMate models have a business layer, an application layer, and a tech-
nology layer, that have traceability links among them. To realize traceability
to e3-value models, we need to link the business layer of an ArchiMate model
to e3-value models. Within the business layer, the Business Service is used to
expose behavior and value of the organization to the environment. This is where
we expect to find the link between ArchiMate and e3-value .

Internal
Business Business active
service interface structure

element

Stakeholder Goal Requirement

Fig. 1. Metamodel of ARMOR-Light with part of the metamodel of ArchiMate [7].
The lines represent many to many relations, the arrow represents a subset.

Figure 1 shows part of a meta-model of ARMOR-light and ArchiMate. For
clarity reasons we have omitted the application and technology layers and a large
part of the business layer. Requirements are the subset of goals allocated to a
business service. Goals not allocated to an EA element are ends that a stake-
holder wishes to achieve. In ArchiMate an internal active structure element is
an abstraction of any actor or specialization thereof; e.g. roles, actors, collabo-
rations, etc. A business service is the externally visible behavior of an internal
active structure element. It exposes its behavior over a business interface of the
internal active structure element, e.g. the sales channel.
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Market segment Value interface Actor  Value port

Publisher

Book store

Y

Consumer need Value transfer Dependency path  Value object Boundary element

Fig. 2. Educational e3-value model

In Fig. 2 an educational e3-value model is presented, annotated with the name
of the modeling constructs, which we discuss below. In e3-value, an actor is
some entity capable of performing value activities, e.g. a business, department
or partner. In the example, the book store is an actor. A special case of an actor
is the market segment (e.g. the reader or the publisher). A market segment
models that many actors of the same kind. In e3-value this means that all actors
in a market segment assign economic value precisely in the same way. A value
activity (not shown in the example) is a task performed by an actor which can
lead to a positive net cash flow. The value activity differs from activities in
process models in e.g. the BPMN. Value activities should be profitable while in
BPMN it is perfectly allowed to include activities that only cost money. A value
interface represents what the actors offers and requests to/from its environment
in terms of value objects. Value objects are things that are perceived by at least
one actor as of economic value. A value interface consists of at least one ingoing
and one outgoing port, through which the actor requests or offers value objects
from or to its environment. The value interface models (1) the notion of economic
reciprocity and (2) bundling. Economic reciprocity is the idea that someone only
offers something of value, of something else of higher economic value is obtained
in return. In the example, the book is exchanged for money, hence the transfers
are economically reciprocal. Bundling is the case where it is only possible to offer
or obtain value objects in combination. Value ports between actors are connected
by means of value transfers, which represent the willingness of actors to exchange
things. Internally in an actor, there is the dependency path, which shows how
value objects exchanged via a value interface require or assume exchanges via
other value interfaces of that same actor. For example, the sale of a book by
the book store requires that this store obtains the book from a publisher. The
boundary element of a dependency path indicates the boundary of our modeling
interest. Any further transactions that take place in the real world to satisfy the
consumer need are not included in our model.
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Figure 3 shows the meta-model for actors (left) and dependency paths (right)
in e3-value [9].

performed-by performs dependent dependee
0.* assigned- 1
to-
Value |o.1 e Value  |actor ] T Senend
Ay s ependen
activity assigned] interface | 1.* 0.1 ! 4 S
to-} o element .
value- 1 |consists-of i 0
activity A
1.2in
Value Value And-dependency
transaction offering
consists-of | 1.* 1 | consists-of Or-dependency
has- in- = -
inf1.* i 1.%in offered- N
in connects offers- requested- Consumer Need
Value o.* requests by, Value
ha Value port f——— object
exchange |, -« 1 0-* 1 —| Value Interface
has- out-

Fig. 3. Metamodel of actors and dependency paths in e*-value [12]

Based on these two metamodels, we formulate our initial hypothesis about
traceability between ArchiMate and e3-value concepts in Table 1.

Table 1. Our initial hypothesis about correspondences between concepts in ArchiMate
and in e3-value.

ArchiMate e3-value Argument

Stakeholder Actor An e®-value actor is always an ArchiMate
stakeholder, by definition. The other way
around is not guaranteed

Goal Customer need | Customer needs are customer goals. Goal
models identify and refine customer needs

Business actor Actor Both are essentially the same thing. An actor
in e3-value performs activities that produce
value. in ArchiMate actors perform behaviour
as well

Business service | Value activity | Both concepts denote externally visible
behavior performed by an actor and made
available through an interface

Business interface | Value interface | Both are the interfaces in which the behavior is
accessed
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3 Application: Cirque du Soleil

3.1 The Example

Cirque du Soleil, based in Montreal, is known internationally for its innovative
form of circus production. Cirque was one of the first to reinvent the circus
production, without animal usage, but with a focus on artistic human perfor-
mances [14]. We collected information about this example from public sources
on the internet [13,21] supplemented with some assumptions to round out the
example. We will show how Cirque du Soleil offers live shows and virtual shows,
offered in an attractive location and through a Virtual Reality (VR) device,
respectively. Tickets for the live shows are sold by an independent ticket office.
The VR shows are distributed by Samsung. We will construct three different
models, since there is no tool yet available to create a single model (see future
work). Traceability links are described in the text explaining the models.

3.2 Goal Model, Business Model and EA Model

We start by constructing a goal model in ArchiMate (Fig.4). For illustration
purposes we have restricted ourselves to one goal per relevant actor. A goal
model like this is often constructed in the strategic phase of EA development,
similar to TOGAF’s preliminary and vision phases [18].

Figure 5 contains the e?-value model that illustrates the value adding activ-
ities. Value activities are represented by rounded rectangles inside an actor. In
our example Samsung enters into a collaboration with Cirque Du Soleil to dis-
tribute the VR media of the circus performance to customers. An external ticket
office is used to offer a ticketing service. For example, Cirque du Soleil wants to
perform a show and Samsung wants to distribute performances.

Customers are represented by two separate actors, Visitor and Digital Cus-
tomer. Visitors have a need to enjoy a live artistic show, and satisfy this need by
paying Cirque du Soleil for performing their value activity. Cirque du Soleil hires a
ticket office to sell tickets. The inter-actor transactions and the intra-actor dashed
lines form a dependency path in e3-value models, connecting a consumer need with
all transactions in the ecosystem needed to satisfy the need. The customer need
to enjoy a show from home is satisfied by a similar dependency path.

Figure 6 shows an ArchiMate model of the EA for Cirque du Soleil. We have
identified two different main Business Services: the Circus Performance Service
and the Digital Distribution Service. These two business services correspond to
the value activities of the e3-value model from the actors Samsung and Cirque du
Soleil. The ArchiMate model also contains four business actors, where Samsung
and Cirque du Soleil collaborate together to deliver the digital distribution service.
To model the different roles of the customers we have chosen to model the digital
customer and the visitor as seperate roles.

The same can be seen with the ticket office, they collaborate (the business
collaboration) to provide the ticketing service. Since ArchiMate allows for more
detail in the modelling of the business services, design decisions like the composi-
tion of the ticketing service in the circus performance service are represented here.
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It is also possible that these translate to supporting internal business services like
the recording service. Before you can distribute a show you do need some sort of
recording service. This is not necessarily a value adding activity and therefore not
visible in the e3-value model.

Circque du @) Visitor @ Digital <D Samsung | Ticket Office O
i Customer ‘
Soleil | |
Offer unique | [ Toenjoylive @) To enjoy ©| Distribute " Brerinie
combination

o artistic show show from | live tickets |
theatre and circus ‘

home [ performance [

Fig. 4. Partial cirque du Soleil goal model

Visitor Circue Du Soleil Ticket office
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[ ) [ Y]
[Show f 3

 Ticketing]
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Fig. 5. e3-value model of Cirque du Soleil
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Customer |\

Circus Perfformance Service O Circus Tent -O Circue Du Soleil %
“-—e
Ticketing O
Service é
Recording O
Service Business @ Internet <O
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Fig. 6. ArchiMate model of the business layer of Cirque du Soleil
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3.3 Observations

Linking ArchiMate goal models to e3-value models. First, we see that in our exam-
ple, goals in the goal model correspond to value activities of business actors in
e3-value . We believe this to be a general rule for strategic goals. There are goals
at every level of the organization, but only strategic goals will be relevant for a
business model and may appear there as value activities.

In addition, consumer needs in our example correspond to consumer goals in
the stakeholder model. This leads us to the following three refinements of our ini-
tial two hypotheses about the correspondence between ArchiMate goals models
and e3-value business models:

— Stakeholders with strategic goals correspond to actors in an e*-value model.

— Value activities in an e*-value model correspond to lower level goals in a strate-
gic goal model.

— Consumer needs in an e3-value model correspond to lower-level consumer goals
in a strategic goal model.

Linking e3-value models to ArchiMate EA models. In our example all the value
activities that do not have a consumer need attached to them correspond to busi-
ness services in ArchiMate.

Actors in the e3-value model correspond to business actors in the ArchiMate
model. This may not be true in general as ArchiMate also contains the concept
of a role. An e3-value actor may correspond to a role in the ArchiMate EA rather
than to a business actor. Future research should provide clarity about this.

The value interfaces in e3-value map onto the business interface in ArchiMate.
For example, the four value interfaces from Samsung to Cirque du Soleil translate
to a single business interface in ArchiMate.

Finally, an e3-value dependency path connects transactions among different
actors. This may be mapped to business collaborations in an ArchiMate model.
Whether this is true in general must be shown by future case studies.

This leads us to the following refinements of our initial hypotheses about the
correspondence between ArchiMate EA models and e3-value business models:

— e3-value actors map to business actors and possibly roles in an ArchiMate EA
models.

— e3-value activities map to ArchiMate business services.

e3-value value interfaces map to ArchiMate business interfaces

— An e?-value dependency path may map to a business collaboration in
ArchiMate.

Figure 7 summarizes our traceability rules. This meta-model is divided into three
different layers:

— The strategic layer where we find stakeholders and goals,
— The value layer, where we see the value adding activities and
— the technical layer where we find the designs of the organization in an EA.
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Integrating e3-value into ArchiMate therefore happens between the Motivation
layer and the Business Layer. This results in traceability from stakeholder to actor
and ArchiMate equivalents. Conversely, from a business service we can trace to
value activities and then to the value offerings, and directly and indirectly to goals.

ArchiMate Goal Stakeholder
E3value Value
Value activi
uy ivity hberFack Value actor
Internal
Business Business active
service interface structure

element

Fig. 7. Combined traceability model. All relationships are many-many unless otherwise
stated.

4 Discussion and Future Work

This work is in its early stages and our current hypothesis is based on an analysis
of metamodels plus an application to a single example. We cannot claim general-
izability based on this.

To test generalizability, we will restrict our research to e3-value and Archi-
Mate. Generalizability to other languages therefore remains an open issue. How-
ever, we will investigate generalizability to other cases analyzed in e3-value and
ArchiMate as a next step.

Within this scope, we need to refine the hypothesis by doing more complex
real-world case studies. What is the exact meaning of the relations in our pro-
posed integrated metamodel? What is the relation between value activity and
goal? Could it be a realization or specialization? This could also be said for cross-
abstraction level of traceability. How do concepts like value and goals relate?

We will test usability of our hypothesis in experiments like we did with
ARMOR [6-8]. Utility in practice will be investigated by means of opinion
research, e.g. a focus group of practitioners. A final step is to create a tool-
supported method for designing an EA based on a business model, and for extract-
ing a business model from a given EA.
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Abstract. While Agile methodologies are used in software development,
researchers have identified many issues related to requirements engineering in
Agile approaches. Some of these issues relate to ambiguity in user stories, which
is a widely-used requirements specification mechanism in Agile methodologies.
This research proposes the use of conceptual models while developing user
stories. We posit that the use of conceptual models helps reducing ambiguity in
user stories. An important aspect of our research is the creation of an algorithm
for automatic generation of such models while developing the user stories.

Keywords: User stories - Agile development - Conceptual models - Natural
language processing * Behavior driven development

1 Introduction

In Agile software development, the software requirements documentation is mainly
limited to the creation of user stories [1]. A user story is a simple description of a
feature of the working software written from the user’s perspective [2, 3].

Because of the substantial number of user stories that are developed in an Agile
software development project, the development team may encounter difficulties in
maintaining, tracing, and managing the user stories [4]. Even for moderately complex
software, the number of user stories easily exceeds the human capacity of overview and
understanding. To alleviate this problem, we suggest using a tool to automatically
generate conceptual models while developing user stories and corresponding BDD
acceptance criteria. Conceptual models are visual representations that are commonly
used for understanding requirements and communicating with system stakeholders [5].

There has been limited research in developing conceptual models automatically
from user stories. For example, Mesquita et al. [6] automatically extracted goal models
(in i* language) from user stories. Robeer et al. [7] built a tool that automatically
generates an ontological model of the domain (in OWL ontology) from user stories.
And Lucassen et al. ([8]) developed the Visual Narrator tool to visually show concepts
and relationships extracted from user stories. However, each of these tools have tar-
geted only one type of conceptual model.
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What is currently missing in the state-of-the-art is the automated generation of
conceptual models that show both the functional (de) composition of the domain (i.e.,
the process view) and the domain concepts and relationships (i.e., the object view).
Moreover, the tools have focused only on the standard structure of user stories (As a
[user], I want [some goal] so that [some reason]), and not on extended versions as used
in Behavior-Driven Development (BDD) [9].

2 Research Goal

In this paper, we extend the current research by extracting multiple conceptual models
from user stories. Multiple conceptual models provide rich perspectives of the domain
from multiple points of view (e.g., considering both a structural and dynamic per-
spective of a domain) [9]. Recker and Green [18] suggest using multiple conceptual
models as no one model is a complete representation of a domain as no single available
grammar is ontologically complete.

There is also growing evidence of using multiple conceptual models simultane-
ously. Surveys conducted on the use of conceptual models indicate that practitioners
indeed use more than one conceptual model for different types of tasks [13—-16]. For
instance, Recker [17] found that process modelers use other models than process
models when modeling business processes. Jabbari et al. [16] found that practitioners
use multiple interrelated conceptual models since information systems are getting more
complex and interrelated models can be used to represent different aspects of the
system.

In Agile development, where there is less focus on documentation, it will be
unrealistic to expect that users will develop and maintain (multiple) conceptual models
in the process of creating the user stories. Therefore, we developed an algorithm that
automatically creates multiple conceptual models when user stories are fed to it. In
order to do so, we supplement the standard structure of user stories with acceptance
criteria, as is common practice in BDD [9]. Acceptance criteria define the acceptable
functionality of a user story [3]. They are usually formulated in terms of preconditions,
triggering events, and postconditions. The conceptual models that are generated by our
algorithm are: Domain Model [10], Process Model [11], Finite State Machine [12], and
Use Case Model [12].

The objective of this paper is to demonstrate this algorithm. In future research, the
effectiveness and usefulness of this algorithm will be validated by conducting a case
study. The feedback obtained from the case study will inform us on the further
development and fine-tuning of our solution.

3 Proposed Solution

We add acceptance criteria to user stories using BDD scenarios. BDD is a set of Agile
practices from test driven development and domain driven design, that allow devel-
oping high-quality software faster [19]. BDD provides a common language based on
simple structured English that facilitates communication between project team
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members and business stakeholders [9]. A BDD scenario consists of a feature title, an
associated user story and the scenario proper which is defined by three keywords —
Given, When, and Then [3]. Given describes the context of the user story, i.e., the
preconditions for performing the action specified in the user story. When specifies the
event that triggers this action, whereas Then describes the outcome of the user story,
i.e., the postconditions of performing the action specified in the use story. Table 1
shows the BDD scenario template recommended by the Agile community [9] (an
example is in Table 5).

Table 1. The BDD scenario template [9].

Feature: [title]

As a [role] I want [feature] so that [benefit]
Scenario: [title]

Given [context] And [some more context]

When [some event occurs] And [some other event]
Then [outcome] And [some other outcome]

To analyze the structure and content of BDD scenarios, we first developed an
agent-based framework for user stories (Fig. 1). This framework will guide the algo-
rithm that generates multiple conceptual models from a given set of user stories.

The agent-based framework considers the [role] as an Agent that wishes to use the
system to perform an Action on an Object. Each User Story is a triad of Agent-Action-
Object, where the action-object pair is captured by the [feature] segment of the user
story. Figure 1 shows that agents, actions and objects may be part of many user stories,
but of course no two user stories can share the same triad of Agent-Action-Object.

Figure 1 shows that objects have states. A State can be a pre- or postcondition for
one or more actions and such object-state pairs are captured respectively in the [con-
text] and [outcome] segments of the BDD scenario. We observed, when investigating
real user stories, that pre- and postconditions might also refer to states of agents, in
which case we can include those agents also amongst the objects (i.e., being an agent or
object is a role played by entities in the context of user stories).

Finally, Fig. 1 shows that actions are triggered by events. An Event is captured in
the [some event occurs] segment of the BDD scenario. An action is an event, but there
might be other kinds of event like time events (e.g., 3.00 PM or every 30 min) and
events occurring in the system’s environment (e.g., detection of an earthquake). Still
missing in our framework is the [benefit] segment of the user story. For the moment,
information on the goal of or motivation for a user story is not used to generate
conceptual models. We consider this as a topic for future research.

While model generation from user stories and use of models to help assuring the
quality of user stories is not new (see, e.g., [17]), the novelty of our approach is in the
generation of multiple models reflecting different views on the system. Hence, we
develop interrelated models that complement each other in terms of representing dif-
ferent aspects of the envisioned system as captured through the user stories. Booch,
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Rumbaugh, and Jacobson [20] provide a basic classification of conceptual models -
behavioral and structural models. These two types reflect the dynamic and static nature
of the systems respectively.

User Story

trigger | 1..

Performs b Performed On b

.
precondition | - - | postcondition

Fig. 1. Agent-based framework for user stories

From the user stories, we will develop all possible conceptual models, given the
information in user stories and BDD acceptance criteria, which include both behavioral
and structural models (Table 2). The domain model or concept map is used to show the
interrelated domain concepts [21] and is considered as a structural model. Process
models, Finite State Machine and Use Case models are treated as behavioral models.

Table 2. Types of conceptual models generated

Conceptual model Type

Domain model Structural
Process model Behavioral
Finite state machine(s) | Behavioral

Use case model Behavioral

4 Solution Design

We designed an algorithm that applies Natural Language Processing (NLP) to a given
set of user stories to translate them into a canonical form that instantiates the concepts
of the agent-based framework presented in Sect. 3. The canonical form is then the
starting point for generating the four types of model shown in Table 2.

The algorithm starts by splitting (based on indicators like “As a”, “I want”, etc.) the
user stories and their acceptance criteria into six segments — Role, Feature, Benefit,
Context, Event and Outcome. After this step, the Parts of Speech (PoS) of all the words
appearing in those six segments are identified. Then, the PoS fragments are used to
identify the instances of the concepts of the agent-based framework. These instances
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are then entered for all user stories into a table which represents the canonical form of
the user stories.

Next, a thorough reconciliation process takes place to ensure that all required
instances are present in all user stories and their acceptance criteria. If instances are
missing (e.g., no object is identified on which the action is performed), then heuristics
are applied to approximate these missing components from the information obtained
from previously processed user stories. After completing the canonical form with
missing information, the Domain Model, Process Model, Finite State Machines (one
for each object) and Use Case Model are generated (i.e., drawn by the tool that
implements the algorithm).

Table 3 elaborates on the NLP rules that are used to translate user stories into their
canonical form.

Table 3. Mapping between PoS and model components

Rule Parts of Speech (if) Component (then)  Rule Parts of Speech (if) Component (then)
Segment: Role Segment: Context
Al Singular Noun Agent c1 Singular Noun Concept of Precondition
A2 Plural Noun Agent c2 Plural Noun Concept of Precondition
A3 Singular Noun + space + Singular Noun Agent [&] Singular Noun + space + Singular Noun Concept of Precondition
A4 Singular Noun + space + Plural Noun Agent c4 Singular Noun + space + Plural Noun Concept of Precondition
AS Plural Noun + space + Plural Noun Agent cs Plural Noun + space + Plural Noun Concept of Precondition
A6 Adverb Agent c6 Adverb Concept of Precondition
Segment: Feature c1 Verb in Past Participle Form State of Precondition
Bl Verb Action cs Adjective State of Precondition
B2 Verb + space + Preposition Action Segment: Outcome
B3 Singular Noun Object DI Singular Noun Concept of Postcondition
B4 Plural Noun Object D2 Plural Noun Concept of Postcondition
BS Singular Noun + space + Singular Noun Object D3 Singular Noun + space + Singular Noun Concept of Postcondition
B6 Singular Noun + space + Plural Noun Object D4 Singular Noun + space + Plural Noun Concept of Postcondition
B7 Plural Noun + space + Plural Noun Object Ds Plwral Noun + space + Plural Noun Concept of Postcondition
B8 Adverb Object D6 Adverb Concept of Postcondition
D7 Verb in Past Participle Form State of Postcondition
D8 Adjective State of Postcondition

Table 4a. Pseudo-code to create the Canonical Form

#Create table containing agent, action, object, precondition and postcondition 15: I (( 1==NN) | 1=NNS) | 1==RB))

1: userstory: {Asa...,Iwantto...,so that... (Given..., when.._, then...)} 16: agent «— add (token)
2: for each (user story) 17: IE((] 2==NN) || 2==NNS) | 2==RB))
3 segment] — “Asa...” 18: object « add (token)
4 segment2 — “I want to...” 19: If (posSegment2==VB)
s: segment3 « “so that..." 20: action — add (token)
6: segment4 — “Given...” 21 If NN) | NNS) || RB))
7: segment5 «— “when...” 22; concept of precondition «— add (token)
8: segment6 < “then...” 23: I (( Ty || BN))
9: posSegment] « part-of-speech of segment1 24: state of precondition «— add (token)

10: posSegment2 «— part-of-speech of segment2 25: If ((p NN) || (p NNS) || (p RB))

11 posSegment3 «— part-of-speech of segment3 26: concept of postcondition < add (token)

12: posSegmentd «— part-of-speech of segmentd 27 If 0 || BN))

13: posSegment5 < part-of-speech of segment5 28: state of postcondition — add (token)

14: posSegment6 «— part-of-speech of segment6 29; table < add (agent, action, object, precondition, postcondition)

Following are the steps involved in creating the conceptual models. The steps are
formulated in pseudo-code in Tables 4a, 4b, and 4c. The procedure starts in line 2
(Table 4a) by splitting the user stories and their acceptance criteria in six segments —
Role, Feature, Benefit, Context, Event and Outcome (lines 2-8). In lines 9-14, parts of
speeches of all the words appearing in those six segments are identified. For example,
in line 9, the parts of speech of segment 1 which is “As a ...” are identified. Then the
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identification of various components like agent (lines 15-16, using rules A1-A6),
object (lines 17-18, using rules B3—-BS), action (lines 19-20, using rules B1-B2),
concept of precondition (lines 21-22, using rules C1-C6), state of precondition (lines
23-24, using rules C7-C8), concept of postcondition (lines 25-26, using rules D1-D6)
and state of postcondition (lines 27-28, using rules D7-D8) are completed and all
information is stored into a table representing the user stories in the canonical form
(line 29).

The process of reconciliation is described in Table 4b. The instructions in lines
30-70 ensure that all components are present in all user stories and their acceptance
criteria. If components are not present, then they are populated from appropriate
components of the previous user story. For example, if an object is not present in a user
story, the object from the previous user story is used. Similarly, if the concept of
precondition is not available, the concept of precondition or object from the previous
user story is used depending on whether the agent is also missing or not. Another
example is if the concept of postcondition is missing in a user story, then the concept of
postcondition is reused from the previous user story. We reckon that this reconciliation
mechanism is only approximative and depends on the order in which the user stories
and their acceptance criteria are processed by the algorithm, but leave improvements
for future research. The table representing the user stories in canonical form is updated
as output of this part of the algorithm (line 71) (Table 4c).

Table 4b. Pseudo-code to validate the Canonical Form

#Reconcile lists of agent, action, object, precondition and postcondition 51 if (count of concept of postcondition < count of state of precondition)
30:  for each (row in table) 52: concept of postcondition «— previous concept of postcondition
31 if (count of object < count of agent) 53: if (count of state of postcondition < count of state of precondition)
32: object «— previous object 54: state of postcondition < previous state of postcondition
33: if (count of concept of precondition < count of object) 55: if (count of agent < count of concept of precondition)

34: if (count of concept of precondition < count of agent) 56: agent «— previous agent

35: concept of precondition «— previous concept of precondition 57: if (count of action == < count of concept precondition)

36: else 58: action «— previous action

37: concept of precondition «— previous object 59: if (count of object < count of concept of precondition)

38 if (count of concept of postcondition < count of concept of precondition) 60: object < previous object

39: if (count of concept of postcondition < count of agent) 61: if (count of state of precondition < count of concept of precondition)
40: concept of postcondition < previous concept of postcondition 62: state of precondition «— previous state of precondition

41 else . . 63: if (count of concept of postcondition < count of concept of precondition)
42: concept of postcondition «— previous concept of precondition 64: concept of postcondition «— previous concept of postcondition
43: if (count of agent < count of state of precondition) 65: if (count of state of postcondition < count of concept of precondition)
44: agent < previous agent 66: state of postcondition «+— previous state of postcondition

45: if (count of action == < count of state precondition) 67: if table == valid

46: action «— previous action 68: continue

47: if (count of object < count of state of precondition) 69: Else

48: object «— previous object 70: exit

49: if (count of concept of precondition < count of state of precondition)

50: concept of precondition «— previous concept of precondition

The generation of multiple conceptual models starting from the canonical repre-
sentation of the user stories and their acceptance criteria is presented in Table 4c. The
domain model is drawn in lines 72-79; the process model is drawn in lines 80-89;
finite state machines are drawn in lines 90-96 and the use case diagram is drawn in
lines 97-102.
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Table 4¢c. Pseudo-code to draw various models

#Publish table containing agent, action, object, precondition and postcondition #Drzw Finite State Machine Diagram

71:  write(table) for each (precondition of table)

91: unique state < add (unique state from precondition from table)
#an Entity-Relationship (ER) Diagram 92:  for each (postcondition of table)
for each (agent of table) 93: unique state < add (unique state from postcondition from table)

73: unique agent <— add (unique agent from table) 94:  draw circle < unique state

74:  for each (object of table) 95:  for each (action of table)

75: unique object < add (unique object from table) 96: draw arrow «— connect (state of precondition, state of postcondition)

76: draw rectangle < unique agent

77:  draw rectangle < unique object #Draw Use Case Diagram

78:  for each (action of table) 97:  for each (agent of table)

79: draw line < connect (unique agent, unique object) 98: unique agent — add (unique agent from table)

99:  draw human «— unique agent

#Draw Business Process Model Notation (BPMN) Diagram 100:  draw ellipse < action + object

80: for each (agent of table) 101:  for each (action of table)

81: unique agent < add (unique agent from table) 102: draw line < connect (unique agent, action + object)

82: for each (action of table)

83: unique action < add (unique action from table)

84: draw swim lane < unique agent

85:  draw rectangle < unique action

86: for each (precondition of table)

87: for each (postcondition of table)

88: if (precondition = postcondition)

89: draw arrow «— connect (unique action, unique action)

5 Proof of Concept
We demonstrate how a sample set of user stories (Table 5) is translated into their

canonical form and represented in the table that is generated by our algorithm. Next, we
show how our algorithm derives the conceptual models for this sample set.

Table 5. Sample user stories

1. | As a customer, I want to create a service request so that I can have my problem solved.
Given that the customer is active, when he submits a service request then the service
request should be submitted

2. | As a support assistant, I want to accept so that I can start working on it. Given it is
submitted, when the team starts working on it then it is open

3. | As a support assistant, I need to resolve so that the customer can close the ticket. Given a
service request is open, when the team resolves it, then it is fixed

4. | As a customer, I need to approve the service request so that it can be closed. Given a
service request is fixed, when I approve it, then the service request becomes closed

5. | As a customer, I need to reject the service request so that it can be reopened. Given a
service request is fixed, when I reject it, then the service request is open

6. | As a customer, I want to cancel a service request so that the team can focus on other
active requests. Given a service request is submitted or closed when customer cancels it
then it will be canceled

Each of the above user stories is first decomposed into six segments using the
following keywords: “As a”, “I want to”, “so that”, “Given”, “when” and “then”. After
that, the NLP rules from Table 3 are applied to identify the agent, action, object,
precondition and postcondition of each user story. The result of applying the instruc-
tions in lines 1-71 of the algorithm is Table 6, which shows the sample of user stories
in their canonical form.
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Table 6. Canonical form of sample user stories

Agent Action | Object Agent/object | Precondition | Agent/object | Postcondition
state state
customer create | service request | customer active service request | submitted
support assistant | accept | service request | service request | submitted service request | open
support assistant | resolve | service request | service request | open service request | fixed
customer approve | service request | service request | fixed service request | closed
customer reject service request | service request | fixed service request | open
customer cancel | service request | service request | submitted service request | canceled
customer cancel | service request | service request | closed service request | canceled

Rules A1 — A6 identify agents. A customer performs actions in user stories 1, 4, 5
and 6. Therefore customer is an entry in the agent column of Table 6 for rows 1, 4, 5
and 6. A support assistant performs actions in user stories 2 and 3. Therefore support
assistant is an entry in the agent column for rows 2 and 3.

Following are the actions performed by the agents, which are identified by rules B1
and B2 in the six user stories: create (from user story 1), accept (from user story 2),
resolve (from user story 3), approve (from user story 4), reject (from user story 5) and
cancel (from user story 6). Therefore, these six actions are entered the action column of
Table 6.

The following are the objects on which the actions are performed. These objects are
identified by rules B3-B8. In this set of user stories, all the actions are performed on the
same object, i.e., service request. Note that the object was missing in the Feature
segment of user stories 2 and 3. If the user stories are processed in the given order, then
the algorithm assumes that the actions of user stories 2 and 3 are performed on the
object identified in user story 1.

Next, rules C1 — C8 and D1 — DS identify pre- and postconditions as (conjunct)
object-state pairs. In this example:

The object customer (also an agent) has only one state: active
The object service request has five states: submitted, open, fixed, closed and
canceled.

The above object-state pairs are added to columns 4 and 5, respectively 6 and 7 of
Table 6, depending on whether they are pre- or postconditions.

Based on the relationships among agents, actions, objects and states, as depicted in
Fig. 2, the following models are created by our prototype tool, as output, that imple-
ments the designed algorithm (Fig. 3).

To create the domain model and use case model, the first three columns of Table 6
(i.e., agent, action and object) are combined and represented in the appropriate format.
To create finite state machine(s), the fourth and fifth columns of Table 6 (i.e.,
agent/object and pre-condition state) are compared to the sixth and seventh columns of
Table 6 (i.e., agent/object and post-condition state) to find if an action (i.e., second
column) exists for which the agent/object of pre-condition and post-condition are same
but the states are different. The transitions are then represented using arrows. Similarly,
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Fig. 2. Domain model and use case model from user stories
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Fig. 3. Finite state machine model and process model from user stories

to create process model, the fourth and fifth columns of Table 6 (i.e., agent/object and
pre-condition state) are compared to the sixth and seventh columns of Table 6 (i.e.,
agent/object and post-condition state) to find if a pre-condition (i.e., both agent/object
and state) of a later user story matches with a post-condition (i.e., both agent/object and
state) of a previous user story. The dependencies are then represented using arrows.

6 Conclusion

A key component of this research is to develop a tool that automatically creates
conceptual models from a given set of user stories. We posit that conceptual models
that offer different perspectives on the system to be developed, help in developing user
stories.

Python text analytics (NLTK) [22] has been used to create a prototype of the
envisioned tool that implements the algorithm presented in the paper. The tool takes
user stories with acceptance criteria as input and produces four conceptual models (i.e.,
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Domain Model, Process Model, Use Case Model and Finite State Machines) as output.
Currently a case study in an organization is being performed to demonstrate the fea-
sibility of our approach and evaluate the accuracy of the proposed algorithm of creating
multiple conceptual models from user stories. A series of interviews with the stake-
holders will be conducted to receive their feedback on the usefulness of the generated
models.

In future research, we plan to further develop our solution. The Benefit and Event
segments of the BDD scenarios have not been incorporated in the canonical form of
user stories produced by the tool. Next, based on the initial results of the case-study and
interviews, an empirical study is planned to assess the benefits and costs (in terms of
effort of using models) of automatically generated conceptual models in developing
and quality assuring user stories. This study will in particularly consider the
benefits/costs of using multiple conceptual models (compared to using models for a
single system perspective).
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Abstract. Coopetition describes a phenomenon in which actors cooperate and
compete simultaneously. Actors cooperate to grow collective benefits and
compete to maximize individual shares. Coopetition is undergirded by con-
comitantly cooperative and competitive intent. This paper presents catalogs of
cooperation and competition goals that are useful for designing business
strategies. The content in these goal catalogs is based on an exploratory liter-
ature review of scholarly publications in the business and management domains.
Hyperlinks are provided to online interactive versions of these goal catalogs as
well as bibliographies listing their sources. These goal catalogs are instantiated
in an empirical case of businesses in the market of data science professional
development programs in Toronto. We adopted an action research methodology
to study and intervene in this empirical setting concurrently. Strategies based on
recommendations and suggestions from our study are being piloted by focal
businesses in this empirical case.

Keywords: Coopetition + Win-Win - Strategy - Design - Analysis

1 Introduction

Strategic coopetition refers to a relationship in which actors cooperate and compete
concomitantly [1]. It is a counter-intuitive phenomenon that is commonplace in eco-
nomic, political, social, and civic contexts. The durability of a coopetitive relationship
depends upon the existence of win-win outcomes for actors in that relationship. A win-
win outcome exists when all actors in a relationship are better off as a result of being in
that relationship. In [7-9], we propose a methodology that combines i* modeling with
Game Trees to generate win-win strategies. This methodology can be used for dis-
criminating strategies (i.e., identifying whether a strategy is win-win) as well as gen-
erating new win-win strategies.

The generation of a win-win strategy entails systematic experimentation with new
relational configurations. Our methodology [7-9] proposes five non-deterministic steps
that can be applied iteratively to develop new or different configurations of a focal
relationship. One of these steps involves the addition, change, or elimination of the
goals of some actor in the relationship. Professionals, such as subject matter experts
(SMEs) and domain specialists, can apply their knowledge to build and compare
configurations of goal models representing a focal relationship. In this paper, we offer a
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catalog of cooperative and competitive goals that can be used by professionals to aid
their exploration of a win-win strategy. This catalog can augment the knowledge base
of professionals thereby: (i) increasing the variety of relational configurations con-
sidered by them, as well as, (ii) reducing the duration needed to develop new relational
configurations.

2 Goal Catalogs: Compilation and Content

We performed an exploratory literature review of competition goals and cooperation
goals on Google Scholar (GS) to compile the goal catalogs of competition and
cooperation respectively. Our decision to use GS was justified by Martin-Martin et al.’s
[15] findings that “GS finds significantly more citations than the WoS Core Collection
and Scopus across all subject areas” and “Spearman correlations between GS and WoS,
and GS and Scopus citation counts are very strong across all subject categories”.

Between February 2019 and May 2019, we searched GS for the phrases “goals of
competition”, “aims of competition”, “objectives of competition” and “purpose of
competition” as well as “goals of cooperation”, “aims of cooperation”, “objectives of
cooperation” and “purpose of cooperation”. In each search we added the terms
“business” and “management” using AND operators to target only results pertaining to
business and management contexts. We sorted the result sets for each search by rel-
evance and read the most highly cited research papers and book chapters from each
result set. We constructed separate conceptual hierarchies of competition and coop-
eration goals by progressively refining relatively higher-level goals into their lower-
level goals based on the content of these research papers and book chapters. When
sources disagreed about the relationships among any goals then we based our con-
clusions on textual majority.

Goals in these catalogs are connected via three main types of links which are:
intentional Help contribution link, incidental Help contribution link, and incidental
Hurt contribution link. A Help contribution link indicates goal refinement wherein a
lower-level goal intentionally impacts the higher-level goal with which it is associated
positively. An incidental Help/Hurt contribution link shows an unintentional
positive/negative side-effect of a goal on any other goal in the catalog. The presence of
positive and negative contribution links in these goal catalogs necessitates decision-
makers to perform trade-off analysis among various configuration of goals. Decision-
makers utilizing these catalogs, to inform their business strategies, will need to compare
and contrast goals of interest taking into account their intended effects and incidental
side-effects.

Figure 1 depicts a competition goal catalog and Fig. 2 presents a cooperation goal
catalog derived from these sources. An online and interactive version of these goal
catalogs can be accessed online at http://research.vikpant.com. Each goal in these
interactive catalogs is hyperlinked to its source from the literature in an online bibli-
ography. The full bibliographies from which each of these goals catalogs are compiled
can also be accessed online at http://research.vikpant.com. Figures 1 and 2 display
visual snippets of these goal catalogs when accessed using a web browser. Each goal
catalog is comprised of one hundred and twenty goals distributed over six levels.
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A professional can benefit from this goal catalog in two main ways which are goal
search and impact evaluation. In the first case, a professional can start with a higher-
level goal, such as “profitability be achieved” and explore relatively lower-level goals
that can be used to achieve that higher-level goal, such as “revenue be increased” and
“costs be decreased”. This top-down approach can assist a professional in identifying
potential lower-level options for satisfying their higher-level objectives. In the second
case, a professional can start with a focal goal and trace its intentional and incidental
contributions to other goals. This is useful for understanding the impact of a goal on
other goals holistically. For example, in the competition goal catalog, the goal
“channels be established” (i.e., marketing, sales, and distribution) makes an intentional
help contribution to “revenue be increased” but makes an incidental hurt contribution to
the “costs be decreased”. Mutual exclusivity among goals at the same conceptual level
can also be discerned in this way. For instance, in the competition goal catalog,
“differentiation be promoted” (D) and “price advantage be promoted” (P) are at the
same level relative to “value propositions be offered” (V). Both D and P make
intentional help contributions to V but they make incidental hurt contributions to each
other. This reflects Porter’s [16] observations that a business that attempts to adopt both
goals at the same time risks getting “stuck in the middle”.

3 Empirical Case: Market of Data Science Professional
Development Programs

The market for data science talent in Toronto is large and growing due to the surge in
popularity of applied artificial intelligence in the industry. Many educational institu-
tions offer professional development programs to learners that aspire to enter and
succeed in this attractive job market. Learners can enroll in data science educational
programs at privately-owned businesses such as private colleges (PC), training boot-
camps (TB), and mentorship academies (MA). Similarly, graduates and alumni from
these programs can be placed into jobs in the industry by corporate staffing scouts (CS),
that hire staff for their organizations, as well as agency recruiters (AR), that hire
employees for their client organizations. The empirical case presented in this section
illustrates a facet of this market — a real-world business relationship between two
startups (TB, MA), an established business (PC), and their customers (CL, AR, and CS)
in Toronto.

One of the authors of this paper was known by the founders of a TB as well as a
MA that offer data science professional development programs in Toronto. Each of
these founders approached this co-author individually to request strategic advice for
their respective businesses separately. Data for this empirical case were gathered
through five separate sixty-minute interviews with the founders of each of startup (i.e.,
ten one-hour interviews in total). This co-author notified the founders of each startup
that the authors would apply the methodology in [7-9] along with the cooperation and
competition goal catalogs presented in this paper to get at a win-win strategy for TB
and MA.

The models developed during this advisory engagement as well as the resulting
analyses were communicated separately to the founders of each startup in verbal and
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diagrammatic form. The recommendations emerging from this advisory engagement
were favorably received by the founders of each startup and these founders are
referring to these suggestions in their decision-making processes. The research
approach used in this paper represents an application of action research wherein a
researcher instigates a change in the domain that is being investigated during the
research [2]. The activities performed by the authors to advise and counsel the founders
of TB and MA can be regarded as interventions [3], which are purposeful acts to bring
about changes.

Figure 3 presents an i* SR diagram portraying relationship between TB, MA, PC,
CL, AR, and CS in the past (i.e., As-Is configuration). Figure 4 presents an i* SR
diagram portraying relationship between these organizations in the future (i.e., To-Be
configuration). i* is a modeling language that can be used to articulate and analyze the
relationship between multiple actors in terms of their distributed intentionality [4]. It
has been applied to represent and reason about a variety of business phenomena
including coopetition [5-10] and pivoting [11-13]. In this empirical case, CL, AR, and
CS source data science talent from TB, MA, and PC. TB and MA target different client
segments (i.e., AR and CS respectively) but PC targets both client segments. PC is a
mature business and thus it can address a larger market as well as offer a wider range of
services than TB and MA can individually as startups.

In i*, an actor is an intentional entity that seeks to satisfy its goals by performing
tasks and applying resources while achieving quality criteria (referred to as softgoals).
Goals are states of affairs in the world that an actor wishes to attain. In Figs. 2 and 3,
actors include TB, MA, PC, CL, AR, and CS. Moreover, AR and CS are specializa-
tions of the CL actor wherein AR and CS extend the intentional model of CL differ-
ently. We follow the approach for specializing i* actors that is presented in [14]. CL
has a goal “Data Scientists be hired” which is a common objective for AR and CS.
However, AR and CS adopt different means to achieve this end. CS sources
“individually-mentored candidates” while AR sources “classroom-trained candidates”
which are represented as tasks. A task is a specific way of fulfilling a goal via the
application of know-how.

A task is connected to a goal using a means-end link that shows an OR relation-
ship. A goal is regarded as satisfied if any fask that is associated with it, using a means-
ends link, is performed. In our empirical case, an AR can source “classroom-trained
candidates” from a TB or a PC and a CS can source “individually-mentored candi-
dates” from a MA or a PC. Such choices are typically depicted in i* using means-ends
links wherein separate means (i.e., tasks) would be used to represent each choice.
However, we have chosen a to present this information differently in order to declutter
our diagrams and simplify their visual layout. This deviation from standard i* usage is
described below.

A task can be decomposed into lower-level tasks using task decomposition links,
wherein all the child elements of a fask must be satisfied for the parent task to be
completed (i.e., AND relationship). To achieve its highest-level task, AR requires

LEINT3

lower-level tasks to be performed including “access broad pool of skillsets”, “avail

LR N3

technical coaching post placement”, “choose lowest cost option”, and “search large
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pool of candidates”. Similarly, to achieve its highest-level task, CS also requires lower-
level tasks to be performed including “access targeted prospects”, “avail instructional
material post placement”, “select cheapest option”, and “access focused pool of
skillsets”.

In i*, an actor can rely on one or more actors to satisfy a goal, perform a task,
obtain a resource, or achieve a quality criterion. Reliance among acfors can be shown
using dependency links wherein the flat side of the D points towards the actor that is
depending and the curved side of the D points towards the actor that is depended upon.
The subject of the dependency is inscribed on that dependency link. The
satisfaction/denial of an inbound dependency can positively/negatively impact the
achievement of the receiving model element. AR depends on TB for “online course
catalog” and “searchable directory of students” while TB depends on AR for “talent
search and acquisition fees” which is a premium service. AR depends on PC for
“online course catalog”, “searchable directory of students”, “expert advisor sessions”,
and “lowest pricing” while PC depends on CL (of which AR is a specialization) for
“service provision charge” which is based on the market rate. Similarly, CS depends on
MA for “profiles of recommended prospects” and “list of available concentrations”
while MA depends on CS for “hiring support and consulting fees” which is a premium
service. CS depends on PC for “profiles of recommended prospects”, “list of available
concentrations”, “condensed course materials”, and “cheapest quotation” while PC
depends on CL (of which CS is a specialization) for “service provision charge” which
is based on the market rate.

In standard i* usage, when a receiving model element has multiple inbound
dependencies then it means that it depends on all of the dependencies simultaneously.
However, Figs. 2 and 3, we show inbound dependencies to a model element from
different actors (that are depended upon) as representing separate scenarios. This is
necessary for avoiding proliferation of duplicate model elements corresponding with
each scenario. For example, AR comprises a task “search large pool of candidates” that
depends on both TB and PC for “searchable directory of students”. Here, we do not wish
to imply that AR depends on both TB and PC at the same time (i.e., standard i* usage)
but rather that either TB or PC can fulfil AR’s requirement of a “searchable directory of
students”. This implies that TB and PC serve as substitutes from the perspective of AR.
Similarly, MA and PC serve as substitutes from the perspective of CS.

We have labeled scenarios as 1 and 2 to express these modified visual semantics
more clearly in Figs. 2 and 3. In scenario 1, AR and MA conduct business with PC
while in scenario 2 AR conducts business with TB while CS conducts business with
MA. In the as-is configuration, AR can only perform two of its four sub-tasks by
relying on TB (scenario 2) but it can perform all four of the sub-tasks by relying on PC
(scenario 1). TB can only support two of AR’s sub-tasks because for one sub-task
(“avail technical coaching post placement”) it does not offer any support (i.e., there is
no inbound dependency from TB to AR) and for the other sub-task (“choose lowest
cost option”) it does not offer a suitable proposition because its offering is premium
rather than cut rate. Similarly, CS can only perform two of its four sub-tasks by relying
on MA (scenario 2) but it can perform all four of the sub-tasks by relying on PC
(scenario 1). MA can only support two of CS’s sub-tasks because for one sub-task
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(“avail instructional material post placement”) it cannot offer any support (i.e., there is
no inbound dependency from MA to CS) and for the other sub-task (“select cheapest
option”) it does not offer an appropriate proposition as its offering is premium rather
than economical.

This reasoning suggests that PC is preferred by both AR and CS in the as-is
configuration as neither TB nor MA can address their respective needs individually.
This means that TB will not be able to satisfy its top-level goal of “revenue be
generated” since it depends on a task “acquire paying clients” which depends on “talent
search and acquisition fees” from AR. Similarly, MA will not be able to satisfy its top-
level goal of “market valuation be increased” since it depends on a task “create market
traction” which depends on “hiring support and consulting fees” from CS. Recognition
of this inability to succeed in their targeted market segments engendered a search for
viable business strategies by the founders of TB and MA. This search comprised of two
phases and their end result is depicted in the to-be configuration.

In the first phase, TB and MA needed a cooperative arrangement so each could help
the other to fill their respective capability gap. This search was supported by our
cooperation goal catalog. In the as-is configuration, TB was unable to offer “avail
technical coaching post placement” by itself and MA was unable to offer “avail
instructional material post placement” on its own. However, TB could support MA by
providing access to its “technical documentation” (“technology be pooled” in the
cooperation goal catalog) and MA could assist TB by providing “access to subject
matter experts” (“talent be pooled” in the cooperation goal catalog). By doing this, TB
would be able to support AR’s sub-task of “avail technical coaching post placement”
and MA would be able to support CS’s sub-task of “avail instructional material post
placement”.

In the second phase, TB and MA needed to devise competitive positions whereby
each could individually challenge PC in the AR and MA market segments respectively.
This was supported by our competition goal catalog. TB and MA recognized that AR
and CS were cost-conscious and exhibited high elasticity of demand (i.e., price was the
primary factor in their decision-making). Therefore, TB adopted a competitive position
of “beat competitor prices” (“pricing models be advantageous” in the competition goal
catalog) and MA adopted a competition position of “undercut rival quotation” (“pricing
discounts be offered” in the competition goal catalog). This allowed TB and MA to
replace PC as the preferred service provider for AR and CS respectively in the to-be
configuration. Based on this reasoning, the founders of TB and MA are currently
piloting strategic positions in the market of data science professional development
programs in Toronto.

4 Related Work

i* has been used to represent and reason about business strategies. In [5, 6] we outlined
the main characteristics of coopetition and identified requirements for modeling and
analyzing them. In [7-9] we applied game-theoretic methods together with i* to dis-
criminate and generate win-win strategies. In [10] we combined i* with a value
modeling technique to express and evaluate complementarity and synergy in business
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relationships. In [11-13] we used i* to depict and discern pivoting in startups as well as
large enterprises. Overall, our work is associated with the body of literature that focuses
on the application of i* in empirical cases. Our work is also related to the body of
literature associated with the application of action research in business scenarios [2, 3].

5 Conclusion and Future Work

In this paper we presented goal catalogs for designing competitive and cooperative
strategies. Our future work pertains to two streams of research which are extending
these goal catalogs and devising methods to overcome the challenges faced in this
research. The first stream in our research is to introduce additional goals at all levels of
the goal catalog. This will be done by continuing our exploration of the business and
management literature focusing on competition and cooperation. It will also be done by
socializing these goal catalogs in suitable research communities to encourage the
participation and involvement of other scholars wishing to contribute to this research
endeavor. The second stream in our research is to address limitations of i* modeling
that were encountered during this research. These include the inability to show con-
ditionality and temporaility in i* models. To overcome the first limitation, we adapted
i* slightly through the inclusion of scenario labels to demonstrate separate configu-
rations associated with different conditions. To overcome the second limitation, we
developed separate as-is and to-be i* models to show different points in time. Our
future work shall include addressing of these limitations.
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Abstract. Many Distributed Ledger Technology (DLT) projects end prema-
turely without reaping benefits. Previous research has indicated a lack of sus-
tainable business cases for many Blockchain projects. A successful project has a
disruptive impact on the business ecosystem. The paper investigates how
e’value modeling can contribute to identifying the potential success of DLT
implementation. Using insights from a first DLT case-study, an abstract e*value
model fragment is defined that indicates potential success. As a test, the e*value
model fragment is subsequently applied to a second case-study that is currently
being implemented as a DLT-based platform. The paper concludes by reflecting
on how an e*value model can provide evidence of meeting the requirements for
building a sustainable DLT business case.

Keywords: Blockchain - e*value modeling - Business case requirements

1 Introduction

Distributed Ledger Technology (DLT) has emerged as a disruptive technology that
could influence the mechanisms of enterprises and society in the years to come. DLT
has been defined as a consensus of replicated, shared, and synchronized digital data
geographically spread across multiple sites, countries, or institutions [1]. The inherent
characteristics of DLT provide benefits such as transparency, robustness, auditability,
and security, allowing certain industries to minimize their transaction costs as they
become inherently safer, transparent and in some cases even faster [2, 3].

Despite its potential, a study by Deloitte showed that, as of October 2017, only 8
percent of more than 86,000 open-source DLT projects developed on GitHub were
actively maintained with an average life span of only 1.2 years [4]. This entails that
many resources are invested in DLT projects without reaping any benefits. This clearly
indicates that there is a call for an early identification of potential success of a DLT
project, in order to avoid wasting resources on projects which hold a weak business
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case [5]. We believe that conceptual modeling can contribute in analyzing and
designing a sustainable DLT business case. Particularly, conceptual modeling tech-
niques that take a business ecosystem perspective could indicate in an early stage of
analysis whether the introduction of DLT will be disruptive in terms of impacting the
composition of the ecosystem (e.g., removal of the middleman that acts as a trusted
third party) [6].

The e’value approach [7] is an enterprise modelling technique that has been
positioned as an early Requirements Engineering (RE) technique for systems sup-
porting business ecosystems. In a study of 65 MSc student projects on digital inno-
vation, all cases of digital innovation through DLT (9 out of 65) were analyzed using
e’value models [8]. The students were free to choose amongst different enterprise
modeling techniques, but they all choose e*value modeling. This clearly demonstrates
that a business ecosystem perspective when analyzing DLT cases is required.

This observation leads to the research question that we address in this paper: How
can an e’value model identify a potential business case for DLT? The goal of our
research is to investigate whether an e®value model can indicate whether a DLT project
has the potential to build a sustainable business case. If no indications are present for a
sustainable business case, then decision-makers might reject the idea of initiating a
DLT project in order to save time and money.

We investigate this research question through modeling a Peer-to-Peer (P2P)
electricity trading case. Blockchain solutions exist for smart grids that enable P2P
electricity trading [9]. The insights from modeling this case are used to define an
abstract e’value model fragment that indicates a potential sustainable business case
for DLT. We test the model fragment on a second case concerning image rights
management.

Section 2 provides background information on requirements for successful DLT
implementations aimed at disruptive business cases and e’value as an early RE tech-
nique. Section 3 presents the first case-study (i.e., smart grid), its modeling using
e’value, the abstraction of the case-study insights in an e’value model fragment indi-
cating a potential DLT business case, and the proof-of-concept application on the
second case (i.e., image rights management). Section 4 discusses our results so far and
the limitations of the research. Finally, Sect. 5 states our contribution and presents our
future research.

2 Background

2.1 Requirements for Sustainable DLT Business Cases

Gordijn et al. [5] explain that most DLT projects do not survive the proof-of-concept
phase as they expose business cases for DLT that are not sufficiently disruptive in the
sense that they do not aim at replacing the middleman by a DLT-based system, i.e., a
Decentralized Autonomous Organization (DAO)'. A first requirement for a sustainable

! The idea of a Decentralized Autonomous Organization is attributed to Vitalik Buterin, one of the
initiators of the Ethereum project.
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business case is affecting the business ecosystem by removing the party that has the
power to prescribe rules and regulations over other parties. Basically, the only value
contributed to the ecosystem by such trusted third party is the intermediation of
transactions between other parties. Removing the middleman is the most important
reason to use DLT as this will disrupt the ecosystem (requirement 1).

As decentralization is expensive, two further requirements are elaborated [5]. First,
the parties that need to share data or distributed computing should be peers in a market
structure, meaning that these parties do not trust each other (requirement 2). Second,
the transactional data stored should be immutable (requirement 3). Blockchain tech-
nology offers the capability to represent the full and immutable transaction history.
Overall, we can say that a sustainable DLT business case requires transactional data
storage and a computing environment in which trust, security and permanence are
requirements, and in which the ecosystem is changed by replacing an intermediary (i.e.,
trusted third party) by a DAO.

2.2 Value-Based Requirements Engineering

The e*value modeling approach is a Value-Based Requirements Engineering (VBRE)
technique [10]. VBRE techniques are early RE techniques, meaning that they are used
early on in the process of eliciting, specifying and validating system requirements.

As an early RE technique, e’value modeling is used to analyze the business
ecosystem in which a new IT system (e.g., a DLT-based system) is to be implemented.
The analysis focuses on how an IT system will affect (i.e., enable, facilitate, automate,
optimize, etc.) the creation and delivery of products/services within the ecosystem. The
value model is subsequently operationalized by designing business processes and by
developing a supporting IT system architecture.

Figure 1 shows an e’value model. The electricity supplier is an actor that requests
electricity (a value object) from producers (a market segment) and offers this electricity
to consumers (another market segment). The value exchanges of electricity are recip-
rocated by value exchanges of money (another value object). To deliver the electricity
to consumers (the value activity of electricity supplying), distribution and metering
services (value objects) are needed. These services are delivered by the operator of the
distribution system to which the consumers are connected (a market segment).

For more information on the syntax and semantics of e’value models we refer
to [7].

Consumers I Supplier Distribution System Operators R
lectricity Consumption [L lectricity Supplying

[MONEY] istribution

[Consumers need electricty

[MONEY] eterin
Producers i

Tectricity Generation 5 l [ELECTRICITY]
©- -=p [k

[METERING SERVICE]

Fig. 1. Example e*value model
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3 e’value Modeling of Potential DLT Business Cases

The DLT case that we explore is based on an analysis of the current and expected
future Belgian electricity market [9]. In Belgium, a single transmission system operator
(TSO) operates the high-voltage electricity transmission network and is responsible for
grid balancing (i.e., equality of electricity injection and take-off). Belgium has eight
regional distribution system operators (DSOs) that transmit electricity over medium-
and low-voltage distribution systems to consumers. Producers generate electricity using
different types of facilities and inject generated electricity into the high-voltage trans-
mission system or directly into medium- and low-voltage distribution systems. Some
consumers have evolved into prosumers which generate electricity for their own
consumption (e.g., using solar panels), but which also inject excess production into the
distribution system of the DSO of their region.

Apart from the physical electricity transmission, there is buying and selling of
electricity. Electricity is sold by suppliers at retail price to customers. These suppliers
buy electricity at (the lower) wholesale price on electricity exchange markets, through
the intermediation of Access Responsible Parties (ARPs) which, based on forecasting
methods, match buy orders and sell orders such that for every quarter-hour, electricity
injection and take-off are balanced for the grid access point they are responsible of.’

Figure 2 shows an e*value model of the decentralized electricity market ecosystem.
Indirectly, consumers and prosumers pay for transmission and distribution services via
the bills paid to suppliers. Belgium is in the process of introducing digital meters,
which allow suppliers (and other parties) to directly read electricity consumption and
(in case of prosumers) production. This new type of meters, in the future accompanied
by IoT-based sensors in electricity-consuming devices, offers the advantage of ‘smart’
metering, allowing households and firms to better control their consumption and (if
applicable) production patterns as well as allowing ARPs to better forecast con-
sumption and production. It is expected that suppliers compensate excess electricity
generation by prosumers at an export tariff (see red value exchange in Fig. 2), which is
higher than the wholesale price but lower than the retail price.

Smart metering allows introducing, in the future, smart grids which allow Peer-to-
Peer (P2P) trading of electricity between prosumers and consumers, and hence promote
the increased use of renewable energy sources and the increased consumption of locally
generated electricity. A smart grid is a geographically bounded perimeter of the grid
(i.e., a microgrid),” that is served by a same DSO, in which a new role, the aggregator
(see Fig. 3), balances consumption and local production (i.e., by prosumers) and, in

ARP is a role assumed by suppliers, producers, major consumers as well as electricity traders — in
June 13, 2019 there were 87 ARPs providing balancing services to Elia, the Belgian TSO (https://
www.elia.be/en/grid-data/lists-and-codes/list-of-arps). The models in this section abstract from the
situation where an ARP fails in balancing, in which case the TSO needs to invoke (costly but
effective) measures and charges the ARP an imbalance penalty fee.

w

In principle, the microgrid can be virtual and not bound to a geographical area [9]. For our analysis,
we assume that a microgrid falls within the perimeter of one DSO. As, for instance, the Flanders
region in Belgium had more than 2.8 million households in 2018, with only 2 DSOs, this assumption
will hold in almost all cases.
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case of shortage or excess, trades electricity with suppliers or other parties in the role of
ARP. The aggregator is responsible for metering (i.e., capturing information provided
by the smart devices), billing, and balancing of the microgrid (i.e., the aggregator is the
ARP for the microgrid).
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Fig. 2. Decentralized electricity market with smart metering (Color figure online)
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It is expected that in a smart grid ecosystem, the price paid for excess local elec-
tricity produced is higher than the export tariff, hence stimulating more consumers to
become prosumers. However, if the aggregator of a microgrid is an economic inde-
pendent entity (i.e., an evalue actor), then the costs (i.e., variable, fixed and invest-
ment) of hosting the P2P market (i.e., an e’value value activity) need to be covered by
the difference of incoming and outgoing cashflows, while this difference must also
allow for a certain profit margin in order to convince parties to assume the aggregator
role.* This means that microgrids will only be viable if they have some minimum scale,
which contradicts the objective of stimulating consumption of locally produced elec-
tricity. Replacing the aggregator by a DAO is therefore an economical option to reduce
the scale of microgrids and realize the objective of increasing the consumption of
locally produced electricity. Hence the idea of implementing a DLT-based system to
perform the hosting the P2P market value activity.

* Given that the aggregator is a role, which can be played by another party (e.g., a supplier, a large
industrial prosumer), it can also be modelled as a value activity of that other party. This doesn’t affect
our analysis as value activities need to be profitable or provide utility for the actors performing them.
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Consumers Aggregator
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[DISTRIBUTION SERVICE]

Supplying/Trading @

Fig. 3. Smart grid ecosystem with aggregator

In the smart grid ecosystem, the aggregator is a middleman between consumers,
prosumers and suppliers. Within the microgrid, consumers and prosumers participate as
peers in the electricity market. The aggregator is needed as trusted third party that
intermediates between these consumers and the local producers (i.e., prosumers) of
electricity. Also, there is a need to keep track of how much electricity is consumed (by
consumers and prosumers) and how much electricity is produced (by prosumers) and,
for the working of a fair market mechanism, this measuring (i.e., metering) must be
accurate and reliable. Further, the aggregator trades electricity with suppliers and/or
ARPs and distributes the expenses and revenues fairly amongst consumers and pro-
sumers. Consequently, the suppliers and ARPs also participate as peers in the microgrid
electricity market, without assuming a seller dominant position as in the current situ-
ation (Fig. 2), which is the disruption caused by the introduction of smart grids.
Finally, the contracting of the DSO service is fully handled by the aggregator, who
shares costs amongst consumers and prosumers.

Comparing this case to the three requirements for a sustainable DLT business case
[5] (see Subsect. 2.1), we observe the following:

— Requirement 1 — removing the middleman. The aggregator is clearly a middle-
man. In a perfect balanced ecosystem, the consumers and prosumers would
exchange electricity for money directly, but due to periodic imbalances and the need
of a physical electricity distribution network, the services of an intermediary come
in handy;

— Requirement 2 — market structure. In the smart grid ecosystem, consumers,
prosumers and suppliers are peers. They do not need to trust each other, because the
aggregator is a third party that establishes trust in the ecosystem;

— Requirement 3 — immutable transaction history. A traceable, secure and trans-
parent account of ‘who consumes and who produces what amount of electricity
when’ is needed for performing P2P market hosting.
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The question we address in this paper is how to visually find evidence of the

fulfillment of these requirements in the e*value model. Analyzing Fig. 3, we find

An actor (aggregator) that is connected to market segments (consumers, prosumers,
suppliers/ARPs);

A value object (electricity) that is exchanged with these market segments and that
flows in and out of the intermediating actor, without being altered by the value
activity performed by this actor;

Some evidence of the service provided by the value activity performed by the
intermediating actor — here a value object (distribution service) that is obtained
from outside and that is needed (as evidenced by the AND-gates)5 for the value
transactions with the market segments;

Reciprocal value exchanges of money with the market segments — the money flows
in exchange for electricity can be valuated differently for different value transac-
tions, allowing the intermediating actor to cover costs (and possible realize profits).

If we now abstract from the particular case, the e*value model of Fig. 4 is obtained

where the above observations are translated into an abstract value model fragment. The
model shows an actor, referred to as intermediating actor, that passes on a value object,
referred to as the focal value object, from one market segment to another,® without
altering this value object. The value exchanges of this value object are reciprocated
with money flows. The value activity of the actor that performs the work to pass on the
focal value object, referred to as intermediating actor’s primary value activity, obtains a
value object from another actor (or market segment) which is needed to perform the
work required to pass on the focal value object.

Market Segment 1

5

6

Intermediating Actor

ntermediating Actor's
[FOCAL VALUE OBJECT] rimary Value Activity

Market Segment 2

[FOCAL VALUE OBJECT]

Consumer need

[MONEY] — [MONEY]

for focal value object

[SERVICE]

Service
Provider

Fig. 4. Early indications of a potential DLT business case

[MONEY]

Alternatively, the value model can show a start signal inside the Host P2P market value activity that

indicates the need for distribution services.

A second market segment is strictly not needed as the focal value object can be passed on to another
actor within the same market segment via another value transaction.
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To test the e’value model fragment and at the same time demonstrate its use, we
applied it to the case of KodakOne (https://kodakone.com), which is a joint initiative of
Eastman Kodak and WENN Digital to establish an online platform where professional
and amateur photographers sell licenses for using their images to interested parties.

Figure 5 shows the envisioned business ecosystem enabled by DLT. KodakOne
connects image providers and image users, allowing them to sell and buy the right to
use an image. If not done before, the copyright of the image is registered with the US
Copyright Office. These activities are performed by WENN Digital. KodakOne oper-
ates under the Kodak brand for which the license is obtained from Kodak Eastman.
WENN Digital also performs a number of other value activities which are outside the
scope of our analysis (e.g., Al-based web crawling to detect copyright infringement,
image cataloguing and searching).

Image Providers Kodakone
- (WENN Digital
ell Rlohl to Use Image (IMAGE USE RIGHT] 9l
E ! i —
@ o T

Image Users

Buy Right to Use Image
D>
®-

Register Image Copyright

[MONEY]
D> o (ol
LN — 1 --@

[IMAGE COPYRIGHT]

(IMAGE USE RIGHT]
[KODAK BRAND LICENSE] [OPERATE UNDER KODAK HRAND]
A

v
[Kodak Eastman .
v
rant Brand w
Licence @

Fig. 5. KodakOne ecosystem for trading image rights

If we compare Fig. 5 to Fig. 4, then we discover an actor (WENN Digital) that
passes on a value object (image use right) from one market segment (image providers)
to another market segment (image users), without altering the value object. The value
exchanges of image use rights are reciprocated with money flows and the primary value
activity of the intermediating actor (trade image use rights) needs other value objects
(image copyright, Kodak brand license) to perform the work. Hence, a potential
business case for implementing the trading of image use rights using DLT is identified.

In reality, the online image use rights trading platform has being implemented using
blockchain technology and a digital currency, the KodakCoin, was introduced for
buying image use rights. KodakOne was launched in June 2019.

4 Discussion

Further research is required to investigate whether the e*value model fragment shown
in Fig. 4 effectively suggests potential DLT business cases. The fulfillment of
requirement 1 seems to be indicated by an actor that passes on a value object from one
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party to another where these value exchanges are reciprocated by value exchanges of
money. Further, this acfor has a value activity that needs to perform some work for
passing on the value object, as evidenced by the sourcing of at least one other value
object. We acknowledge that work performed by an intermediating actor’s primary
value activity might not always be visible in the e3value model. We assume, however,
that for performing work, resources are needed which need to be sourced from another
value activity performed by the same actor or from other actors or market segments.
Whether such sourcing is visible depends of course on the level of granularity at which
the intermediating actor’s primary value activity is modelled.

The parties that exchange the focal value object with the intermediating actor are
modelled as market segments. Each individual actor in a market segment ascribes the
same value to the value objects that are exchanged, which signifies that the parties
represented through these market segments are peers. The mere existence of the
intermediating actor in the business ecosystem might indicate a lack of trust between
these peers, which is exactly what is expressed in requirement 2.

Regarding requirement 3 we admit that the granularity level of an e’value model
does not allow representing requirements regarding the storage of transactional data,
hence the fulfillment of this requirement cannot be concluded based on an analysis of
an e’value model.

We also acknowledge three other types of limitations. First, the early identification
of potential DLT business cases is performed visually. This allows for a ‘quick and
dirty’ analysis, however, the e’value approach also permits to quantify different model
elements. Adding information on, for instance, cardinalities of market segments,
occurrences of value transactions, valuation of value objects, and adding variable,
fixed and investment costs to value activities, allows performing a net cash flow
analysis to evaluate the viability of a business ecosystem. We did not yet explore how
this aspect of the e’value approach can be used to identify DLT business cases.

Second, our approach only identifies DLT business cases based on the removal of
the middleman, which involves a disruptive application of DLT — not in the least for
the trusted third party that acts as middleman. The approach therefore strongly relies on
the requirements for such cases stated in [5]. There are other use cases for DLT, which
might not be disruptive but still offer benefits in terms of increased security, traceability
or efficiency. For instance, blockchain-based coordination systems have been imple-
mented for executing message-based collaborative processes. For identifying such
cases a business process model is more interesting than a value model which is time-
agnostic and does not show the exchange of messages that are needed for chore-
ographing an ecosystem’s value activities and included processes.

Third and most obvious, our approach identifies the potential for a DLT business
case. After such identification, additional analyses need to be performed before the
business case of implementing DLT is proven. For instance, the work performed in the
intermediary actor’s primary value activity needs to be automated using smart con-
tracts, which requires an investigation of the technical feasibility of a DLT solution.
Also, the specific type of DLT needs to be decided on, with respect to data structure
(e.g., blockchain, non-block DLT, directed acyclic graph), network (e.g., Ethereum,
IOTA, Hedera HashGraph), degree of privacy/publicness of the data, permissionless/
permissioned, etc. Apart from such technical questions, also legal, governance,
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financial and sustainability aspects need to be considered. It is our position, however,
that these aspects are not worth investigating if the potential for a DLT business case is
not shown, which is exactly what our approach aims to accomplish.

5 Conclusion

The e*value model fragment that we abstracted from the P2P electricity trading case is
a first attempt at defining an e>value model pattern for early identification of sustainable
DLT business cases. As a proof-of-concept, we demonstrated the use of the model
fragment regarding the online image rights trading platform KodakOne, which has
been implemented using blockchain technology.

Patterns were popularized in software engineering as proven solutions to reoc-
curring problems, where a common heuristic to qualify a solution as a pattern are three
occurrences. Hence, we cannot claim to have established the model fragment as a
pattern yet. In future research, we will investigate additional cases of disruptive DLT
implementation (i.e., replacing the middleman) and other proven or promising appli-
cations of DLT in order to refine our current solution, possibly extend it for other types
of DLT use, evaluate it as a pattern, and design a method for verifying the occurrence
of the pattern in e*value models. Regarding the immutable transaction history and other
requirements that might pop up in our further research (e.g., for other types of DLT
use), we will identify the information that is needed to assess these requirements and
ir;vestigate how it can be modelled, possibly using other modeling languages than
e’value.
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Conceptual modeling continues to enjoy substantial attention in diverse fields such as
Information Systems Analysis, Software Engineering, Enterprise Architecture, Busi-
ness Analysis and Business Process Engineering. A variety of conceptual modeling
languages, frameworks and systems have been proposed, promising to facilitate
activities such as communication, design, documentation or decision-making.

Success in designing a conceptual modeling system is, however, predicated on
demonstrably attaining such goals through observing their use in practical scenarios. At
the same time, the way individuals and groups produce and consume models gives
raise to cognitive, behavioral, organizational or other phenomena, whose systematic
observation may help us better understand how models are used in practice and how we
can make them more effective.

The 2nd International Workshop on Empirical Methods in Conceptual Modeling
(EmpER’19), co-located with the 38th International Conference on Conceptual
Modeling (ER 2019), aimed at bringing together researchers with an interest in the
empirical investigation of conceptual modeling languages, frameworks and practices.
The workshop invited three kinds of papers: finished empirical studies, proposed
empirical studies and theoretical, review or experience papers on the topic of empirical
research in conceptual modeling. The workshop particularly welcomed negative results
as well as proposed empirical studies that are in their design stage so that authors can
benefit from early feedback and adjust their designs prior to a potentially effort- and
resource-intensive administration. A total of twenty-one (21) reviewers were invited to
serve the program committee of the workshop based on their record of past contri-
butions in the area of empirical conceptual modeling.

Overall, a total of three (3) papers were accepted out of the five (5) that were
reviewed. All papers describe empirical studies already conducted. The workshop
involves presentations of the papers followed by discussion and audience feedback to
the authors.
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Abstract. Providing a common data model for the metadata of sev-
eral heterogeneous genomic data sources is hard, as they do not share
any standard or agreed practice for metadata description. Two years ago
we managed to discover a subset of common metadata present in most
sources and to organize it as a smart genomic conceptual model (GCM);
the model has been instrumental to our efforts in the development of a
major software pipeline for data integration.

More recently, we developed a user-friendly search interface, based on
a simplified version of GCM. In this paper, we report our evaluation of
the effectiveness of this new user interface. Specifically, we present the
results of a compendious empirical study to answer the research ques-
tion: How well is such a simple interface understood by a standard user?
The target of this study is a mixed population, composed by biologists,
bioinformaticians and computer scientists.

The result of our empirical study shows that the users were successful
in producing search queries starting from their natural language descrip-
tion, as they did it with good accuracy and small error rate. The study
also shows that most users were generally satisfied; it provides indica-
tions on how to improve our search system and how to continue our effort
in integration of genomic sources. We are consequently adapting the user
interface, that will be soon opened to public use.

Keywords: Conceptual model - Data integration - Genomics + Next
generation sequencing - Open data - Evaluation - Usability

1 Introduction

With progress of DNA sequencing technology, many international consortia are
providing public, open datasets that can be used for answering research ques-
tions, from biological (e.g. what are the basic mechanisms for explaining DNA
organization and gene activation) to clinical (e.g., finding gene panels that can be
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used for effectively separate cancer patients into classes by observing their expres-
sion). In most cases, public datasets must be assembled from several sources,
each providing specialized information (e.g., genome annotations, mutations,
gene expression, protein bindings to DNA, and so on). Thus, researchers must
be able to inspect metadata that describe experimental conditions, so as to
ascertain their relevance with respect to the research question and how many
instances of compatible data are available for supporting their study.

To facilitate this task, we started two years ago a large data integration
project, with the ambitious objective of collecting the open source content of
many important genomic sources into a single repository, with integrated and
normalized metadata. The integrated repository offers to users a single data
organization that can be inspected with a single search query. Before integration,
metadata at the various sources were understood and translated to a standard
conceptual model, designed at the start of our project, and discussed in [3].

The conceptual model drives the periodic integration process of genomic
data, as it allows to recognize and periodically extract non-overlapping portions
of datasets at each source; a software pipeline is used for data injection from each
source to an integrated repository. For what concerns metadata in particular,
the pipeline includes value normalization and enrichment steps that improve the
ability to compare metadata from different sources. Currently, we have integrated
experimental genomic data from Encyclopedia of DNA Elements (ENCODE),
The Cancer Genome Atlas (TCGA), Roadmap Epigenomics, subsets of Gene
Expression Omnibus, Cistrome, and annotations from GENCODE and RefSeq
(see references in companion paper [2]); we plan to add many other sources.

For searching metadata, we provided two very different user interfaces. One
interface, described in [2], is focused on explaining the inference process that
we can perform on metadata in order to do data matching. Such interface is
made available to expert users (and to us) to clarify the process of query and
inference, with a diagrammatic representation of inference results, where all the
connections are extensively shown. We soon realized that such interface is too
complex for most of our generic users, who are biologists or bioinformaticians
with no experience of knowledge graph matching. We then developed a user-
friendly interface, which actually hides not only the inference steps, but also the
complexity of the conceptual model. We translated the ER model into a much
simpler denormalized structure consisting of a star with four related dimensions,
which can be queried by using a structured form; the complexity of ontological
inference was implemented in the user-friendly interface as just a check-board,
by means of which the user can augment or reduce the inference process, hence
the number of choices that are made available for satisfying a search query.

In principle, we were uncertain that this transformation could capture at the
same time the original semantics and the user understanding. The main focus
of this paper is to report our evaluation of the effectiveness of the user interface
and henceforth of our data transformation. Specifically, we report the results
of a compendious empirical study to answer our research question: How well is
such a simple interface understood by a standard user (i.e., students, biologists,
interdisciplinary user base)? In how many cases it fulfills the data integration
needs without errors?
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The target of this study is a mixed population, composed by biologists, bioin-
formaticians and computer scientists, who participated to the empirical study;
most of them were totally unaware of conceptual modelling guidelines and, as
such, well represented our target users. We are currently considering their feed-
back and adapting the user interface, that will be soon opened to public use.

Related Work. In the last few years, the focus of empirical studies dedicated to
conceptual modelling has ranged from works on tools based on CM [10], to pro-
cess mining [1] and to artifact sampling [5]. A broad study has compared tradi-
tional conceptual modeling with ontology-driven conceptual modeling [9]. Some
recent works employ conceptual models to explain biological entities and their
interactions [6,8], or to characterize the objects during analysis workflows [7].
Our use of conceptual modeling is aimed at data integration for the purpose of
building a new resource and make it publicly available.

Paper Organization. In Sect. 2 we describe the CM and explain its reduction
to four simple views, which drive the user-friendly search system; we also explain
how search is performed. In Sect.3 we illustrate how we designed our study,
by first providing instructional material and then asking to provide answers to
an online questionnaire, whose questions test specific aspects of our system; in
Sect. 4 we discuss the study results and in Sect. 5 we conclude.

2 Genomic Conceptual Model: Original and Simplified

We report here a synthetic description of the Genomic Conceptual Model [3] and
then we explain its simplification operated to support the user-friendly interface.

Genomic Conceptual Model. GCM is a star-like entity-relation model that
summarizes the common organization of a limited set of concepts supported
by most genomic data sources, although originally with different formats and
names. In the upper part of Fig.1 we show its sketch from [3] (this concep-
tual representation is also used for the advanced user interface, see [2]); with
respect to the original GCM one can note some small changes, which are due
our experience of use of the model. The ITEM represents the central entity of the
schema: a single experimental (or annotation) file of genomic regions with their
properties. The schema includes four dimensions (or views) that describe the
biological phenomena observed in the experiment (entities DONOR, BIOSAMPLE
and REPLICATE), the management aspects of the experiment (entities PROJECT
and CASESTUDY), the technological process used for the production of the item
(entity EXPERIMENTTYPE), and the extraction parameters used for internal
selection and organization of items (entity DATASET). One-to-many relation-
ships connect the various entities to the ITEM; two many-to-many relationships
are needed for the relationships between ITEM and REPLICATE (as the same item
can be used in replicated experiments) and between ITEM and CASESTUDY (as
the same item can be used in several use cases).

The GCM schema is extended by two sub-models representing, respectively,
the original unstructured metadata and the semantic enrichment for specific
attributes. Many attributes and their respective values discovered within sources
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Fig. 1. Upper part: the genomic conceptual schema, which includes 8 entities connected
by 5 one-to-many relationships and 2 many-to-many relationships. Lower Part: the
simplified conceptual model used for our user-friendly search interface, which is based
on 4 denormalized views; the figure includes the attributes selected in each view.

cannot be mapped to the same conceptual model. Thus, these metadata are
directly downloaded from the original sources and transformed into key-value
pairs. Moreover, as result of a normalization and enrichment phase, we associate
specific values of the GCM with controlled terms (see [4]). Out of all GCM
attributes, we selected ten of them as worthy of enrichment. We selected one or
two preferred bio-ontologies for each attribute, and linked to each value a term
from the chosen ontology, equipped with its synonyms and a small hierarchy of
hypernyms and hyponyms, connected though is_a and part_of relationships.

Design of a Simplified View Supporting the User-Friendly Interface. As
the start point for a user-friendly interface we opted for a drastic simplification
of the model. We merged the ITEM entity with the extraction dimension and
we denormalized all many-to-many relationships; denormalization was applied
to items having multiple replicas and to items appearing in the same case study.
We also selected some of the attributes from the entities of each dimension
(26 out of 38 attributes in the current GCM) based on typical use, while the
other attributes were re-inserted as key-value pairs. The bottom part of Fig. 1
illustrates the resulting schema, with the four dimensions connected to each
ITEM and the 26 attributes selected from the entities of each dimension that
were chosen to appear in the interface.

Items are implicitly gathered within a folder or dataset; the simplified Fxtrac-
tion View includes: DATASETNAME, denoting the folder gathering the items;
CONTENTTYPE, type of genomic regions in the file (such as gene segments,
introns, transcripts); PLATFORM, instrument used to sequence the raw data
related to the item; PIPELINE, list of methods used for processing phases, from
raw data to processed data; DATATYPE (e.g., peaks, expression quantifications,
methylation levels); ASSEMBLY, reference genome such as hgl9 or GRCh38;
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FILEFORMAT, standard data format of the items, dictating region schema, num-
ber and semantics of columns, and a Boolean variable ISANNOTATION, indicating
if the dataset includes experimental data or genome annotations. The Biology
View is centered on the description of biological samples, i.e. material sample
taken from a biological entity and used for the experiment, with information on:
T1SSUE, a multicellular component in its natural state; CELL, denoting single
cells in natural state, immortalized cell lines, or cells differentiated from specific
cell types; DISEASE, possibly carried by the sample, with the Boolean health sta-
tus (ISHEALTHY). Biological material is possibly provided by a donor, described
by: AGE (in number of days), GENDER, ETHNICITY, and SPECIES. Finally, when
an assay is performed multiple times on separate biological samples (or on the
same one), multiple replicates of the experiment are generated. To keep track of
the replication process, we store the BIOLOGICALREPLICATECOUNT and the
TECHNICALREPLICATECOUNT. The Management View describes the project
producing the item, and includes: SOURCESITE where the material is analyzed
and the item produced (e.g., universities, biobanks, hospitals, research centers,
or laboratories); PROJECTNAME, particularly relevant in the context of cancer
Fenomics (e.g., TCGA-BRCA is the study for Breast Invasive Carcinoma of
The Cancer Genome Atlas); SOURCE, the program or consortium responsible
for the production of genomic items (e.g, ENCODE/TCGA/...). The Technol-
ogy View describes the technology producing the itiem; it includes: TECHNIQUE,
the procedure conducted to produce the items; FEATURE, the specific genomic
aspect studied with the experiment (such as gene expression, mutations...); then,
for epigenomic experiments such as ChIP-Seq: ANTIBODY, a protein employed
against the TARGET proteins.

User Interface. The user interface presents to users the possibility of opting
for structured search (based on the described 25 attributes) or unstructured
search (based on key-value pars). In both cases, it extracts matching items; the
number of matching items is dynamically provided while the user enters search
values. In the case of structured search, possible matching values are shown
in a drop-down list; the list is dynamically updated while the search proceeds.
The search query is a conjunction over its structured and semi-structured search
steps; within structured search, it is a conjunction of the search clauses which
are progressively built by selecting attributes, while every selected search value
provides a disjunctive option. Abstract examples of queries are shown in Fig. 2,
in the next section.

3 Experiment Description

Study Rationale. For evaluating the usability and usefulness of our inter-
face, we planned an empirical study consisting of presenting a questionnaire to a
group of biologists, bioinformaticians, and computer scientists/software develop-
ers with interest in Genomics. Before being engaged with the search system, we
provided users with WIKI documentation and video tutorials. We planned ques-
tions of progressive levels of difficulty; each question presents a specific research
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scenario and participants are asked to use our interface for extracting items,
thereby simulating the typical search task (i.e., checking that our repository
stores sufficient information for addressing the needs of each scenario). After the
submission of answers, we show the right answers to users, and provide expla-
nations of each answer; we expect that during the process users can develop
a better understanding and progressively master the search system. After such
training, we ask the users to evaluate the overall experience and specify the
degree of expertise in the domain.

Table 1. Proposed survey questions.

Q1. How many datasets do we provide from the source TCGA with
assembly GRCh387

Q2. How many items do we provide for TCGA, assembly GRCh38, in the
normal (a)/tumoral (b) cases?

Q3. Which TCGA GRCh38 project among COAD (Colon adenocarcinoma),
LUAD (Lung adenocarcinoma), and STAD (Stomach adenocarcinoma) has
more gene expression data?

Q4. How many sources contain data annotated with the human fetal lung
cell line IMR-90 (both using original spelling (a) and alternative syntaxes
(b))?

Q5. How many sources contain data annotated with the tissue uterus (both
using original spelling (a) and the broadest possible intepretation (b))?

Q6. In ENCODE, how many items of ChIP-Seq can you find for the histone
modifications H3K4mel, H3K4me2, and H3K4me3?

Q7. Assume you want to retrieve items from the TADs source that
correspond to combined replicates (i.e., they belong to at least 2 biological
replicates). How many items can you find?

Q8. We would like to retrieve items of hgl9 assembly from healthy brain
tissue (and possibly its subparts) of male gender, up to 30 years old. How
many items can you find with these characteristics in the sources ENCODE
(a) and TCGA (b)?

Q9. We are interested in ovarian cancer patients at clinical Stage III and IV.
Select TCGA-OV project data. Then, select pairs with the key
‘clinical_patient__clinical_stage’ corresponding to the stage iii and iv (e.g.,
stage iiia, stage iiib, ...). How many items can you retrieve?

Q10. Suppose you need to identify DNA promotorial regions bound by the
MYC transcription factor that present somatic mutations in breast cancer
patients. For each of the following steps, provide the number of retrieved
items. First, get from ENCODE source, ChIP-seq narrowpeak data from the
cell line MCF-7, regarding MYC binding sites (a). Second, DNA-seq data is
needed from TCGA BRCA patients which encountered a new tumor
occurrence (b). Third, genomic region annotations describing promoters
locations should be retrieved from RefSeq (c).
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Experiment Design. During the conception of the survey, we followed a num-
ber of study design principles. We attempted to lower the ambiguity of the ques-
tions and to provide some guidance to the users; we used questions that could
have exact answers (i.e., numbers), to lower the possible interpretation biases;
we stratified questions by complexity, to capture different levels of understand-
ing of the interface and its structure; we diversified the challenges addressed in
the questions, to overview all search possibilities encompassed by our system.

Table 2. Input features tested in the survey. Desired output column contains numbers
of items (#I), datasets (#D), or sources (#8S).

Group|QuestionSub- Desired Cross- Logical Semantic |Combination Complete
questions |joutput dimension |disjunctionjenrichmentjoriginal/integr. [study
attributes
1 Q1 1 #D X
Q2 2 #1 X
Q3 1 #1 X
2 Q4 2 #S X
Q5 2 #S X
Q6 1 #1 X X
Q7 1 #1 X
3 Q8 2 #1 X X
Q9 1 #1 X X
Q10 3 #1 X X X

In Table 1 we show the complete list of 10 proposed questions (some of which
contain two or three sub-questions). We divided the questionnaire according
to three groups of questions, in order of complexity: the first provides a sim-
ple scenario with incremental addition of filters: first a source with the assem-
bly (Q1), then selection of normal/tumor patients (Q2) and of specific disease
projects (Q3); the second explores peculiar (i.e., less standard) features of the
search, e.g., semantic enrichment with synonyms (Q4), ontological hierarchies
(Q5), disjunction of attribute values (Q6), and aggregate attributes (Q7); the
third builds three more complex cases: combination of many filters (Q8), joined
use of original metadata (in key-value format) and structured metadata (Q9),
composition of three selections from data sources to simulate a complete study
(Q10). Figure?2 visually explains the process of attribute selection and value
provisioning required by questions Q2, Q5, and Q9.

As shown in Table 2, in different questions, we tested: the ability to compose
queries by combining attribute filters coming from different dimensions, the use
of value filters in disjunction one with the other, the understanding of semantic
enrichment options, the combined used of original metadata filters (using a key-
value-based interface) with structured integrated metadata (based on the GCM).
With respect to the interplay between original and structured metadata: the
query interface must enable interaction with both (in the key-value pairs it is
important that people can ask separately what are the key—typically defining
the property associated to the item—and what are the values—associated to
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Fig. 2. Q2 describes a case in which the user selects from the ISHEALTHY attribute list
first the value “True” and then the value “False”, corresponding to two sub-questions.
Then, she selects “GRCh38” among the possible values in the ASSEMBLY attribute list
and “TCGA” as a SOURCE. Q5 presents an enriched list of values for the attribute
TissUE—mnote that “Cervix uteri” and “Cervix” are synonyms and, together with
“Endometrium”, they are hyponyms of uterus. For Q9, after selecting the PROJECT-
NAME, the user explores keys and values through a specific interface.

the specific property). In different questions we alternatively asked to report the
number of items, datasets, or sources.

Study Execution. The experiment target users were sourced from within
our research group (GeCo) and from several collaborating institutions (such as
Politecnico di Torino, Istituto Nazionale dei Tumori, Universita di Torino, Uni-
versita di Roma Tre, Istituto Italiano di Tecnologia, Radboud Universiteit Nij-
megen, Freie Universitat Berlin, Harvard University, Broad Institute, National
University of Singapore, University of Toronto), including researchers with dif-
ferent backgrounds (computational and molecular biology, bioinformatics, and
computer science) but also students and pure software developers with interest
in Genomics. Out of about 60 invitations, we received 40 completed responses.

4 Results

We first describe how many answers were correctly provided, then how the users
evaluated their experience with our system.

Correct Answers. In Table3 we report: the required semantic level to set at
the beginning of the query, the numbers of dimensions, integrated attributes and
original keys involved in the query. Then we show percentages of correct answers
(scores) of each specific sub-question and aggregated by group. Note that, if we
consider together the performances of each group, as expected, group 1 reached
a high percentage of correct answers (93.33%), group 2 a little less (75.94%),
while group 3 had the worse score (68.47%). Some typical errors spotted in
many answers are also reported. Question 8 had a low rate of correct answers
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Table 3. Result features. Semantic levels include original values (O), synonyms and
vocabulary terms (S), or the expanded option, with also hierarchical hyponyms (E).

Question|Semantic #dim. #integr. |#orig. Scores Group score|Typical

level attributes |keys errors

Q1 O 2 2 0 97.50% 93.33% #items instead
of datasets

Q2a O 3 3 0 97.50%

Q2b O 3 3 0 92.50%

Q3 O 3 2 0 87.50%

Q4a (0] 1 1 0 72.50% 75.94% #items instead
of sources and
wrong spelling

Q4b S 1 1 0 82.50% #items instead
of sources

Qba o 1 1 0 82.50% #items instead
of sources

Q5b E 1 1 0 70.00% #items instead
of sources

Q6 O 2 3 0 67.50%

Q7 O 2 2 0 82.50% Wrong use of
replicate count

Q8a E 3 6 0 50.00% 68.47% Wrong use of age
selector

Q8b E 3 5 0 52.50% Wrong use of age
selector

Q9 O 1 1 1 75.00%

Q10a O 4 5 0 82.50%

Q10b O 2 2 1 70.00%

Q10c O 2 3 0 85.00%

(50% and 52.63%); we asked to retrieve the number of items in two sources for a
specific assembly from a healthy tissue (using the semantic option that includes
ontological hierarchy) of one gender in a restricted age range. Such question
combined many elements (six data search filters, use of semantic expansion, age
feature).

Overall, users replied correctly to 78.92% of the questions (grouping together
the sub-questions of a same entry). Five users answered correctly to all questions.
On average, it took them less than 44 min to answer all the 10 questions.

Lessons Learned. In retrospective, we made mistakes in the formulation of
some of our queries. Users were confused when we asked them to count the
containers (e.g. sources and datasets) instead of the data items, probably because
they do not understand the notions of sources and of datasets. Distinguishing the
dataset and data source storing the items probably requires a computer science
background that was not present in many users. As in these cases users made
the exact choices of attributes and values and just provided a wrong numerical
answer, we considered their answers as valid. In one question (Q8) users did
not reach a satisfying percentage, probably due to the misinterpretation of some
filters.
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In spite of these mistakes, our user study provided us with an important feed-
back. We were forced to denormalize and simplify the conceptual schema, but the
logical organization of our simplified schema, centered on the item with selected
attributes and organized along four dimensions, still proved to be effective; it
facilitated both the training and the search interface organization. Clustering
attributes along the four dimensions allowed us to explain them first collectively
and then individually; users understood well their meaning and in most cases
were able to translate narrative questions into the correct choice of attributes
embedding the questions’ semantics.

Did the documentation help with the task?
I did notknow... =

Did the video tutorials help with the task?
1 did not know...

How easy it was to answer the proposed questions?
Very difficult =

Moderately difficult —m— 1did ngll.ui‘eﬂlyl [r—— Idid ngll.ui]e';l [F——
X . ig . ightly e
———
Neither easy’nor d‘lﬂ“lcul& Moderately Moderately  s—
easy Very  — Very  me—
Very easy m Extremely » Extremely  mm

0 5 10
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0
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Fig. 3. Histograms showing the user’s evaluations of the search system.

Qualitative Results. After filling the first part of the questionnaire, we asked
users if they learned from the system and if they liked it, and to give us hints
on how to proceed in our work (possibly with open suggestions to improve it).
Answers to this part of the questionnaire are shown in Fig. 3.

Two thirds of users declared that answering to the proposed questions was
“Moderately easy” or “Neither easy nor difficult”. Most users either did not use
the documentation or found it moderately/very useful, while users who watched
the video tutorials were generally satisfied with them. When asked to perform
a query to reach items useful to their own research, most users declared it was
moderately easy. The majority was satisfied with the data sources available in
the interfaces and was quite likely to recommend the platform to colleagues and
researchers in the field.

How often do you visit or use a platform How would you score your expertise on How often do you need to combine data

to find data for your data analysis?

Genomics theory and data analysis?

from different data sources?

Notapplicable  m————— Not Applicable mm Never IE———

Never  mmm— Basic Awareness - Onceayear W
Once a year Novice m— Once a semester  n——
Once a semester  I—— X
I I
Monthly m—— Inermediate Monthly
Weekly s— Advanced m— Weekly  mmmm—
Daily Expert m Daily =
0 2 4 6 8 0 5 10 15 0 5 10 15

Fig. 4. Histograms showing the user’s expertise on genomic data analysis.
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Figure4 shows histograms on the self-assessment of users about their expe-
rience in the field of genomic data analysis. Users present expertise scores that
range from “None” to “Expert”. When asked about their use of platform to find
data for analysis and about their need to combine inter-sources data, answers
ranged from “Never” to “Daily”, confirming that our users’ test-set was well-
assorted. Users also provided interesting suggestions, including a number of rel-
evant sources to add to the framework and particular features that could be
useful for practitioners.

5 Conclusions

Although we were forced to denormalize and simplify the conceptual schema,
still its logical organization helps the users in translating a natural language
question into the right choice of attributes, keys and values for querying our
search interface; thus, we conclude that the most important aspects of attribute
semantics are conveyed to users also in the context of the simplified conceptual
schema. Some specific feedback and the observation of users’ mistakes allowed us
to improve the instructions for learning how to best use the search interface, as
we eliminated some sources of ambiguities that could have created some of the
misunderstanding. We also received important indications about missing data
sources according to users’ experience; this information will drive us in selecting
the next sources to be integrated to our repository.
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GeCo (Data-Driven Genomic Computing), 2016-2021.

References

1. Back, C.O., Deboais, S., Slaats, T.: Towards an empirical evaluation of imperative
and declarative process mining. In: Woo, C., Lu, J., Li, Z., Ling, T.W., Li, G.,
Lee, M.L. (eds.) ER 2018. LNCS, vol. 11158, pp. 191-198. Springer, Cham (2018).
https://doi.org/10.1007/978-3-030-01391-2_24

2. Bernasconi, A., Canakoglu, A., Ceri, S.: From a conceptual model to a knowledge
graph for genomic datasets. In: Laender, A.H.F., Pernici, B., Lim, E., de Oliveira,
J.P.M. (eds.) ER 2019, LNCS, vol. 11788, pp. 352-360, 2019. Springer, Cham (2019)

3. Bernasconi, A., Ceri, S., Campi, A., Masseroli, M.: Conceptual modeling for
genomics: building an integrated repository of open data. In: Mayr, H.C., Guiz-
zardi, G., Ma, H., Pastor, O. (eds.) ER 2017. LNCS, vol. 10650, pp. 325-339.
Springer, Cham (2017). https://doi.org/10.1007/978-3-319-69904-2_26

4. Bernasconi, A., et al.: Ontology-driven metadata enrichment for genomic datasets.
In: International Conference on Semantic Web Applications and Tools for Life
Sciences, vol. 2275. CEUR-WS (2018)

5. Lukyananko, R., Parsons, J., Samuel, B.M.: Artifact sampling in experimental
conceptual modeling research. In: Woo, C., Lu, J., Li, Z., Ling, T.W., Li, G.,
Lee, M.L. (eds.) ER 2018. LNCS, vol. 11158, pp. 199-205. Springer, Cham (2018).
https://doi.org/10.1007/978-3-030-01391-2_25


https://doi.org/10.1007/978-3-030-01391-2_24
https://doi.org/10.1007/978-3-319-69904-2_26
https://doi.org/10.1007/978-3-030-01391-2_25

94

10.

A. Bernasconi et al.

Palacio, A.L., Lépez, O.P., Rédenas, J.C.C.: A method to identify relevant genome
data: conceptual modeling for the medicine of precision. In: Trujillo, J.C., Davis,
K.C., Du, X., Li, Z., Ling, T.W., Li, G., Lee, M.L. (eds.) ER 2018. LNCS, vol.
11157, pp. 597-609. Springer, Cham (2018). https://doi.org/10.1007/978-3-030-
00847-5_44

. Rambold, G., et al.: Meta-omics data and collection objects (MOD-CO): a concep-

tual schema and data model for processing sample data in meta-omics research.
Database 2019, baz002 (2019)

Reyes Romaén, J.F., Pastor, 0., Casamayor, J.C., Valverde, F.: Applying conceptual
modeling to better understand the human genome. In: Comyn-Wattiau, 1., Tanaka,
K., Song, I-Y., Yamamoto, S., Saeki, M. (eds.) ER 2016. LNCS, vol. 9974, pp. 404—
412. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-46397-1_31
Verdonck, M., et al.: Comparing traditional conceptual modeling with ontology-
driven conceptual modeling: an empirical study. Inf. Syst. 81, 92-103 (2019)
Zhang, H., Li, T., Wang, Y.: Design of an empirical study for evaluating an auto-
matic layout tool. In: Woo, C., Lu, J., Li, Z., Ling, T.W., Li, G., Lee, M.L. (eds.)
ER 2018. LNCS, vol. 11158, pp. 206-211. Springer, Cham (2018). https://doi.org/
10.1007/978-3-030-01391-2_26


https://doi.org/10.1007/978-3-030-00847-5_44
https://doi.org/10.1007/978-3-030-00847-5_44
https://doi.org/10.1007/978-3-319-46397-1_31
https://doi.org/10.1007/978-3-030-01391-2_26
https://doi.org/10.1007/978-3-030-01391-2_26

®

Check for
updates

What Are Real JSON Schemas Like?

An Empirical Analysis of Structural Properties

Benjamin Maiwald, Benjamin Riedle, and Stefanie Scherzinger(®)
OTH Regensburg, Regensburg, Germany
bennymaiwald@googlemail.com, riedle.benjamin@gmail.com,
stefanie.scherzinger@oth-regensburg.de

Abstract. Recently, the semantics of the JSON Schema format, a de-
facto standard for JSON schema declarations, has been formalized. It
turns out that JSON Schema is a surprisingly complex schema language
based on an open document semantics. In this paper, we present a first
empirical analysis of a curated collection of real-world JSON Schemas.
Knowing what real JSON Schemas are like (to borrow from a title of a
related study on DTDs) helps practitioners and researchers in making
realistic assumptions when building tools for JSON Schema processing.

1 Introduction

The JavaScript Object Notation (JSON) is gaining in popularity, and so is JSON
Schema! for declaring schemas for JSON documents. For instance, let us consider
the JSON document, {"City": "Regensburg", "Country": "Germany"}, rep-
resenting an object with two key value pairs, and declaring the City to be
Regensburg and the Country to be Germany. Figure 1a shows a matching JSON
Schema declaration (also in JSON format). It declares that all documents valid
w.r.t. this schema must contain an object with two string-typed properties
Country and City, and that any additional properties are not allowed.

At the time of writing this paper, the JSON Schema Test Suite? lists over 40
JSON Schema validators, implemented for 18 programming languages, a clear
sign of the adoption of this schema language. Recently, the database research
community has started to focus on JSON Schema. In [4] and [10], the language
has been formalized, capturing its syntax, semantics, and its expressive power.
This has shown that the language is complex.

In this paper, we present the first empirical study on JSON Schema, based on
a curated collection of real-world documents. This is in the tradition of empir-
ical studies on XML schema languages [2,5,7,8,11]. Knowing what real JSON
Schemas are like (to borrow from a title of earlier, related work [5] on Docu-
ment Type Definitions, commonly abbreviated as DTDs), helps make realistic
assumptions, both for researchers and practitioners dealing with this language.
In our analysis, we focus on practical aspects, such as the lengths of documents

! https://github.com/json-schema-org.
2 https://github.com/json-schema-org/JSON-Schema-Test-Suite, as of July 2019.
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{
{ { "type": "object",
"type": "object", "Person": { "string_def": {"type": "string"},
"properties": { "name": "Johannes Kepler", "properties": {
"Country": {"type": "string"}, "born": "27-DEC-1571" "Country": {"$ref": "#/string_def"},
"City": {"type": "string"}, }, "City": {"$ref": "#/string_def"},
}, "City": "Regensburg", ¥,
"required": ["Country", "City"], "Country": "Germany" "required": ["Country", "City"l,
"additionalProperties": false ¥ "additionalProperties": false
} }
(a) Schema S. (b) Document Dy, (c) Schema Sgyes-

Fig. 1. The JSON documents Dy is not valid w.r.t. JSON Schemas S and Sgyes-

and the usage of types, but also on essential graph-theoretic properties, such
as recursion and the specified nesting depth. Similar characteristics have been
studied in the context of XML schemas. As a feature specific to JSON Schema,
we study how schema authors deal with the open document assumption: with
JSON Schema, undeclared properties are allowed, unless explicitly ruled out. In
the upcoming example, we illustrate this idea.

Ezample 1. The JSON Schema document S from Fig. 1 originates from [10]. It
declares that any JSON document D wvalid w.r.t. schema S is an object with two
key-value pairs. The keys are Country and City, and both values are string-
typed. As additional properties are not allowed (see the declaration in S), yet the
JSON document Dy, contains an object Person, Dy, is not valid w.r.t. schema S.

If the instruction additionalProperties were omitted, document Dy, would
be valid w.r.t. S, as it contains (at least) the required properties.

In our analysis, we specifically determine whether a JSON Schema declara-
tion is schema-full, meaning no additional properties are allowed, or whether it is
schema-mized, allowing for additional properties. For schema-full declarations,
the authors must rigorously rule out additional properties at every level.

Contributions. Overall, this paper makes the following contributions.

— We downloaded and analyzed over 150 real-world schema declarations from
SchemaStore?, a curated collection of JSON Schemas.

— We manually categorized these schemas into groups, based on their purpose.

— We found evidence that JSON Schema documents can become large (as in
several megabytes), which can be a challenge for parsing and validation.

— We analyzed the documents regarding key characteristics, such as recursion,
as well as the maximum nesting depth imposed on valid JSON documents.

— We investigated how schemas behave w.r.t. the open document assumption.
Interestingly, most schemas allow for great degrees of freedom.

Structure. In Sect. 2, we describe the methodology of our empirical study and
state our research questions. Section 3 presents the results, which we discuss in
Sect. 4. In Sect. 5, we discuss threats to the validity of our work. Section 6 reviews
related work. We conclude with Sect. 7.

3 www.schemastore.org/json.
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2 Methodology

2.1 Context Description

We have identified 168 JSON Schema documents from SchemaStore* on Febru-
ary 25, 2019. Three files could not be downloaded due to broken weblinks, 5 files
could not be processed due to document-internal references that could not be
resolved. One further file was recognized as invalid by the JSON Schema val-
idators used (see Sect. 2.3).% Altogether, we continue with 159 documents as the
basis of our study. Our Python analysis scripts are available online.’

2.2 Research Questions

RQ1: How large are real-world JSON Schema documents? We ask how
large files are in practice, as large files are a challenge for most processing
tasks. For instance, when schema validators process all data in main memory,
they may not be able to handle overly large files.

RQ2: What is the distribution of types? The JSON Schema language offers
a rich set of types. We ask which types are commonly used.

RQ3: Are schema declarations schema-full or schema-mixed? Declaring
schema-full JSON Schema documents requires considerable effort. We ask
whether authors “go the extra mile” in specifying tight schemas.

RQ4: How common is recursion? The JSON Schema format allows for
recursive schemas. Studies on schemas for XML have shown that recursion is
rather common, and we ask whether this transfers to JSON Schemas.

RQ5: Do schemas impose maximum nesting depths? JSON documents
can be deeply nested. We are interested in the maximum depths of valid
non-recursive documents, as a proxy for schema complexity.

2.3 Analysis Process

Validation. We processed all documents with three validators’, to ensure they
are valid JSON Schema documents. Two validators flagged nodemon. json®
because of an invalid regular expression pattern. Document asmdef® missed the
prefix symbol “$” in keyword $schema, but this raised no validation error.

4 While there are daily updates to this collection, our analysis can be reproduced, as
the site is managed on GitHub at https://github.com/SchemaStore/schemastore.

5 The fact that not all files are available or can be processed matches the reports of
earlier studies on XML and XML schema languages, e.g. [5].

5 https://github.com/miniHive /schemastore-analysis.

" https://github.com/everit-org/json-schema (Java), https://www.npmjs.com/
package/ajv-cli (command-line), https://github.com/Julian/jsonschema (Python).

8 https://github.com/SchemaStore /schemastore/commits /master /src/schemas /json /
nodemon.json, currently in the version committed back in January 2019.

9 https://github.com/SchemaStore/schemastore/commits/master /src/schemas /json /
asmdef.jsonf, currently in the version committed back in July 2018.


https://github.com/SchemaStore/schemastore
https://github.com/miniHive/schemastore-analysis
https://github.com/everit-org/json-schema
https://www.npmjs.com/package/ajv-cli
https://www.npmjs.com/package/ajv-cli
https://github.com/Julian/jsonschema
https://github.com/SchemaStore/schemastore/commits/master/src/schemas/json/nodemon.json
https://github.com/SchemaStore/schemastore/commits/master/src/schemas/json/nodemon.json
https://github.com/SchemaStore/schemastore/commits/master/src/schemas/json/asmdef.jsonf
https://github.com/SchemaStore/schemastore/commits/master/src/schemas/json/asmdef.jsonf

98 B. Maiwald et al.

Manual Classification. We have manually classified all JSON Schema files into
one of four categories. In doing so, we lean on an earlier categorization for
DTDs [5], based on the intuition proposed there that the schema structure
depends on the use case that the schema is intended for: The notion of data
schemas is only natural, as JSON is a data-exchange format. Category meta
reflects schemas that define markup for other schemas. For instance, there are
JSON meta schemas for every JSON schema draft, for validating whether a
JSON Schema document adheres to a given draft. Category conf is added by us.
It declares JSON documents that hold configurations for services. app schemas
are used in data exchange between applications. As stated in [5], the boundaries
are not always clear. For instance, the Avro schema definition!? could be seen
as a meta schema, since Avro is itself a schema language. However, Avro is also
the wire format for communication between Hadoop nodes, so we classify this
document as an app schema.

Figure 2 shows the distribution of documents across the four categories. Most
documents fall into category conf. The second largest category data contains only
about half as many documents. The smallest group is app, a finding that is in
line with related work on DTDs [5].

Formatting. We normalized all documents by pretty-printing them with the
command-line tool json_pp. This allows us to compare lines of code.

Resolving References. JSON Schema documents may contain references, as illus-
trated in the following example.

Ezxample 2. Document Sgree tn Fig. Ic is an equivalent refactoring of S in
Fig. 1a: It uses references to refer to a central string type declaration. Here,
the effect is similar in spirit to introducing a type alias in C++ programming.

Across all documents, 46 contain no references. Among the remaining are
cases where external schemas are referenced. To be able to work on self-contained
documents, in resolving external references, we replace references to external
schemas by their targets. We refer to the result as the resolved schema.

For non-recursive schemas, this yields a DAG and we can determine the
longest path from the root to a leaf, the resolved depth. Due to the open document
assumption, the resolved depth is not necessarily an indicator how deeply nested
the documents declared by the schema may become, as illustrated next.

Example 3. Let us consider Fig. 1 and assume that JSON Schema document S
misses the additionalProperties restriction and is therefore schema-flexible.
Then Dy, is valid w.r.t. schema S, yet the nesting depth of Dy, is not constrained
by S, as additional properties such as object Person can be deeply nested.

10 http://json.schemastore.org/avro-avsc.
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Fig. 2. Distribution of documents over the categories and their file sizes in LoC.
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Expanding References. Using references, schemas can be declared more suc-
cinctly. This has an effect when we count the occurrence of types.

Ezxample 4. In the schema from Fig. 1a, there are two occurrences of type
string, in the equivalent schema from Fig. 1c, there is only one.

For non-recursive schemas, it is straightforward to expand all references (even
document-internal references) by repeatedly inlining the targets of references.

3 Detailed Study Results

3.1 RQI1: How Large Are Real-World JSON Schema Documents?

In Fig. 2, we capture JSON Schema documents by their lines of code (LoC), in
a visualization inspired by [5]: Vertical lines show the partitioning of schemas
into categories (app, conf, data, and meta). Each bar represents a JSON Schema
document. We show the LoC of schemas (sorted by size) after pretty-printing,
but before external references are resolved. data schemas have only 692 LoC on
average. The average LoCs for category app is even smaller with only 228, though
this may be an effect of the small batch size for this category. In contrast, the
average LoC for category meta is 8,963 (1,588 without the Ansible2.5 schema'!,
which is an outlier in size) as well as 1,209 for category conf.

Results. Tt turns out that there are comparatively large files. The largest docu-

ment (Ansible2.5) is generated. It has over 119K LoC, and in its raw format
requires over 5 MB when stored on disk.

" http://json.schemastore.org/ansible-stable-2.5.


http://json.schemastore.org/ansible-stable-2.5

100

B. Maiwald et al.

3.2 RQ2: What Is the Distribution of Types?

We counted the type declarations in resolved schemas. Figure 3 shows the distri-
bution of types using box-plots, broken down by document category. We aggre-
gate type keywords into groups, using a classification introduced in [4] for string,
number, object, and array schemas, and further one group for Boolean combi-
nations and comparisons. For example, the string schema groups the keywords
string and pattern (for declaring regular expressions). We further introduce

an additional group for null values.
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The box-plot whiskers show the 0%—95% quantiles with a logarithmic scale
on the vertical axis, to enable our readers to see the outliers. The minor grid,
with a horizontal line every power-of-10 ticks, helps to calibrate the eye w.r.t.
the different scaling of the vertical axes.

o

—=

00

=

—r

=

app

=

conf

==

data

At S (s ol

meta

Fig. 3. Type distribution, broken down by keyword schemas (c.f. [4]).
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Note that the result of simply counting the occurrences of type keywords
depends on how compactly schemas are declared, as discussed in Sect.2.3. For
non-recursive schemas, we can compute the ratio of the number of nodes in the
expanded (and resolved) versus the resolved schemas. The median ratio is 1.43,
the highest ratio of over 9 is evidenced by 1sdlschema'?. Thus, references lead
to more compact schemas in general.

Results. As can be seen, the document categories differ in their characteristics.
Documents in meta make extended use of nulls, as well as objects, which seems
natural when declaring meta languages. At the same time, conf and (in partic-
ular) meta documents tend to be larger, which drives up the occurrence counts.
Overall, data and app display similar characteristics.

3.3 RQ3: Are Schema Declarations Schema-Full or Schema-Mixed?

In 116 out of 156 documents, the keyword additionalProperties occurs (either
set to true or false). However, there are only 8 schemas that are actually
schema-full declarations. Among conf documents, only two are schema-full and
contain very tight specifications up to the point where not even variable-length
arrays are allowed. Thus, most declarations are schema-mixed.

On a related issue, the required tag occurs in 102 documents. Thus, in about
a third of the documents, all properties are optional. Notably, Ansible2.5 has
over 2K occurrences of required, but not a single AdditionalProperties.

Results. Over 70% of all documents contain the keyword additionalProperties
at least once. Thus, schema authors actively control the degree of schema-
flexibility, yet few declare schema-full documents (in less than 5% cases).

3.4 RQ4: How Common Is Recursion?

Out of all schemas analyzed, only 26 are recursive. About 62% of the schemas in
meta are recursive, whereas the other categories do not contain more than a third
of recursive schemas. The maximum cycle length is 20.

Results. This ratio of approx. 16% of recursive schemas is in stark contrast to
an earlier finding on DTDs, where 60% of documents were recursive [5]. There,
it was reported that data DTDs are usually non-recursive, which is not the case
for JSON Schema documents of this category, where it is nearly 30%. It is plau-
sible that recursion is more common in meta schemas, as they declare languages.
For instance, JSON Document Transform!'? declares a transformation language for
JSON documents, so it is naturally recursive.

12 See https://github.com/SchemaStore/schemastore/commits/master/src/schemas/
json/lsdlschema.json in the version of March 2018.
13 http://json.schemastore.org/jdt.
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3.5 RQ5: Do Schemas Impose Maximum Nesting Depths?

The bar chart in Fig. 4 shows the resolved depths for non-recursive schemas. For
recursive schemas, we leave a placeholder, to convey a sense of quantity. For non-
recursive schemas, we show a bar indicating the resolved depth. Bars for docu-
ments that are schema-full are colored black, documents that are schema-mixed
are colored blue. As discussed in Sect. 2.3, only the combination of non-recursive
schemas that are schema-full imposes a limit on nesting depth: Only five JSON
Schema documents limit the maximum nesting depth of JSON documents that
are valid w.r.t. them (three of the schema-full documents are recursive and thus
not shown here). Overall, the minimum resolved depth is 3. The average resolved
depth of approx. 11 is much lower than the maximum of 43.

50

app conf data meta

204

) I\Wﬂlﬂﬂﬂﬂm I

Fig. 4. Resolved depth in non-recursive schemas. Gaps denote recursive schemas. Black
bars highlight schema-full declarations (chart best viewed in color).

Resolved depth

Results. A depth of 10 may be conceptually still manageable for humans (who
are said to be able to recall up to seven items in their working memory), while
a depth of 40 seems daunting (to provide perspective, in the DTDs analyzed
by [5], the resolved depth was 20 at most). Yet inspecting the outlier document
1sdlschema'® reveals that it is part of Microsoft Power BI. Users of this product
can specify natural language queries over relational data, such as searching for
the oldest customer. 1sdlschema describes the linguistic annotations derived in
parsing and processing these queries. It is plausible that a professional linguistic
model requires a deeply nested schema.

4 Discussion

We have found some JSON Schema documents to be comparatively large. As
JSON Schema documents themselves are specified in JSON, large files incur an
overhead for parsing [9] and validation [10].

14 See footnote 16.
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In contrast, let us compare this with schemas from the JSON Schema Test
Suite. As of July 8th, 2019, this collection contains 733 schemas for unit testing.
The largest test schema spans only 38 LoC (after pretty printing). This is not
representative of our observations from real-world schemas. As these tests are the
basis for the JSON Schema Benchmark!®, this reveals a gap in the benchmark
setup, and calls for extensions.

We have found that recursion is not as common as in schemas for the related
format XML. Assuming that this result can be generalized (e.g., by a follow-
up study on a larger document collection), this can be valuable information for
researchers and practitioners who build tools that process JSON Schema.

Further, we have found that most declarations in JSON Schema documents
are schema-mixed. This makes for easy backwards compatibility when schemas
evolve: Assuming that new property declarations are added to the schema over
time, this won’t break interfaces that validate new JSON documents against a
legacy schema. Yet without an extended, qualitative survey, we can only speculate
as to the authors’ reasons for not declaring tighter schemas.

5 Threats to Validity

Construct Validity. Our analysis is based on a specific document collection. Our
biggest threat to validity is that this collection is small. In future work, we would
thus like to analyze additional documents hosted on GitHub. As of June 25th
2019, we searched GitHub for JSON Schema documents using BigQuery!6, in par-
ticular, files ending in . json which contain the property $schema. This simple
search revealed over 400K candidates. Thus, there is a larger document collec-
tion for exploration. Nevertheless, schemas on SchemaStore are a good starting
point, as they are curated (some files have undergone more than 60 revisions). In
contrast, repositories on GitHub are popular for personal and experimental devel-
opment [6], and the schemas hosted there may not all be up to standard.

A minor threat is that we may have misclassified JSON Schema documents
into categories. After all, this was done manually, and as pointed out in [5], the
boundaries between categories are not always perfectly clear.

Ezxternal Validity. 1t is a fundamental question whether results of studies on open
source code generalize to commercial settings [3].

6 Related Work

The JSON Schema language has recently come to the attention of researchers.
In [4] and [10], its syntax and semantics are explored from a language-theory point-
of-view. While the authors of [10] impressively validate 18 million JSON docu-
ments from Wikidata against a (single) JSON Schema, their goal is not to study

15 https://github.com/ebdrup/json-schema-benchmark//.
16 Google BigQuery allows for querying the GitHub open data collection, mostly non-
forked projects with an open source license: https://cloud.google.com/bigquery/.
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the properties of real-world JSON Schema documents. To the best of our knowl-
edge, there are no systematic empirical studies of real-world schemas yet.

Our work is strongly inspired by Byron Choi’s study on DTDs [5]. There are
various other works on profiling DTDs or XML Schema [2,5,7,8,11]. In hindsight,
these studies have really helped the database community to better understand the
proliferation and adoption of these schema languages and their features.

7 Conclusion

In this paper, we present a first analysis over a curated collection of JSON Schema
documents. We see plenty of opportunity for follow-up studies. For instance,
JSON Schema documents may actually be unsatisfiable, so no valid documents
exist. This is possible in theory [4], yet whether this actually occurs in real-world
schemas (and is thus a practical problem) is an open issue.

Also, the best practices as to how schema authors express constraints have not
been systematically explored. Yet already, we have gained insights that indicate
that existing JSON Schema benchmark might have to be extended, for instance,
by larger documents that stress-test schema parsing and validation. Also, we are
surprised that authors tend to write schema-flexible declarations, which is a mind-
shift when coming from XML schema languages, such as DTDs.
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Abstract. Coopetition describes a phenomenon in which actors simultaneously
cooperate and compete with each other. A stable and sustainable coopetitive
relationship is predicated on the presence of one or more win-win strategies. In
this paper, we demonstrate the generation of a win-win strategy by two startup
companies in a business relationship in the real-world. Originally, these startup
companies regarded each other as rivals. In the course of our Action Research
engagement, conceptual modeling revealed that, contrary to their original
assumptions, the two companies operated in different input and output markets.
Therefore, instead of engaging in adversarial behavior, they could benefit from
cooperation. We use i* strategic actor modeling, with actor specialization, to
differentiate customer segments, in combination with game-theoretic analysis.
The resulting artefacts, our conceptual models, are being used by the founders of
these startup companies to inform their decision-making.

Keywords: Coopetition - Win-win * Strategy - i* + Actor specialization

1 Introduction

Strategic coopetition describes a relationship in which actors compete and cooperate
simultaneously [1]. It is observed widely in economic, political, civic, and social
contexts. The sustainability of a coopetitive relationship is predicated on the existence
of a win-win outcome for all the stakeholders [1]. Win-win refers to a condition in
which all members in a relationship are better off as a result of being in that rela-
tionship. Conversely, lose-lose refers to a condition in which all members are worse off
as a result of being in that relationship. Win-lose characterizes a relationship in which
some members are better off while others are worse off by participating in that rela-
tionship. Lose-lose and win-lose relationships are unsustainable because in such rela-
tionships, definitionally, some players are worse off by participating than abstaining.
In this paper, we attempt the generation of a win-win strategy through the appli-
cation of conceptual modeling. Our modeling is used to analyze the relationship
between two startups in data science professional development market in Toronto. We
show that by adopting a purely competitive orientation these organizations create a
zero-sum relationship. We apply conceptual modeling to assist these startups in
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adopting a non-competitive and pre-cooperative stance, with the potential of yielding a
positive-sum outcome. Our research shows that ad hoc decision-making leads to faulty
assumptions that can impede organizational progress and growth. Without modeling,
founders of these startups erroneously assumed that they were competitors in input and
output markets. Conversely, conceptual modeling can support organizational
advancement and development by assisting decision-makers to secure a deeper deci-
sion rationale. Conceptual modeling allowed the founders of these startups to realize
that they operate in different markets. This motivated them to eschew competitive
positions that were yielding their zero-sum outcomes.

2 Empirical Study: Startups in the Market of Data Science
Professional Development

The global demand for data science talent has grown significantly because it is regarded
as a source of competitive advantage in many industries. This growth in demand for
data science talent has spawned a booming market for professional development
programs. Entrepreneurs have launched new startups that provide such programs in the
same market as traditional education institutions such as universities and colleges.
These startups include training bootcamps and mentorship academies that offer pro-
fessional development programs either online, on-premise, or through a blended
channel. This market is extremely lucrative for startups due to high and rising demand
for data science professional development programs in Toronto.

Our empirical study focuses on two professional development startups in the
Toronto market. One startup, referred to as Training Bootcamp (TB), offers classroom-
based instruction to cohorts of students. Students apply to this program and, upon
acceptance, undertake a twelve-week program of study that includes multiple courses
that are taught by professional data scientists from the industry. Another startup,
referred to as Mentorship Academy (MA), offers personalized one-on-one coaching to
mentees by pairing them up with a mentor that is a seasoned data scientist from the
industry. The mentor and the mentee develop a customized learning plan that spans
twelve weeks and entitles the mentee to an allocation of their mentor’s time. TB and
MA also offer employment services to their graduates by referring them to job
placement opportunities.

3 Research Methodology and Modeling Approach

3.1 Research Methodology: Action Research

We adopted action research [2] methodology to perform this empirical study. Action
research refers to a portfolio of techniques in which researchers participate actively to
bring about changes in the domain that they are concomitantly studying [2]. It is used
in business research wherein researchers apply critical reflection to link ‘doing’ with
‘studying’ [3]. A key element of action research is the notion of ‘intervention’ which is
defined as: “purposeful action by an agent to create change” [3]. A co-author of this
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paper was known by the founders of these startups. He was invited separately and
independently by these startup founders to provide business advice on a one-on-one
basis. The data for our empirical study were gathered through five one-hour interactive
and participatory sessions with founders of these startups (i.e., total of ten hours). After
each session, models were constructed offline by one of the authors, then explained and
discussed in the follow-up session, making revisions and adjustments where necessary.
Our models and analyses were shared with these founders individually in verbal and
diagrammatic form during subsequent advisory meetings.

3.2 Modeling Approach: Combining i* and Payoff Matrices

Figure 1 presents a modeling methodology that combines i* strategic actor modeling
with Payoff Matrices from Game Theory. i* supports early stage requirements engi-
neering [4] and has been applied to analyze strategies [5—13] in the business context.
This methodology is a variation of our methodology that combines i* with Game Trees
[11-13]. The difference between these methodologies is due to the relevance of
sequence in the models and their analysis. In Game Theory, Game Trees are used to
solve sequential move games (i.e., processual) while Payoff Matrices are used to solve
simultaneous move games (i.e., structural) [14]. In [11-13], we combined i* with
Game Trees to study the phenomenon of reciprocality, which necessitates consideration
of decision paths. However, in the empirical study presented in this paper we study the
structural, rather than the processual, aspects of the relationship between these startups.

The methodology presented in Fig. 1 is divided into three phases: modeling,
evaluation, and exploration. We operationalized this methodology in an iterative and
interactive manner. Subjective qualitative assessments by subject matter experts
(founders) and modeling specialists (authors) were used to collaboratively generate
win-win strategies. The modeling phase encompasses the development of i* SR models
and their corresponding payoff matrices. The evaluation phase entails performing of
label propagation in the i* SR models and calculation of payoffs in the payoff matrix
based on the results of label propagation in the i* SR models. The exploration phase
includes five non-deterministic steps for experimenting with additions and changes to
the i* SR models to generate one or more win-win strategies. In this way, the con-
ceptual modeling methodology presented in Fig. 1 can be used in discriminative
(i.e., assessing whether a win-win strategy exists) as well as generative (i.e., creating a
new win-win strategy) modes.

A distinctive step in this engagement, not explored in previous applications of this
methodology, was that in considering Adding or Removing Actors during the explo-
ration phase (bolded in Fig. 1), a more general actor was refined into more specialized
actors, thus allowing for analysis of customer segmentation.
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4 Conceptual Modeling of Data Science Instruction Startups

The key actors are the 2 startups (TB and MA), instructors (input market), and learner
as well as client (output market). For readability, we present i* models separately for
Learner (Fig. 2a), Instructor (2b), and Client (2c), showing their dependency rela-
tionships with the 2 startups. Figures 2a, 2b, and 2c depict actors that are relevant in
the As-Is scenario of our empirical case study. Figures 2a, 2b and 2c depicts our
interpretation of the input and output markets as perceived by TB and MA prior to our
intervention. In the past (i.e., As-Is scenario), TB and MA did not analyze their input
and output markets in a systematic or structured manner. TB and MA regarded their
input and output markets to be comprised of three generic, undifferentiated, homoge-
neous, and monolithic customers: Learner (2a), Instructor (2b), and Client (2¢).

Figure 2a includes the internal intentional structures of TB, MA, and Learner.
Internal intentional structures of TB and MA are omitted from Figs. 2b and 2c¢ due to
page length constraints. The startups, TB and MA, possess certain goals which are
states of affairs in the world that an acfor wishes to achieve. TB has a goal “revenue be
generated” while MA has a goal “market valuation be increased”. A goal is achieved
via the performance of a task which refers to the specific way of fulfilling that goal
through the application of know-how. TB’s goal of “revenue be generated” can be
fulfilled by the performance of a task “charge course fees” while MA’s goal of “market
valuation be increased” can be fulfilled by the performance of a task “charge income
share”.

Tasks are compared by contrasting their impacts on softgoals. A softgoal is a
quality objective that is not characterized by clear-cut and objective satisfaction cri-
terion. Contribution Links are used to depict the impact of a fask on a softgoal or a
softgoal on another softgoal. For a Learner, the task “learn from training bootcamp”
positively contributes (i.e., Helps) to the softgoal “team player skills be demonstrated”
and negatively contributes (i.e., Hurts) to the softgoal “individuated skills be demon-
strated”. Conversely, the fask “learn from mentorship academy” positively contributes
to the softgoal “individuated skills be demonstrated” and negatively contributes to the
softgoal “team player skills be demonstrated”. A softgoal is regarded as satisfied or
denied from the subjective and qualitative perspective of an actor. Satisfaction and
denial of i* model elements is shown via checkmarks and crosses respectively.

Actors in strategic relationships depend on each other for goals to be achieved,
tasks to be performed, softgoals to be satisfied, and resources to be obtained. A re-
source is a physical or informational entity needed to complete a rask. In Fig. 2a, TB
depends on the Learner for “tuition fees” (resource) and MA depends on Learner for
“first year salary commission” (resource). The flat side of the ‘D’ in a dependency link
points towards the actor that depends while the curved side points towards the actor
that is depended upon. Figures 2a, 2b, and 2c, depict two scenarios (labeled 1 and 2)
that correspond to the impact of a choice by a customer (i.e., Learner, Instructor, and
Client) on TB and MA. Choices 1 and 2 are mutually exclusive wherein choice 1
indicates the decision by a customer to engage with TB while choice 2 indicates the
decision by a customer to engage with MA. These choices are shown within Learner,
Instructor, and Client actors as tasks. They are connected with the top-level goal of
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each focal actor using Means-Ends links. Means-Ends links depict the relationship
between a goal and any task that can be used to achieve it (i.e., OR decomposition).

In the past (depicted in the As-Is scenario), TB and MA, adopted a competitive
stance towards each other because they assumed that their service offerings and value
propositions were regarded as substitutes by their customers. This is shown via satis-
faction labels attached to the subjects of the dependencies associated with scenarios 1
and 2. In Fig. 1, the evaluation phase involves the propagation of satisfaction labels on
elements in i* SR diagrams as well as the calculation of payoffs based on satisfaction of
intentional elements. In Figs. 2a, 2b, and 2c satisfaction labels are propagated over the
softgoals of the customers based on completion of the fask associated with scenarios 1
and 2 respectively.

Figure 2d shows a payoff matrix that depicts the payoffs associated with each
strategy available to TB and MA. Due to page length constraints, Fig. 2d shows the
strategies that are available to TB and MA within the same payoff matrix. This
combination is workable since the strategies, for dealing with customers, that are
available to TB and MA are symmetrical (i.e., act or do not act). Three main strategy
scenarios are possibilities: (i) TB and MA act, (ii) only TB acts or only MA acts,
(ii1) neither TB nor MA act. It must be noted that the numerical values of payoffs are
relative and not absolute since they are meant to support the contrasting of strategies in
terms their comparative gain or loss. In selecting a strategy, a rational actor is expected
to prefer a payoff of 1 over a payoff of 0 and a payoff of 0 over a payoff of —2.

Payoffs associated with each of these strategy scenarios are calculated in the fol-
lowing way: (i) if both players act then they compete with each other to acquire and
retain customers by lowering their prices (e.g., cheaper for learner and client) and
raising their costs (e.g., more lucrative for Instructors). This scenario leads to a status
quo payoff (0) since it puts downward pressure on each of their margins and depletes
their profitability which is a contributor to their business objectives (TB: “revenue be
generated” and MA: “market valuation be increased”), (ii) if only one player acts then
the player that acts has a positive payoff (1) because it is able to acquire and retain
customers thereby achieving its business objectives while the player that does not act
has a negative payoff (—2) because it foregoes economic opportunity in spite of
incurring fixed and overhead costs to run their business., (iii) if neither player acts then
each of them earns a negative payoff (—2) by foregoing economic opportunities in spite
of incurring fixed as well as overhead costs to run their businesses.

This payoff matrix shows that the payoff for not acting is —2 for either player
irrespective of the strategy chosen by the other player. However, the payoff for acting is
0 if both players act and 1 if only one player acts. Therefore, acting is the dominant
strategy for TB and MA since it guarantees a higher payoff, compared to not acting,
regardless of the strategy chosen by the other player. This analysis suggests that both
TB and MA are expected to act (i.e., recruit Learners, retain Instructors, and engage
Clients) leading to a payoff of 0 for both TB and MA. This absence of a win-win
strategy in the As-Is scenario triggered the exploration phase (depicted in Fig. 1). The
intended outcome of this exploratory phase was a strategy that would support the
attainment of positive non-zero payoffs by both TB and MA. Figures 3a, 3b, 3c and 3d
presents models depicting the To-Be scenario that resulted through the iterative and
interactive application of the methodology presented in Fig. 1.
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The exploration phase in Fig. 1 presents five non-deterministic steps for generating
a win-win strategy by adding or changing some elements in a relationship. In the case
of TB and MA, we encouraged the founders of each startup to reconsider their
assumptions of treating their three customers in a generic, undifferentiated, homoge-
neous, and monolithic manner. Our conceptual modeling methodology allowed TB and
MA to think about different and specific types of customers: Learner, Instructor, and
Client. We followed the technique presented in [15] to represent specializations of the
Learner, Instructor, and Client entities.

Modeling assisted the founders of TB and MA to perform a deeper examination of
their input and output markets. Analysis of the models revealed that TB and MA had
different customers even though those customers shared certain aspects in common.
Figures 3a, 3b, and 3c show that TB dealt with Trainees, Trainers, and Agency
Recruiters while MA dealt with Mentees, Mentors, and Corporate Staffing Scouts.
Trainees, Mentees, Instructors, Mentors, Agency Recruiters, and Corporate Staffing
Scouts possessed different intentional structures. However, the commonalities in the
intentional structures of Trainees and Mentees, Instructors and Mentors, as well as
Agency Recruiters and Corporate Staffing Scouts is depicted in the Learner, Instructor,
and Client actors respectively. Actor association to relate specialized entities with
generalized entities is depicted via is-a links [15].

Applying the evaluation phase of Fig. 1 over the models of the To-Be scenario
shows that TB and MA are not in a competitive relationship since they deal with
different customers. This means that it is possible for the goals of TB and MA to be
fulfilled independently of each other. The payoff matrix in Fig. 3d shows that the
strategies available to TB and MA do not involve the same customers. The payoffs in
the To-Be scenario are only different from the As-Is scenario when both TB and MA
act. This is because TB and MA do not regard each other as competitors and they do
not conflict over common customers. In the As-Is scenario, a payoff of 0 resulted
(Fig. 2d) for TB and MA when both players act, however, in the To-Be scenario, a
payoff of 1 results (Fig. 3d) for TB and MA when both players act. This demonstrates
the application of the methodology presented in Fig. 1 to generate a win-win strategy.
Our models and analyses were favorably received by the founders of these startups.
They are incorporating our recommendations and suggestions in their strategic plan-
ning processes.

5 Related Work

i* modeling has been used to analyze inter-organizational relationships. In [5-7] we
analyzed strategic pivots and directional shifts in startups and large enterprises. In
[8-10] we analyzed organizations in terms of their simultaneously cooperative and
competitive strategies. i* modeling and game-theoretic modeling techniques have also
been combined to analyze coopetitive strategies of organizations. In [11-13] we pro-
posed a method for complementarily applying i* with Game Trees to discriminate and
generate win-win strategies. The work presented in this paper builds upon this corpus
by offering empirical support for utilization of i* modeling to analyze real-world
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coopetitive strategies. Our work is also related to the body of scholarly literature related
to the application of action research for the generation of business strategies [2, 3].

6 Conclusion and Future Work

In this paper, we demonstrated the application of action research to generate win-win
strategies in inter-organizational relationships. We proposed a variation of the
methodology presented in [11-13], for performing processual analysis, to accommo-
date structural analysis. Our future work aims to address the challenges identified in
applying this methodology in the empirical case. We developed two sets of i* models
(i.e., As-Is, To-Be) because i* does not support conditional reasoning. A future step in
our research involves experimenting with alternate mechanisms for depicting model
configurations at different times. We also extended the notation of i* slightly by
including scenario labels (i.e., checks and crosses for scenarios 1 and 2) in our dia-
grams because i* does not support conditional reasoning. Another future step in our
research involves experimenting with alternate mechanisms for representing if-then
associations in i* models. Improving the visual scalability of i* models is also a future
step in our research.
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In the last decade, technology has advanced tremendously. Currently, a wide variety of
devices, including sensor-enabled smart devices, and all types of wearables, connect to
the Internet and power newly connected applications and solutions. On the one hand,
the cost of technology has sharply decreased, making it possible for everybody to
engage in sensing data. The vast amount of real time information can be accessed
across the Internet. Furthermore, some of the environments are just online, like social
media, where all the information is in the Cloud. As a result, new words as well as new
expressions have appeared such as Big Data, Cloud Computing or Internet of Things,
among others.

Due to all of these enormous amounts of data generated, there is an increasing
interest in incorporating them, usually referred to as Big Data, into traditional appli-
cations. This new era of Big Data requires conceptualization and methods to effectively
manage big data and accomplish intended business goals. Thus, the objective of
MoBiD’19 is to be an international forum for exchanging ideas on the latest and best
proposals for modeling and managing big data in this new data-drive paradigm. The
workshop is a forum for researchers and practitioners who are interested in the different
facets related to the use of the conceptual modeling approaches for the development of
next generation applications based on Big Data. The 8th Workshop on Modeling and
Management of Big Data has attracted 9 high quality submissions centered around the
modeling and analysis of Big Data and IoT. From these submissions, 4 high quality
papers have been selected after a blind review process that involved at least 3 experts
from the field for each submission, resulting in an overall acceptance rate of 44%. We
also have invited the keynote “From Big Data to Smart Data in the Context of Genomic
Information Systems” by Ana Leén Palacio.

Regarding the accepted papers, the first one presents an empirical study of complex
value relations in Hive, using data from open source repositories. The study effectively
identifies scarce use of non-atomic values and potential issues in existing schemas and
suggests future areas of study. The second paper focuses on conversational data,
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analyzing the use of Amazon Echo by elderly people. The paper classifies the data
collected and shows how precise understanding of the commands is needed for an
effective use and longer conversations are not supported at the moment. The third paper
analyzes aggressive behavior patterns in residential care facilities. The study applies
pattern mining techniques to identify and investigate the factors that contribute most to
aggressive behavior from patients. The fourth paper is centered on Industry 4.0. The
authors propose an ontology-based method to allow domain experts to adapt infor-
mation dashboards that extract information from different sensors within factories and
visualize only the information that is relevant according to their own particular needs.
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Abstract. Industrial Internet of Things (IIoT) devices operating in
manufacturing plants allow capturing raw data generated by machines,
regarding some indicators of interest. Multi-purpose dashboards facilitate
a real-time visualization of all those raw data captured, and thus pro-
vide knowledge of each indicator. However, sometimes, domain experts
interested in analyzing data belonging to specific domains find those
dashboards too rigid. In this paper, we present a proposal that we have
developed in a real Industry 4.0 scenario. Due to the customized visu-
alizations that it provides, it enables domain experts to gain a greater
value and insights out of the captured data. The core of the system is a
new ontology that we have built, where, among others, the sensors used
to capture indicators about the performance of a machine have been
modeled. This semantic description allows to provide customized repre-
sentations of the manufacturing machine, query formulation at a higher
level of abstraction and customized graphical visualizations of the results.

Keywords: Data exploration - Industry 4.0 - Ontologies

1 Introduction

The deployment of Industry 4.0 approaches faces diverse research and innovation
challenges including, among others, the development of tools for visualizing raw
data to provide right information, to the right person at the right time.
Regarding visualization, in [16] a survey of visualization technologies tailored
for smart manufacturing scenarios can be found. Focusing on visual surveillance
of all raw data captured from monitored indicators, many proposals rely on the
use of multi-purpose dashboards' that allow experts in the manufacturing pro-
cess to find relevant information. However, sometimes, domain experts of Indus-
try 4.0 scenarios interested in analyzing data belonging to particular domains,
find those dashboards too rigid (visualizing metrics that are not relevant for
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them and extremely complicated to set up new ones), having to create tailored
solutions (e.g., the NILM dashboard presented in [1]). As an alternative, we pro-
pose the use of Visual Query Systems (VQSs). VQSs use visual representations
to depict the domain of interest, and manipulation interaction mechanisms in
order to formulate requests to the data sources by means of visual expressions
[6]. Thus, the main goal of this paper is to present a semantic-based VQS tai-
lored to Industry 4.0 scenarios. The system facilitates domain experts the data
exploration task by allowing them to formulate queries through a digital repre-
sentation of a machine and dynamically generated forms, which are customized
by reasoning with the knowledge available in a domain specific ontology?. The
use of an ontology-based approach instead of a database-based one allows taking
advantage of the reuse, reasoning and interoperability capabilities [14].

The proposed system provides the following benefits in the data exploration
process: 1. Possibility of querying the monitored data at a higher level
of abstraction. The user selects the sensors by clicking on them at the digital
representation of the machine and inputs the desired constraints (e.g date, hour,
limits of values, aggregation functions) in a form. Those forms are dynamically
customized by reasoning with the annotated knowledge about the characteris-
tics of the sensors that have been selected. 2. Possibility of incorporating
on-the-fly semantic annotations in the visualization of results. The
results obtained for the queries are shown using tailored graphical representa-
tions customized according to the nature of the data domain. 3. Possibility of
providing a customized visualization of a manufacturing machine. Not
all the machines of the same type (e.g. extruders) incorporate the same type
of sensors. Visualizing a machine with its specific sensors, and thus, providing
customized representations of machines is possible by consulting the ontology
where the main components of the machine and its sensors have been described.

In the rest of this paper we present first some related works regarding ontolo-
gies in the manufacturing field and visual query systems. Next, we introduce a
brief overview about the considered context. Then, we show briefly how the sen-
sors that capture indicators values are described in the built ontology. Next, we
present two functionalities provided by the proposed system: insertion of data
and querying of data. We finish with some conclusions.

2 Related Work

In this section we revise works that are related with two main pillars of the
proposal, visual query systems and ontologies in the Industry 4.0 scenario.
Visual Query Systems have been used for querying databases [6], for retriev-
ing data from the Web [11], and also for exploring semantic web data e.g.
Rhizomer [5]. However, few proposals can be found in the literature that pro-
vide visual query systems for industrial scenarios and even less that provide

2 In this paper the term ontology refers to the knowledge base composed of the con-
ceptual level (i.e., axioms for classes and properties) and the instance level (i.e.,
assertions about individuals).
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semantic-based visual query systems. Among those last type of systems we high-
light OptiqueVQS [15], a system that exploits ontology projection techniques to
enable graph-based navigation over an ontology during query construction. In
our case, we use a form-based approach but attached to a digital representation,
described in an ontology, to facilitate querying at a higher level of abstraction.
Moreover, the main differences with our proposal are: (1) OptiqueVQS shows all
the classes defined in the loaded domain ontology. This forces domain experts to
gather experience in the ontology before using the system. Our proposal focuses
in a specific domain ontology, and thus presents an intuitive environment for
those experts, facilitating the query formulation. (2) OptiqueVQS lacks of dif-
ferent result visualizations. Our proposal presents different visualizations of the
results of the queries depending on the nature and format of the data.
Furthermore, ontologies are being used in different manufacturing scenar-
ios ([10,12]). For example, the Manufacturing Service Description Language
(MSDL) ontology was defined to provide a common semantic model for describ-
ing manufacturing services [4]. However, due to a lack of sound descriptions
of manufacturing machines that happen to be accessible, interoperable, and
reusable we developed an ontology called EzxtruOnt® for providing detailed
descriptions of a real manufacturing machine, in particular, an extruder?.

3 Overview

The proposal presented in this paper has been developed using data captured
from a manufacturing process associated to an extruder machine. Some descrip-
tion of the captured time-series data are described in Table 1.

Table 1. Example of the amount of data collected by the sensors of an average extruder
machine in one day under normal conditions.

Sensor type/class Description Count|# records®|Disk sizeP
ResistorOnOffSensor Observes whether a resistor is on or off 1 86,400 12.85
FanOnOffSensor Observes whether a fan is on or off 1 86,400 12.85
TemperatureSensor Captures the temperature 10 864,000 128.54
MotorConsumptionSensor |Captures the consumption of the motor 1 86,400 12.85
SpeedSensor Captures the speed of the rotational parts| 2 172,800 25.71
PressureSensor Captures the pressure in the extruder 1 86,400 12.85
MeltingTemperatureSensor|Captures the melting temperature 1 86,400 12.85
BottlesPerShiftSensor Captures the number of bottles in a shift | 4 345,600 51.42
Others Other sensors in the extruder 23 1,987,200 295.64

Total 44 3,801,600 565.56

2One record per second.
b1y megabytes, using a Virtuoso quad store due to the performance results shown in [3].

3 http://bdi.si.ehu.es/bdi/ontologies/ExtruOnt /ExtruOnt.
4 A machine that performs the extrusion process, in which some material is forced
through a series of dies in order to create a desired shape.
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Even though semantic technologies were not created for Big Data, we have
opted to use them in our proposal, as the use of semantic technologies in Big
Data challenges has been proved to solve many limitations caused by the use
of traditional solutions [2]. The developed FEztruOnt ontology contains classes
and properties for expressing descriptions about the features of a machine, such
as its components and characteristics, their spatial connections and finally the
sensors used to capture indicators about the performance of that type of machine.
Moreover, we establish mappings between our ontology and SAREF4INMA [7]
so that interoperability with standards can be achieved through it.

4 Sensors Modeling

In this paper, we focus only on one of the ExtruOnt modules named in the pre-
vious section. This contains both specific terms regarding sensors (e.g Pressure
Sensor) used to capture observations (e.g DoubleValueObservation), and
terms imported from other well-known ontologies, such as SOSA/SSN [9] and
OM [13] in order to favor its interoperability. We extend the classes Sensor,
Observation and ObservableProperty of the SOSA/SSN ontology to describe
more accurately the nuances of the sensors, observations and properties of
our domain, and therefore allowing to provide the most suitable graphical
representation.

The main class Sensor is a specialization of sosa:Sensor where two new
properties have been included: indicatorId (sensor identifier) and sensorName
(name of the sensor). In our scenario, sensors capture either true/false data or
numerical data. Thus, two subclasses of Sensor have been defined to repre-
sent this type of information: BooleanSensor and DoubleValueSensor respec-
tively. Moreover, these subclasses have been further specialized in order to
represent the specific sensors needed to monitor an extruder (see Tablel).
Classes ResistorOnOffSensor and FanOnOffSensor are subclasses of Bool-
eanSensor, while the remaining classes are subclasses of DoubleValueSensor.

For each type of sensor its observable property is indicated by the property
sosa:observes. For example, the observable property of a FeedRateSensor
is the Speed individual imported from OM. Moreover, for each subclass of
BooleanSensor the true/false meaning of the observed property can be indicated
by properties meaningStatel and meaningStateO respectively. For instance, the
values of properties meaningStatel and meaningState0O in a ResistorOnOff
Sensor are ‘‘On’’ and ‘‘0ff’’, which indicates that when the sensor reg-
isters the value true it means that the sensor is on and vice-versa. For each
subclass of DoubleValueSensor, the expected range of the values captured by
these sensors under normal conditions has been specified by properties minValue
and maxValue. This range will help to identify possible outliers in the captured
data. Other properties regarding capabilities of the sensors, such as the feasi-
ble measurement range captured by the sensor, are defined using properties from
SOSA/SSN. The units of measure have been imported from OM. Finally, for each
type of sensor an axiom has been added which constrains the type of observations
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made by the sensor through property sosa:madeObservation. For each observa-
tion its value and timestamp are indicated by properties sosa:hasSimpleResult
and sosa:resultTime. T'wo subclasses of Observation have been defined,
depending on the type of value of the observation: BooleanObservation and
DoubleValueObservation. In Fig.1 an excerpt of the module can be found.
For legibility reasons, only the most important properties and classes, and two
specific types of sensors (ResistorOn0ffSensor and MotorConsumptionSensor)
are fully pictured.

sosa:hasSimpleResult R R :] Class e Imported Class
© N Imported Individual

Boolea[\bservation O Individual L

——> rdfitype — > rdfs:subClassOf

(see BooleanSensor) -~~~ :

(see DoubleValueSensor) ~~ . _ _

R | sosa:Observation | —> property
sosa:hasSimpleResult RN ? Dashed arrows have been used when due to
""""""""" Ob i l * readability issues it was not possible to draw the
servation whole arrow.
sosa:observedProperty P
sosa:madeObservation only isosa:ObservableProperty:

only
Sensor

:observes only
indicatorld only

sosa:madeObservation sosa:madeOnbservation

only only
BooleanObservation <t------- ‘{ BooleanSensor l l DoubleValueSensor }> """"""" D> (DoubleValueObservation)
? (see
l ResistorOnOffSensor l l FanOnOffSensor l l PressureSensorl l SpeedSensor l

sosa:observes

l BottlesPerShiftSensor Y TemperatureSensorl

- == (BooleanKind) meaningState0

onl
minValue v

meaningState1
only
meamn\EStaleO meaningState1

"Off"Mxsd:string "On"Mxsd:string 16500Mxsd:integer maxValue Uf\v """" [ """""""""""""

20000Mxsd:integer

Fig. 1. Excerpt of the ontology showing the main classes and properties.

5 The Semantic-Based Query System

The system provides two functionalities: insertion and querying of data. In order
to provide these functionalities, the architecture includes a Virtuoso service®.
Virtuoso contains a quad store where data are placed after insertion and provides
a SPARQLS endpoint to access that quad store. Through a series of parsers and
an intermediate service, the users’ queries are executed against the Virtuoso
service, and the results are shown in the user interface in a customized way.

5.1 Insert Data

The original data in CSV format is annotated using the terms in the ontology,
converted to a set of RDF triples and stored in the quad store by means of

5 https://virtuoso.openlinksw.com/.
5 https://www.w3.org/TR /sparqll1-query/.
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SPARQL insert queries. The original data contains a pair [value, timestamp]
for each of the observations and, for each pair, an instance of Observation is
created, indicating the value and its timestamp, along with the type of data,
and the sensor. For example let us assume that sensor sensor79PWN7 is an
instance of class MotorConsumptionSensor (Fig. 2a) that according to the CSV
has made the observation [18710, 2018-03-22T19:21:33.559Z]. Then, the annota-
tions in Fig. 2b are generated, where obs1 refers to the newly created observation.

(a) :sensor79PWN7 rdf:type :MotorConsumptionSensor .

(b) :sensor79PWNT sosa:madeObservation :obsl .
:obsl sosa:hasSimpleResult "18710"""xsd:double ;
sosa:resultTime "2018-03-22T19:21:33.559Z2"""xsd:dateTime .

(c) :obsl rdf:type :DoubleValueObservation .
:sensor79PWN7 sosa:observes om:Power ;
:minvValue "16500"""xsd:double ;
:maxValue "20000"*"xsd:double ;
runit om:watt .
om:watt om:symbol "W"""xsd:string .

Fig. 2. (a) Declaration of sensor79PWN7 as an instance of MotorConsumptionSensor.
(b) Example of the triples generated when annotating and observation. (c) Some of
the triples that can be inferred.

Moreover, due to the knowledge available in the ontology, additional infor-
mation that does not appear in the CSV file is now related to the observation
(Fig.2c). Since obsl was made by MotorConsumptionSensor sensor79PWN7,
which is a DoubleValueSensor that makes DoubleValueObservations, obsl
can be classified as a DoubleValueObservation. Moreover, due to the descrip-
tion of the sensor, it is possible to identify that: (1) obs1 is an observation of
om:Power, (2) the value of the observation complies with the expected range of
values (between 16500 and 20000) for the observations of this type of sensor, (3)
the unit of the observation is om:watt and (4) the symbol to represent watts
is W,

5.2 Query Data

In order to perform the queries, the user is presented with a dynamically
generated picture of the extruder, which consists on a background image of
the machine and a top layer where its sensors are placed. The background
image is selected depending on the number of zones of the extruder (e.g
4-zone-extruder, 5-zone-extruder), which can be obtained from the annotations
of the machine in the ontology using a SPARQL query. For creating the top
layer, another SPARQL query is asked to obtain information about the sen-
sors that are deployed in the machine, along with their type and deployment
data. Both SPARQL queries have been implemented within the system and
are transparent to the user. Then, clickable bullets representing the sensors,
as well as icons that specify their type, are placed in the aforementioned top
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layer. By using this approach it is possible to provide customized visualizations
of multiple extruders, as stated in the third benefit presented in Sect.1. For
example, in Fig. 3a the representation of a specific 4-zone-extruder is shown. In
this case, 15 sensors for different indicators have been placed dynamically: four
TemperatureSensors, three ResistorOn0ffSensors, three FanOnOffSensors,
a SpeedSensor, a MotorConsumptionSensor, a PressureSensor, a Melting
TemperatureSensor and a BottlesPerShiftSensor.

@ Obtain a graph with the values of the selected sensors.
v Filter results by date
v Filter results by hour
A Filter results by value

Temperature Zone 1 (2F1KT7)

O O
00°C 160.0 2200 250.0°C

Resistor Zone 1 (URS001)

Selected sensors: * Temperature Zone 1 (2F1KT7) :
« Resistor Zone 1 (URS001) } -

Fig. 3. User interface for querying about the data stored in the quad store.

Information Queries. Information queries are used to ask for information
about the observations of specific sensors. The user selects the sensors by click-
ing on them and inputs the desired constraints (e.g date, hour, limits of val-
ues, aggregation functions) in a form that is dynamically generated depending
on the characteristics of the sensors that have been selected. For example, if
sensor 2F1KT7 is selected, the annotations made about it indicate that it is a
TemperatureSensor, and by reasoning that is also a DoubleValueSensor, mean-
ing that it records numerical values. Thus, a slider is shown which allows to
restrict the values of the retrieved information to the user’s desired range. More-
over, since properties minValue and maxValue indicate that the usual range for
that type of sensor is [160.0, 220.0] and that the unit is om:degreeCelsius, the
slider has been customized so that values 160.0 °C and 220.0 °C are highlighted
(see Fig.3b), and its limits have been set to the feasible measurement range of
the sensor, which in this case is [0.0, 250.0].

Likewise, if sensor URS001 is selected, the annotations indicate that it is a
ResistorOnOffSensor (and therefore a BooleanSensor) and that the true/false
values indicate whether the sensor is activated or not. This information is
reflected by using an on/off switch. The simplicity of the used design helps users
to formulate queries with a high level of abstraction as stated in the first benefit
in Sect. 1. Once the selection has been made, a SPARQL query is generated and
executed against the stored data. Figure4 shows an example of such a query,
where the user wants to retrieve information about the observations made by
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sensor 2F1KT7 between 20th and 22nd March 2018 with value between 170 and
200. The average answer times obtained for this query type were 1.4 and 4.35s
for a time-storage-window of one day and one week respectively.

prefix :<http://bdi.si.ehu.es/bdi/ontologies/ExtruOnt/Instances#>
prefix sosa: <http://www.w3.org/ns/sosa/>
prefix xsd: <http://www.w3.0rg/2001/XMLSchema#>
select ?resultValue ?resultTime
where {
:sensor2F1KT7 sosa:madeObservation ?2obs .
?0bs sosa:hasSimpleResult ?resultValue ;
sosa:resultTime ?resultTime .
filter (?resultValue >= "170"""xsd:double && ?resultValue <= "200"""xsd:double)
filter ((xsd:dateTime (?resultTime) >= "2018-03-20T00:00:00.000Z"""xsd:dateTime) &&
(xsd:dateTime (?resultTime) <= "2018-03-22T23:59:59.9992"""xsd:dateTime))
} order by asc(?resultTime)

Fig. 4. SPARQL query example

Relation Queries. Relation queries are used to ask for the observations made
by some specific sensors when certain values hold in the observations made at
the same timestamp by some other sensors. First, the user selects all the sensors
that take part in the relation. Then they specify which are the sensors whose
values they want to ask for, meaning that the remaining selected sensors are
the ones whose values are fixed. The user indicates the fixed value for these
sensors, which can be a numerical or boolean value (depending on the type of
sensor), or the minimum, maximum or average value registered by the sensor in
the specified time range. Once again, the form to create the queries is generated
dynamically, based on the selected sensors and the information available about
them in the ontology. Average answer times of 1.37 and 2.81's were observed for
a time-storage-window of one day and one week respectively.

5.3 Visualization of Results

In order to select the most suitable representation depending on the nature of the
query and the sensors involved, a visualization module has been developed in the
ontology, where several recommendations for visualization have been described.
As an alternative, In [8] can be seen an alternative approach to automate data
visualization in Big Data analytics but following a model-driven approach.

In Fig.5 an excerpt of the module can be found with one example of rec-
ommendation. More precisely, recommendation riq07 indicates that when the
query is an informationQuery and the selected sensor is a BottlesPerShift
Sensor, then the preferred chart is a pie chart, but bar charts and time-series
plots are also allowed. In Fig. 6a a time-series visualization is used for an infor-
mation query about temperature sensor 2F1KT7. Top and bottom outlier lines
indicate the expected maximum and minimum values for that sensor. The anno-
tations made in the data and the descriptions in the ontology have been used to
generate a semantically enriched customization of the chart, as noted in the sec-
ond benefit explained in Sect. 1. Since sensor 2F1KT7 is a TemperatureSensor
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Fig. 5. Excerpt of the visualization module of the ontology.
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that captures values in Celsius degrees, symbol °C is indicated. Figure 6b shows
the aforementioned pie chart for a sensor of type BottlesPerShiftSensor, indi-
cating the number of bottles and percentage of the total made each day.

Temperature (°C)

~
o
=

Information of sensors.

Number of bottles for shift #1
2F1KT7 JWNWAR

&
g

S
8

@
g

x| - ~ —— Temperature Zone 1
== Top outlier line
~— Bottom outlier line

TR I B N
L 160) ==

s 00:00 12:00 00:00
Mar 21, 2018, 12:09:02 SR Mar 23, 2018

Date and time

Fig. 6. Examples of visualizations of results.

6 Conclusion

18 March 2018
19 March 2018
24 March 2018
25 March 2018
23 March 2018
20 March 2018
21 March 2018
22 March 2018

The interest of facilitating data exploration in Industry 4.0 scenarios has been
widely acknowledged. Visualization of captured time-series data provides increas-

ing knowledge about the indicators used in the monitoring of machines. In this
paper we have presented a semantic-based visual query system that enables

domain experts to formulate queries over a customized representation of the

References

machine, and that provides a tailor-made visualization of the results depending
on their nature. The whole process is supported by an underlying ontology where
the main components of the machine and its sensors have been described.

1. Aboulian, A., et al.: Nilm dashboard: a power system monitor for electromechanical
equipment diagnostics. IEEE Trans. Ind. Inform. 15(3), 1405-1414 (2019)



134

10.

11.

12.

13.

14.

15.

16.

I. Berges et al.

Addlesee, A.: Tackling big data challenges with linked data (2018).
https://medium.com/wallscope/tackling-big-data-challenges-with-linked-data-
278b0761a6de

Addlesee, A.: Comparison of linked data triplestores: Developing the
methodology (2019). https://medium.com/wallscope/comparison-of-linked-data-
triplestores-developing-the-methodology-e87771cb3011

. Ameri, F., Dutta, D.: An upper ontology for manufacturing service description.

In: International Design Engineering Technical Conferences and Computers and
Information in Engineering Conference, vol. 3, pp. 651-661 (2006)

Brunetti, J.M., Garcia, R., Auer, S.: From overview to facets and pivoting for
interactive exploration of semantic web data. Int. J. Semant. Web Inf. Syst. 9(1),
1-20 (2013)

Catarci, T., Costabile, M.F., Levialdi, S., Batini, C.: Visual query systems for
databases. J. Vis. Lang. Comput. 8(2), 215-260 (1997)

ETSI: SmartM2M; SAREF extension investigation; requirements for industry and
manufacturing domains. Technical specification T'S 103 507 V1.1.1, ETSI (2018)
Golfarelli, M., Rizzi, S.: A model-driven approach to automate data visualization
in big data analytics. Inf. Vis. (2019). https://doi.org/10.1177/1473871619858933
Haller, A., et al.: The modular ssn ontology: a joint W3C and ogc standard specify-
ing the semantics of sensors, observations, sampling, and actuation. Semant. Web
10(1), 9-32 (2019)

Kharlamov, E.; et al.: Capturing industrial information models with ontologies
and constraints. In: International Semantic Web Conference (2) 2016, pp. 325—
343. https://doi.org/10.1007/978-3-319-46547-0_30

Lloret-Gazo, J.: A survey on visual query systems in the web era (extended version).
CoRR abs/1708.00192 (2017). http://arxiv.org/abs/1708.00192

Negri, E., Fumagalli, L., Garetti, M., Tanca, L.: Requirements and languages for
the semantic representation of manufacturing systems. Comput. Ind. 81(C), 55-66
(2016)

Rijgersberg, H., van Assem, M., Top, J.: Ontology of units of measure and related
concepts. Semant. Web 4(1), 3-13 (2013)

Sir, M., Bradac, Z., Fiedler, P.: Ontology versus database. IFACPapersOnLine
48(4), 220-225 (2015)

Soylu, A., et al.: OptiqueVQS: a visual query system over ontologies for industry.
Semant. Web 9(5), 627-660 (2018)

Zhou, F., et al.: A survey of visualization for smart manufacturing. J. Vis. 22(2),
419-435 (2019)


https://medium.com/wallscope/tackling-big-data-challenges-with-linked-data-278b0761a6de
https://medium.com/wallscope/tackling-big-data-challenges-with-linked-data-278b0761a6de
https://medium.com/wallscope/comparison-of-linked-data-triplestores-developing-the-methodology-e87771cb3011
https://medium.com/wallscope/comparison-of-linked-data-triplestores-developing-the-methodology-e87771cb3011
https://doi.org/10.1177/1473871619858933
https://doi.org/10.1007/978-3-319-46547-0_30
http://arxiv.org/abs/1708.00192

®

Check for
updates

Towards Understanding Aggressive
Behavior in Residential Care Facilities
Using Process Mining

Jelmer Koorn'®) | Xixi Lu', Henrik Leopold®?, and Hajo A. Reijers!

L Utrecht University, Utrecht, The Netherlands
{j.j.koorn,x.lu,h.a.reijers}@uu.nl
2 Kiihne Logistics University, Hamburg, Germany
henrik.leopold@the-klu.org
3 Hasso Plattner Institute, University of Potsdam, Potsdam, Germany

Abstract. People with intellectual disabilities often live in residential
care facilities that aim to provide their clients with the best possible
quality of life. Aggressive behavior forms a threat to not only the quality
of life of the clients, but also the safety of the staff. This study aims to
uncover the dynamics underlying the evolution of aggressive behavior in
people with intellectual disabilities. We take a process mining approach
to analyze patterns of aggressive behavior. More specifically, we analyze
data from 1,115 clients from a Dutch residential care facility over a period
of three years. Our results show that there are two different groups of
cases: those exclusively showing the same type of aggressive behavior
and those who show mixed types of aggressive behavior. What stands
out is that physical aggression towards other people plays a key role in
the patterns of aggressive behavior. The results were validated with a
behavioral expert from the care organization.

Keywords: Process mining - Aggressive behavior + Healthcare

1 Introduction

Many people with intellectual disabilities live in residential care facilities, where
they can get support for their daily needs. A central goal of these facilities is
to make sure that their clients have an appropriate quality of life. While this
primarily means the care facilities attend to the needs of their clients, it also
requires them to deal with undesired behavior of clients, such as aggression.
Aggression is a complex phenomenon and has many facets. It involves phys-
ical aggression towards other people, verbal aggression, physical aggression
towards objects, self-injurious behavior, and sexually inappropriate behavior [5].
In general, aggressive behavior is considered a threat to both staff and clients.
Studies have shown that staff members who deal with aggressive behavior are
more likely to experience stress and even have burnouts [7,8,13]. What is more,
aggressors can be met with severe restrictive measures (e.g., seclusion) as well as

© Springer Nature Switzerland AG 2019
G. Guizzardi et al. (Eds.): ER 2019 Workshops, LNCS 11787, pp. 135-145, 2019.
https://doi.org/10.1007/978-3-030-34146-6_12


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-34146-6_12&domain=pdf
https://doi.org/10.1007/978-3-030-34146-6_12

136 J. Koorn et al.

suffer physical injuries as a consequence of their aggressive behavior [3,14,18].
Hence, there is a desire to minimize the impact of aggression on staff and clients
and, ultimately, prevent aggression incidents from happening altogether.

To do so, many researchers have investigated which factors may contribute to
aggressive behavior. By mostly focusing on client characteristics, they found links
to factors such as: age [4,19], severity of intellectual disability [4,5], and gender
[4,5]. However, some researchers argue that focusing on client characteristics
is too limited [12]. More recent research has followed up on this and started
investigating how characteristics from the aggression incident itself, such as time,
location, and trigger, can help to understand aggressive behavior [15]. In that
light, observational data describing aggression incidents are increasingly digitally
recorded in Information Systems.

Nevertheless, what all these studies have in common is that they take a static
perspective. Due to the increasing digitization of behavioral data, new opportu-
nities emerge to analyze this phenomenon from new dynamic perspectives. That
is, to consider the changes in behavior of clients over time rather than for a single
incident or client. Such a perspective has the potential to uncover, for instance,
how aggression evolves over time and whether different aggression incidents are
related. Process mining is such an emerging field that provides techniques to
support the analyses of data from a causal perspective [20].

Therefore, we use this paper to study aggression incidents using the tech-
nology of process mining. We analyze data from 1,115 clients from a Dutch
residential care facility over a time period of three years. We find that, on a high
level, we can distinguish between cases exclusively showing the same type of
aggressive behavior and cases showing a variety of types of aggressive behavior.
Moreover, we find that although the division into both groups is useful, the rep-
etition of the same type of aggressive behavior is the most frequently observed
behavior. Lastly, physical aggression towards other people plays a key role as it
occurs most often and usually follows after any other type of aggressive behavior.

The rest of the paper is organized as follows. First, the current status of
process mining in healthcare is discussed in Sect.2. Then, Sect.3 provides a
detailed description of the methodology of this paper. This is followed by Sect. 4
describing the results of the analyses. In Sect. 5 we discuss these results and the
limitations of this study. Finally, in Sect.6 the conclusions are presented.

2 Process Mining in Healthcare

Process mining is a family of data analysis techniques that aims to discover, mon-
itor, and improve organizational processes by analyzing data from so-called event
logs [20]. These event logs are generated by various information systems that are
used in organizations and, therefore, capture how organizational processes are
actually executed. Process mining has been applied in various healthcare set-
tings [17]. Among others, process mining has been used to analyze patient care
processes [6,9], dentistry processes [1,10], and cancer treatment processes [2].
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Table 1. A snippet of the raw data as an example

Client ID | Timestamp | Timeslot Target Means | Consequences
L002eR | 04/09/2015 | 16:00-17:00 | Themselves | Teeth | Visible injuries
L002eR |11/09/2015 | 17:00-18:00 | Themselves | Hands | Visible injuries
LHZ02 03/05/2016 | 11:00-12:00 | Staff member | Hands | Pain 5 min

LHZ02 22/05/2016 | 10:00-11:00 | Objects Hands | Damage to property
LH88E3 |26/12/2016 | 19:00-20:00 | Staff member | Verbal | Felt threathened
HO30E 02/02/2017 | 14:00-15:00 | Objects Feet | Damage to property

Despite the general potential of process mining in healthcare, the applica-
tion of process mining in this domain is often associated with particular chal-
lenges [11]. One of the most common issues in this context is the absence of
accurate timestamps. Healthcare information systems often only capture the
day of an activity and not the exact point of time. As a result, the exact order
of certain activities remains unclear. Another issue is the absence of a clear start
and end point of a process. Often, the data entries for a single patient span sev-
eral years. This, however, does not mean that all this data relates to the same
treatment process. It could be that the patient received several treatments at the
same time or had a recurrence after a couple of years. We have encountered both
issues, and the steps taken to handle these issues are discussed in the following
section.

3 Methodology

3.1 Data Extraction and Overview

For our paper, we acquired a data set from a Dutch healthcare organization
that operates 54 residential care facilities in the Netherlands. It specializes in
providing care for people with mild intellectual disabilities (IQ between 50 and
70), borderline intellectual functioning (IQ between 70 and 85), co-occurring
psychiatric disorders, and physical disabilities. The total number of clients this
organizations cares for is about 3,000 (the exact numbers varies over the time
period we consider). Our data set covers all aggression incidents reported on all
wards starting from the 1st of January 2015 until the 31st of December 2017.
The total number of incidents in our data set is 21,706.

Table 1 shows an extract of the raw data we obtained. We can see that each
entry about an aggression incident includes: a reference to the aggressor (client
ID), the day (timestamp), an approximate point of time (timeslot), information
about the target (e.g. objects), the means (e.g. hands), and the consequences
(e.g. pain 5 min).

In order to apply process mining to our data set, a number of requirements
need to be met. The starting point of every process mining analysis is a so-
called event log. These event logs must contain at least three specific attributes:



138 J. Koorn et al.

(1) a unique case identifier (case ID), (2) an activity description, and (3) an
appropriate timestamp. As illustrated by the extract shown in Table 1, the raw
data set does not fulfill these criteria. Among others, a case ID is missing (note
that a client ID is not a case ID since a single client might be associated with
several cases) and there is no clear notion of an activity. Against this background,
our methodology includes several preparatory steps represented in Fig. 1. The
first step is described above in the section Data Extraction and Overview.

1) Extract data 2) Create event log 3) Filter and 4) Pattern discovery
clean data
Raw data Event lo Event lo
I::> Patient number :> Case ID|Activity :> Case ID|Activity Ti @ O
Time of incident — O-»0->0
Target of aggression| AN O

Fig. 1. Methodology

3.2 Event Log Creation

The second step was the creation of an event log that is suitable for a process
mining analysis. To obtain such an event log, we had to introduce (1) a suit-
able activity attribute, (2) an appropriate case ID, and (3) a proper timestamp.
Table 2 shows an extract of the final event log.

Activity Design. In order to introduce a suitable activity attribute, we
designed a simple algorithm that categorized each incident into one out of
four aggression categories: physical aggression towards other people (PP), self-
injurious behavior (SIB), physical aggression towards objects (PO), and verbal
aggression (VA). Due to privacy reasons we did not include data on sexually
inappropriate behavior. We designed the algorithm using a rulebook approach
based on [16]. The rules were adjusted based on the input from experts of the
healthcare organization we collaborated with. It is important to note that a
single incident can be associated with multiple types of aggressive behavior. In
such cases only the most severe type of aggressive behavior is considered. This
is in accordance with previous literature [16], who proposed a hierarchy of the
severity of aggressive behavior. The four categories we consider are mentioned
in their order of severity, that is, PP is most severe and VA is the least.

Case ID Design. Choosing the client ID as case ID may result in a process
that spans over three years. To illustrate that this may lead to a distorted view
on the data, consider the example of two clients. Client 1 has an SIB incident
in early January 2015 and another in late December 2017. Client two has an
SIB incident in early May 2016 and another in late May 2016. If the client ID
is chosen as case ID, both clients would be considered to show the same pattern
of aggressive behavior, although in the former case it is obviously hard to argue
that the two incidents are related.
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Based on a validation with experts, we decided to slice the data for each
client in three ways: traces of 24 h, seven days, and one month. To this end,
we created a case ID by combining the client ID with the year, month, week,
and hour values from the timestamp. Thus, for example, one specific case for
the client LHZ02 would be the case LHZ02-2015-01 including all incidents from
January 2015. We found similar patterns using all three forms of data slicing.
Thus, for consistency purposes we present our results on the basis of the month
level.

Table 2. A snippet of the event log

Case ID Activity Timestamp
L002eR-2015-09 | Auto mutilation (SIB) 04-09-2015 16:00
L002eR-2015-09 | Auto mutilation (SIB) 11-09-2015 17:00

LHZ02-2016-05 | Physical aggression towards others (PP) |03-05-2016 11:00
LHZ02-2016-05 | Physical aggression towards objects (PO) | 22-05-2016 10:00
LH88E3-2016-12 | Verbal aggression (VA) 26-12-2016 19:00
HO30E-2017-02 | Physical aggression towards objects (PO) | 02-02-2017 14:00

Timestamp Design. In our raw data set, the date (dd-mm-yyyy) of an incident
was provided. To make the timestamp more precise we added available data
about the timeslot and combined both into a single timestamp.

3.3 Data Cleaning and Filtering

The event log obtained after the preparatory steps outlined above contains a
total of 21,706 aggression incidents related to 1,115 clients or 8,557 cases (client-
months). To be able to detect relevant patterns using process mining, we applied
three specific filters: (1) an event filter, (2) a time filter, and (3) a recurrence
filter. After applying all three filters our final sample size used for process mining
contained 16,794 incidents (78.2% of the total sample) spread over 822 clients
included in 4,149 cases (48% of the total sample).

The event filter removed all incidents for which no aggression incident type
could be determined (N = 322). The time filter was applied to exclude cases for
which erroneous data was recorded for the considered time frame from 2015 to
2017 (N = 20). Finally, we applied a recurrence filter to exclude all cases that
only contained one single activity (N = 4570). While this had a considerable
impact, our analysis aimed to discover behavioral patterns. In order to detect a
pattern at least two activities need to be included in a case.
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3.4 Pattern Discovery

To discover relevant patterns, we used the commercial process mining tool
Disco'. After we completed the exploratory analysis, it became clear that the
data could be split into two large groups: cases that exclusively contain the
same type of aggressive behavior (e.g., case L002eR-~2015-09 in Table2), and
cases that contain a mix of aggressive behavior types (e.g., case LHZ02-2016-05
in Table2). Based on this insight, we analyzed the patterns for each of these
groups separately.

More specifically, we analyzed the data of each group from three angles: fre-
quency, time, and variation. Frequency relates to the visual patterns and captures
information about the number of incidents and transitions. Time captures details
regarding duration between incidents. Variation looks at the various traces (i.e.,
specific orders of incidents) of which the patterns consist. When performing the
analyses, we looked at both the grander schemes of all types of aggression com-
bined per group of behavior as well as at each individual type of aggression
within each group of behavior.

Finally, to make sure our understanding of the discovered patterns is correct,
we validated our results with a behavioral expert from the care organization.

®
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Fig. 2. The directly follows graph for the mixed behavior group, for a detailed account
regarding the way this graph should be interpreted please refer to [20, p. 223].
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https://fluxicon.com/disco/

Detecting Patterns of Aggression Incidents 141

4 Results

4.1 Mixed Behavior

The patterns resulting from all cases containing at least two types of aggressive
behavior are summarized in Fig. 2. It shows the frequency of occurrence of each
type of aggressive behavior as well as the transition frequencies (see respective
arc label). In total, Fig. 2 captures 2,170 cases and 10,713 incidents.

Figure 2 illustrates that there are two types of aggressive behavior that are
relatively frequent: physical aggression against other people (PP) and verbal
aggression (VA). The other two types of aggression (physical aggression towards
objects (PO) and self-injurious behavior (SIB)) account for less than 25% of all
incidents. Furthermore, we can see that around half the cases start or end with
an incident of PP. This indicates that PP serves as both enabler of and amplifier
to other types of aggression.

Table 3. Relative transition frequencies

VA PP |PO |SIB

VA 62.0% 29.7% | 4.3%  4.0%
PP 12.0% 76.4% 4.8%| 6.8%
PO 15.9% 44.1% 352% 4.9%
SIB| 7.2% |26.3% | 3.0% 63.5%

Table 3 provides further insights into the underlying patterns by showing
the relative transition frequencies (i.e. in how many percent of the cases we
observe a transition from one type of behavior to another). The bold figures
indicate the most frequent transitions and the underlined figures the second
most frequent transitions for each type. The data allows for four interesting
observations. First, the repetition of the same type of aggressive behavior is the
most frequent pattern (see VA-VA, PP-PP, and SIB-SIB). Second, focusing on
patterns without repetition, the most frequent transition is to PP (see VA-PP
and SIB-PP). Third, PO shows the reverse of both previous points, its most
frequent transition is to PP and its second most frequent transition is to itself
(PO-PO). Fourth, PO and SIB are rarely followed by other types of aggressive
behavior besides a repetition of the same behavior or a transition to PP.

@
@

Verbal aggression 73 Self-injury s prysical - 2746 Physical aggression towards objects
1414 gnsian) 819 (nsian) 3904 (s 124 nsan)

@

Fig. 3. The directly follows graph for the homogeneous behavior group.
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4.2 Homogeneous Behavior

The results for the group with homogeneous behavior is summarized in Fig. 3.
It shows the frequency of occurrence of each type of aggressive behavior as well
as the transition frequencies (see respective arc label). In total, Fig. 3 captures
1,979 cases and 5,388 incidents.

The numbers in Fig. 3 show that PP is the most frequent type of repetitive
behavior (60%) followed by VA (25%). Only about 10% of the incidents relate to
SIB and 4% to PO incidents. The same distribution holds when we are looking
at the number of cases rather than the number of incidents.

Looking into the average number of incidents per month allows for further
insights. Interestingly, this number varies per type of aggression: SIB (3.5 inci-
dents) and PO (3.4 incidents) have a higher average than PP and VA (both 2.6
incidents). In addition, when we consider the aspect of time, we observe that the
median duration between two incidents is considerably longer for PO. Here the
median between two PO incidents is the longest with 6 days, whereas the median
for PP and VA is 4 days and SIB is 3 days. This shows that there is a negative
relation between the average number of incidents per month and the median
duration between two incidents. In other words, the higher the average number
of incidents per month, the shorter the median duration between two incidents.
However, PO is an exception to this since the average number of incidents per
month is on the high end, but the median number of days between two incidents
is high as well.

5 Discussion

Taking a holistic view at the results from our analysis, we identify three findings:
(1) repetition of the same type of behavior occurs most frequently, (2) PP plays
a central role, and (3) PO exhibits deviating patterns.

First, we see that repeating the same type of aggressive behavior is the most
frequently observed transition between two incidents. Although the number of
cases included in the mixed and in the homogeneous group are roughly equal,
we can see that the most observed behavior within the mixed group is still a
repetition of the same type of behavior. Through the validation with a behavioral
expert we found that this can be explained by the fact that the behavior of clients
is usually determined by their habits. As such, it is unexpected for clients to
change their behavior. However, most clients also follow behavioral adaptation
treatments aimed at changing this behavior. In this light, it is unexpected to
see such a high percentage of repeating behavior. It might indicate that the
treatments are often not successful.

Second, in both groups of aggressive behavior, PP is the most frequently
observed behavior accounting for around 60% of the total number of incidents.
Besides being the most frequently observed type of aggressive behavior, in Fig. 2,
we see that PP in a mixed behavior environment is the epicenter of the system.
There is relatively little interaction among the other forms of aggressive behavior
except when accommodated through PP. Through the expert validation we found
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that one possible explanation is that when an aggressive incident occurs, a nurse
usually intervenes, thereby moving the target of aggression towards him /herself.

Third, PO represents an exception to the general patterns observed in both
mixed and homogeneous behavior groups. We observed that cases showing this
type of aggression follow a different evolution of behavior compared to the other
types of aggression. We see for example that the pattern PO-PO is not as
frequently observed as with the other types of aggression. In addition, if it is
observed, the time in between two incidents is relatively long. This is interest-
ing as it could indicate that PO is a fundamentally different type of aggression
compared to the other types of aggression.

It is important to note that our findings are subject to a number of limi-
tations. More specifically, we identify two main limitations to this study. First,
our data set is not representative in a statistical sense. While our data set con-
tains a considerable number of patients and incidents, we cannot extrapolate our
findings to other care facilities. Second, our data set may contain different kinds
of biases due to manual reporting. For example, nurses may report incidents in
bulk, meaning multiple incidents are included in a single report at the end of
the day or week in order to reduce administrative load. Although we know that
this was not used very frequently, the existing bulk reports are counted as a
single incident as there is no indication about how many incidents are reported
in one bulk report. Another reporting bias relates to VA, SIB, and PO. From the
discussion with experts we learned that these incidents are sometimes reported
less frequently since they are perceived as less severe by staff.

6 Conclusion

Research looking into the aggressive behavior in clients with intellectual dis-
abilities has exclusively investigated this phenomenon from a static perspective.
In this paper we advanced on this by using a process mining approach to look
into the evolution of aggressive behavior in clients with intellectual disabilities.
This enabled us to obtain insights into the relations among different types of
aggression and to infer patterns of aggressive behavior. We found that there
are mainly two groups of clients: those with homogeneous and those with mixed
aggressive behavior. Among others, we found that repetitive behavior is the most
frequently observed behavior. In addition, results show that physical aggression
towards other people plays a central role in a majority of the behavioral patterns.
With these insights, this research contributed to a better understanding of
aggressive behavior aiding further development in this field. From a practitioner
point of view, the discovered patterns can aid the development of prevention
and treatment techniques. Despite the interesting findings, we are aware of the
limitations of our study. Therefore, we plan to follow up on our work by further
developing insights into the discovered patterns. We aim to identify causal rela-
tions between the static characteristics of incidents and the behavioral patterns,
thereby uncovering more refined patterns of aggression. Furthermore, we plan to
include additional care facilities to increase the external validity of our results.
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Abstract. In this paper, we raise the question how data architects
model their data for processing in Apache Hive. This well-known SQL-on-
Hadoop engine supports complex value relations, where attribute types
need not be atomic. In fact, this feature seems to be one of the promi-
nent selling points, e.g., in Hive reference books. In an empirical study, we
analyze Hive schemas in open source repositories. We examine to which
extent practitioners make use of complex value relations and accordingly,
whether they write queries over complex types. Understanding which fea-
tures are actively used will help make the right decisions in setting up
benchmarks for SQL-on-Hadoop engines, as well as in choosing which
query operators to optimize for.

Keywords: Hive - Complex value relations - Empirical study

1 Introduction

Originally a Facebook-internal data warehouse [17], the SQL-on-Hadoop engine
Hive is now an official Apache project. After only a decade of development,
Apache Hive is listed among the top-10 relational database systems on the DB-
Engines Ranking website!, alongside IBM DB2 and Oracle Database. Yet the lat-
ter are commercial products with development histories up to four times longer.
Part of this success is owed to the fact that working with Hive feels very familiar:

— Hive users conveniently interact with a relational data model, yet the raw
data is typically stored in the Hadoop Distributed File System (HDFS).

— While the query language HiveQL closely resembles the SQL dialect of
MySQL [18], queries are executed as scalable MapReduce workflows [17].

Moreover, Hive relations need not be in first normal form, where all attribute
values are atomic. Rather, the data model allows for (a restricted form of) com-
plex value relations: A tuple constructor struct declares tuples. The complex
types map and array declare maps and arrays, concepts familiar from program-
ming languages. These constructors can be applied recursively, to an arbitrary

1 https://db-engines.com/de/ranking/relational+dbms, as of September 2019.
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CREATE TABLE employees (

name STRING,

salary FLOAT,

subordinates ARRAY<STRING>,

deductions MAP<STRING, FLOAT>,

address STRUCT<street:STRING, CITY:STRING, state:STRING, zip:INT>
);

© W N e U A W N e

SELECT name, subordinates[0] FROM employees;
SELECT explode(subordinates) AS sub FROM employees;

[

-
-

SELECT name, sub FROM employees
LATERAL VIEW explode(subordinates) subView AS sub;

-
o N

=
w

Fig. 1. A Hive table declaration and queries, taken from [5].

level of nesting. This allows ingestion of data that already arrives in nested form
(e.g., in JSON format). Further, denormalization accelerates query processing in
data warehouse settings, where data is updated rarely (if at all). Complex value
relations are also supported in related systems, such as Impala [12] and Presto?.

Ezample 1 (From [5]). The table declaration shown in Fig.1 captures employ-
ees with their name, salary, and their nested subordinates. It further captures
employee-specific tax deductions, as well as their home address. The HiveQL syn-
tax for accessing a field in an array is straightforward, as seen in line 9. HiveQL
offers table generating functions: accordingly, the query in line 10 produces one
tuple for each element of array subordinates. To list pairs of a manager and a
subordinate, we need to declare a LATERAL VIEW, as seen in lines 12 and 13. O

Contributions. The support for complex value relations is one of the major
selling points for using Hive, c.f. [5]. Yet it is an open question whether practi-
tioners make use of this feature. We therefore explore complex value relations in
Hive by analyzing open source repositories on GitHub. There is a tradition of
empirical studies on database schemas in open source projects, typically in the
context of schema evolution, e.g. [7,15]. However, we are not aware of any studies
on the dissemination of complex value relations in SQL-on-Hadoop processing.
In particular,

— we formalize complex value relations in Hive and point out connections to
the theory of V-relations [1], dating back to the 80s.

We identify 133 unique and relevant GitHub repositories with a total of
over 900 table declarations. We then identify complex value relations in Hive
schemas, as well as the occurrence of matching operators in HiveQL queries.
— We discuss our findings w.r.t. existing benchmarks targeted at Hive.

2 https://prestosql.io/.
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Structure. In Sect. 2, we provide formal preliminaries. In Sect. 3, we lay down
our methodology. In Sect.4, we present the detailed study results, which we
discuss in Sect. 5. We list threats to the validity of our study in Sect. 6. Section 7
gives an overview over related work. We then conclude with Sect. 8.

2 Preliminaries

We recap the definition of complex value relations and formalize complex types
in Hive. We then point out a connection between these concepts.

Complex Value Relations [1]. In complex value relations, attribute values
need not be atomic. Intuitively, the data structure makes use of two constructors,
which can be applied recursively, (1) a tuple constructor to make tuples, and (2) a
set constructor to make sets of tuples, and thus relations.

Underlying the notion of a schema, there is the notion of complex types (or
sorts). The abstract syntax for complex types is shown next:

7 =dom|(By:7,...,Bp:7)| {7},

where k > 0, and By, . .., By are distinct attribute names. Intuitively, an element
of dom is a constant, an element of (By : 7,..., By : 7) is a k-tuple with an
element of type 7; in entry B; for each i. We refer to [1] for the formal definition
of [r], the set of values of type 7, and merely operate on the level of examples.
We define a complex value relation of type T to be a finite set of values of type 7.

Ezample 2. For Fig.1 (up to line 3), the type (abstracting from string and
float) is {(name : dom, salary : dom)}. We state a value of this type: {(name :
"John Doe", salary : 100000.0), (name : "Mary Smith", salary : 80000.0)}. O

Example 3. Below, we consider a complex type for declaring a non-flat complex
value relation (Eq. 1), and a value of this type (Eq. 2):

{{name : dom, salary : dom, subordinates : {(key : dom, value : dom)})}. (1)

{(name : "John Doe", salary : 80000.0, (2)
subordinates : {(key : 0, value : "Mary Smith"), (key : 1, value : "Tod Jones")}),
(name : "Mary Smith", salary : 80000.0, subordinates : {}),
(name : "Todd Jones", salary : 70000.0, subordinates : {})}

]

Figure 2 shows a visualization of the complex type from the above example
as a finite tree. The tuple constructor is denoted by a node labeled x and the
set constructor is denoted by a node labeled *. Outgoing edges from tuple nodes
are labeled, while set nodes have a single child.

Based on this tree visualization, it is intuitive to define the set height [1] of
a complex type as the maximum number of set constructors in any branch. In
the tree shown, the set height is 2.
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*

X

name /saIN)rdinates
*

dom dom
\

X
ke}/ \/aluc

dom dom

Fig. 2. The complex type from Example 3 as a tree, with a set height of 2.

Hive Types. The Hive data model offers a second tuple constructor via struct.
While it does not allow to nest with a proper set constructor, we can nest maps
and arrays. We declare the abstract syntax for Hive type 7 as

Ta={(B1:7,...,Br:7)}
T =dom | map <7,7> | array <7> | struct <Bi1:7,..., By : 7>.

Thus, the top-level type is always a set of tuples. Underneath, maps, arrays,
and structs may be nested arbitrarily. Given a flat Hive relation over type 7,
we say the Hive nesting level is 1. For any (recursive) declaration of a map, an
array, or a struct, the Hive nesting level increases by one.

The set of values of a Hive type 7y is denoted by [7x] and declared next.
The values for the tuple and set constructor are defined the same as for complex
types. Below, we equate structs with the tuple constructor. Arrays and maps are
encoded as sets of key-value pairs:

[struct <Bi :71,...,Bx : 7>] = [(B1: T1,...,Br : )]
[map <7%, 7v>] = {{(key : k1, value : v1), ..., (key : kj, value : v;)}
| 52 0,ki €[], vi € [],i € 1,51}
[array <7>] = {{(key : 1, value : v1), ..., (key : j, value : v;)}
| j20,v elr]ieljl}

Then, a Hive relation of type T is a value of type 7.

Hive Relations as Verso-Relations. The Hive data model does not allow
nesting with a proper set constructor, a limitation has also been observed in [16].
Nevertheless, a Hive type may be generalized to a complex value type. For
instance, we may generalize a map or an array to a set of key-value tuples:

[map <7k, 7v>] C [{(key : 7, value : 73,)]
[array <7>] C [{(key : dom, value : T)].

Note that the generalized type allows non-consecutive and even repetitive
array indexes, so it really defines a superset of values.

Given this generalization, we can relate Hive relations to a data model
explored in earlier research: We may safely assume that all recursive nestings
of structs with structs have been flattened to a single struct. This can be done
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without loss of information. Then, the above generalization of Hive types to
complex value types actually produces Verso-relations [1]. These data structures
have the appealing property that the information contained can be equivalently
represented using (several) flat relations. This imposes a polynomial bound on
the cardinality of a set in a Verso-relation, which is a nice property for the
practical evaluation of tuple constructors (such as explode).

no

Complex value relations

yes

yes no
Latest commit (days) Total LoC DDL-LoC #Commits Query operators over complex types

Fig. 3. Overview of the analyzed reposito- Fig. 4. Repositories with complex value
ries (axes with log scales). relations vs. queries over complex types.

3 Methodology

3.1 Context Description

We used Google BigQuery® to identify relevant open source repositories on
GitHub, as of July 16th, 2019. This cloud service allows for querying the GitHub
open data collection, mostly non-forked projects with an open source license. We
consider a repository relevant if it contains at least one file with ending .hql,
which commonly denotes a file with HiveQL statements. This revealed 417 repos-
itories. We discarded any projects that were registered as forks of other repos-
itories, which leaves 158 (the GitHub open data collection is not free of forks).
We further eliminated 25 repositories that had no table declarations in hql-files.

Figure 3 characterizes the 133 analyzed repositories: We report the days
passed since the latest commit, the total lines of code (LoC), and DDL-LoC,
the lines of code for table declarations (c.f. Sect.3.3). We further report the
number of commits. The lines of code and the number of commits are indica-
tors of project maturity. The lines of code of schema declarations are generally
considered a prozy metric for schema complexity [10].

3.2 Research Questions

RQ1: How common are complex value relations in Hive schemas?
RQ2: What is the usage of query operators over complex types?

3 https://cloud.google.com/bigquery/.
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3.3 Analysis Process

Parsing Hive Schemas. We wrote a Python-based parser for processing hql-
files. One hql-file was missing a semicolon as a delimiter. We fixed this manually
to include this file in our analysis. We extract all CREATE TABLE statements and
pretty-print them such that one attribute is declared per line, like in Fig. 1.
This is the pre-processing step in measuring DDL-LoC. Note that we ignore all
declarations of the form CREATE TABLE LIKE <T> and CREATE TABLE AS <Q>,
of which there are 17 and 117 respectively. We justify this as follows: With the
first, we merely create copies of tables that we already analyze, so there is little
added value. The second construct is commonly used for storing intermediate
results, like one would declare a materialized view. We argue that these are not
the base tables holding the original data, and therefore choose to ignore them in
our analysis. Along the same line of arguments, we do not analyze CREATE VIEW
statements, where complex types may be introduced over flat base relations.

Table 1. The subset of repositories with (non-flat) complex value relations.

Repository #CVRs HNL | SH | #Cont
1 | sixeyed/hive-succinctly 3 out of 16 3/ 2|1
2 | jbrambleDC/predict_restaurant_success | 2 out of 3 3 21
3 | flaminem/flamy 21 out of 51 2 2|1
4 | yhemanth/hive-samples 1 out of 22 2 2|1
5 |Benjguin/UnlockLuxury 1 out of 15 2 2] 2
6 | DXFrance/data-hackathon 1 out of 15 20 21
7 | mellowonpsx/ESCA 2 out of 7 2 1] 1
8 | Sicmatrix/Sicmatrix.github.io 1 out of 7 2 2|1
9 |PolymathicCoder/Avempace 4 out of 5 20 2|1
10 | airbnb/aerosolve 1 out of 4 20 2|21
11 | gliptak/hadoop-course 1 out of 4 2 2|1
12 | EXEM-0SS/Flamingo2 1 out of 3 20 21

Analyzing HiveQL Queries. The Hive query language offers several con-
structs to deal with complex types?, such as (1) collection functions (e.g.,
the operation array_contains(A,v) checks whether array A contains value v),
(2) complex type constructors (e.g. for creating a map), and (3) built-in table-
generating functions (e.g., json_tuple for generating a relational tuple from a
JSON string). (4) Further, there are built-in functions for XPath-style queries.®

4 https://cwiki.apache.org/confluence/display/Hive/LanguageManual+UDF.
5 https://cwiki.apache.org/confluence/display/Hive/LanguageManual+XPathUDF.
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We grep for SELECT-statements with these constructs in hql-files. Thus, we
cover a wide range of operators and only exclude access to single fields, such as
AT[i] to access the ith field of array A, or S.c to access component ¢ of struct S.6

4 Detailed Study Results

4.1 RQ: How Common Are Complex Value Relations in Hive
Schemas?

In the following, whenever we mention complex value relations, we assume non-
flat relations, and explicitly refer to flat relations otherwise. Only 9% of all
analyzed repositories contain complex value relations, and are listed in Table 1:
next to the repository, we state how many of the relations analyzed are non-flat
(column #CVRs). For the first repository, this means 3 out of 16 relations. We
state the maximum Hive nesting level (HNL), set height (SH), and the number
of contributors (#Cont). The entries are sorted hierarchically, by HNL and the
total number of tables analyzed. While Hive does not restrict the nesting level,
the maximum HNL observed is only 3. The set height is at most 2, so there
is not a single recursive nesting of maps or arrays. Repository 2 is one of the
few repositories that is actually a data analytics project, it predicts restaurant
success. Further, Repository 8 analyzes server logs. Repository 10 is a machine
learning library where complex value relations hold training data. The other
repositories seem experimental, as suggested by names like hadoop-course and
hive-samples, some even contain the tutorial table declared in Fig. 1. Most are
for personal development, aerosolve stands out with 21 contributors.

In Fig. 3, we show these 12 repositories in context. The dark bold lines the
repositories from Table 1. What is common to these repositories is that (1) the
latest commit dates back half a year or more. Thus, projects undergoing active
development have flat relations only. (2) Further, all repositories from Table 1
have schema declarations spanning at least 57 DDL-LoC, which is more than in
40% of all repositories.

Results. We find little evidence of complex value relations being used. Mostly,
the developers merely experiment with complex types. Moreover, even though
Hive does not restrict the nesting level, the maximum observed is 3. Of course,
complex types may also be introduced in views, as discussed next.

4.2 RQ: What Is the Usage of Query Operators over Complex
Types?

In total, we have analyzed 2,771 HiveQL queries in hql-files. The mosaic plot in
Fig. 4 reads as follows: Along the vertical, we distinguish the repositories that
use complex value relations from those that declare only flat relations. Along
the horizontal, we distinguish repositories with queries over complex types. The

5 These operators are difficult to match reliably by keyword search alone.
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largest area with 108 repositories represents the repositories that have neither
complex value relations, nor queries over complex types. Among the repositories
with complex value relations, only about half contain matching queries (repos-
itories 5-9). Interestingly, 13 repositories have no complex value relations, but
queries over complex types: some evaluate XPath over string-valued attributes,
or views introduce complex types and the queries operate over these views.
Next, we list all observed query operators over complex types, ordered by
the number of occurrence: explode: 27, lateral view: 26, xpath_string: 6,
json_tuple: 5, size: 5, xpath_int: 4, stack:1. Some words on operators that
we have not introduced yet. stack breaks down tuples into several, smaller-sized
tuples. size returns the number of elements in a map or an array. While we have
searched for 20 different syntactic constructs, we have only found evidence of 7.

Results. We found query operators over complex types to be rare. There are
even repositories with complex value relations but no matching queries. More-
over, despite the richness of the HiveQL query language, authors of queries seem
to restrict themselves to a chosen few operators over complex types.

Table 2. Database benchmarks used to also benchmark Hive.

Benchmark (Non-flat) CVRs | Queries over complex types
TPC-H€, TPC-DS¢, Hive-600 [14]
HiBench [9], SmartBench®

Pavlo et al. [13]

Hive-testbenchP
BigBench [8], TPC-xbb®
UniBench [19]

2https://github. com/bomeng/smartbench

bhttps://github.com/hortonworks/hive—testbench
Chttp://www.tpc.org/

«<~0000
~<0000

5 Discussion

In the repositories analyzed, the majority of schemas is actually in first normal
form. This matches our impression from discussions with practitioners. We have
several conjectures: (1) One reason may be that when data is ingested into Hive
from a relational data warehouse, the data is “flat” to start with. (2) A further
conjecture is that different tools might share access to the data in HDF'S, but not
all tools can handle complex types. Thus, data architects may be less inclined to
declare complex value relations. (3) Queries over complex types tend to become
complex. In fact, repository 2 in Table 1 contains a “flat” view over a complex
value relation, probably to facilitate query formulation.

In Table2, we list benchmarks commonly used for Hive. Interestingly, few
include (non-flat) complex value relations and matching queries. BigBench spec-
ifies a log processing scenario, with an explode statement in a query over semi-
structured data. This matches the results of our study, as we found explode
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to occur most frequently (c.f. Sect.4.2). UniBench, in contrast, contains multi-
model data and is not restricted to complex value relations, e.g., it also includes
queries over graph and key-value data. However, there are several benchmarks
targeted at Hive that do not include complex value relations or queries over
complex types. This mismatch between our findings and the schemas in these
benchmarks motivates future and larger-scale studies.

6 Threats to Validity

Construct Validity. (1) In identifying relevant repositories, we rely on the
convention that CREATE TABLE statements are contained in hql-files. However,
(1a) CREATE TABLE statements can be embedded in the application code. While
this is certainly a limitation of our methodology, ignoring SQL statements in
application code is common in virtually all earlier empirical studies on relational
schemas, e.g. [7,15]. (1b) Some CREATE TABLE statements for Hive are contained
in sql-files, rather than hql-files: if we also were to analyze sql-files, then repos-
itory 7 in Table 1 would have maximum HNL 3. We carefully assessed the risk
of ignoring sql-files: Across all analyzed repositories, we count 1,006 hql-files
and even 5,870 sql-files. At first, this seems promising: In Table 1, we could add
two further, personal-development projects with HNL 2 and SH 2. Yet while
the table would grow by two entries, the maximum Hive nesting level and set
height would remain unchanged. Thus, there is little information gain regarding
research question 1. Regarding research question 2, analyzing the query con-
structs in sql-files increases the absolute numbers, but not the relative ranking
of occurrences (e.g., explode being the most frequent). In particular, no new
constructs are found. Again, there is little information gain.

At the same time, there is considerable risk in including sql-files: For
instance, cloudera/hue is a SQL workbench that supports several database
systems. Analyzing the contents of sql-files files would introduce considerable
bias into our analysis. Considering this risk, we restrict ourselves to hql-files.

(2) Similarly, if an Impala-based repository contains hql-files, we falsely
include this in our analysis. However, we consider this a minor threat, as we have
carefully inspected the repositories from Table1 for signs that they might not
be Hive projects. (3) We currently do not analyze ALTER TABLE statements.
We have verified that while ALTER TABLE statements occur 489 times, none
of them introduce complex types. Thus, this threat can be safely ignored.

External Validity. It is a fundamental question how representative studies on
open source projects are [4,11]. Actually, we have encountered Stack Overflow
questions about declaring tables with deep nesting levels, so some developers go
beyond HNL 3, yet we do not see evidence of this in our data.

7 Related Work

There is a long tradition of research on normal forms and also complex value
databases, dating back to the 80s [1]. Recent experiments have shown (for Spark)
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that denormalization into complex value relations can indeed speed up query
processing in Big Data scenarios [2].

In software engineering research, analyzing open source applications is an
established practice [4]. It is only natural that the availability of public code
repositories has enabled empirical studies on database schemas. For instance,
there is a line of studies on schema evolution, e.g. [7,15]. There is also a history
of empirical studies on real-world data in nested data models, such as DTDs [6]
and XML Schema [3]. These studies are very similar to ours in their methodology.

8 Conclusion and Future Work

By analyzing real-world Hive schemas, we are able to show that complex value
relations occur to only a small extent and that nesting is shallow.

In future work, we plan to conduct a larger-scale study that involves more
data, and further SQL-on-Hadoop engines, to obtain a wider perspective.
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Abstract. Conversational devices such as Amazon Echo and Google Home
represent more than a way to tap into the behavioral surplus of consumers. They
provide an opportunity to address societal problems by examining data streams
produced by these devices. In this paper, we describe usage patterns and
problems related to the use of Amazon Echo devices at home by one specific
demographic: the elderly. We rely on a pilot project to collect usage data over
multiple months based on deployment of these devices in the homes of eight
elderly individuals who either live alone or with a spouse. The paper describes
methods used to ensure confidentiality, data collection and analysis procedures,
and our findings. We find that the use of conversational devices remains
restricted to single commands instead of conversations, making yourself
understood remains a problem, sustained use remains a challenge, and the
interaction rarely goes beyond simple commands. We interpret the results, and
point to the potential for such devices in the lives of the elderly, specifically for
health-related problems. The paper also describes lessons learned for capture
and analysis of data from such conversational devices.

Keywords: Conversational devices + Elderly - Use patterns

1 Introduction

Conversational devices have mushroomed. Although exact numbers are difficult to pin
down (Lopatovska et al. 2018), it is estimated that more than 25 million people today
use devices such as Amazon Echo™, Google Home™ and others' (Reis et al. 2017). In
spite of their almost ubiquitous presence of these devices, much of what we know
about the adoption and use of these devices comes from industry reports. For Amazon
and Google, these devices represent the possibility of “colonizing” everyday space
such as home and office (Atlantic 2018), by connecting to an ecosystem of other
devices and services. Amazon Echo already works with more than 20,000 smart-home
devices representing more than 3,500 brands (Atlantic 2018). It has been reasoned that
this shift is likely to be wide and profound with the possibility of anthropomorphizing,

! The home-based conversational devices (the focus of this paper) are different from those embedded
in mobile devices (e.g. Cortana™, and Siri™).
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bringing these devices closer to our own level. According to some accounts, “we
[would] communicate with them, not through them” (Atlantic 2018). Their roles today,
as devices that deliver news, calendar, weather, recipes, reminders and others are
harbingers of what is to come. It is, therefore, important for us to better understand our
interactions with these devices. Most of what we know about the use of these devices
comes from industry reports (Ong and Suplizio 2016). Few studies have examined the
use of such devices (e.g. Sciuto et al. 2018).

In this study, our intent is to focus on the use of a dominant example of conver-
sational devices, Amazon Echo, by a specific segment of the population, the elderly.
This is an important population segment for multiple reasons. First, the elderly are a
growing segment (Giacardi et al. 2016) that present unique challenges for technology
design and use. It is, therefore, important to understand how the elderly use these
conversational devices. Second, aging can lead to limited mobility, visual and hearing
impairments, and high illness susceptibility (Khoury et al. 2018). These characteristics
define the values that these older citizens hold dear, often different from their younger
counterparts as seen elsewhere in the design of service platforms (Skouby et al. 2014;
Gil and Amaro 2010). The conversational devices represent a timely example that we
can investigate to better understand how the promise of technology use by the elderly
may be realized.

The primary goal of this work is, therefore, to take first steps towards understanding
how the elderly use such conversational devices, and the problems they face. A second
goal for this work is to demonstrate how the large streams of data from these con-
versational devices may be captured and analyzed. We respond to these goals by
carrying out a research project that captures and analyzes data from home-based
conversational devices deployed in the homes of the elderly, while maintaining
important privacy and confidentiality. Key contributions of our work include: findings
related to how the elderly use conversational devices, and lessons related to capture and
analysis of data from such conversational devices while maintaining privacy and
confidentiality. The reminder of the paper is organized as follows. Section 2 reviews
prior work. Section 3 describes the research setting and the research approach. Sec-
tion 4 discusses the findings. In Sect. 5, we wrap up with some concluding remarks.

2 Background and Prior Work

The population on the planet is aging — growth rates for the elderly are twice that of the
overall population (Beard et al. 2016). The skyrocketing costs of healthcare and ser-
vices for the elderly are indications of these trends (Iwasaki 2013). The design of
appropriate information technologies is one key response to these trends.

2.1 The Design and Use of Technology for and by the Elderly

The phrase ‘elderly’ or ‘aging’ describes individuals who are 65 and over. However,
with advances in healthcare, better diet and exercise, the stereotype of the elderly as
“frail, vulnerable, immobile and passive’ is being questioned (Harvey and Thurnwald
2009, Kendig and Browning 2011). Instead, there is a much larger group of healthy,
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active, independent “young old” who possess a very different image of themselves
(Giacardi et al. 2016). Today’s elderly may have spent a better part of their working
lives learning new technologies. Therefore, some of the traditional lessons about
“gerontechnology” (Kwon et al. 2016) are being challenged. There is a greater
recognition that there is great variety in the everyday lives, needs and motivations of
the elderly; and technology design is moving away from making things that are
“foolproof” (Hyysalo 2006) to making technology that leads to ‘more resourceful
aging’ (Giacardi et al. 2016). This move to a more enlightened view describes tech-
nology design for the elderly in a manner that is ethical and responds to the concerns
and values of the elderly (Giacardi et al. 2016; Purao et al. 2015). It is in this context
that we study the conversational agents at home for the elderly. They are not neces-
sarily foolproof devices. Rather, they represent a set of capabilities that would allow the
elderly to participate in resourceful aging, while still acknowledging that the elderly
may not be fully prepared to use all new technological tools.

2.2 Conversational Agents at Home

As pointed out earlier, these conversational agents come in many forms, embedded in
our mobile devices as well as location-locked devices such as Google Home and
Amazon Echo. They respond to commands that follow what is referred to as a wake-
word, e.g. ‘Alexa’ in case of Amazon Echo. A typical interaction with such a device
starts with a command such as “Alexa, What’s the weather today?” that results in a
response such as “In Boston, it is 80° with a 20% chance of rain.” The devices contain
software that captures the voice commands, converts these to text, develops a response,
which may require accessing resources on the internet and speaks the response. Spe-
cialized capabilities can be developed for these devices (e.g. Skills for the Amazon
Echo), which allow the device to respond to more specialized commands. According to
some analyses, these devices represent an entry into the private homes of individuals
with the possibility of tapping into so-called behavioral surplus (Zuboff 2019). Others
point to the potential of such devices to become a normal, persistent and important part
of many households (Sciuto et al. 2018). Studies that have examined the use of these
devices have provided description of use such as the placement of devices at home,
types of commands used and other similar statistics (Sciuto et al. 2018). Such studies
have remained rare. In this study, we hope to add to this nascent stream.

3 Research Approach

3.1 Research Setting

Driven by our research goal, we collaborated with the Council on Aging in one of the
cities surrounding greater Boston. The city has a nominal population of ~ 60,000, with
as one sixth of the population, 10,000+ are elderly. The city is home to large multiple
corporate headquarters as well as universities. As a result, people who work in or travel
to the city, are known to more than quadruple during the day. The Council on Aging is
responsible coordinating activities and support services for the elderly with programs
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such as meals on wheels, classes for the elderly, trips to different local facilities, visits
to groceries and hospitals, and others. It occupies a separate facility in downtown. The
Director of the Council participates in city administration along with the Mayor,
District Councilors, and appointed members of the city government.

3.2 Subjects and Procedure

Working with this Council on Aging, we recruited individuals who expressed will-
ingness to participate in the study. The research team specified these qualifications for
participation: (a) have Wi-Fi available at home to use the Amazon Echo device, and
(b) not presently have Amazon Echo or other conversational device at home. Following
appropriate research protections, a sign-up sheet was made available at the Council.
Individuals who expressed willingness were contacted by the research team. To deploy
the devices, the research team visited the homes and activated the devices.

This process did not use any of the personal information of the individuals. Instead,
the research team generated Amazon accounts and corresponding Gmail accounts as
dummy identifiers. The dummy identifiers ensured privacy, but also limited use of the
Amazon Echo devices for purposes such as shopping, ordering transportation and
others, controlling other devices at home or making personal phone calls. By removing
these, we were then able to focus on the use of Amazon Echo as a truly conversational
device, instead of using it as, for example, ‘a shopping assistant,” or ‘a home hub’ or
other such modes. Minimal training was provided. A one-page document allayed fears
about how to use the device (e.g. you can say ‘Alexa, stop’ any time), and showed
some possibilities such as Alexa, what’s the weather today; Alexa, should I carry an
umbrella; Alexa, is the pharmacy open today; and so on. The research team retained
access to the credentials, which allowed scraping of data about how each individual
used the device. A mapping to codes with different individuals responsible for (a) de-
ploying the devices, and (b) scraping the data ensured privacy during this process.

3.3 Data Scraping and Analyses

To access the history of Amazon Echo use, we scraped data for each user by using the
normal login process. Figure 1 shows an example from one of the participants.

8 7/18/19 5:34 PM alexa 117 16 Thursday
9 7/18/19 5:26 PM how much ti 117 16 Thursday
10 7/18/19 5:11 PM set a timer fi 117 16 Thursday

Fig. 1. Data scraped for a specific user from Amazon Alexa: an example

A Python script read through the front-end and dealt with problems of differential
display (text, time), and partial display (screen size, week). Privacy safeguards
remained. To facilitate analysis, additional data was inferred such as days the device
has been active, day of week, time, an indicator to capture whether the command was
understood, and time elapsed since the previous interaction. The data consisted of
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7,829 commands from 8 users over 6 months. Following the exploratory nature of the
study, we allowed the data to guide our analyses. We describe the findings next.

4 Findings

We begin with a simple conceptual model of the data recorded and generated by the
Amazon Echo device (see Fig. 2). To ensure confidentiality, not all the data elements
(e.g. recorded user voice commands) were captured.

User Device Location

Owns - located at -
User Id - Device Id Location Id

Anonymized

Activation Date Location Info

Status

Voice Command Text Command

Voice Command Id Text Command Id
Date
Time

Text Command Phrase

Results in
Voice Response

Voice Response Id
Spoken as Date
I

Time

Response Text

ponse Text Id
Response Text Phrase

Fig. 2. Conceptual model of data scraped from Alexa

Depending upon the scale, the conceptual model may be translated to a star-schema
with the facts of interest as the core, to make the analyses more efficient. The model
was populated with the data captured. The analysis results follow next.

4.1 Sustained Use and Intensity of Use

A prerequisite to conceptualizing these devices as intelligent personal assistants (Reis
et al. 2017) is frequent and sustained use. The first set of analyses, therefore, examines
analyzes how often and how regularly the elderly individuals use these devices:
number of days the device was used vs. not used; and the longest contiguous number of
days the device was used vs. the longest gap between uses. Figure 3 shows these
results. The X-axis indicates the users.

Use vs. No Use Days across All Users OV %se0ar Longest Continuous Use and Longest Gap
o m Days with Use - Biloneest apindaye
140 41 W Longest continuous use 39
117 40
120 14 34 .
101 100 35
100 . o 0 30
23
0 s 70| - 25 1 20
o 20 7
60 46 1415 15
40 J 1 » 11 1
10 8
20 5
0
1 2 3 a 5 6 7 8 1 2 3 4 5 6 7 8
3A. Days with Use vs. No Use Days 3B. Continuous Use vs. Gaps

Fig. 3. Sustained use across all users



162 S. Purao and C. Meng

The data shows that most users were active at least for some of the days. Figure 3A
shows that the number of days with use was higher than the number of non-use days for
users 2, 4, 5 and 6. Figure 3B shows that users 5, 6, and 8 had more contiguous days of
use compared to the gaps with user 6 showing the most consistent usage with the
largest gap between uses as 8 days, compared to users 1, 2, 3 and 7 who had gaps of 30
days or more. Together, the two graphs show that users 3 and 7 were not enthusiastic
users of the device. The remaining users suggest possible sustained use. The next set of
analyses examined use intensity: average number of commands (per day vs. per day of
use); and median vs. maximum commands per day of use (see Fig. 4).

Intensity of Use on each day Intensity of Use: Median and Maximum
494 196

2 81 Avg number of commands per day

= Avg number of commands per day of use 180 mMax commands on a day

e 8 9 60
| Aﬂﬂmﬂmfh LiLids
4A. Number of Commands / Day 4B. Median and Max Commands / Day

Fig. 4. Intensity of use across all users

The results continue to show users 2 and 4 as the most intense users of the devices.
For example, user 2 used more than 30 commands on average on days that s’he was
using the device with one of the days showing 494 commands (a clear outlier). User 4
used more than 12 commands on average on days that s/he was using the device with
one of the days showing 196 commands (another outlier). Interestingly, user 7 showed
a spike on one day with 82 commands (see Fig. 4B), and the his/her average number of
commands on the days of use was 9 (only a little behind users 2 and 4). Based on the
data in Fig. 4A, users 1 and 7 were next to users 2 and 4 in terms of average number of
commands per day of use in spite of long gaps in usage (see Fig. 3B).

4.2 Commands: Some Understood, Others Not So

To understand whether this use actually resulted in responses, we examined whether
the commands of the elderly individuals were actually understood by the conversa-
tional devices. This is indicated by the classification ‘text not understood’ in the data
scraped. Such a response from the device meant that when the elderly individuals
attempted to use the devices, their command was not understood. While this may not be
as significant a concern for other sets of users, it can be significant for the elderly (e.g.
see Kwon et al. 2016). When this occurred, in some cases, the individuals appeared to
repeat the command (either with the same words or different). Figure 5 shows the
results of our analysis. The x-axis shows the users, and the y-axis shows the fraction of
commands not understood, followed by a second attempt (Figs. SA and B).
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Fraction of Commands Not Understood Followed by a Second Attempt

60% e 60% DOFraction Not Understood
u Second Attempt
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Fig. 5. Commands (Not) understood as intended, across all users

The data shows that user 2 was a clear outlier with as many as 58% of commands
resulting in ‘text not understood,” with 55.7% also unsuccessful as second attempts.
With this new information, the characterization of user 2 as a frequent user (see
Figs. 4A and B) now became suspect. Although this user attempted to use the device a
lot, more than half of his/her commands were not understood. All the other users did
reasonably well with less than 15% of the commands not understood (although these
numbers may still be frustrating for some individuals). Other users that stood out in this
analysis included users 4, 5 and 7 (see Fig. 5B). These users used a second attempt to
clarify their commands and were still unsuccessful 37 to 46% of the times. Together,
these results show that using these devices still remains problematic for the elderly.

4.3 Commands, Not Interactions (or Conversations)

Next, we explored the central idea that these are ‘conversational’ devices (Atlantic
2018), i.e., more than a single command-response pair. We were, therefore, interested
in examining the nature of conversations that the elderly individuals were having with
these devices. Our simple conceptualization of a conversation was any interaction that
was longer than a single command-response pair. To explore this, we separated
commands that were part of a larger “interaction (or conversation) episode,” against
commands that were part of a single “command-response pair” (with a parameter value
of 3 min to separate one episode from the next). We also compared the number of
“interaction (or conversation) episodes” against the number of days (see Fig. 6).

Commands vs. Interactions )

Frequency of Interactions
197
200 190 ©Number of Days 181 190
@Number of Interactions

3461

DOSingle Commands 40
109 W As Part of Interactions

2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

6A. Commands vs. “Interactions” 6B. Frequency of “Interactions”

Fig. 6. Commands, Not interactions or conversations, across all users
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The results show that only user 3 managed to have such interactions on a somewhat
regular basis (see Fig. 6A) with 91 of the commands part of such “interaction (or
conversation) episodes” compared to 96 commands that were part of a simple
command-response pair. Even with such a high fraction, user 3 managed only 11 such
“episodes” over the entire duration of 145 days. User 1, in fact, had more such “epi-
sodes” (24) over a fewer days (104) with 92 commands as part of these “episodes” (see
Figs. 6A and B). User 2 managed only 2 interactions over the entire period of 160 days.

4.4 Characterizing Conversations and Commands

Finally, even with the problems with sustained use (see Figs. 3 and 4), making yourself
understood (see Fig. 5), and engaging in simple command-response pairs instead of
longer episodes (see Fig. 6) — the elderly individuals still managed use these devices.
To explore these, we considered the length of the interaction (or conversation) epi-
sodes, as the number of commands within each episode (Fig. 7A), and examined the
types of commands they used with categories similar to prior work (Sciuto et al. 2018)
(Fig. 7B). Figure 7 shows these results.

Length of Interactions W Median Types of Commands

60 Average 100%
W Max 90%

80%
70%
60%
50%
40%
30%
20%
10%
0%

1 2 3 4 5 6 7 8

1 2 3 4 5 6 7 8 DMusic and News WWeather mMVolume mStop mSkills DOOther

7A. Length of Interactions/Conversations 7B. Types of Commands

Fig. 7. Characterizing conversations and commands, across all users

The data showed that the average length of “interaction/conversation episodes” was
fairly low for all users (see Fig. 7A). The outlier (user 7) was an anomaly with an
average interaction episode length of 22. However, this was misleading because it
represented two episodes (one of length 12 and the other of length 32, with what
appeared to be a set of unrelated commands). The results for user 4, on the other hand,
had a median of 6 commands (see Fig. 7A) across 14 episodes (see Fig. 6B). Next, we
examined the types of commands by examining different categories: music and news,
weather, volume, stop, and skills. Figure 7B shows the percentage of commands in
each. The users in our set had different emphases, further cementing the idea that the
elderly cannot all be treated the same (Giacardi et al. 2016). It is important to use one
caveat with these results. No personal uses such as making family phone calls or
shopping were part of our study because of our emphasis on keeping the results
anonymized. Including these categories may change the outcomes.
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5 Discussion and Concluding Remarks

In this paper, we have explored data streams from conversational devices (Amazon
Echo) deployed in the homes of the elderly. It is important to note that our intent is to
report exploratory analyses of usage patterns for these devices, not explore the
strengths or weaknesses of specific devices. The paper described our approach to
scraping, and analyzing the data with the use of automated scripts. The approach is
scalable. In fact, during this research, we continued to work with the data stream as the
data accumulated each week. The key contributions of our work include findings
related to the use of conversational devices by the elderly, which include: intensity and
sustained use of the devices, examining commands understood and not understood,
characterizing interactions and conversations, and exploring different types of com-
mands. The conceptual model we have created can also provide pointers for collecting
and analyzing these data streams. The picture that emerged from the analyses shows
that the elderly can have different profiles, and these differences are important to
consider when designing voice skills for the elderly. It is important to consider the
findings to better position the conversational devices as supports for resourceful aging.
More specifically, our analyses also show that leveraging conversational devices will
require overcoming basic obstacles such as more precise understanding of the com-
mands, and representing and using context to support longer conversations.

Acknowledgements. We acknowledge participation from the elderly, and the Waltham Council
on Aging. We also appreciate comments from the review team that have shaped the final version.
The work reported has been funded by the National Science Foundation under award number
1641148. Any opinions, findings and conclusions or recommendations expressed in this material
are those of the author(s) and do not necessarily reflect the views of the National Science
Foundation (NSF).

References

Atlantic, The. 2018. Is Alexa Dangerous? Oct 24. Online. The Atlantic. Accessed 30 July 2018.
https://www.theatlantic.com/magazine/archive/2018/11/alexa-how-will-you-change-us/
570844/

Beard, J.R., Officer, A.M., Cassels, A.K.: The world report on ageing and health. United Nations
(2016)

Bickmore, T.W., et al.: Patient and consumer safety risks when using conversational assistants
for medical information: an observational study of Siri, Alexa, and Google Assistant. J. Med.
Internet Res. 20(9), e11510 (2018)

Bjering, H., Curry, J., Maeder, A.J.: Gerontechnology: the importance of user participation in
ICT development for older adults. In: HIC, pp. 7-12 (2014)

Bouma, H.: Foundations and goals of gerontechnology. Gerontechnology 11, 1-4 (2012)

Coyne, M., Thomas, C., Collimore, A., Franzese, C., Hwang, C.: Early user centered insights on
voice integrated technologies through retrospective analysis. Iproceedings 3(1), e49 (2017)

Dall, T.M., Gallo, P.D., Chakrabarti, R., West, T., Semilla, A.P., Storm, M.V.: An aging
population and growing disease burden will require alarge and specialized health care
workforce by 2025. Health Aff. 32(11), 2013-2020 (2013)


https://www.theatlantic.com/magazine/archive/2018/11/alexa-how-will-you-change-us/570844/
https://www.theatlantic.com/magazine/archive/2018/11/alexa-how-will-you-change-us/570844/

166 S. Purao and C. Meng

Giaccardi, E., Kuijer, L., Neven, L.: Design for resourceful ageing: intervening in the ethics of
gerontechnology. In: Lloyd, P., Bohemia, E. (eds.) Proceedings of DRS 2016, Design +
Research + Society Future-Future-Focused Thinking: 50th Anniversary International
Conference, Brighton, UK, 27-30 June 2016, vol. 1 (2016)

Gil, H., Amaro, F.: Active ageing and the role of ICT and assistive technologies: reflections and
discussion for their use in Portugal. e-case & e-tech 2010, pp. 2750-2760 (2010)

Gutman, G., Kearns, W., Normie, L., Kort, H.S.M., van den Berg, P.E.W.: Addressing the needs
of older adults through technology: the unique focus of the International Society for
Gerontechnology (2018)

Harvey, P.W., Thurnwald, I.: Ageing well, ageing productively: the essential contribution of
Australia’s ageing population to the social and economic prosperity of the nation. Health Soc.
Rev. 18(4), 379-386 (2009)

Karapanos, E., et al.: User experience over time: an initial framework. In: Proceedings of the
SIGCHI Conference on Human Factors in Computing Systems, pp. 729-738 (2009). http://
doi.org/10.1145/1518701.1518814

Kendig, H., Browning, C.: Directions for ageing well in a Healthy Australia. Acad. Soc. Sci. 31
(2), 23-30 (2011)

Khoury, Y., Purao, S., Duffy, M.: The Influence of Values on the Use of Citizen Services: The
Elderly Perspective. ICIS TREO (2018)

Kwon, S., (ed.): Gerontechnology: Research, practice, and principles in the field of technology
and aging. Springer Publishing Company (2016)

Laranjo, L., et al.: Conversational agents in healthcare: a systematic review. J. Am. Med. Inf.
Assoc. 25(9), 1248-1258 (2018)

Lopatovska, I., et al.: Talk to me: exploring user interactions with the Amazon Alexa.
J. Librarianship Inf. Sci. 0961000618759414 (2018)

Ram, A., et al.: Conversational Al: the science behind the alexa prize. arXiv preprint arXiv:1801.
03604 (2018)

Reis, A., Paulino, D., Paredes, H., Barroso, J.: Using intelligent personal assistants to strengthen
the elderlies’ social bonds. In: Antona, M., Stephanidis, C. (eds.) UAHCI 2017. LNCS, vol.
10279, pp. 593-602. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-58700-4_48

Sciuto, A., Saini, A., Forlizzi, J., Hong, J.I.: Hey Alexa, What’s Up?: a mixed-methods studies of
in-home conversational agent usage. In: Proceedings of the 2018 Designing Interactive
Systems Conference, pp. 857-868. ACM (2018)

Shulevitz, J.: Alexa, should we trust you. The Atlantic (2018)

Skouby, K.E., Kivimiki, A., Haukiputo, L., Lynggaard, P., Windekilde, [.M.: Smart cities and
the ageing population. In: The 32nd Meeting of WWRF (2014)

Zuboff, S.: The age of surveillance capitalism: the fight for a human future at the new frontier of
power. Profile Books (2019)


http://doi.org/10.1145/1518701.1518814
http://doi.org/10.1145/1518701.1518814
http://arxiv.org/abs/1801.03604
http://arxiv.org/abs/1801.03604
http://dx.doi.org/10.1007/978-3-319-58700-4_48

Ontologies and Conceptual Modelling
(OntoCom) 2019



®

Check for
updates

GORO 2.0: Evolving an Ontology for
Goal-Oriented Requirements Engineering

César Henrique Bernabé!®)  Vitor E. Silva Souzal,
Ricardo de Almeida Falbo', Renata S. S. Guizzardi', and Carla Silva?

! Ontology and Conceptual Modeling Research Group (NEMO),
Department of Computer Science, Federal University of Espirito Santo (UFES),
Vitoria, Brazil
{chbernabe, vitorsouza,falbo,rguizzardi}@inf.ufes.br
2 Centro de Informética, Universidade Federal de Pernambuco (UFPE), Recife, Brazil
ctlls@cin.ufpe.br

Abstract. Goal-Oriented Requirements Engineering (GORE) gained
prominence by covering some of the limitations of traditional Require-
ments Engineering (RE). As a result, many GORE modeling languages
have been proposed since this field emerged. Aiming at providing for-
mal semantics to the concepts of GORE, the Goal-Oriented Require-
ments Ontology (GORQO) was proposed as a common vocabulary for this
domain. However, the first version of GORO lacks important concepts
and its applicability was not demonstrated in practice. In this paper,
we present GORO 2.0, an evolution of the first version of GORO that
overcomes several limitations of its first version, presenting new concepts
such as obstacles, conflicts and contributions.

Keywords: Goal-oriented requirements engineering + Goal modeling -
Ontology

1 Introduction

Goal-Oriented Requirements Engineering (GORE) emerged in the mid-1990s
and became popular for overcoming some of the limitations of traditional
Requirements Engineering (RE). For example, goals provide precise criteria for
requirements completeness and adequate rationale and justification for a require-
ment’s existence [15]. They are also an efficient tool for identification and nego-
tiation of conflicts [16]. As a result, many GORE modeling languages have been
proposed since this field emerged [12].

The multitude of languages and their constructs motivated the creation of
the Goal-Oriented Requirements Ontology (GORO), which was proposed with
the aim of providing formal semantics to the concepts of GORE [20]. As a con-
sequence, GORO can be used to enable interoperability between models from
different GORE languages as it provides a common vocabulary about the GORE
domain (and, therefore, improves the communication between stakeholders).
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Moreover, GORO allows previous and new modeling languages to clearly spec-
ify their semantics by grounding their concepts in a formal reference ontology.
By providing a common vocabulary, the ontology can also support modelers to
create ontologically correct models.

The first version of GORO, however, suffers from some limitations, namely:
(i) the ontology was captured from and had its concepts mapped to only three
GORE languages (i* [24], KAOS [7] and Techne [3]) and considered only a subset
of concepts of these languages; (ii) it lacks integration with other ontologies on
the Software Engineering (SE) domain to strengthen its semantic foundations;
and (iii) its applicability was not properly demonstrated as, for example, using
a model conversion tool. Hence, we evolved GORO into a new version, hereafter
GORO 2.0, in order to overcome the aforementioned limitations.

This paper presents GORO 2.0 and is organized as follows: Sect.2 briefly
summarizes the GORE domain; Sect. 3 presents the method used to build GORO
2.0; Sect. 4 presents GORO 2.0; Sect. 5 compares our ontology with related work;
and Sect. 6 concludes the paper.

2 GORE Modeling Languages

NFR [19] was the first GORE language proposed (1992) and brought the con-
cept of goals as desirable qualities in a system. It introduced the concept of
contribution between Softgoals (goals without clear criteria of satisfaction). In
1993, KAOS was proposed and redefined goals as states of affairs desired by
stakeholders, categorizing them as Goal (not sufficiently refined to be assigned
to a stakeholder), Expectation (under the responsibility of a human agent) and
Requirement (under the responsibility of a software agent). It also introduced
the concepts of Operation (a task/plan that can be performed to achieve a goal),
Domain Property (a presupposition about the system context considered to be
true in certain situations) and Obstacle (an undesired behavior in the context).

In 1995, Yu formalized the specification of 7*, which focuses on the represen-
tation of stakeholders’ interests within the organizational context. The i* core
concept is the Actor, which depends on others to accomplish goals and perform
tasks. The language also highlighted the differentiation between Goal and Soft-
goal: the former would have a clear satisfaction criteria, while the latter did
not. In the following year, GBRAM [2] emerged and defined a method for goal
analysis in which the concept of Scenarios, a description of a system and its
environment, is used to identify Goals and Obstacles.

In 2004, GSN [14] was proposed with focus on security systems, such as
information security, air traffic control and safety systems. In the same year,
Tropos [4], a variation of i*, emerged and brought the concept of Capability
as the “ability of an actor of defining, choosing and executing a plan for the
fulfillment of a goal”. In 2009, the first version of Techne was presented. Based
on an ontology, Techne made a more precise differentiation between Hard and
Softgoals, as the latter can be restricted through Quality Constraints.

In 2010, GRL [1], a variation of ¥ introduced a differentiation of the OR-
Decomposition relation (exclusive and inclusive) and the concept of Correlation
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(a relation of side effects rather than desired impacts as in the contribution rela-
tion). Finally, in 2016, i* was revised and its second version, now spelled iStar,
had some elements and relationships removed, and new elements that were pop-
ularly used by the community were added. For instance, Softgoal was renamed
as Quality; and the means-end and task-decomposition links were grouped in the
Refinement Link.

3 Method

GORO 2.0 was built using the Systematic Approach to Building Ontologies
(SABIO) [8], an Ontology Engineering method, successful in the development
of domain ontologies, particularly in SE. To provide a solid semantic founda-
tion, GORO 2.0 is based on the Unified Foundational Ontology (UFO) [10],
and reuses existing ontologies, such as the Common Ontology for Value and
Risk (COVR) [23] and the Reference Software Requirements Ontology (RSRO),
which is part of the Software Engineering Ontology Network (SEON) [22].

In order to improve domain coverage, GORO 2.0 was created based on the
modeling languages mentioned in Sect. 2, which were studied and analyzed to
extract concepts that, in fact, belong to the GORE domain. GBRAM, GRL, i*,
KAOS, Techne and Tropos were first selected based on a literature review [12].
NFR was added to the list as it is cited in Van Lamsweerde’s guided tour on
GORE [15]. Finally, when searching for related works (cf. Sect. 5), we also iden-
tified GSN. The selected languages were validated with domain experts who
advised us to consider i* and iStar as different languages, given the perceptible
differences between them. GORO, as its name states, is focused on Requirements.
Hence, we do not consider other languages that use goal related constructs but
are not specifically GORE modeling languages.

Regarding scope, we have applied two criteria for the inclusion of a con-
struct: it must I;: appear in more than two GORE modeling languages; and I5:
be considered a GORE concept by domain experts—a group of five academic
professionals with more than ten years of experience. We applied I; in order to
exclude constructs that were not GORE, but actually extra features of specific
languages. In order to verify if different languages’ elements shared the same
meaning, we also consulted the group of experts. It is worth to highlight that
GORO 2.0 is concerned with the part of the GORE domain that is covered by
the languages selected according to the described heuristics. This decision has
been made because one of the purposes of this work is to provide interoper-
ability among the selected GORE languages. As a consequence, other concepts
pertaining to GORE domain, but not covered in the selected languages, were
not considered to be part of GORO 2.0.

To evaluate GORO, we conducted three activities: verification, validation
and an application-based evaluation. To check whether GORO satisfies its own
requirements, we verified if its conceptual model can answer all of the pro-
posed Competency Questions (CQs). To validate GORO’s domain coverage, we
mapped concepts of the GORE modeling languages listed in Sect. 2 to the con-
cepts of the ontology. Finally, to assess the feasibility of GORO in enabling
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Fig. 1. GORO 2.0’s first module: mental moments, goals and assumptions.

interoperability between GORE languages, we implemented a model conversion
tool that uses the ontology as an interlanguage. The CQs, the concepts mapping
and the conversion tool source code (and conversion examples) are available at
https://nemo.inf.ufes.br /projects/rose/.

4 GORO 2.0

Figure 1 presents the module of GORO 2.0 that defines concepts related to men-
tal moments existentially dependent on a single individual, which can be classi-
fied as Beliefs, Desires and Intentions. Agent’s beliefs are assumed to be true in
a given set of situations. Given that desires and intentions are both related to
agents’ goals, the difference between them is actually related to the fact that the
former is only a will of an agent towards a state of affairs (situation) in reality,
whereas the latter is an intended state of affair (situation) for which the agent
commits to pursuing, causing the agent to perform actions [10].

GORO 2.0 inherits the Stakeholder definition from RSRO: a Stakeholder can
be a Requirements Stakeholder, when in the role of the person that provides needs
and expectations for the product, or a Requirements Engineer, when in the role
of conducting the requirements development activities.


https://nemo.inf.ufes.br/projects/rose/

GORO 2.0 173

UFO-C::Action Universal (Plan) GORO::Goal-Based Requirement | “¥describes
0 1
- intends to > 1
[o- 0
P

[ GoRro:Task l 'e‘lu”eSVI GORO | | GORO::Goal-Based Requi Artifact |
; .

2
L . Iy J subgoal
L5 o 0.r A

0.1

produces P> ‘ (disjoint, complete} |

disjoint, complete

Q
GORO::Complex Task

| GORO::Atomic Task I | GORO::And Complex Goal-Based Requirement Artifact | | GORO::0r Complex Goal-Based Requirement Artifact I

I GORO::Atomic Goal-Based Requirement Artifact | | GORO::Complex Goal-Based Requirement Artifact |

‘ {disjoint, complete} |

Fig. 2. GORO 2.0’s second module: tasks, goals and relations.

A Goal is the propositional content of an Intention/Desire, which inheres in
an Agent, supertype of Stakeholder. Therefore, a Requirement is a goal elicited
from a stakeholder’s intention/desire. A Requirement can be a Non-functional
Requirement or a Functional Requirement. When applying a GORE approach to
a Requirements Engineering process, a traditional Requirement becomes a Goal-
Based Requirement, which can be a Hardgoal or a Softgoal. Both definitions are
extracted from [17] and represented in GORO 2.0 with the NFRO prefix.

By combining two perspectives, we end up with four different classifications
for a goal-based requirement [17]: Functional Requirement & Hardgoal, Func-
tional Requirement & Softgoal, Non-functional Requirement & Hardgoal and Non-
functional Requirement & Softgoal, implicitly represented in Fig. 1. Hence, GORO
2.0 is compatible with NFRO, making adaptations where necessary. We highlight
that such adaptations are now incorporated in NFRO. A Goal-Based Requirement
Artifact describes a Goal-Based Requirement in the same way that a Requirement
Artifact describes a Requirement, differentiating a documented requirement from
a requirement that exists only in the stakeholder’s mind. It is important to note
that, in GORO 2.0, an Assumption still has the same classifications proposed in
GORO 1.0 [20], not shown here due to space limitations and for not being a
contribution of this paper.

Figure 2 shows GORO 2.0 second module. A Task intends to operationalize a
Goal-Based Requirement. Tasks can be Complex Tasks, when composed of two or
more Tasks, or Atomic Tasks otherwise. A Task can require or produce a Resource.
As with Tasks, a Goal-Based Requirement Artifact can also be complex or atomic.
Complex Goal-Based Requirement Artifact (or Complex GBRA) is further refined
into Or/And-Complex GBRA, which are satisfied when at least one/all of their
components are satisfied. GORO does not allow tasks to be refined into goals.
Yu [24] argues that the refinement between goals and tasks is a way to capture the
transition between the problem domain (goal) and the solution domain (task).
In addition, according to him, refining a task into a goal would be natural in
the analysis and modeling cycle, which generally iterates between these two
domains. However, by ontologically analyzing these concepts, the relationship
between a task and a goal is not a “refinement”. Rather, the task analysis shows
that new goals should be considered in the model. In other words, task analysis
may motivate the “emergence” of new goals, possibly better characterized if
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Fig. 3. GORO 2.0’s third module: obstacles, conflicts and contribution.

different models are created for the different analysis’ cycles. This is an example
of how the ontological analysis performed with GORO may have methodological
impact.

Figure 3 introduces concepts not previously considered in GORO 1.0, namely:
obstacle, conflict and contribution. Van Lamsweerde [16] defines obstacle as a
dual notion of goals: “while goals capture desired conditions, obstacles capture
undesirable (but nevertheless possible) ones”. We argue that obstacles can be
equated, here, to the definition used by the Common Ontology for Value and
Risk (COVR) [23], i.e., a condition that may be satisfied in certain situations
in which something of human value has been put at stake and the outcome is
uncertain. Thus, an Obstacle is seen as a Threatening Proposition, which satisfies
a Threatening Situation and obstructs a Goal-Based Requirement satisfaction.

An Obstacle, according to Van Lamsweerde [16], can be mitigated by an
agent’s goal. We consider that what mitigates or contingencies a risk is an action
(task) and not a goal. Although KAOS uses goals to mitigate obstacles, the
task that intends to operationalize this goal is indirectly mitigating the obstacle.
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We also argue that this task definition is overloaded and, thus, propose two
distinct types of actions (tasks): contingency (action taken after a Threatening
Situation to decrease damage) and mitigation (can reduce or prevent the risk
rate of an event to happen). A Threatening Proposition satisfies a Threatening
Situation in the same way as a Proposition satisfies a Situation, hence, the former
relation is derived from the latter (denoted by a/symbol). Like goals, an Obstacle
can be decomposed in complex/atomic ones, and Complex Obstacles are further
refined in Or/And Complex Obstacles, with analogous satisfaction rules.

A conflict happens when two or more goals cannot be achieved in the same
solution set of a domain problem [16]. In other words, given goals G; and Gs
and a model M, there is no solution set S of M that contains both G and G.
In GORO, Conflicts are modeled as a relator between Goal-based Requirement
Artifacts, which potentially conflicts with another. It is important to emphasize
the difference between conflict and obstacle: the former describes situations in
which two goals cannot be achieved in the same solution, although both are
desired by stakeholders, whereas the latter describes an undesired state of affairs.

In GORO 2.0, contributions are represented by a Contribution relator that
stands between a Goal-Based Requirement Artifact or a Task and a Non-functional
Goal-Based Requirement Artifact, which is a non-functional requirement used in a
GORE approach. We argue that contributions should only have non-functional
requirements as targets because: (i) in the case of total contributions, a nega-
tive contribution to a functional requirement would be semantically similar to a
Conflict, while a positive contribution would have the same meaning of Complex
GBRA or operationalization (intends to operationalize); (ii) in the case of partial
contributions, it does not make sense to partially satisfy/deny a GBRA which,
in turn, has a precise satisfaction criteria. Several GORE languages have certain
types of contribution relations: ¥, iStar and the NFR Framework, for instance,
have some types of contributions, e.g. make, help, hurt and break [6,19,24]. Make
and Break are positive and negative contributions that sufficiently satisfy a non-
functional requirement, respectively, whereas Help and Hurt are partial positive
and negative contributions.

5 Related Works

The initial set of related work was raised based on relevant references of the
area, such as Horkoff et al. [12] and Guizzardi et al. [11]. We consider as related
works: (i) the ones that use ontologies as basis for analysis or construction of
GORE languages, (ii) the ones that proposed metamodels with the purpose of
unifying concepts of goal modeling languages.

Regarding the use of ontologies: the Core Ontology for Requirements
Engineering (CORE) [13] has as main objective to review the conceptualization
of several RE elements and is the foundation of Techne. However, it is based
on a foundational ontology in which essential aspects of conceptual modeling
(e.g., material relations and relational properties) have not received sufficiently
detailed attention [20]. Guizzardi et al. [11], in turn, use UFO as a reference
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model to analyze ¢* and its many variants, therefore aiming to promote interop-
erability between them, but the work is constrained to the ¢* family of languages.

Regarding the use of metamodels: in the work of Fayoumi et al. [9], the
concepts of eight modeling languages are raised and organized in a metamodel,
in which the main objective is the interoperability between GORE models. The
work of Lucena et al. [18] presents a metamodel created to unify two variants of ¢ *
(its original version and Tropos), considering similarities and differences between
them. The work of Cares & Franch [5] defines a supermetamodel created on the
basis of different variations of ¢* (GRL and Tropos), which is validated through
a translation algorithm that uses the XML-based iStarML format to depict the
relation between tools. Patricio et al. [21] propose a unified GORE language
called Unified Goal-oriented Language (UGL), which incorporates concepts of
i*, GRL and KAOS and whose metamodel is based on existing metamodels
of i* and KAOS. We argue that, unlike ontologies, metamodels do not provide
sufficient semantic foundation to explain complex domain concepts. Metamodels
are not efficient enough to promote interoperability between languages because,
although they are powerful structures for defining the syntax of a language, they
suffer for several limitations in relation to semantic clarifications [11].

6 Conclusions

In this paper, we defined GORO 2.0, a domain reference ontology about Goal-
Oriented Requirement Engineering, built based on GORO 1.0, by including con-
cepts related to GORE that had not yet been covered in its previous version.
Nine goal modeling languages were chosen based on both literature review and
experts’ opinion. Their concepts were analyzed and those considered GORE con-
cepts were included. Then, these same concepts were mapped to GORO 2.0 in
order to verify and validate the new ontology. Further, a GORO-based tool that
converts between two GORE languages (iStar and KAOS), was developed as a
proof-of-concept. Evaluation results were not presented here due to space con-
straints, but are available at https://nemo.inf.ufes.br/projects/rose/. GORO 2.0
was built with a strong foundation as it was based on both relevant literature on
GORE and on UFO [10]. It also reuses concepts from other ontologies, namely
COVR [23] and RSRO. As the latter is part of SEON [22], GORO 2.0 becomes
part of this ontology network as well.

By performing validation on GORO, in addition to verifying domain cover-
age, we were able to notice a few issues in the design of the analyzed languages.
Regarding the relations between elements defined in each language, for instance,
we could identify that some of them are overloaded. GORO defines decompo-
sition of Goal-Based Requirement Artifacts (GBRA) (Fig.2), Tasks (Fig.2) and
Obstacles (Fig. 3); the Conflict relator between GBRA (Fig. 3); Contribution rela-
tion between a GBRA and a Non-functional GBRA (Fig. 3); and finally, an Opera-
tionalization relation between a Task and a GBRA (Fig. 2). It was identified that
some elements were, at the same time, both an And-Complex GBRA aggregation
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(when a GBRA is AND decomposed into other GBRAs) and an operational-
ization relation (when a GBRA is operationalized into Tasks) or both an Or-
Complex GBRA aggregation and an operationalization relation. This is the case,
for instance, of Techne’s Inference relation.

In terms of interoperability, it is important to mention that, in some cases, ele-
ments of a given language cannot be directly converted into elements of another.
In this case, we plan to propose conversion patterns as future work. Currently,
the tool proposed in this paper creates a log with the elements that were not
converted, leaving the user to make the best decision regarding the new model.

In future works, we also intend to: (a) extend the model conversion tool,
adding support for more GORE languages and improving its user interface;
(b) use GORO 2.0 to make a systematic ontological analysis of GORE languages,
verifying possible inconsistencies, construct overload, and other opportunities of
improvement in such languages; (c¢) through the activities performed in (b),
propose ontology-based modeling patterns to ensure consistency in the creation
of GORE models; (d) use the ontology to identify and incorporate other GORE
concepts that the current modeling languages do not cover; (e) use GORO as
base for the abstract syntax of a more complete GORE language; and () improve
the validity of GORE language constructs definition (which was interpreted by
our domain experts group), by analysing models on the same subject with the
help of GORO.
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Abstract. The paper presents a comparison of two modelling techniques that
can be used to describe an organization as an interconnected set of business
processes. The first technique is called Fractal Enterprise Model, which is an
invention of the authors of this paper. The second technique is a well-established
technique, IDEFO, normally used to present a functional decomposition of an
enterprise. The comparison is done based on building a simplified ontology for
each technique using UML class diagrams, after which a mapping is established
between the concepts of the two ontologies. The discussion that follows ana-
lyzes how much of a model designed using one technique can be represented
using the other, which is illustrated by an example.

Keywords: Ontology - Fractal enterprise model - IDEFO - Business process -
Enterprise model

1 Motivation

In any modeling field, like business process modeling (BPM), enterprise modeling or
conceptual modeling, there are several, sometimes competing, techniques and notations
that can be used for modeling in the field. For example, in BPM one can use BPMN
[1], UML activity diagrams, IDEFO [2], IDEF3, and a number of other, less spread
techniques, such as state-oriented modeling [3]. Understanding similarities and dif-
ferences between modeling techniques used in the same field has both theoretical and,
which is more important, practical value.

From the practical perspective, understanding the similarities and differences of
various modeling techniques can be used for two purposes:

1. Making an informed choice of a technique when building a model for a particular
purpose. Given this purpose, the focus is on differences.

2. Using a model designed with one technique as a source of information for designing
a model using the other technique. Given this purpose, the focus is on similarities.

To clearly present differences and similarities is of importance when a new
modeling technique is introduced in the field where there already exist a number of
well-established and less established techniques. As the originators of a new enterprise
modeling technique called Fractal Enterprise Model (FEM) [4], we find it essential
to compare it with other, possibly competing, techniques to give modelers a clear
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understanding of FEM’s area of applicability (see purpose 1 above), and provide them
with a method of translating a FEM to a model in another modeling technique or vice
versa (see purpose 2 above).

FEM is aimed to represent an organization as an interconnected set of business
processes. FEM has a form of a directed graph with two types of nodes Processes and
Assets, where the arrows (edges) from assets to processes show which assets are
utilized by which processes and arrows from processes to assets show which processes
help to keep specific assets in “healthy” and working order. The arrows are labeled with
meta-tags that show in what way a given asset is utilized, e.g. as workforce, attraction,
infrastructure, etc., or in what way a given process helps to keep the given assets “in
order”, i.e. acquire, maintain or retire.

A FEM is built recursively by using a so-called unfolding procedure and two types
of archetypes: process-assets archetypes that show which kind of assets might be
needed for running a process, and an asset-processes archetype that shows which
processes are needed to maintain an asset in order. Unfolding starts with a primary
process - a process that delivers value to a customer/beneficiary - by applying process-
assets archetypes and alternating them with the asset-processes archetype.

This work is the first in a series where we offer a relatively formal comparison of
the FEM technique with other techniques that (a) can be used for representing an
organization as an interconnected set of processes, or (b) the models built with these
techniques could be used as a source of information for building a FEM for a particular
business case, as in [5]. More specifically, this work is devoted to comparing FEM with
IDEFO [2], which on a high level can be used for representing interconnections
between various business processes in an organization.

IDEFO is a modeling technique that allows to present a multilevel functional
decomposition of an organization. If we stay on the high level of the decomposition
where each function represents a business process, IDEFO can be used for representing
interconnections between the processes in an organization. In this capacity, IDEF0
constitutes an alternative technique to FEM, which justifies our goal to compare these
two modeling techniques.

To compare the chosen modeling techniques in a more formal way, we use the idea
of comparing ontologies that underpin the techniques. The latter can be done by
depicting the ontologies formally, e.g. as UML class diagrams, and then mapping the
concepts from one ontology into the concepts of the other, similar to what is proposed
in [6]. For our task, we do not use any foundational ontologies, like BWW or
Chisholm, but create two separate simplified ontologies. The latter have enough con-
cepts to make a comparison, while not covering the details that are not essential for our
task. Though we accept that foundational ontologies might be useful for comparing
languages, for languages that are closely related, using the foundational ontologies
might be an overkill.

The rest of the paper is structured in the following way. In Sect. 2 we present the
knowledge base used in our comparison of modeling techniques. In Sect. 3, we present
simplified ontologies for FEM and IDEFO using UML class diagrams. In Sect. 4, we
compare FEM with IDEFO based on their ontologies. In Sect. 5, we discuss the lessons
learned during the trial.
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2 Knowledge Base

2.1 Fractal Enterprise Model

A Fractal Enterprise Model (FEM) includes three types of elements: business processes
(more exactly, business process types), assets, and relationships between them, see
Fig. 1 in which a fragment of a model is presented. The fragment is related to a
hypothetic management consulting company. Graphically, a process is represented by
an oval, an asset is represented by a rectangle (box), while a relationship between a
process and an asset is represented by an arrow. We differentiate two types of rela-
tionships in the fractal model. One type represents a relationship of a process “using”
an asset; in this case, the arrow points from the asset to the process and has a solid line.
The other type represents a relationship of a process changing the asset; in this case, the
arrow points from the process to the asset and has a dashed line. These two types of
relationships allow tying up processes and assets in a directed graph.
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Fig. 1. A fragment of a FEM for a management consulting company

In FEM, a label inside an oval names the given process, and a label inside a
rectangle names the given asset. Arrows are also labeled to show the type of rela-
tionships between the processes and assets. A label on an arrow pointing from an asset
to a process identifies the role the given asset plays in the process, for example,
workforce and infrastructure. A label on an arrow pointing from a process to an asset
identifies the way in which the process affects (i.e. changes) the asset. In FEM, an asset
is considered as a pool of entities capable of playing a given role in a given process.
Labels leading into assets from supporting processes reflect the way the pool is
affected, for example, the label acquire identifies that the process can/should increase
the pool size.

Note that the same asset can be used in two different processes playing the same or
different roles in them, which is reflected by labels on the corresponding arrows. It is
also possible that the same asset can be used for more than one role in the same
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process. In this case there can be more than one arrow between the asset and the
process, but with different labels. Similarly, the same process could affect different
assets, each in the same or in different ways, which is represented by the corresponding
labels on the arrows. Moreover, it is possible that the same process affects the same
asset in different ways, which is represented by having two or more arrows from the
process to the asset, each with its own label.

In FEM, different styles can be used for shapes to group together different kinds of
processes, assets, and relationships between them. Such styles can include dashed or
double lines, or colored shapes. For example, a diamond start of an arrow from an asset
to a process means that the asset is a stakeholder of the process (see “Workforce”).

Labels inside ovals (which represent processes) and inside rectangles (which rep-
resent assets) are not standardized. They can be set according to the terminology
accepted in the given domain, or be specific for a given organization. Labels on arrows
(which represent the relationships between processes and assets) can be standardized.
This is done by using a set of relatively abstract relationships, such as workforce or
acquire, which are clarified by the domain- and context-specific labels inside ovals and
rectangles. Standardization improves the understandability of the models.

While there are a number of types of relationships that show how an asset is used in
a process (see example in Fig. 1), there are only three types of relationships that show
how an asset is managed by a process — Acquire, Maintain and Retire.

To make the work of building a fractal model more systematic, FEM uses arche-
types (or patterns) for fragments from which a particular model can be built. An
archetype is a template defined as a fragment of a model where labels inside ovals
(processes) and rectangles (assets) are omitted, but arrows are labelled. Instantiating an
archetype means putting the fragment inside the model and labelling ovals and rect-
angles; it is also possible to add elements absent in the archetype, or omit some
elements that are present in the archetype.

FEM has two types of archetypes, process-assets archetypes and an asset-processes
archetype. A process-assets archetype represents the kinds of assets that can be used in
a given category of processes. The asset-processes archetype shows the kinds of
processes that are aimed at changing the given category of assets.

2.2 IDEF0

IDEFO represents the output-input and some other types of relationships between the
functional units of an organization. The main block of an IDEF0O diagram is a func-
tional unit which is represented by a rectangle (or box), see Fig. 2. The functional units
are connected through the arrows outgoing from one functional box and coming into
another box. Outgoing arrows are always coming from the right-hand side of the
rectangle. Ingoing arrows can come to three other sides of the rectangle, but the
meaning of them depends on the side to which the arrow comes into the rectangle, see
Fig. 2.

If an arrow comes from the left-hand side of the rectangle, it represents objects that
comes from outside and are consumed by the function to produce an output. If an arrow
comes from the top side of the rectangle it represents control objects that guide the
work of the functional unit, e.g. instructions, design drawing, laws. If an arrow comes
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from the bottom side of the rectangle, it represent a mechanism (resource) used in the
functional unit to convert inputs to outputs. This can be people, machines, tools, etc.,
anything that is used but is not totally consumed when the input is converted to the
output.

Control

input —Jp-|  Function Name P Output

Function
Number

Mechanism
(Resources)

Fig. 2. A building block of IDEF0 diagrams

There can be more than one arrow coming in or out from each side of the rectangle
that represents a functional unit. Some outgoing arrows serve as incoming arrows for
other functional units in an IDEFO diagram, thus showing interconnection between the
functional units. However, an arrow can come from or point to something outside the
diagram to show interconnection between the system being modeled and its environ-
ment. In this work, we disregard this feature of IDEFO.

Each functional unit can also be decomposed to sub-units in a separate diagram.
However, in this work, we are not considering this possibility, though this is one of the
essential features of IDEF0Q. The meaning of the functional units depends on the
purpose of the model. They can represent organizational units of an enterprise, or
processes in the set of all enterprise processes, which is how we interpret functional
units in this work. They can also represent activities in a process, when IDEFO is used
to depict details of a business process.

2.3 Comparing Ontologies

In this work, we roughly follow the idea of comparing ontologies presented in [6]. The
comparison is done in three steps. First, a formal representation of each ontology is
built. Then, the concepts from one ontology are mapped into the concepts of the other
ontology. In the last step, the mapping is analyzed based on the following rules:

e If between two corresponding elements in two ontologies there is a one-to-one
relationship, there is an ontological equivalence regarding these elements.

e In the case when one element in an ontology is further specified by two or more
elements in the other ontology, the other ontology has a deeper structure regarding
these elements.

e In the case one element in one ontology does not have any correspondence in the
other ontology then the first ontology has a more comprehensive scope.
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3 Simplified Ontologies for FEM and IDEF0

In this section, we define simplified ontologies for FEM and IDEF0 and present them
formally using the UML class diagrams notation.

3.1 Ontology for FEM

An ontology for FEM presented below is based on [4]. A FEM differentiates two types
of things in the organizational world that it represents: processes and assets. A process
in FEM represents a work system responsible for initiating and finishing process
instances of the given type, e.g. manufacturing or sales. We call this system a Business
Process Work System or BPWS for short. BPWS is a socio-technical system that
includes people, methods, e.g. manuals that prescribes the process flow, technology and
structure, i.e., distribution of responsibilities between the members of the team
responsible for the process. The components of BPWS are called assets. An asset is a
set of entities of a given type, e.g. people, machines, software systems, etc. A set can
also include only one element, e.g. a specific software system.

A Business Process Instance (BPI) is considered as a system that is created to
handle a specific situation defined by a condition for creating an instance. This system
can be thought of as a respondent system in terms of [7], which is created to handle a
specific situation and which is disbanded when the situation is resolved. When creating
a BPI, BPWS gives it some of its assets to be engaged in the BPI. It also follows the
work of BPI, and if needed, the BPWS can provide more assets to carry out the BPI.
After the BPI is finished, all assets are returned back to the BPWS. Note that assets may
not be given exclusively to a BPI, but may be shared with other BPIs.

A UML class diagram for the simplified FEM ontology that includes processes and
assets and their relations is presented in Fig. 3. There are two types of relations
between processes and assets included in a FEM. The first type is connected to an asset
being a component of a BPWS system filling a certain role in it. This type of relations
is called “Used In As” and it is denoted in Fig. 3 as UsedInAs. The second type of
relations represents a process managing an asset in a certain way. This type of relations
is called “Managed by” and it is denoted as ManagedBy in Fig. 3.

Both UsedInAs and ManagedBy relations are further specialized. The UsedInAs
relations type is split in the following subclasses:

e Stakeholders, which encompasses three types of relationships:

— Beneficiary — an organization or person that receives some value from the
process, for which the beneficiary or somebody else is prepared to pay. A typical
beneficiary is a customer who buys goods and/or services and pays for them.
There can be more than one beneficiary in a given process.

— Workforce — people trained and qualified for employment in the process.
Examples: workers at the conveyor belt, physicians, researchers.

— Partner — an agent, external to the given organization, who participates in the
process. This, for example, can be a supplier of parts in a manufacturing process;
a lab that completes medical tests on behalf of a hospital. Partners can be other
enterprises or individuals.
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e Attraction — something that helps to acquire a stakeholder. For a customer, for
example, it could be a value proposition, i.e. a statement of benefits that a customer
will get by acquiring certain products and/or services (see Fig. 1). For recruiting
staff it could be salary and other benefits that an employee receives.

e EXT — a process execution template. This can, for example, be: a software devel-
opment methodology accepted in a software vendor company; a product design for
a manufacturer; a description of the service delivery procedure, e.g., a process map
for a service company. It can also be a policy document.

Asset

I

Relation

l

Process

ManagedBy UsedinAs
| [ [ | ]
Technical&Info.
Acquire Maintain Retire Stakeholder EXT Infrastructure Stock
Organizational Means of
Beneficiary Workforce Partner Attraction Infrastructure Payment

Fig. 3. A simplified FEM ontology as a UML class diagram (associations are of 1:n type)

e Organizational Infrastructure — a unit of organization that participates in the pro-
cess. This, for example, can be: a sales department or a software development team.

e Technical and Information Infrastructure — an equipment required for executing the
process instances. This, for example, can be: a production line, a computer, a
communication line, a building, a software system.

e Means of Payment — any kind of monetary fund that is needed to pay participating
stakeholders, e.g., suppliers if such payment is considered as part of the process.

e Stock — a stock of materials or parts, or other things that are used in the process.
This, for example, can be: office products, e.g., paper, pens, printer cartridges, in
any office, or spare parts for a car repair shop. It can also be a stock of customer
orders, see Fig. 1. A specific feature of the stock asset is that it is depleted by the
process for which the asset is attached via the stock relation. It means that this
process also function as a retire process of the stock (which is omitted in FEM
diagrams).
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The ManagedBy relations type is split into three subclasses:

e Acquire — a process that results in the enterprise acquiring new items that fill in an
asset of a given type. The essence of this process depends on the type of asset, the
type of the process in which the asset is used and the type of the enterprise. For a
product-oriented enterprise, acquiring new customers (beneficiary) is done through
marketing and sales processes. Acquiring skilled work force is a task completed by
a recruiting process. Acquiring a new EXT for a product-oriented enterprise is a
task for a new product and technological process development.

e Maintain — a process that helps to keep existing assets in the right shape to be
employable in the BPIs of a given type. For customers, it could be Customer
Relations Management process. For workforce, it could be training. For EXT, it
could be product or process improvement. For technical infrastructure, it could be
service.

e Retire — a process that phases out assets that no longer can be used in the intended
process. For customers, it could be canceling a contract with a customer that is no
longer profitable. For the workforce, it could be actual retirement.

3.2 Ontology for IDEF0

The main concept of IDEFO is a function. A function can be viewed as a system that
given certain inputs produces certain outputs using certain mechanisms and guided by
certain controls. The second important concept that exists in IDEFO is an object that is
produced by a function or sent as an input to it. The objects are represented by arrows
in IDEFO diagrams. The object in IDEFO world can be an individual entity or a set of
entities. Note that in this work, we do not consider the decomposition of a function in
sub-functions, which is an essential feature of IDEFO.

A simplified ontology for IDEFO depicted as a UML class diagram is represented in
Fig. 4. This model includes three classes — Function, Object and Relation between the
two. The Relation is split into two groups (subclasses) - Outgoing and Incoming. The
outgoing group has only one subclass — Output, while the incoming group has three
subclasses: Input, Control and Mechanism.
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Fig. 4. A simplified IDEFO ontology as a UML class diagram (associations are of 1:n type)

4 Comparing FEM and IDEF0

On the high-level of ontologies for FEM and IDEFO, we can map Process to Function,
Asset to Object and Relation to Relation. On this level of hierarchy, we can say that the
two ontologies are equivalent. If we look at sub-classing of the relation concepts, we
can map ManagedBy to Outgoing and UsedInAs to Incoming. Thus, even on this level
we can consider the ontologies as equivalent. The difference starts on the next level of
sub-classing and it is represented in Table 1. Note that in this comparison table, we
skip the concept of stakeholders, and go directly to the level underneath it, that is,
workforce, partner and beneficiary.

Table 1. Mapping from FEM ontology to IDEFO ontology

Subclass of FEM IDEFO
ManagedBy/Outgoing | Acquire Output
Maintain No correspondence
Retire No correspondence
UsedIn/Incoming Beneficiary No correspondence
Workforce Mechanism
Partner Mechanism
Attraction Mechanism
EXT Control
Organizational infrastructure No correspondence
Technical & Information Infrastructure | Mechanism
Means of payment Mechanism
Stock Input
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As follows from Table 1 and the approach for ontology comparison from [6], see
Sect. 2.3, the FEM ontology has both a deeper structure and more comprehensive
scope. The first is because several concepts of FEM are mapped to the same concept of
IDEFO, i.e. workforce, partner, attraction, technical & info infrastructure and means of
payment are mapped into mechanism. The second is because a number of concepts in
FEM do not have corresponding concepts in IDEF0. Note that we do not take into
consideration the decomposition concept of IDEF0O which has no correspondence in
FEM. In regards to this concept, IDEF0 has a more comprehensive scope.

FEM having a more comprehensive scope than IDEFO0 is demonstrated in Fig. 5
that shows an IDEFO diagram that is a translation of the FEM fragment in Fig. 1. As we
can see, some concepts from Fig. 1 could not be represented in Fig. 5.

Methods
Methods acquisition 1
Order idi i
Sales and Marketing >(Providing solutions
TValue proposition Management
consu

Tools acquisition fAcluding So Recruiting

Fig. 5. IDEFO representation of the diagram on Fig. 1

5 Lessons Learned and Plans for the Future

This paper presents a trial of using ontologies for comparing modeling techniques that
can be used for the same purpose. In our particular case, we have compared FEM and
IDEFO that can be used for representing interrelationships between various business
processes in an organization. The comparison has been done by building ontologies
that underpin each of the modeling technique in a formal way', and then compare them
based on the principles suggested in [6], see Sect. 2.3. Based on the ontologies com-
parison, we were able to determine that FEM has both a deeper structure and more
comprehensive scope as far as modeling interconnections between business processes
is the purpose of modeling.

We believe that the results of our trial has value both from a general and specific
point of view. From a general point of view, it shows that a method of comparing

! Note that our formal FEM ontology might look like a metamodel of FEM language (syntax). This is
due to FEM elements have fixed (unambiguous) semantics. The same is (partially) true for IDEFO.
For a language with more ambiguous semantics, there can be several ontologies dependent on
modeling practices, i.e. how the language elements are interpreted. In this case, a metamodel of the
language will differ from any of formal ontologies that can be attached to it.
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modeling techniques based on comparing their ontologies works in practice. From our
specific point of view, we have succeeded to show the similarities and differences
between our relatively new FEM technique and a technique that is well established in
the modeling community. The results of the trial seem encouraging, and we will
continue the work started with this paper by using the ontological approach for com-
paring FEM with other modeling techniques. The next planned step is comparing FEM
with BPMN.
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Abstract. Recently the sharing economy has emerged as a viable alternative to
fulfilling a variety of consumer needs. As there is no consensus on the definition
of ‘sharing economy’ we use the term ‘marketplace’ to refer more specifically to
Internet/software-based sharing economy platforms connecting two different
market segments. In the field of sharing economy and marketplaces we found a
research gap concerning the (socio)technological aspects and the development
of marketplaces. A marketplace ontology can help to have a clear account of
marketplace concepts which will facilitate communication, consensus and
alignment. In this paper we design this marketplace ontology in four steps. First
the selection of UFO as foundation and UFO-S as core ontology. Second the
search for a set of minimal conditions and properties common for marketplaces
and the derivation into competency questions. Third, use the competency
questions to identify fragmented sub-ontology pieces called Domain-Related
Ontology Patterns (DROPs) and apply them informally by extending UFO-S
concepts to design a marketplace domain ontology. This marketplace domain
ontology is represented in OntoUML. The last step is the validation of the
OntoUML model using expert knowledge.

Keywords: Digital marketplace + Sharing economy - Marketplace ontology -
UFO-S - OntoUML

1 Introduction

The use of sharing economy platforms like Airbnb and Uber is on the rise. The sharing
economy has emerged as a viable alternative to fulfilling a variety of consumer needs,
ranging from prepared meals to cars to overnight accommodations, that were previ-
ously provided by firms. As the size of the sharing economy has grown, so has the
magnitude of its economic and societal impacts [1]. The sharing economy is also an
emerging and fast-growing academic field. Based on the current state of the art
overview by Trabucchi et al. [2], studies of the sharing economy have focused on three
themes: (1) the customers motivation of using these platforms [3]; (2) the impact on
society, market and policy [4, 5]; and (3) classifications of sharing economy business
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models with a dominant focus on the revenue model and pricing mechanism [4, 6, 7].
Problematic for academic studies is that ‘sharing economy’ is an umbrella concept and
there is no consensus on what definition, activities and core building blocks it com-
prises [8]. In this paper we will follow Laudien and Tauscher [9] and base our research
on the better-defined term ‘marketplace’ to refer more specifically to Internet/software-
based sharing economy platforms. This might provide a useful lens to overcome the
challenges in defining the boundaries of the sharing economy as currently experienced
by the related literature [9]. The most adopted definition of marketplace is the
following: “Marketplaces employ a special type of business model known as a multi-
sided platform that connects two different market segments which value each other’s
presence whereas the actual transactions with customers are processed by the mar-
ketplace” [10, 11]. Previous marketplace research focused mainly on the business-to-
business market [12-14].

The literature of both the sharing economy and marketplaces only offers a very
partial view, and just started with research on consumer-to-consumer markets and
business models from the perspective of the marketplace itself [9]. There is a lack of
research concerning the (socio)technological aspects, the development and the inno-
vations patterns diffusion of marketplaces and sharing economy platforms [2, 15]. This
paper contributes to filling this gap by creating a domain ontology for all marketplaces.

A marketplace ontology can help to have a clear account of marketplace concepts
which will facilitate communication, consensus and alignment [16]. For example, the
terminology and interconnections of concepts such as ‘listing’, ‘transaction’ ‘market-
place’ and ‘review’ can be better defined and visualized for better communication
between the developer and other stakeholders of a marketplace. A common termi-
nology and understanding will help future discussions, marketplace developments and
research. Nowadays most people know the sharing economy only through huge
companies like Airbnb and Uber paying low wages, avoiding taxes and using their
winner takes all model to become a monopolist [17]. Increasing the knowledge of
marketplace related concepts can, for instance, be vital for the development of smaller,
more alternative and socially responsible marketplaces and can thus contribute to the
creation of a more socially responsible sharing economy.

In the next section we explain the methodology used to design the marketplace
domain ontology. In Sect. 3 we provide background information on marketplaces. In
Sect. 4 we develop the marketplace domain ontology and in Sect. 5 we summarize the
paper, give a conclusion and outline our future research.

2 Methodology

To design a marketplace domain ontology we will use the method of [18] consisting of
four steps.

First, we searched for an appropriate foundation and core ontology and if needed
divide it into sub-ontologies. As foundation ontology we use the Unified Foundational
Ontology (UFO) [19] and as core ontology we decided to use UFO-S [16], a
commitment-based service ontology concerning the establishment and fulfillment of
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commitments and claims between service participants. UFO-S is already modularized
into three sub-ontologies called service offering, service negotiation and service
delivery.

Second, we search for conditions in the literature to classify an organization as a
marketplace. We call these conditions Minimal Marketplace Requirements (MMRs).
We also add a set of properties that are common for most, but not all marketplace types.
We base these Common Marketplace Properties (CMPs) on [9]. We further group and
rephrase these MMRs and CMPs to competency questions (CQs), which are needed for
performing the next step of the method of [18].

Third, we use the CQs to identify fragmented sub-ontology pieces called Domain-
Related Ontology Patterns (DROPs) and Foundational Ontology Patterns (FOPs).
DROPs and FOPs are reusable fragments extracted from reference domain/core
ontologies and foundational ontologies respectively, packaging the knowledge related
to the marketplace domain [20]. We apply them informally by extending UFO-S
concepts to design a marketplace domain ontology and represent our marketplace
domain ontology in OntoUML [16].

The last step is the validation of the ontology done by UFO and UFO-S experts
answering the CQ’s using the OntoUML model. If the response differed from the
intended outcome, changes to the model were made and the process was repeated until
no more changes were needed. We also fitted the example of Airbnb into our model as
a second validation of the ontology.

3 Background

To give the reader a better understanding of the basic functioning of marketplaces, we
give an overview in Fig. 1.
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Fig. 1. Marketplace overview
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Providers and customers can subscribe on the marketplace platform that can be
reached via a site or mobile application. A provider can freely offer a service on the
marketplace platform which is called a listing (e.g., an apartment on Airbnb or a
concert ticket on Ticketswap). A customer can search through the listings on the
marketplace platform for the service he wants. After the customer located the desired
service, he or she can make a transaction by acquiring the service via the marketplace
platform. After the delivery of the service he or she can leave a review and previous
reviews can help customers to find the best service to their needs. A provider and
customer can be a person or an organization, and it’s possible to be a provider and
customer on the same platform. The conversation system is important to create
information transparency. This way a customer can receive more information about a
listing or transaction. The booking system is dependent on the type of marketplace. For
Uber, the system will check the closest available car dependent on the preferences of
the customer. In case of Airbnb, the system checks availability and informs the cus-
tomer whether the accommodation is free or not. The money is transferred through the
payment system from the customer to the provider, with a transaction fee for the
marketplace itself. It is important to state that this simple overview covers common
types of marketplace, but not necessarily all types.

4 Marketplace Domain Ontology

A domain ontology can be a specialization of foundation ontologies (by analogy)
and/or core ontologies (by extensions). The reason for using UFO-S as core ontology is
that marketplaces are primarily used as digital intermediaries to allow service provi-
sioning. Also, the three sub-ontologies of UFO-S, named service offering, service
negotiation and service delivery, are closely related to the process flow of using
marketplaces. UFO is the foundation ontology of UFO-S, and therefore ideal to use for
specializations of the marketplace domain outside of the service domain. Therefore, we
decided to design the marketplace domain ontology as a specialization of the UFO
foundation and UFO-S core.

After selecting the foundation and core ontology, we start with the development of
the minimum marketplace requirements (MMRs) and common marketplace properties
(CMPs). Previous research proposes four conditions or MMRs for classifying an
organization as a digital marketplace [9, 21, 22]:

1. A digital marketplace connects independent actors from a demand and supply side
(individuals or organizations) via a digital platform. These individual actors can
participate on both sides.

2. These actors enter direct interactions with each other (on the platform) to initiate
and realize commercial transactions.

3. The marketplace platform provides an institutional and regulatory frame for
transactions.

4. The marketplace does not substantially produce or trade products or services itself.
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Based on the marketplace properties of Laudien and Tauscher [9] and marketplace
functions of Bakos [22], we identified four CMPs:

1. The common definition of the offered service by the provider is called a listing.

2. It is common for a marketplace to have a web-based platform and/or a mobile
application to present the listings offered by the providers.

3. After the transaction it is common for a marketplace to manage the payment transfer
from customer to provider.

4. After the transaction it is common for a marketplace to allow a review from the
customer concerning the transaction.

We translate these MMRs and CMPs into three lists of CQs. Each list is related to a
UFO-S sub-ontology. Hence these lists address respectively CQs related to marketplace
service offering, marketplace service negotiation and marketplace service delivery.
These different lists of CQs are a natural guide for driving the process of creating a
domain ontology as a specialization of the UFO-S sub-ontologies. This was not a linear
process. After creating a first version the ontology was validated by UFO-S experts
answering the CQ’s using the OntoUML model. If the response differed from the
intended outcome, changes to the model were made and the process was repeated until
no more changes were needed.

4.1 Marketplace Offering Sub-ontology

A list of CQs influencing the marketplace offering sub-ontology is given below:

What is a marketplace? (MMR1, MMR4)

What is a marketplace platform (MMR1, MMR2)
What is a listing? (MMR1, CMP1)

Who is involved in a listing? (MMR1)

How is a listing described? (CMP1, CMP2)

A marketplace is an organization managing one to multiple digital platforms.
A listing is the service offered on the marketplace platform, hence is a subclass of the
UFO-S service offering. The listing is the interaction between three actors: the mar-
ketplace platform; a marketplace provider who offers the listings and the potential
marketplace community as the target of the provider who might be willing to buy the
service using the platform. The listing description is a category specialized into the
type’s as web page and application page. During the validation the marketplace entity
was split into a role which is the company or organization and the relator, which is the
digital platform where the listings are visualized.

In case of Airbnb, the organization manages two platforms, one offering places to
stay and another offering experiences (activities organized by locals). An apartment
owner can offer his apartments as listings on the ‘places to stay’ platform. The potential
marketplace community can search through all the apartments on the platform via the
descriptions visible on the Airbnb site or app (Fig. 2).
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Fig. 2. Offering sub-ontology

4.2 Marketplace Negotiation Sub-ontology

A list of CQs influencing the marketplace negotiation sub-ontology is given below:

What is a marketplace conversation? (MMR2)
What is a transaction? (MMR2, MMR3)
e Who is in involved in a transaction? (MMR2, MMR4)

The marketplace conversation between a marketplace provider and a target mar-
ketplace customer concerning a certain listing is via a conversation system transferred
by the marketplace platform. This conversation can result in a transaction. A transac-
tion is the agreement between the booked marketplace provider and the marketplace
customer concerning a listing. In the marketplace domain there is a restriction on the
cardinalities allowing only one target marketplace customer to participate in a con-
versation and only one marketplace customer to be bound to a transaction.

For Airbnb, a conversation is transferred by the platform between the apartment
owner and interested customers searching for a holiday rental. Every conversation
refers to a certain apartment, and the conversation can result in a booking of the
apartment in question (Fig. 3).
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Fig. 3. Negotiation sub-ontology

4.3 Marketplace Delivery Sub-ontology

1 Marketplace Customer

A list of CQs influencing the marketplace delivery sub-ontology is given below:

What is a payment? (CMP3)
Who is involved in a payment (CMP3)
What is a review? (CMP4)
Who is involved in a review (CMP4)

In case of a transaction, none (when free) to multiple payments are made by the
marketplace customer to the booked marketplace provider. After the marketplace
delivery, the customer can create a review. This review is collected by the marketplace
platform. For the marketplace domain the cardinalities of the marketplace customer are
always restricted to one. During the validation the relators ‘Payment’ and ‘Review’ and
their relationships where further refined.

For Airbnb, after booking the apartment the customer makes the payment and
spends his/her holidays in the apartment. This service can also include fresh towels, free
soap, etc. After the delivery the customer can write a review, and these are collected by
the marketplace platform to provide more insights for future customers (Fig. 4).
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5 Conclusion

In this paper we designed a marketplace domain ontology as an extension of the UFO-S
core ontology for services. For the foundation of our marketplace domain ontology we
used competence questions (CQs) based on the minimal marketplace requirements
(MMRs) and common marketplace properties (CMPs) derived from previous literature.
The design of the marketplace was done using the method of [18] and visualized in
OntoUML.

A restriction of our research is the lack of literature sources for deriving the MMPs
and CMPs, hence CQs. A systematic literature review of marketplaces could result in
additional sources, however, in absence of these an empirical validation of our
ontology with a sample of existing marketplaces could provide a viable alternative. By
using different types of existing marketplaces and validate them with our model we can
further expand the ontology. In future research, we will also formalize sub-ontology
fragments linked to individual CQs as Domain-Related Ontology patterns (DROPs)
and Foundational Ontology Patterns (FOPs) [18]. These DROPs and FOPs can help to
design the marketplace domain ontology in a more structured and expanded manner.

In this paper we also restrict the number of providers for a single transaction to one.
Some existing marketplaces (e.g. Deliveroo, Uber Eats) have different providers for the
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same transaction. When ordering a meal via Deliveroo, both the preparation of the meal
by the restaurant and the delivery of the mail by a deliverer are linked to a single
transaction.

As a marketplace domain ontology can facilitate communication, consensus and
alignment in future discussions, marketplace developments and research, we plan to
use this ontology as a basis for the development of a conceptual data model for a
comprehensive variety of different marketplaces. This conceptual data model can then
be compared to software products for marketplace creation (e.g. Sharetribe [23]) and
the gaps between them can result in the design a software reference architecture for
marketplaces. A marketplace ontology, conceptual data model and software reference
architecture can accelerate the development of smaller, more alternative and socially
responsible marketplaces and can thus contribute to the creation of a more socially
responsible sharing economy.
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Abstract. The increasing amount of digital clinical information has
prompted research in interoperating across numerous clinical data
sources. Most solutions to this problem follow one of two main direc-
tions: (a) adoption of Electronic Health Records (EHR) standards, or
(b) structuring medical knowledge via Knowledge Organizations Sys-
tems (KOS). Related research sometimes addresses the combination of
the two directions but does not explore the knowledge of KOS, which are
just used to define and disambiguate concepts. This paper discusses the
solution for clinical data interoperability that we designed and imple-
mented. It is a two step process - (a) we provide initial integration via
mediators to provide mappings across heterogeneous sources, and (b)
KOS to extend navigation possibilities across data sources. This paper is
centered in the second part, discussing the challenges of semantic query
expansion for clinical data analysis. We illustrate our solution through a
real case study from one of Brazil’s largest hospital complexes.

Keywords: Interoperability -+ Medical knowledge organizations
systems + Semantic query - Query expansion

1 Introduction

This paper is concerned with interoperability challenges in eHealth!, in partic-
ular those associated with clinical data management. Two directions have been
taken to facilitate clinical data interoperability: (a) adoption of Electronic Health
Records (EHR) standards or (b) structuring medical knowledge via Knowl-
edge Organizations Systems (KOS). EHR standards are specifications about
how medical data should be structured and stored to facilitate interoperability
among different health systems. Their adoption often requires extensive recoding.
We, instead, adopt the classical mediator strategy to deal with different clinical
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information systems regardless of EHR standards. The other prevalent solution
to interoperability is based on KOS. The term KOS is intended to encompass
all types of schemes for organizing information and promoting knowledge man-
agement, such as dictionaries, taxonomies, thesauri, and ontologies [5]; the two
latter are the most common KOS used to semantically organize clinical data.
There are hundreds of medical KOS; some of them are de facto standards (such
as the International Classification of Diseases - ICD) but most have no con-
sensual use. Research on clinical data interoperability that involves KOS can
be classified in two main directions: the first uses them to disambiguate terms
for interoperability, but does not take advantage of the power of ontologies to
expand queries; the second constructs (usually small) case-specific ontologies to
expand queries, thereby helping find new facts in a specific clinical (sub)domain.

We, instead, use existing generic KOS to expand queries, thereby generaliz-
ing the second approach to arbitrary clinical information systems. To the best
of our knowledge, ours is the first proposal to combine mediators to KOS to
expand queries, thereby helping users query and explore data in clinical infor-
mation systems. The term users, in this text, refers to health professionals that
work and perform research in primary or secondary health care (e.g., doctors or
nurses). Indeed, our approach addresses the interoperability of arbitrary clinical
information systems, regardless of ERH standards, exploring semantic aspects
by navigating integrated medical KOS.

We showcase our approach through a real case study that illustrates the
challenges of extracting, from a large set of heterogeneous clinical data sources,
ad hoc patient groups for subsequent analysis. This scenario is typical of the
demands of clinical research, but is also found in situations where, e.g., hospital
administrators need to analyze costs associated to a given set of pathologies. Our
architecture was published previously in [3], where we restricted ourselves to the
mediator aspects, but did not discuss semantic query expansion. Thus, our main
contributions are: (a) a new approach to support semantic queries over arbitrary
clinical information systems; and (b) a discussion of challenges in a real scenario
exploring knowledge extracted from KOS to help users in query formulation.

Part of the complexity of our work lies is the complexity of our clinical sce-
nario and associated data, which is typical of many clinical systems in which
legacy data have to live with new systems and data collecting devices. Our
work is being validated in a real, big data, health environment - one of Brazil’s
largest medical complexes, located at the University of Campinas (UNICAMP),
Brazil. Clinical care in UNICAMP dates back to the 60’s. The hospital systems
rely on 19 different databases, each of which with tens of tables, with hun-
dreds of attributes, and under distinct DBMS. Besides the hospital itself, the
medical complex has 4 large specialized health centers each with its own inde-
pendent systems and data, and do not interoperate. Our testbed comes from
two distinct centers inside this complex: Hospital das Clinicas (HC) and Hemo-
centro. Hemocentro is a center of hematology and hemotherapy that treats 1500
patients/month and manages 70 thousand blood donations/year. The hospital
has 44 medical specialties, performs about 5 thousand laboratory test/day and
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15 thousand hospitalizations/year. Our tests are being conducted on a 5 year
extract of these data, for approximately 40 thousand patients.

2 Related Work

Our approach to interoperability in clinical systems combines the use of medi-
ators with semantics provided by KOS to expand queries. We discussed our
mediator approach in [3]. Thus, this section focus on the semantic query formu-
lation process, including query expansion. Given the specificity of the clinical
domain, most of our references relate to the use of ontologies in this field.

Semantic queries can be defined as queries that leverage the semantic infor-
mation stored in ontologies to filter and retrieve data from relational tables [8].
In the health context, data from clinical centers are mostly stored in relational
databases while other medical information can be found in ontology models,
spreadsheets or textual documents. Semantic annotations are used to establish
the linkage between ontologies and relational data. Similarity functions can be
used to find their correspondences. We adopt the definition of [9] of semantic
annotations, as follows: “Semantic annotations combine concepts of metadata
and ontologies: metadata fields are filled with ontology terms, which are used
to describe these fields. A semantic annotation unit is a triple <s, m, 0>, where
s is the subject being described, m is the label of a metadata field and o is a
term from a domain ontology.” We use Bioportal [14] to annotate clinical data.
Bioportal is a repository with 768 integrated biomedical ontologies and offers a
REST API and SPARQL endpoint to access this repository programmatically.

One can organize the query formulation process, from a high point of view,
in a sequence of interconnected phases: initial query formulation, query refor-
mulation, and query processing. The initial query formulation can appear under
different guises, which can be roughly classified into (a) direct formulation (the
user writes the query in some sort of language), and (b) interactive formulation
(a query system, e.g. in [8], guides users into expressing the query via record
patterns). Query reformulation basically consists in, given a query in some lan-
guage, rewriting it - in the same, or another language - to achieve some kind
of goal (e.g., extending results [2,13,15-17] or semantic interpretation [2,16]).
Finally, query processing involves the execution of the reformulated query. These
phases can be repeatedly executed until the user is satisfied with the result.

Table 1(a) summarizes related work, identifying in which phase the work
has their main contribution, the most common goals to work in some query
formulation phase, the role of ontologies in the process and the domain of the
research and case study. Table 1(b) shows some related works.

Related work centered on the initial query formulation phase usually provides
solutions to facilitate query construction. Most papers propose a query interface
to guide the user in the query formulation process, either by navigating through
concepts in the ontology (e.g. [1,12]), helping the user to specify search conditions
in a graphical way (e.g. [10]), or proposing a query language (e.g. [7]).

Though, of course, an initial formulation is required, we are more interested
in the reformulation phase. According to Vilar [13], reformulation can be found
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Table 1. Classifications of related work in query formulation process

(a) Query formulation process (b) The related work
[Criterion[Approach ] [Work [Phase [Goal [Ontology [Domain
Phase  |P1. Initial query formulation Boonprapasti [1][PL___[G1 o1 Other: GIS
P2. Query reformulation Tolong [7] P1__ |Gl 032 Health: BEHR
P3. Query processing Ticde [12] Pl [G4 032 Other: Geography
Goal G1. Facilitate the use (in P1) Munir [10] Pl P2|G1 O1 02 Health
G2. Data integration (in P2) Zheng [17] P2 G3 o2 Heath: Biomedicine
G3. Obtain extended results (in P2) | [Yunzhi [15] P2 G3 02 Health: Hepatitis
G4. Semantics interpretation (in P2)| 7355 16] P2 |[G3 G4 02 Health: Image note
G5. Optimization (in P3) Vilar [13] P2 [G3 O1 02 _|Other: Biology
Ontology|O1. Application data model Calvanese 2] __|P2__|G2 G3 G4|O1 Generic
02. Additional domain information

Domain |Generic, Health or Other

under different names, each of which denotes some kind of algorithmic rewriting
technique - semantic rewriting, syntactic rewriting, expansion. These classifi-
cations vary from author to author. For instance, semantic rewriting is often
intended to obtain distinct results (either more generic or more specific). Hence,
some authors do not consider this a reformulation, given that the results may
not be identical to the original formulation.

Research that addresses query reformulation adopts one of the following
strategies: (1) define operations over ontologies, applying the results in rela-
tional query language declarations or (2) transform the relational schema into
an ontology and then address queries only via ontology processing. In the first
strategy, the ontology always plays the role of bringing additional domain infor-
mation into the application. In the second strategy, the ontology always plays
the role of the application data model. This means that an ontology model is
used to organize the data sets of the application. Both strategies can be applied
together using multiple ontologies. For example, we can have one application
ontology that corresponds to the specific data itself (e.g., modeling how results
of laboratory tests are stored); and we can have multiple ontologies to bring
additional knowledge about the tests and possible diagnoses (e.g., the range of
reference values of a test, and diseases it can detect).

For example, Zheng, Wang and Lu [17] use the first strategy to define some
operations used as an extension for relational query languages (such as getHy-
ponym, getHypernym, getSynonym, and getSibling). The operations expand the
query by adding new terms related to the original one, thus enabling to recover
more information than the original query.

Vilar [13] and Calvanese [2] adopt the second strategy — that maps all rela-
tional schemas into ontologies. Vilar [13] performs two expansion options: the
system finds existing domain ontologies that are potentially good for query
expansion, or the users choose the expansions they want, using a predefined
set of operations to navigate through the ontologies. While Vilar [13] adopts a
relational query language extended with a set of operations (similarly to [17]),
Calvanese et al. [2] use an ontological query language and address the issue of
mapping queries in an ontology model to relational data sources.

Query expansion is also widely used to recover documents lacking relational
structure. For instance, Zhao et al. [16] combine query expansion to Natural
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Language Processing (NLP) to retrieve reports concerning medical image stud-
ies. Yunzhi et al. [15] create a Hepatitis ontology to expand the terms annotated
in health publications. Rather than creating an ontology Sonntag and Moller
[11] use an existing domain ontology for query expansion.

As will be seen, our approach follows the first strategy - we propose a sequence
of steps instead of operations to expand queries, and add new terms to query
declarations based on ontology navigation. Unlike the second strategy, we do not
transform a relational schema into an ontology.

3 Combining Mediators to Semantic Processing for
Clinical Data Interoperability

Figure 1 depicts our architecture for interoperability of clinical systems, catering
to both precision medicine and medical research needs. It shows, on the left side,
a classical mediator approach to integrating data from several health centers
(details in our previous work [3]). In most cases, the information needed in
clinical care can be obtained using only the left part of the architecture, since
clinical care is strongly dependent on a patient’s medical history, which can be
recovered following our mediator approach. However, medical research requires
more complex analyses, whose specification depends on the researcher’s needs
and vocabulary, which seldom matches schema definitions, or terms entered in
clinical databases.

Researcher
Mediator 2 Query j E/
E'Hr%g, _ bz Interface, X
Mediator schemas ‘ i Clinician&

Medlator’lréf"""“"\\\\\\ } Semantic Link
T Bl (SN N ~Knowledge
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|Wrapper| IWrapperl
[

repositories

Fig. 1. Integration architecture - figure extracted from our previous work [3]

4 Adding Semantic Linkage

To address this issue, we use knowledge extracted from medical KOS, which
we combine with the mediator integration approach. This section details how we
explore semantics from the KOS and how they can help complex query processing
and writing. This corresponds to the right part of Fig. 1.
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Our semantic processing follows two stages: (A) semantic annotation and (B)
query (re)formulation. Stage A concerns the creation of semantic annotations
via inserting links between data and ontologies. Creation of these annotations
requires finding the appropriate semantics for a term, and inserting the appro-
priate links. Semantics can be found by some similarity function that relates a
term to ontology concepts. We use the annotator service in Bioportal REST API
to find the appropriate semantics. It returns a set of ontology links for an input
term (or a set of terms).

In many situations - such as our case study - creating one annotation per
database term wastes storage space. In our sample data, HC performed more
than 3 million lab tests, thus a given test name may appear in the HC database
a few thousand times. Thus, we decided to store the semantic annotations them-
selves in a separate data table — our Semantic Link Table — SLT — to allow
associating the same semantic annotation with many data records. Each entry
in SLT is of form <database-term, id, url, ontology-name>, where “database-
term” is, for instance, “hemogram”. Afterwards, when needed, the semantic
linkage is obtained via natural join of the data tables with SLT.

Once SLT is created, query reformulation (stage B) combines queries over
medical ontologies with queries over our relational clinical data, as follows:

1. Query Bioportal to retrieve all ontological terms associated with a query term
Q, given specific criteria (e.g., all descendants), obtaining a set {OT}. Each
OT in {OT} is a complex object containing all properties and relationships
associated with Q.

2. For each OT, check if its id is in SLT.

If yes, add the corresponding SQL WHERE clause.

4. Once all clauses are written, pose the expanded query in the mediator-defined
tables.

©w

5 Case Study

We showcase our approach via a case study based on real, anonymized, data
from Hemocentro and HC. The interoperability approach unifies datasets with
five years (2012 to 2016) of information about laboratory tests, hospitalizations,
and drug prescriptions for approximately 40 thousand patients, 13 million lab
tests and 8 million drug administrations. We omit the mediator details (the left
part of our architecture) and concentrate on how to take advantage of ontologies
to process specific queries.

Every hospital in Brazil stores ICD codes associated with procedures, for
billing information. However, the ICD hierarchy is exclusionary, not allowing the
same disease to be part of several categories. Moreover, experts may consider
disease categories not included in ICD classification. In any such case, the solu-
tion is to manually complement the ICD codes to create the context of interest.
For example, in [6] the US Institute for Health Metrics and Evaluation. Shows
the ICDs codes selected to analyze the burden of diseases and causes of death
in different categories. Some of them are not included in the ICD classification
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and, even considering the categories that are in ICD, they may include specific
ICD codes outside the category.

Consider the following query Retrieve all patients diagnosed with some Sex-
ually Transmitted Disease (STD). There is no single ICD code for STD, and
many such diseases are recognized via combinations of symptoms. Therefore, to
process such a query, experts need to manually provide a combination of factors,
a tiresome and error-prone task.

We now show how this can be performed via navigation through KOS. The
following steps exemplify how to navigate in the Medical Subject Headings
(MESH) via the Bioportal service to find the group of patients with STD (this
correspond to steps 1 to 4 of Sect.4).

1. Given a term (“STD”), we create a chain of queries to Bioportal to: (a) recover
the matching concept in MESH; (b) recover its descendants and (c) recover,
for each descendant, it is mapping to the ICD classification.

2. Check if each ICD code is in SLT.

Construct the SQL clause.

4. Pose the query to the mediator-defined tables.

©w

Focusing on ontology navigation, Part A of Fig.2 shows an extract of the
implementation, abstracting some details. Part a, b and ¢ correspond to requests
to Bioportal. In b, we obtain all MESH concepts included in the STD category
(descendant concepts). However step ¢ is needed because MESH terms are not
directly linked to clinical databases, whereas ICD codes are in SLT. In 3, we
show the expanded query in WHERE clause. Hiding details about the mediation
process, part B shows a small excerpt of the result set: patients diagnosed with
some STD.

A B
REST_URL=" ] lo " Category: sexually transmitted diseases
a. meshConcept JsonToNode(get(REST URL + "sea "+ cat_name+ iggf’,;‘g‘;j,'235;":;3_";?2'7“;'_’55;';0_mv
ui lo SHM); F02.4, 198.0, J16.0, 221
b. meshUrl=meshConcept.get(id);
DesclList = ]sonToNode(get(REST URL+ ) 3 H/cla "+ Patient Diagnostic
c. for(int i=0; Eedsgstﬁ:rLlTst size(); &4) g 1osazere A539 D70
resultSet=jsonToNode(get(REST URL+" /¢ Ledl ol e (N"‘f"’
+descList(i)+" ings")): 12381731 AB6 B220
for (result : resultSet) 9932056 B24 B220
if (result.contains("ICD10")) 11436151 AS55 A09 B201
icdList. add(result get(id)); 7531282 7211010
3. sgl Std— ELE patier agn ¢ FRO italiza WHERE" + 10926692 A58
D diagnosti<=A64.9)"; 12015978 N048 A530
sqlfexpanded:sqlfstd#' gnostic IN ("+icdList +");"; 9343015 5062 721

Fig. 2. Extracting MESH knowledge to help identifying patients with STD

In ICD classification, STD covers the code range A50-A64.9. Using MESH,
we get more comprehensive results: (A50-A64.9), HIV range (B20-24.9) and 7
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additional ICD codes, as shown in Part B of Fig.2. To expand even more the
results, we can follow the same process using additional KOS, such as SNOMED
CT and Disease Ontology. The standard query (without MESH expansion) for
patients with STD only retrieved 95 patients from HC databases, while the
MESH-expanded query retrieved 846 patients. Most of the latter were associated
with some ICD code in the HIV range.

6 Discussion

Our full approach combines the use of mediators with semantic expansion. Medi-
ators allow recovering individual patient data from heterogeneous data sources
in a unified way, addressing precision medicine needs. Semantic expansion relies
on the construction of our Semantic Link Table, SLT, and subsequent ontology
navigation to help query formulation. Although KOS are widely adopted in the
literature as part of interoperability strategies, they often play a minor role in
clinical query reformulation. We highlight two benefits of exploring ontologies:
(1) helping users formulate queries: since some information can be extracted from
ontologies, they do not need to exhaustively describe the whole context; (2) for-
mulate more complex queries and expand the results. These queries characterize
clinical research needs, and are requested less often than those for clinical care
needs.

In the case study we simplify the user’s task by inferring diseases that
belong to the STD category, instead of letting the user specify all such dis-
eases. Although UNICAMP health centers link data using ICD codes, this is
insufficient to, e.g., categorize diseases. ICD is a mutually exclusive and exhaus-
tive statistically-based classification that creates arbitrary associations; when a
concept should belong to two classes, and one is chosen, the underlying assump-
tion is that it does not belong to another [4]. Also, search for patients within
a given disease category is a complex query because it retrieves patients and
diagnoses that are not directly annotated with the indicated query term. In
the case study, the query term is “STD” and the result set includes patients
with diagnoses that have been classified by their doctors as having, for instance,
A55-Chlamydial lymphogranuloma or B24-Unspecified HIV disease, all of which
were included in the STD category thanks to our approach (but which cannot
be identified using an ICD-based approach alone).

Finding appropriate semantic concepts given a term is a challenging task. At
HC this is especially aggravated because most of the data are entered using the
hospital’s internal codes — e.g., replacing test names by abbreviations. Automatic
search for semantic links may return wrong associations. A semi-automatic app-
roach increases link accuracy, for example letting the database designer validate
the semantic links or choosing the main target ontologies. Another challenge
in this approach is language translation. Brazilian health centers store data in
Portuguese, while most medical KOS have no accredited Portuguese version.
Therefore, an expert needs to validate the semantic links of our solution, other-
wise we run the risk of creating wrong associations.
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Another challenge is ontology navigation. Besides synonyms, narrower and
broader terms, we can further explore the links between multiple ontologies and
the other kinds of relations of a concept. For example, finding means to char-
acterize a given disease via ontology navigating, such as to know its common
symptoms, test results, and drug prescriptions. By doing this, we can infer addi-
tional diagnoses even if the name or ICD code is not written on the health centers
database.

Last but not least, a combination of NLP and ontology linkage is yet another
possibility to help query expansion, using the annotations entered by doctors on
their patients. Unfortunately, our preliminary studies show that this created a
large amount of false positives. We identified a non negligible number of records
in which doctors’ annotations identified both the illness, and explained discarded
hypotheses. Thus, we would need to invest into more sophisticated NLP tech-
niques to be able to retrieve meaningful records.

7 Conclusions and Ongoing Work

This paper discussed the challenges of exploring knowledge from ontologies for
clinical data interoperability. In spite of extensive research in this field, solu-
tions still tend to concentrate in a given trend — namely, use of standards and
mediators, or adoption of semantics to enhance data understandability, without
exploiting the full possibilities of ontological processing. To the best of our knowl-
edge, ours is the first proposal that combines both trends in a generic, extensible
architecture in which ontologies are used in query expansion. We exemplify how
it can be used via real life, big data, test case from one of Brazil’s largest medical
compounds. The discussion of this case shows some of the many challenges faced
in handling clinical data — from its intrinsic heterogeneity, even within a single
dataset, to the dependence on non-consensual vocabularies and ontologies, and
need for NLP. While some of these challenges are specific to our test environment
(e.g., the particular characteristics of the systems and data we had to deal with),
others are generic. Our case study helps to exemplify generic challenges, such as
having to cope with legacy data and systems and different query requirement
patterns, such as finding clusters to support research and decision making.

Our ongoing work involves both research and development activities. On
the latter side, we are continuing our development efforts to include additional
ontologies and vocabularies, and to check more complex situations. In this, we
are being helped by medical experts to express requirements and validate (and
question) results. On the research side, more needs to be done towards NLP.
In our test context, some of the medical systems within our complex are being
remodelled to support automated electronic health record handling, and support
patient care “workflows”. This, in turn, requires considering the evolution of data
and versioning of database schemas, while at the same time supporting the legacy
systems.
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Abstract. Due to the Linked Data initiative, previously isolated
datasets are published as linked data. This enables the creation of appli-
cations that consume data from multiple Linked Data sources. Applica-
tions are confronted with the challenge of obtaining a homogenized view
of this global data space, called a Linked Data Mashup view. This work
proposes a framework to perform the fusion of Linked Data and quality
assessment of Linked Data Mashup. Quality assessment of Linked Data
mashup is computed based on the result of the data fusion. We also
propose the implementation of a platform for creation and incremental
maintenance of mashup views.

Keywords: Linked Data Mashup - Incremental maintenance - Quality
assessment - Data fusion + Fuzzy logic

1 Introduction

The adoption of the Linked Data initiative [2] for publishing data on the Web
has triggered a global-scale growth of interlinked data space, denoted Web of
Data. The key idea behind the concept of Web of Data is to provide a common
data space where data from heterogeneous sources may be published. One can
“view” the web of data as a huge agglomerate of heterogeneous data. In such a
scenario, data integration is a critical requirement for many applications, which
need to consume data in the Web of Data in an integrated manner.

In this sense, a special kind of web application, called Linked Data Mashup
(LDM), is responsible for combining, aggregating, and transforming data avail-
able on the Web of Data [11]. Hence, Linked Data Mashup applications are
confronted with the challenge of building an integrated view of different Linked
Data sources. That view is denoted Linked Data Mashup view (LDM view). The
creation of an LDM view is a complex task which involves four major challenges:
(1) selection of the Linked Data sources that are relevant for the application;
(2) extraction and translation of data from different, possibly heterogeneous
Linked Data sources to a common vocabulary; (3) identification of links between
© Springer Nature Switzerland AG 2019
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resources in different Linked Data sources; (4) combination and fusion of mul-
tiple representations of the same real-world object into a single representation
and resolution of data inconsistencies to improve the quality of the data.

In [13], the authors propose an ontology-based framework for formally spec-
ifying LDM views. In the framework, an LDM view is specified with the help
of exported views, sameAs linkset views, and data fusion rules. The LDM view
specification is used to materialize the mashup view automatically.

Linked data sources continue to change over time. Thus, mashup views
become obsolete and need to be maintained from time to time. For a mate-
rialized view to reflect updates to data sources, there are two strategies. Re-
materialization recalculates all data in the view, while incremental maintenance
modifies part of the data in view to reflect updates of the data sources. Incremen-
tal maintenance is typically more efficient than the full re-materialization app-
roach because reprocessing of unchanged parts of the data can often be avoided.

However, to be useful, a view of mashup should have good quality. Quality
assessment of the mashup view is not a simple process since it involves other
complex factors, such as quality of data sources, quality of mappings, and quality
of sameAs links. Consequently, a key challenge is to determine the quality of
LDM view.

In this work, we consider the following research questions: (1) How to com-
pute the quality of mashup? (2) How to perform the data fusion so that the
quality of the mashup meets the user’s quality requirements with the best pos-
sible score. (3) How to do mashup incremental maintenance?

In this work, we investigate the problem of incremental maintenance of
mashup views based on the formal specification of the mashup view [13]. We
propose a framework for data fusion and quality assessment to LDM view based
on the fuzzy logic, and finally the implementation of a platform for the creation
and incremental maintenance of LDM views. In this platform, data fusion is
implemented based on fuzzy quality metadata. The use of fuzzy logic is a way
to overcome imprecision and subjectivity data quality. Allowing users to express
data quality requirements by means of a set of linguistic expressions on quality
indicators.

The remainder of this paper is structured as follows. Section 2 presents the
specification of Linked Data Mashup. Section 3 presents a brief summary of the
quality of mashup view. Section 4 presents our approach for materialization and
quality assessment of LDM view. Section 5 presents our approach for incremental
maintenance of LDM view. Section6 discusses related works. Finally, Sect.7
contains the conclusions.

2 Specification of Linked Data Mashup

We use a three level ontology-based framework [13], as summarized in Fig. 1, to
formally specify LDM views. In the Mashup View Layer, the mashup view ontol-
ogy Op specifies the concepts of the mashup application, which is the common
vocabulary for integrating data exported by the Linked Data sources.



Framework for Construction and Incremental Maintenance 215

In the Web of Data Layer, each data source Si is described by a source

ontology Og;, published on the Web according to the Linked Data principles.
These source ontologies are depicted in the Web of Data layer in Fig. 1.

LDM view specification is an n-tuple A = (D, Op,{E1, ..., E,},{L1, ..., Lim },

Q, F), where:

D is the name of the mashup view;

Op is the mashup view ontology;

Fy, ..., E, are exported view specifications. Each view E; has an ontology
Ogi, a set of rules Mg; that maps concepts Og; to concepts Op;

Lq,..., L,, are sameAs linkset view specifications between E1, ..., E,,. We con-
sider two types of sameAs links: imported sameAs links, which are exported
by a Linked Data source, and mashup sameAs links, which are automatically
created based on a sameAs linkset view specification [4] specifically defined
for the mashup application; and the provenance of the exported data;

Q is the set of quality requirements mashup specified by the user;

F is a set of fusion rules that specify how different representations of the
same real-world object are combined into one representation. These rules are
defined based on quality requirements of the mashup.

Mashup View D
Mashup View Layer (0,)

(mn, y [ Q)‘ y 7, Q)

L

Exported Views and E E;, e E,
Linkset Views Layer (0e) (0) (Oe) (A7, AY) Pz

d — (@d-A)ua =d

I F T F
Web of Data Layer

(er.... ety ) —U> (e,..., e, I, )

Fig.1. Three level ontology-based Fig. 2. Problem of view incremental
framework. maintenance.

3

Linked Data Mashup Quality Assessment

Data quality is commonly conceived as a multi-dimensional construction with
dimensions which are composed of quality metrics, which measure the quality of
the data along the dimensions [3]. More specifically, quality metrics are heuristics
designed to fit a specific assessment situation [16].

Quality assessment of mashup view is not a simple process, as it involves

other factors such as quality of data sources, quality of mappings, and quality
of sameAs links. Normally, LDM view quality is calculated along at least three
dimensions [6]: completeness, conciseness, and consistency. Consistency expresses
how much the data are in the real world, while completeness and conciseness are
in a way analogous to recall and precision in information retrieval [7].
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Table 1 shows quality metrics of exported view, linkset view and mashup view
used to quality assessment of consistency dimension. Figure4 shows how they
relate to factors. The consistency of the mashup view (MV_CONSISTENCY) is
computed by the quality metrics MV_M1, MV_M2, and by the consistency of the
instances of mashup view (MV_INSTANCE_CONSISTENCY), that is computed
by the consistency of its triples (MV_TRIPLE_CONSISTENCY). Which in turn
is computed by the metrics MV_M3 and MV_M4, and by the consistency of the
exported views (LV_CONSISTENCY) and linkset views (EV_CONSISTENCY).
The consistency of the exported views and linkset views are computed by the
metrics LV_M1, LV_M2 and metrics EV_M1, EV_M1, respectively. They depend
on the consistency of the data source (DS_CONSISTENCY), the consistency of
the linkset view also depends on the consistency of the exported views.

Table 1. Quality metrics of the consistency dimension for mashup view.

Factor Metric | Description

Mashup view | MV_M1 | Conformance of the source ontology and mashup
ontology (schema consistency) [15]

MV_M2 | Mappings conforms to the semantics of information
represented (mapping consistency) [15]

MV_M3 | Difference between value v and other (conflicting)
values [7]

MV_M4 | Confirmation values [7]

Exported view | EV_M1 | The degree to which exported ontology is free of
(logical/formal) contradictions [17]

EV_M2 | Proportion of mappings in the exported view
error-free [17]

Linkset view |LV_M1 | Measures the similarity of instances linked to sameAs
based on functional properties [10]

LV_M2 | Measures the similarity of instances linked to sameAs
based on linkage in linkset view

4 Materialization of Linked Data Mashup

In this section, we present an approach to materialization of LDM view. In our
approach, data quality assessment and performed with materialization. Figure 3
shows the main steps of the materialization process of LDM view.

As shown in Fig. 3, materialization is performed incrementally, and at each
step, the quality of the triples and datasets (materialized views) generated is also
computed. The process of computing data quality is called quality assessment,
in which process quality metadata is computed to measure data quality. Thus
errors can be detected by directing modifications that increase the quality of the
data.
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The following briefly describes the steps of materialization and quality assess-
ment of the mashup view. As shown in Fig. 3, the input of the process is to view
specification, data sources and quality metadata from data sources.

Step 1. Materialization and Quality Assessment of Exported Views.

In this step, each E; view in V is materialized using the F; mappings. In
this step, the quality of the exported view is also computed based on the quality
metadata of the data sources, mapping rules, and the exported view material-
ization.

Step 2. Materialization and Quality Assessment of Linkset Views.

This step identifies and materializes sameAs links. For each L; view in L is
materialized using the L; linkage rule. Due to the importance of sameAs links,
various approaches have been proposed to compute link quality, for example
based on functional properties [10] and using network measurements.

Step 3. Data Fusion and Quality Assessment of Mashup View.

In this step, the fusion of multiple representations representing the same real-
world entity into a single representation is performed. Fusion rules in F define
how to solve the problem of conflicts that can occur in fusion objects. Resolving
data inconsistency improves the quality of mashup view.

As shown in Fig. 3, during the data fusion process, the quality assessment of
the generated triples is performed. The quality of export views, and links, are
important in determining the quality of the triple, also taking into account the
equality and similarity of conflicting values [7].

Quality metadata provides information that helps data consumers under-
stand the quality of data exported by data sources and data published by a
mashup view. They are essential in the data fusion step because quality infor-
mation can be used as criteria in conflict resolution [7,9].

In [1], we propose a fuzzy approach to quality assessment of Linked Data
sources. This approach consists of the generation of fuzzy concepts of quality
metrics, dimensions of quality metadata. The fuzzy quality metadata can be
easily adapted and used as criteria in conflict resolution. The use of fuzzy quality
assessment allows a reasonable justification for the evaluation result. Moreover,
the fuzzy quality metadata allow users to express data quality requirements by
means of a set of linguistic expressions on quality indicators.

5 Incremental Maintenance of Linked Data Mashup

The LDM view specification is critical in the incremental maintenance process,
since the incremental maintenance strategy uses the LDM view specification to
incrementally maintain the mashup view.

Next, we discuss the problem of maintaining the LDM view, when update
operations are applied to the Linked Data sources. The following are:

e \=(D,0Op,{E1,.... Ep},{L1,..., L}, F) is a LDM view specification;
® e1,...,e, are states of E1,..., F, and [y, ..., [, are states of Ly, ..., L,,;
® 5= (617 -"7enalla alm),
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e d is the state of D induced by s;
e U is a set of updates against data sources.

The incremental view maintenance problem is schematically described by
the diagram in Fig.2. The user specifies an update U against a base data
source, which results in new states eq,...,e, of the exported views and new
states li,...,l,, of the sameAs views. Let d’ be the state of D induced by
(€1, .y nyl1y oy lm). We say that the changesets < A~, AT > where A~ is
the set of triples removed from d, and AT is the set of triples added to d, is
correctly calculated, if the new state of view (d — A™)U AY, computed with the
help A~ e AT, and the new view state of mashup d’, are identical.

Next, we show the main components of the LDM View D Incremental Main-
tenance Platform Architecture.

— For each data source S; that exports an exported view E; to view D, there
is an Exported View Controller (EVC), which is responsible for computing
and publishing the changeset required to maintain the exported view E;, and
source quality metadata. In [12] we propose a framework to compute the
changesets to maintain an RDF view exported from a relational database.

— For each linkset view L;, there is a Linked View Controller (LVC), which is
responsible for computing and publishing the changeset required to maintain
the linkset view L;. In [14] we propose a framework to compute the changesets
to maintain a sameAs view from the changesets of the Linked Data sources.
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— The LDM View Controller is responsible for computing and publishing the
changeset for the mashup view D. In [13] we present an algorithm that uses
the changesets published by the EVCs and LVCs and the new state of the
exported visions to compute, the changeset of the mashup view.

6 Related Work

In recent years, many works have been developed to assess the quality of a Linked
Data source. In [17] metrics and quality dimensions of the main works in the
area were cataloged. The Luzzu tool [5] implements a part of the cataloged qual-
ity metrics. Luzzu generates quality metadata from LD sources. This metadata
provides information that helps data consumers better understand data quality.
However, these works are not sufficient to evaluate the quality of the mashup
view.

In the process of creating the LDM view, some approaches have been pro-
posed, for example, LDIF [11] and ODCleanStore [7]. Typically, these approaches
use data quality as part of the data fusion process. Sieve [9] is a module included
in Linked Data Integration Framework (LDIF) that is dedicated to quality assess-
ment and fusion of Linked Data. Sieve uses metadata about named graphs to
assess data quality as defined by users. In ODCleanStore [7], quality metadata
(containing data provenance and quality scores) can be used in the data fusion
process. It is quality assessment component checks whether the dataset (con-
verted in a named graph) satisfies custom consistency policies and them calculate
the quality score of the dataset [7].

In [8], the authors propose an integration methodology incorporating iterative
quality assessment. In this methodology, description logic is used as the formal
basis for reasoning about user’s quality requirements and for validating that an
integrated resource satisfies these requirements. However, only quality metrics
associated with mappings, schema are defined in the integration, quality metrics
associated with the data source and linksets view (sameAs links) are not defined.
Another differential to our approach is that we use fuzzy logic to address the
imprecision often inherent in the user’s quality requirements.

7 Conclusion

In this work, we investigate the problem of the quality assessment and incremen-
tal maintenance of the mashup view. We present a framework for Linked Data
fusion and quality assessment of the mashup view, and we proposed to use fuzzy
logic in quality assessment of the mashup view.

In the proposed platform, we already present a framework for mashup spec-
ification that allows automatic data mashup materialization and incremental
maintenance [13]. In [12] we present an approach to incremental maintenance
of exported views (RDB-to-RDF) and in [14] to incremental maintenance of
linkset view. For quality assessment was presented in [1] a fuzzy approach to
data quality assessment that can be applied to the generated quality metadata.
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At the current stage of the work, we are implementing the quality metrics of
mashup view in the data fusion process to compute the quality of mashup view,
and implementing incremental maintenance of mashup view maintaining mashup
quality.
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Abstract. A broader term used for a platform in the sharing economy is
‘marketplace’. This is a type of e-commerce site or app where transactions
for services of-fered by multiple providers are processed by the market-
place operator (e.g. Uber, Airbnb, eBay). Lately the number and popu-
larity of marketplaces has exploded, with more variety and focus on niche
markets. Software products like Sharetribe make it possible to create a
customized marketplace quick and with few resources. It is, however, not
known whether such products cater for the needs of all possible varieties
of marketplace, nor how such products can be selected and/or customized
to provide the best fit with a particular marketplace. The goal of this PhD
project is to design a Software Reference Architecture (SRA) for market-
places which can be used to select or create the most suitable software
product. Our first step in the project is to design a conceptual data model
for this SRA based on a marketplace do-main ontology.

Keywords: Sharing economy - Marketplace - Domain ontology -
UFO-S - Conceptual data modeling + Software Reference Architecture -
Sharetribe

1 Motivation and Research Question

The topic of my PhD research is online marketplaces (e.g. Airbnb, eBay), which
are web applications that support initiatives in the sharing economy. My goal
is to investigate the current limitation of marketplace software regarding cus-
tomization and to come up with a solution that addresses this limitation. I got
the idea thanks to my brother, who is starting a travel agency in Rwanda and
offers pre-made packaged tours to tourists. As the number of local guides is
high, and the transparency of prices and tours is low the idea popped-up to
start a marketplace for packaged tours. Just like Airbnb my brother wanted an
online platform where guides can easily register and offer trips, and a customer
can register, login, select the packaged trip and specify the (starting) date. The
price and other information is given, and the customer can book (and pay) right
away. Automatically the guide is notified, and with a chatting system they can
arrange further details. After the trip, feedback and a rating can be given by the
customer.
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After searching for a good way to create the envisioned marketplace for pack-
aged trips, I came across an open-source software named Sharetribe Go [1] with
the catch phrase ‘create your Airbnb in 2days’. According to this phrase, it is
possible to make a customizable marketplace in a fraction of the time it would
normally take. This started me thinking, does this software work for all kinds of
marketplaces, and if not, what is missing? Also, are there alternatives to Share-
tribe on the market? Finally, how should the ‘ideal’ software product having
advanced customizability and being able to create complex marketplaces look
like?

We believe that a Software Reference Architecture (SRA) for marketplaces
can provide an answer to these questions. Therefore, I did some search for pre-
vious scientific work related to marketplaces. Based on the current state of the
art overview by Trabucchi et al. [2] and our own research, the sharing econ-
omy literature has focused on three themes: the customers’ motivation of using
marketplaces [3]; the impact on society, market and policy [4]; and the classifica-
tion of business models for marketplace operators, in particular with respect to
the revenue model and the pricing mechanism [3-7]. The reviewed studies were
primarily about the business-to-business market [8-10] and the classification of
business models [11]. In future re-search we plan to conduct a systematic litera-
ture review on the whole digital platform domain, but based on our first search
we observe that the literature only offers a very partial view. There is a lack of
research concerning the technological aspects of marketplaces and their devel-
opment [2,12]. This is why I defined the goal of my PhD research as follows: To
design a SRA for marketplaces which can be used to create a new or extend an
existing software product with advanced customizability that facilitates the design
of all types of marketplaces.

This doctoral consortium paper proceeds as follows. Section 2 defines the con-
cepts “sharing economy” and ‘marketplace’ and gives a general overview of mar-
ketplaces. Section 3 then presents the research methodology. Section 4 describes
the method that we plan to use to design a marketplace domain ontology and a
first selection of variations between marketplaces defined as marketplace proper-
ties and their values. In Sect. 5 we propose a basis of a conceptual data model for
customizable marketplaces. In Sect. 6 we describe the method that we plan to use
to analyze current software products for marketplaces and a short description of
the SRA. In Sect. 7 we summarize the paper and give a conclusion.

2 Definitions of the Sharing Economy and Marketplaces

For Dalberg, the sharing economy involves “sharing assets — physical, finan-
cial and/or human capital, between many without transferring ownership, via
a digital platform to create value for at least two parties” [13]. Of course, the
sharing economy is not a new phenomenon—it existed for thousands of years—
but Internet and Web/Mobile applications have strongly decreased transaction
costs, which has popularized the concept again [4]. By using a testimonial system
with ratings, providers on the platform can also increase their reputation, giving
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a solution to the lemon problem [14]. Frenken [4] defines the sharing economy
as: “Customers granting each other temporary access to under-utilized physical
assets, possibly for money”.

In our research we will use a more practical definition of the concept ‘shar-
ing economy’ with the term ‘marketplace’. An online marketplace is a type of
e-commerce site or application where products or services are offered by third
parties (persons or companies) and where the actual transactions with customers
are processed by the market-place itself [15].

A possible overview of a marketplace is given in Fig. 1. A provider can freely
offer a (used) product and/or service on the marketplace platform (which can
be accessed via a site or an app) and a customer can freely search on the mar-
ketplace for the product and/or service he wants. The customer can buy, receive
or swap products/services easily on the marketplace and upload reviews. This
helps future customers to find the preferred and best product and/or service
to their needs. The provider and customer can be a person, but also a group,
organization or business. The conversation system is important to create infor-
mation transparency. This way a customer can receive more information about
the offered product/service. The booking system is dependent on the type of
marketplace. For Uber, the system will check the closest available car dependent
on the preferences of the customer. In case of Airbnb, the system checks the
availability and sends back if the accommodation is free or not. For eBay, the
booking system checks if the requested quantity isn’t higher than the availability
of the product offered by the provider. The money is transferred through the
payment system from the customer to the provider, with a transaction fee for
the marketplace itself. It is important to state that this simple overview covers
some marketplaces, but not all of them. Hence, a starting point of our research
will be the further conceptualization of marketplaces.
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3 Research Methodology

In the domain of Information Systems, Design Science Research (DSR) is consid-
ered an appropriate research methodology for developing new artifacts [16,17].
In Fig.2 we give an overview of our envisioned research process with in total
4 DSR artifacts represented in green. As explained in Sect. 1, our research was
triggered by a specific problem from practice (i.e., what would be a suitable mar-
ketplace for packages trips?), which we broadened to a research question (how
to support different types of marketplaces?) and research objective (design of a
SRA for customizable marketplaces).

A first step is a systematic literature review for the sharing economy, mar-
ketplaces and the field of digital platforms in general. This systematic literature
review (following the general guidelines of Kitchenham [18]) will be comple-
mented with an empirical study based on a sample of existing marketplaces to
create a domain ontology for marketplaces and identify variations between mar-
ketplaces defined as marketplace properties and their values. The marketplace
domain ontology offers a conceptual model of what a marketplace is, and it will
act as a foundation for a conceptual data model for customizable marketplaces.
The identification of specific marketplace properties, partly derived from our
sample of existing marketplaces, will help to design a generic conceptual data
model for marketplaces starting from the ontological foundation.

A second step is to find existing customizable marketplace software products
and analyze their architecture. After, we can identify gaps by comparing the
generic conceptual data model with the architecture of each existing software
product. By doing so we identify requirements for a customizable marketplace
SRA that should cover the whole marketplace domain applicable for multiple
projects, applications, contexts and stakeholders and is broader, more abstract
and less defined as a specific software architecture for one type of marketplace
[19]. This SRA will function as a mapping between what exists (the marketplace
software products) and what a marketplace can be (the conceptual data model).

The next step is the implementation of the SRA by developing a software
package that is able to create customizable marketplaces (this can be an exten-
sion of an already existing open-source marketplace software product). The final
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step is to create market-place prototypes out of our software to demonstrate
that the tool proves useful for creating marketplaces in the full range of our
predefined scope. Based on this demonstration we will evaluate whether we have
met the requirements for a customizable marketplace SRA.

4 Marketplace Domain Ontology and Marketplace
Properties

Our plan is to base the marketplace domain ontology on the commitment-based
reference ontology for services named UFO-S [20]. The reason for using UFO-S
as core ontology is that marketplaces are primarily used as digital intermediaries
to allow service provisioning. Also, the three sub-ontologies of UFO-S, named
service offering, service negotiation and service delivery, are closely related to the
process flow of using marketplaces. Our goal is to incorporate the concept of a
third-party service provider who can propose his/her service offering to the target
customer community on a digital platform and extend the marketplace ontology
with domain-specific entities and relationships based on other foundational and
core ontologies related to marketplaces (e.g. [21]). We will try to classify existing
marketplaces concepts like listing (=service offering) and transaction (=service
agreement) as UFO-S concepts and represent the marketplace domain ontology
in OntoUML.

After, we define the scope of our research by setting requirements based on
our systematic literature review and check if certain online platforms can be
classified as marketplaces or not. Within this scope, variations between market-
places that influence the conceptual data model are subdivided into marketplace
property values. A first version of marketplace properties is given in Table 1 and
is based on the framework of Laudien and T&uscher [11]. We define a unique
combination of property values as a marketplace type.

Table 1. Marketplace properties.

Properties Property values
Listing content Product Service
Listing type Digital Offline
Mark.e.tp!ace cac R2C
participants
Key revenue stream | Commission Subscription Advertising Service sales
Price calculation Free Fixed Quantity Market
Securit — . .
cumy User verification Security deposit
mechanism
N Set by Set by Set by )
Price discovery provider customer marketplace Auction Quote
, Customer Mutual Review by )
Review system ) . No reviews
review review marketplaces
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As an example, the marketplace type of Airbnb is shown in green. Airbnb
offers offline services and the transactions are C2C. The price is set by the
provider and based on the quantity (number of nights). They allow mutual
reviews; the revenue stream is a commission of the transaction price and they
use user verification for the providers and security deposit for the customers for
security. Our plan is to evaluate and modify these properties and property values
by conducting a systematic literature review, using expert knowledge and verify
using a sample of existing marketplaces. After, the influence of these marketplace
properties on the conceptual data model will be demonstrated.

5 Conceptual Data Model

A next step is to design a marketplace conceptual data model based on
the market-place domain ontology and the identified marketplace properties.
Figure 3 shows a preliminary conceptual data model of marketplaces based on
the data model of Sharetribe Go [1]. There are four primary entity types. The
Actor entity type is a placeholder for attributes capturing the data of providers
and customers. The Listing entity type rep-resents the services or goods offered
on the marketplace. The Transaction entity type represents the actual transact-
ing of services or goods. Finally, the ‘Marketplace’ entity type is used to gather
general information and settings about the platform.

Only an actor that is a provider can create a listing. A target customer
and a provider can communicate about a listing with each other via messages.
All messages from and to the same customer and provider are grouped as a
conversation. Every listing has a title, description, possibly some images and a
description of its commitments to the customer. In this preliminary model a list-
ing can only have one price, gathered in the listing entity type. The transaction
entity type has the attribute ‘transaction_transitions’ giving the status of the
payment process of every transaction (e.g. free, initiated, preauthorized, paid,
confirmed).

6 Software Architecture and SRA

Software architecture is like a blueprint, but instead of a building it is for the
design and implementation of high-level structures of a software system. It is
the result of assembling a certain number of architectural elements in some well-
chosen forms to satisfy the major requirements of the system [22]. After identi-
fying the gaps between the marketplace types and the software architecture of
marketplace products, we can work on the architecture of an ideal, customizable
marketplace software product where marketplaces of all different types can be
created. This can be done using a SRA, but also other methods such as product
line engineering will be considered. Product line engineering is the process of
reusing domain knowledge for the production of new software. SRA is a refer-
ence model, a required system functionality divided in elements with data flows
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between them, mapped on software elements within a specific context with con-
crete stakeholder goals [19]. After, we plan to evaluate our SRA using the ATAM
method [23] and with experts of the marketplace developer’s community. Using
this SRA, we hope to develop a software that is capable to compose all types
of marketplaces. During the creation of marketplace prototypes we can evaluate
both the SRA and the software design as a summative assessment.

7 Conclusion

First, we defined ‘marketplace’ as a broader term used for online platforms in
the sharing economy. Software products like “Sharetribe Go” [1] make it possible
to create a customized marketplace quick and with few resources. It is, however,
not known whether such products cater for the needs of all possible varieties
of market-place, nor how such products can be selected and/or customized to
provide the best fit with a particular marketplace one has in mind. The goal of
my PhD project is to de-sign a SRA for marketplaces which can be used to select
the most suitable software product or, if no such product is available, create a
new software product or extend an existing software product that facilitates the
design the desired type of marketplace. Our methodology to design such reference
architecture involves a systematic literature review into digital platforms and an
empirical study aiming to discover a marketplace domain ontology and different
marketplace properties. A conceptual data model based on the domain ontology
will be designed and mapped on existing marketplace soft-ware products, and
a gap analysis can give insights for the design of a SRA for mar-ketplaces. The
last step is the design of a software product based on the SRA which we plan to
instantiate for currently underrepresented marketplace types and to demonstrate
and verify the software using prototypes and expert knowledge.
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Abstract. Keyword search tools have been used to query RDF data.
They can be labeled as schema-based when the RDF schema is used
to compile a keyword-based query into a SPARQL query, or graph-
based when the RDF dataset is directly traveled or summarized. The
approach proposed in the thesis belongs to this latter category. Unlike
recent approaches that summarize the RDF graph, the proposed app-
roach explores the similarity between the property domains and ranges
and the class instance sets present in the RDF dataset. The approach
estimates set similarity using the Jaccard and the set containment mea-
sures. To achieve good performance, even for large RDF datasets, the
similarity measures are estimated based on k-Minimum hash Values
(KMV) synopses [3]. This paper presents the research methodology to
implement a keyword search algorithm over large RDF graphs, which
does not rely on schema information and uses KMV-synopses. However,
the use of KMV-synopses introduces new challenges. So, the research
includes the implementation of strategies to efficiently compute KMV-
synopses for large RDF datasets and to keep them synchronized when
the RDF dataset is up-dated, avoiding full re-computation of the syn-
opses. Finally, the paper presents the status of the research, the open
issues and the roadmap to address them.

Keywords: Keyword search - RDF - KMV-synopses

1 Introduction

Keyword search applications over relational databases have been studied for
quite some time. However, more recently, examples of such applications designed
for RDF datasets have emerged. The problem of finding answers for keyword-
based queries over RDF datasets, briefly known as RDF-KwS, is formalized as
“finding a possibly minimal subgraph of the RDF graph that covers the keywords”.

There are three main tasks in RDF-KwS: (1) finding pieces of information in
the RDF graph; (2) assembling the retrieved pieces of information to compose
complete answers; (3) ranking the complete answers. These tasks are challenging
due to the complex and heterogeneous structure of RDF graphs, that, unlike
relational databases, do not necessarily have a schema. Approaches to address
the RDF-KwS problem can be classified as schema-based, when they use the
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RDF schema to compile a keyword-based query into a SPARQL query, or graph-
based when they directly traverse the RDF dataset or use summaries thereof.
The approach proposed in this research falls in this last category.

RDF graph summarization techniques [1,6,13] have been adopted to address
the RDF-KwS problem. Contrasting with these approaches, the proposed app-
roach explores the similarity between the property domains and ranges and the
class in-stance sets observed in the RDF dataset to synthesize a SPARQL query
that returns answers to the keyword query. The strategy estimates set similarity
using the Jaccard and the set containment measures. To achieve good perfor-
mance, even for large RDF datasets, the similarity measures are in turn esti-
mated using KMV-synopses [3], which concisely represent the property domains
and ranges and class instance sets. However, the use of KMV-synopses raises
new challenges: (1) How to efficiently compute the set of KMV-synopses for
large RDF datasets that have millions of property domains, non-literal ranges
and class instances; (2) How to keep the KMV-synopses synchronized with the
RDF data after updates.

This paper is structured as follows. Section 2 briefly describes related work.
Section 3 presents the basic concepts involved in the research. Section 4 presents
the research methodology. Finally, Sect.5 presents the proposed solutions, lists
open issues and suggests a roadmap for tackling them.

2 Related Work

As for graph-based tools, SPARK [22] uses techniques, such as synonyms from
WordNet and string metrics, to map keywords to knowledge base elements. Min-
imum spanning trees from which SPARQL queries are generated then connect
the matched elements in the knowledge base. A recent paper [16] also explores
WordNet and proposes a ranking method to implement keyword search over
RDF graphs. Han et al. [10] described an algorithm that uses the keywords to
first obtain elementary query graph building blocks, such as entity/class vertices
and predicate edges, and then applies a bipartite graph matching-based best-
first search method to assemble the final query. Tran et al. [18] combined the
idea of generating summary graphs for the RDF graph, using the class hierarchy,
to generate and rank candidate SPARQL queries. Le et al. [14] also proposed
to process keyword queries using another RDF graph summarization algorithm.
Lin et al. [15] summarize all the inter-entity relationships from RDF data to
translate keywords to SPARQL queries.

Contrasting with [10,14,15,18], rather than summarizing the RDF graph,
the proposal implementation adopts KMV-synopses [3] to concisely represent
the property domains and ranges and class instance sets and to estimate set
similarity measures, which in turn drive the SPARQL query compilation process.
KMV-synopses [3] permit estimating the cardinality of multiset expressions and
the set similarity measures used in this paper, including a generalized Jaccard
similarity measure for more than two sets. Hadjieleftheriou et al. [9] used set
synopses to estimate the size of the result of set similarity queries. Yang et al. [20]
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introduced a KMV sketch technique to address the problem of approximating
containment similarity search. Venetis et al. [19] proposed a similarity index
for set-valued features based on KMV-synopses. The index methods proposed in
these last two references could be useful to filter the candidate property domains
and ranges and class instance sets to be included in a SPARQL query during
the query compilation process.

To the best of our knowledge, no approach efficiently solves the problems
of saving, indexing, and updating the KMV synopses, which raises new chal-
lenges. However, [5] presents a system called Aurum, where authors proposed
attractive strategies to create data attribute profiles and keep them up to date.
Firstly, they defined a scalable, 10-efficient profiler that summarizes each data
attribute into a profile, which maintains information such as content sketches
(MinHash), cardinality, data distributions, types, etc. Then, they created a struc-
ture, which internally indexes the same profile multiple times, in multiple LSH
indexes [2,17,23] configured with different similarity thresholds. Finally, they
introduced a method to maintain the profiles up-to-date when data changes
without re-reading all data every time and by only using a small sample of the
data. Similar approaches applied to KMV-synopses will be adopted to address
these challenges.

3 Background

3.1 RDF Keyword-Based Queries

An Internationalized Resource Identifier (IRI) is a global identifier that denotes
a resource. RDF describes data as triples of the form (s, p,0), where s is the
subject, p is the predicate and o is the object of the triple. The subject of a
triple is an IRI or a blank node, the predicate is an IRI, and the object is an
IRI, a blank node or a literal. An RDFdataset is a set T of RDF triples; T is
equivalent to a labeled graph G whose set of nodes is the set of RDF terms
that occur as subject or object of the triples in T" and there is an edge (s,0) in
Gr labeled with p iff (s,p,0) € T.

RDF Schema [4] permits defining classes and properties, and hierarchies
thereof, among other constructs. Meanwhile, SPARQL 1.1 [11] is a query lan-
guage to access RDF datasets.

Let T be an RDF dataset and £ be the set of all literals. A keyword-based
query is simply a set of literals, or keywords, K = {k1,...,k,}. Let match: L x
L — {True, False} be a Boolean function that returns True iff two literal are
considered similar, or they match, and False otherwise.

An answer for K over T is a subset A of T such that there is a subset of
K, denoted K/A, such that, for each k; € K/A, there is (s,p,0) € A such that
k; and o match; we also say that k; and (s,p,0) match and that K/A is the
set of keywords matched by A. An answer A is total iff K/A = K, and partial
otherwise.

Note that a keyword may match the label of a class or property, which alters
the interpretation of the keyword-based query. For example, if Actor is declared
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as a class with label “actor”, then the keyword query K = {actor, Washington}
may be interpreted as requesting instances of the class Actor that have properties
that match the keyword “Washington”.

This notion of an answer is quite liberal since it allows the RDF graph G 4
induced by an answer A to be disconnected. However, answers that induce min-
imal, connected graphs and that match as many keywords as possible should be
preferred.

3.2 Set Similarity Measures and KMV-Synopses

A generalized form of the Jaccard similarity index can be found in [21]. Given n
sets, S = {51, ..., S}, define the n-way Jaccard similarity indez of Sy, ..., S, as:

CSin..nSy
(5100 8n) = 11 U ... U Sy if 51008 AD (1)
J(S1,..,5,) =1 otherwise

Note that J2(S1,S2) is the standard Jaccard similarity index, which can be
denoted as J(S7,52). Also, as abuse of notation, we may leave n implicit and
write J(5), instead of J,,(S1, ..., Sn), and consider that J;(51) = 1.

Likewise, a generalization of the set containment similarity measure is
defined as: 5108,

1 n .
AR @)
Cn(S1,...,5,) =1 otherwise

For our research, we are especially interested in estimating set containment
when S is a conjunction S; N...N S,,. KMV-synopses [3] permit estimating the
cardinality of multiset expressions and thereby the above similarity measures.

Let k be a positive integer, h be a hash function from D to {0, ..., M}, with
M ~O(|D|?). The KMV-synopses of a set S C D is the set L of the k smallest
values of the set {v € [0, 1] | v = h(s)/M and s € S} (note that h(s) is normalized
by the maximum hash value M). If h is a perfect hash function, then L induces

a random sample V = {s € S | h(s) € L} of S of size k. Let Uy denote the

k' smallest value of L. Then, an estimation for | 9| is |/§| = (lk];? with absolute

Cn(Sh (a3 Sn)

ratio error given by [3]:

abs([S] — |8]), _ 2
| El I~ m(k —2) 3)

Let Ly, ..., L, be the synopses of Ay, ..., Ap; k1, ..., k, be the sizes of Ly, ..., Ly;
and k = min(ky,...,k,). Then, L = L1 @ ... L, is the set of the k smallest
values in Ly U...U Ly,. Let U, denote the kt" smallest value of L. Finally, let
Kn =|Ly N...N Ly|. Then, the following estimations hold [3]:

(k—1) — Kn Kn (k—1)

J(Slv"'asn)zi, ‘Slrj/\rjsn|:77

19,0 .. US,| = k T
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An estimation for C,(S; N ... N S,,Sp+1) can then be obtained from
[S1N...N S, NSpt1| and [S1N...N S, as:

C(81 1 11 B, Sppr) = 12 150 O S (1)

1S1 0 ...1 S|

4 Research Methodology

Our work is divided into three stages, each with an objective:

O-1: To implement a keyword search algorithm for large RDF datasets, which
does not rely on the RDF Schema and uses KMV-synopses.

0-2: To propose an index for large sets of KMV-synopses.

0O-3: To develop an efficient mechanism to keep the KMV-synopses updated
when the RDF dataset changes.

In order to address these objectives, we initially formulated the following
research questions:

RQ-1: How to automatically translate user-specified keyword-based queries
to SPARQL queries by exploring the similarity between the property
domains and ranges and the class instance sets observed in the RDF
dataset?

RQ-2: What similarity measures will be computed?

RQ-3: To achieve good performance for large RDF datasets, how to efficiently
compute or estimate the similarity measures?

RQ-4: How to evaluate the implemented keyword-based query to SPARQL
query translation algorithm? What data will be used?

RQ-5: How to efficiently compute KMV-synopses for large RDF datasets?

RQ-6: What data structure should be used to index or save the computed
KMV-synopses?

RQ-7: What is an efficient strategy to update KMV-synopses when the RDF
graph is updated?

Research Questions RQ-1 to RQ-4 refer to Objective O-1, Research Ques-
tions RQ-5 and RQ-6 are associated with O-2, and Research Question RQ-7
with O-3.

When answering these research questions, the following contributions are
expected:

C-1: A novel strategy to automatically translate user-specified keyword-based
queries to SPARQL queries that return correct answers with respect to the
keywords. The strategy does not rely on an RDF schema, but it synthesizes
SPARQL queries by exploring the similarity between the property domains
and ranges and the class instance sets observed in the RDF dataset.

C-2: The strategy uses set similarity using the Jaccard and the set containment
measures.



Keyword Search Algorithm over Large RDF Datasets 235

C-3: To efficiently compute the similarity measures, the strategy estimates these
measures based on KMV-synopses for the property domains and ranges
and the class instance sets, which can be efficiently computed using a hash
function and a single pass over the RDF dataset.

C-4: Construction of a benchmark specifically designed to test keyword search
approaches for RDF.

C-5: A quick way to scan the RDF dataset to compute the KMV-synopses set.

C-6: Indexed and optimized data structures to save the KMV-synopses.

C-7: An efficient mechanism to update the KMV-synopses when the RDF graph
is updated, avoiding the full re-computation of the synopses.

Table 1 summarizes the planning of the proposed research.

Table 1. Summary of research planning

Stage | Objective | Research questions Contribution

1 0O-1 RQ-1, RQ-2, RQ-3, RQ-4 | C-1, C-2, C-3, C-4
2 0-2 RQ-5, RQ-6 C-5, C-6

3 0-3 RQ-7 C-7

5 Proposed Solution

5.1 Current Status

From the objectives defined in Sect.4, we began working over the first objec-
tive. A greedy algorithm to translate keyword-based queries to SPARQL was
implemented (see Algorithm 1).

Algorithm 1. TRANSLATEKEYWORDQUERY

Input: T- an RDF dataset
K- a keyword-based query K over T'

Output: @ - a query for K over T that outputs answers for K

Step 1: Match the keywords in K with literals in 7, creating a set S of
property matches (p, k;, w;) such that p is a property that occurs in T, k; € K
and w; is a score that indicates how well k; matches literal values of p.

Step 2: Use the set S of property matches found in Step 1 to construct an
initial query forest as follows: for each property match (p, k;, w;) in S, where
D is the domain of p, the query has a join node a, labelled with {D}, a match
node b, labelled with “k;”, and an edge (a, p,b).

Step 3: Reduce the number of trees of the query forest by combining join nodes
and by adding new join edges, using the similarity measures estimated by the
KMV-synopses.

Step 4: Construct a SPARQL query @ from the query forest and output Q.
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In order to evaluate the implementation and answering the research question
RQ-4, a benchmark specifically designed to test keyword search approaches
for RDF was built. Our benchmark was inspired in the Coffman and Weaver
benchmark [7], which was created to evaluate keyword search tools over rela-
tional databases based on data and relational schemes for IMDb'!, Mondial?,
and Wikipedia. Our benchmark consists of two RDF datasets triplified from the
IMDb and Mondial databases, keyword-based queries over these RDF datasets
and their expected answers. So, a set of experiments was executed and the pro-
posed algorithm achieved a good performance, outperforming early implemen-
tations [8,12], taken as baseline.

Therefore, the first stage of this research is completed and Objective
O-1 is fulfilled. So, the Research Questions RQ-1 to RQ-4 were answered and
Contributions C-1 to C-4 were reached. These contributions were reported in
a paper that was submitted to a prestigious conference. The paper is currently
under review.

5.2 Open Issues and Roadmap

At present, Objectives O-2 and O-3 are pending. So, we decided to first address
0O-3 and then O-2. To achieve O-3, firstly we decided to use RDF datasets
that have publicly available change logs, such as DBpedia. However, we do not
rule out that, in the future, we could use some existing approach to capture the
changes in an RDF dataset. So, we plan to study the structure of the change
logs, to evaluate the structure and size of the KMV-synopses, to implement
an efficient strategy for updating the KMV-synopses using the information of
the change logs, and finally to design an evaluation mechanism of the proposed
strategy.

In the last step and to achieve Objective O-2, we intend to study cluster-
ing and parallelization approaches to scan RDF graphs and to search for opti-
mized data structures that allow indexing large sets of KMV-synopses. From
this, we propose to implement an efficient mechanism to compute and save the
KMV-synopses and then to apply the developed strategy in different large RDF
datasets. Finally, the author of the publication aims at submitting the results
obtained in this research stages to prestigious conferences and journals. He is a
third year Ph.D. student, who intends to defend his Ph.D. in February 2021.
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Abstract. Filtering techniques like recommender systems are com-
monly employed to help people selecting items that best fit their concep-
tual needs. Although many benefits, recommender systems can put the
user inside a filter-bubble given their high focus on similarity measures.
This effect tends to limit user experiences, discovering new things, and
so on. In the news domain, filter-bubbles are quite critical once they are
means of changing people opinions. Therefore we propose a diversifica-
tion approach to pop the bubble through a representation model based
on points of view.

Keywords: Filter-bubble - Recommender system - Filtering - Model

1 Introduction

The web environment is full of all kinds of information presented in various
media types textual News, music, videos, and figures are some examples. Giant
platforms like Google and Facebook play an important role in providing a place
where information can be disseminated and searched. However, the increase in
the amount of information available to the average web user leads to the cog-
nitive overload problem. This arises when the amount of available information
overpass the user capacity to process, this corresponds to a complex model of
information [12]. Filtering techniques like recommender systems together per-
sonalization are commonly employed to help people selecting items that best fit
their conceptual needs, reducing the cognitive overload problem. Other bene-
fits are increasing supplier revenue, customer loyalty, and support for decision-
making [7].

Despite all the benefits, recommender systems may put the user inside an
invisible bubble. This happens especially because algorithms emphasize simi-
larity measures which can generate obvious though accurate recommendations.
This effect is called filter bubble and Eli Pariser [11] coined it as the users’
isolation from a diversity of content and experiences, making them less likely
to discover and learn new things. We may say that this corresponds to define
different conceptual classes where each user cluster belongs to the same class.
This effect is quite critical in the News domain where they are a way of changing
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people opinions [9]. For instance, a user’s News feed can show much News about
a new popular song and ignore the News about hunger in Africa [11]. In an ideal
situation, both News should be in a user’s feed. However, this is not the case
because the algorithms tend to recommend similar News to those consumed in
the past, similar News creates a specific class. As a consequence, filter bubbles
create a conducive environment for spreading fake News as well as for creating
echo chambers where the community reinforces opinions that may not be entirely
true.

In order to pop the bubble, Pariser suggests promoting “the different”, espe-
cially regarding novel and serendipitous items, i.e. a good surprise to the user.
Therefore, diversifying news recommendation lists could be a solution. However,
three main challenges, traditional in information retrieval, and opportunities
come up: (i) increasing diversity decreases the accuracy of the rating predic-
tion (which corresponds to the probability that the user likes the recommended
item) and vice versa [12]; (ii) actual diversification methods are based on pre
or post-filtering i.e. the diversification process happens inside recommendation
algorithm or after the recommendation items are computed, i.e. in the candi-
date recommendation list, which may cause a sub-optimal diversification [10];
(iii) News are unstructured data and diversification requires features which need
to be extracted from such text; and (iv) enable the user to perceive the bubble
and let him decide what to do, i.e. give the user some control over the filtering.

In this paper, we introduce a diversification approach to pop the bubble
based on a representation model of points of view in News recommendation. We
propose the use of a model constituted of points of view as features, extracted
actively, to be used in diversification algorithms. To obtain an optimal News
diversifier, i.e. diversity maximization with low impact to accuracy, we propose
a novel model that combines diversification during recommendation phase and
post-filtering approaches. Our main research question is: Could a diversification
approach pop the filter bubble?

The rest of this paper is structured as follows: Sect. 1 presents previous works
related to diversification approaches. Section 2 presents the proposed model as
well as their components. Section 3 presents the framework for diversification.
Section 4 presents the conclusions and future works.

2 Related Work

In the literature, two research lines propose solutions for the diversification of
recommendation. The first one focuses on the post-filtering approach. This app-
roach receives as input the result of a traditional recommendation algorithm
and selects, from the candidate items, the subset that balances diversity and
accuracy. This approach corresponds to reducing an extended model to a sub-
set restrict to the user’s preferences. The second line focuses on modifying
the existing recommendation algorithms to generate diversified recommenda-
tions [6], this is equivalent to the expansion of the retrieval model with additional
characteristics.
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In the context of post-filtering approach, we highlight the authors [1,16,19].
Ziegler et al. [19] suggest the topic-based diversification method and use them
as diversification aspects. This algorithm reclassifies the input list and obtains a
diversified (top-N) final list. Besides, they were the first to propose a metric to
evaluate diversity, called ILS (Intra-List Similarity) in which higher values indi-
cate lower diversity. However, Vargas [16] explains that the approach of Ziegler
et al. [19] have a limitation because users do not necessarily navigate to the end
of the list and that the order in which the items are presented may influence
the practical utility of the recommendation. Adomavicius and Kwon [1] propose
methods of reclassifying items to increase aggregate diversity while maintaining
acceptable levels of accuracy for the recommendation results. They have devel-
oped five new recommendation ranking methods that can control precision losses.
The five ranking methods were evaluated through three collaborative filtering
techniques: user-based, item-based, and matrix-factorization. Each ranking was
measured in terms of top-N accuracy and top-N diversity (aggregate diversity).
The authors conclude that all ranking approaches sacrificed accuracy to gain
diversity. The key is to find a boundary that offers a high gain of diversity with
loss of tolerable accuracy. Vargas [16] identified an opportunity in adapting the
metrics and diversity techniques applied in the area of Information Retrieval
(IR) for Recommendation Systems (RS). The author proposes the aspect-space
model. Techniques and metrics associated with diversity in IR can be adjusted
for RS. To demonstrate the application of the aspect-space model, Vargas [16]
adapted the IA-Select algorithm that serves to diversify research results in RI [2],
to diversify the results in RS. As a baseline, they used two collaborative filter-
ing algorithms: user-user and matrix-factorization. It was concluded that the
diversification algorithm works better than non-diversified baselines.

In the context of research that addresses traditional RS incremental algo-
rithms we highlight the authors [13,15,17,18]. Zhang and Hurley [18] propose
a new collaborative filtering recommendation algorithm to raise the likelihood
of recommending items that are new and relevant. For this, the authors suggest
that it is better to offer recommendations from the individual clusters in the user
profile and not the entire user profile. They explore user profile partitioning tech-
niques. After identifying user preference clusters, these are classified according to
the average novelty of the items. Similar to this study, Vargas and Castells [15]
partition the user profile into sub-profiles using public information about cate-
gories in the item domain. To combine the results and obtain a final diversity
aware recommendation lists, the authors use an adapted version of the xQuAD
diversification algorithm. The original version of this algorithm (for IR) is mod-
ified based on the idea of aspect-space presented by Vargas (2012). Zhang [17]
and proposes a recommendation algorithm that selects multiple neighbors based
on trust. The author has developed a greedy diversification optimization strategy
to select a diverse set of neighboring users in a collaborative, trust-based filter-
ing algorithm. The objective function has the same structure as the Maximal
Marginal Relevance (MMR), in which the relevance of a neighbor is interpreted
as the trust value, and the diversity is measured with traditional user similarity
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metrics. As a different approach, Said et al. [13] present a newer collaborative
neighbors filtering technique to increase serendipity and diversity. The authors
find that their method provides greater diversity and a tolerable loss of accuracy
compared to the more traditional neighborhood technique.

In the sphere of the diversification of News recommendation, we highlight
the authors [5,8,14]. Desarkar and Shinde [5] considered a problem of diversity
of News recommendation in which were not collected or stored data of the users,
for privacy concerned users. The post-filtering approach was used. The authors
identified that some aspects of the News in which diversification can be per-
formed: Topics (LDA) and Named Entities (NE). An approximation algorithm
is used to generate diversified recommendations. They concluded that the using
NE algorithm resulted in more positive results than the LDA algorithm. How-
ever, the proposed algorithm lacks the personalization of the recommendation,
since only recency and popularity are used to determine the candidate set. Jen-
ders et al. [8] analyzed the concept of serendipity in News recommendations by
proposing a framework that encompasses recommendation techniques based on
serendipity and similarity. It modifies the recommended list for the promotion
of serendipity using ranking algorithms based on NE and LDA, with the post-
filtering approach. Tintarev et al. [14] proposes a way of diversifying the news
recommendation using points of view. Uses topics and introduces a new mea-
sure of similarity between them. The diversified list is generated using the MMR
ranking algorithm that uses the proposed similarity measure. Despite announc-
ing the proposal as diversification of points of view, this does not happen. The
authors only seek to diversify based on topics extracted using LDA.

The proposed solutions from both research lines can be used together to
create diversification aware RS: the output of the improved diversification rec-
ommendation algorithm could serve as input to the post-filtration diversification
approach. A combined approach seems to be an ideal approach, because: (i) using
a post-filtering approach alone, if the set of candidate items is not sufficiently
diversified, can generate a sub-optimal result as pointed out by [17]; and (ii)
improvement of a traditional SR algorithm to generate several recommenda-
tions, but classifying this by relevance may also produce sub-optimal results, as
evidenced by [18]. Therefore, this motivates this research, whose proposal was
presented in the following section.

3 The Point of View Diversification Model

In this section, we present the proposed approach. Figure 1 presents a general
view of the model’s components. From left to right the first component presents
two active data crawlers for tweets and multiple News data sources. Then all
these data are submitted to a common Natural Language Processing (NLP)
workflow to enable text computation. The pre-processing component receives
News and tweets recognizing Named Entities on them. DBpedia was chosen as
the knowledge base and Alchemy API as Named Entity Extractor to detect
Named Entities which are inputs to the Point Of View model. This model is
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based on [3] which can predict a news point of view based on their discovered
Named Entities. Its prediction and training are possible thank to an annotated
Named Entity database that tells what is the point of view of any database
entry. As the last step, each news is classified into a feature range that varies
from left to right (e.g. political News).

The next component comprehends the recommendation and diversification
processes. As input, it receives News and their points of view features and
users. The recommendation algorithm uses an intra-diversifier to generate a
pre-diversified candidate recommendation list. Such list is then the input of
a post-filtering diversifier algorithm which will generate the final diversified rec-
ommendation list. The main idea is to combine both processes to reach high
diversity and minimum accuracy loss.

Points of View aquisition Preproccess Recommendation
8 Recommendation
‘ Active tweets DBpedia @ i —
¢ crawling — |0
NER ] —

0 T Q et —
l — @ Diversifier

-
Point of t,‘
View model >

News PoV
6 classification D- ru

News aquisition

‘i D Active news

crawling

- Anoteded Entities databa5977 1 Clients Requests

Fig. 1. The proposed framework’s architecture

We have adopted Named Entities to determine points of view features as
diversification aspects because they are often critical in the News domain, e.g.
presenting similar News but with different points of view. Moreover, Desarkar
and Shinde [5] have demonstrated that Named Entities overcome other diversi-
fication aspects like topics through user satisfaction comparisons.

4 Current Work

Currently, we have developed an exploratory study which comprehends an on-
line News recommender experiment! including fake News and a close facebook-
like interface. In this experiment, we want to verify what is the role the algo-
rithms play in creating the filter bubbles and what effects such bubbles may have
in conducting the user to interact with more of the same content reinforcing a
belief that cannot be entirely true. So we ask: Can the exposition to different

! Available at https://sisrec.inf.ufrgs.br/news-rec/.
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topics, outside the bubble, have a positive effect in reducing the user interaction
with fake News? What is the isolated influence of the recommenders algorithms
in creating filter bubbles?

To that end, we have collected news from the Brazilian presidential elec-
tions between July and October of 2018. True News were crawled from known
Brazilian portals G12 and R72. On the other hand, fake News were crawled from
LUPA Agency?, the first fact-checking agency in Brazil. No other data sources
were chosen because they did not keep spreading News on Facebook. In total,
we have collected: 905 News from G1; 959 News from R7; and 78 News from
LUPA Agency.

Figure2 shows a News recommendation list of a given user in the online
experiment. It is possible to see the interface similarity to Facebook feed. Users
can rate news but they do not know if it is true or fake unless they open the
news detail. The experiment is now online and will be there until August.

NewsREC@inf.ufrgs #Recomendacdes  ©8Recomendar s Avaliadas @b Meus resultados @ cevrietmLunarai

Feed

InformagGes

w Geral

[3 Instrucdes

° Analise aimagem
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o Abra anoticia se desejar

TSE mantém Jodo Capiberibe no segundo turno da eleigdo para governador do Amapa

O Gostei Q) Nao Gostei

Ler noticia

Fig. 2. News-rec: news recommender diversification experiment

We have implemented three collaborative-filtering algorithms: the KNN both
user-based and the item-based, as well as the Matrix Factorization (MF) with
SVD. Besides such algorithms, two post-filtering diversification approaches are
also implemented, the well-known TD (topic diversification) [19], and MMR
(Maximal Marginal Relevance) [4]. We choose such strategies because they are

2 https://gl.globo.com/.
3 https://www.r7.com/.
* https://piaui.folha.uol.com.br/lupa/.


https://g1.globo.com/
https://www.r7.com/
https://piaui.folha.uol.com.br/lupa/

Representing the Filter Bubble: Towards a Model to Diversification in News 245

between the most popular diversification approaches in recommender systems.
As input, these algorithms require diversification aspects and we employed topics
which were modeled through Latent Dirichlet Allocation (LDA). As for similarity
measure, we have used cosine-similarities.

In total, we have nine algorithms, three non-diversified, three topic diversified
and three MMR diversified. Each one of them is attributed to each user during
the registration in the system. This strategy tries to ensure an equal distribution
of the algorithms creating two groups, test (users who have used diversified
algorithms) and control (users who have user non-diversified algorithms). In this
way is possible to discover if diversification approaches can in fact pop the filter
bubble.

5 Conclusion

In this paper, we introduce the filter-bubble problem especially regarding rec-
ommender systems’ role in generating it when talking about the News domain.
A point-of-view diversification approach is proposed to solve this problem. Com-
pared to existing research our method is the first that propose a working and
active News recommender with a point of view diversification. In future we will
perform user experiments under the already developed exploratory study consid-
ering the proposed framework to answer the main question: Can point-of-view
diversification pop the bubble?
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Abstract. A conceptual model compiler could be the next step in soft-
ware engineering terms to achieve conceptual programming. In other
words, the model is the code instead of the code is the model. This
Ph.D. work faces directly this challenge. To make it feasible, we must
answer two main research questions: How to integrate models developed
by languages supported by ontologies with different ontological commit-
ments? This will be a question solved by characterizing the ontologi-
cal framework that determines the basic conceptual building units that
ontology-driven conceptual models should include. Finally, what is the
best approach for the integration process among those models? This
will be a question solved by applying the results of the first research
question to the OO-Method approach creating an ontologically well-
supported method we call OntoOO-Method. The reported Ph.D. work is
an advanced state because the ontology resulting from the first research
question is almost complete, and now the author is facing the engineering
problem of designing the OntoOO-Method approach.

Keywords: Ontology - Ontology-Driven Conceptual Modeling -
Ontology-Driven Software Development + Model-Driven Development

1 Introduction

The human capability of representation allows us to communicate and transmit
knowledge throughout our lives and for posterity, then since antiquity, the study
of this ability has evolved using Ontologies. Indeed, Computer Science incor-
porates this theme to improve the software systems representation, which the
challenge of representing some real-world domain of knowledge accurately and
yet remain operational in computational terms.

In this sense, the field of Conceptual Modeling acquired the support of Ontol-
ogy Engineering, which was born to provide resources and methods to build for-
mal and well-founded models capable of expressing some domain of knowledge
as close to reality as possible, called ontologies.
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According [6], ontologies can be used in several different ways in the devel-
opment of information systems and basically can be sliced in two main groups:
the first one is at the runtime use and the second one is in the development
stage (design-time). Thus, as ontologies aim to “drive” software development
in many different aspects, this kind of systems are considered Ontology-Driven
Information Systems (ODIS) and the development of them is Ontology-Driven
Software Development (ODSD).

At the design-time perspective of ODSD, we are interested in two applica-
tions: to help knowledge acquisition by using Domain Reference Ontologies [10]
and at the design phase to apply Model-Driven Development (MDD) techniques.

There are many proposals to drive the construction of applications using
Ontology-Driven Conceptual Modeling (ODCM) [1,17]. Besides, conceptual
modeling and ontologies can also be used to support the MDD process [5]. The
0OO-Method [13,14] incorporates both aspects: ontological foundation and tool-
ing. The Object-Oriented Ontology (O?) [13] supports the OO-Method, and it
has a specific tool, a Conceptual Model Compiler (CMC) called Integranoval
running it.

Under the MDD field, the notion that “The Conceptual Model is the
Code” [4] should strive to promote fast software development, using modeling
techniques as support tools. In this context, ontologies can provide a way of
increasing quality during application development, as it aims to incorporate the
benefits of knowledge acquisition by using domain reference ontologies.

The remainder of this document starts presenting in Sect.2 the problem
faced, then we describe the methodology adopted to investigate this problem in
Sect. 3. Section 4 shows the related works of our proposal. Next, Sect. 5 describes
our proposal, the actual research stage, and the research work plan. Finally, the
conclusions are in Sect. 6.

2 Research Problem

A software system development using a CMC tool and starting from models until
the final code by using the best techniques and avoiding traditional codification
is a challenge of conceptual modeling in MDD [4].

Bearing in mind that the objective of conceptual modeling is to obtain a
description of some conceptualization to produce a conceptual schema, we advo-
cate that is about describing the semantics of software applications at a high level
of abstraction. Therefore, our next challenge is to be able to think of software
development as The Conceptual Modeling is Programming.

Ontologies are concerned to express some domain of knowledge as close to
reality as possible [10]. Furthermore, ontologically well-founded languages for
ODCM like OntoUML [3] are powerful in expressing domain. Thus, this concep-
tual modeling approach avoids misunderstandings and other common general
languages issues.

! http://www.integranova.com.
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Guarino [6] outsources the “dream” of an ODCM system conceived as an
extension of current tools extended with ontological competence, linguistic (ter-
minological) capabilities, ability to reason and criticize the designer’s choice with
reusability and understandability in mind. This vision is of The Conceptual Mod-
eling is Programming (or that The Model is The Code) is directly related to both
MDD and ODCM subjects. However, in both situations, the models adopted are
compromised with different conceptual modeling viewpoints.

While information MDD models are concerned to express some phenom-
ena under the software development viewpoint, ontologies aim to clarify some
domain of knowledge about how it is. This distinction happens because different
languages have distinct ontological commitments [7]. Therefore, the challenge
involves mainly an integration process among models developed by languages
supported by different ontologies.

3 Research Methodology and Approach

The Design Science proposed by Wieringa [22] drives our research. This method-
ology focus on investigating an artifact interacting with a problem context.
Besides, it aims to deal with an artifact design to meet some set of requirements
according to its stakeholders perspective. In this case, the OntoOO-Method is
this artifact and the goal of this Ph.D. research. The OntoOO-Method is
the design and investigation of an ontology-based extension of OO-
Method.

The OntoOO-Method strives to solve a relevant conceptual modeling prob-
lem yet without a definitive solution in the context of the MDD. According
to the methodology adopted, our research questions must consider who are the
stakeholders involved which roles they play and their expectations. Then we may
define the research requirements.

In the ambit of this specific research, the stakeholders usually await a new
technological resolution or even ignore the problem. As the requirements of a
proposed solution must encompass their concerns, we seek within the state-of-
art the most relevant works covering our scope. Therefore, the objective goes
beyond existing investigations and their approaches. We also intend to settle
who the stakeholders are and how they interact with the existent solutions.

As the main topic of this research concerns the Conceptual Modeling subject,
then model designers are stakeholders. By the way, they are also the focal points
under which each concept to be a model element represented must be consensual.
In this case, we must consider they play different roles in the software process,
depending on the side they work (client or provider) and how they interact with
the models to be produced. Besides, taking into account that this research directly
focuses on MDD and Ontology-Driven Modeling Languages then Domain Special-
ists, Ontology Engineers, and Software Engineers are our main public. Moreover,
programmers are negative stakeholders since they are (or perceive) to be hurt by
the MDD approach. However, reviews are welcome because this does not mean
that these are the only ones whose concerns considered.
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From this standpoint, ontologies are the most recent and probably the best
way of representing concepts as models under the conceptual modeling perspec-
tive. Therefore, the ontological support of this investigation acts both as to its
goal as well as its context. In other words, the ontologies appear first as an inte-
gral element of the artifact to be produced (OntoOO-Method) and then behind
the entire process of designing it, exactly as proposed in [6].

On the design cycle, UFO [9] and O are the ontological support for the
OntoUML and OASIS [18] grammars, respectively. Therefore our first question-
ing aims to identify how their different ontological commitment affects the con-
ceptual models produced by its languages on representing the very same domain
of knowledge. For this purpose, it is necessary the support of a Foundational
Ontology, and we chose UFO because it is a natural choice. We also perform
an UFO-based ontological analysis of O3, since among these ontologies UFO
is more general than O2. This analysis clarifies and provides each language’s
building blocks semantic and the possible convergence points needed to iden-
tify the best approach to follow with the integration of OO-Method models and
OntoUML domain reference ontologies.

In the next questioning, we aim to determine what are the design patterns
among the involved languages and how each of express particular semantic. For
this purpose, we refine the ontological analysis by looking at these patterns
in a meta-level. Thus, we raise the architectural set of building blocks for the
transformation process as well as the rules to identify in this set which are
permissible due to guarantee the claimed semantics.

Finally, working in the validation realm, we must examine the advantages and
disadvantages of our approach in comparing with others using empirical studies.
Our starting point is comparative with the traditional [20] then we must evolve
it by adding the new OntoOO-Method. All in all, we intend to outline how to
make a tool to support the OntoOO-Method approach.

4 State of the Art

The search criteria to select relate works focus on proposals that drive the con-
struction of applications using Ontology-Driven Conceptual Modeling (ODCM)
and Model-Driven Development (MDD). Indeed, the OO-Method incorporate
both aspects. Besides, we also focus on investigations involving the OntoUML
approach since the ODSD design-time approach that has been supported by the
ODCM in knowledge acquisition has the purpose of drawing nearer real-world
phenomena to conceptual modeling.

We evaluate the related works according to its philosophical or pragmatic
ontological approach. In this case, we associate the source ontology classifica-
tion (Reference Ontology or Operational Ontology) with the language adopted,
because it is important in this research to estimate the suitability of the gram-
mars. Then we evaluate if the works present sound coverage of the ontological
languages involved (Language Coverage). Finally, we focus on the MDD app-
roach used in terms of its platform or tooling to reaching their target languages.
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Table 1. Summary of related works

Proposal Source Ref. | Source Oper. | Language | Tool/ Target
Ontology in | Ontology in | Coverage | Platform
Pergl et al. [15] OntoUML — High MDD Implementation
Model (UML)
Rybola and OntoUML — High MDD Relational
Pergl [16] Database (UML)
Homola [11] OntoUML — Medium Node.js | C#
Valaski et al. [19] | OntoUML — High — Domain Functional
Requirements
Heuristic
La-Ongsri and OntoER, — Medium MDD Relational
Roddick [12] OntoORM, Database (ER
OntoUML* Diagram)
Bartalos and — OWL Medium MDD JEE (Hibernate)
Bielikova [2]
Weber et al. [21] | — OWL Medium MDD C++

a0Ontological Unified Modeling Language (OntoUML) that is not UFO-related, Ontological
Entity-Relationship (OntoER), and Ontological Object-Role Modeling (OntoORM).

Table 1 summarizes the most relevant studies we’ve found during the investi-
gation activity cycle of the Design Science Methodology due to answer knowledge
questions we proposed.

5 Proposed Solution and Preliminary Results

From the literature study found we note all related works implement the trans-
formation from a conceptual model (domain reference ontology) to the MDD
models considering only the structural aspects of the languages involved. How-
ever, we advocate that the MDD process also requires ontological support, not
only because of the abstraction level transitions but because the language’s meta-
models involved have different ontological commitments. Therefore, it is funda-
mental to identify which are the issues related to the semantics of the domain
itself and which are features required to a software system design.

At this point, we are not dealing with different models development each one
aiming to clarify software aspects. Representations for persistence, behavior,
interface, and others are not an issue for software engineering anymore. On the
contrary, we advocate the identification of semantic aspects that interfere in
how the very same domain conceptualization be models expressed according to
different ontological commitments.

The choice to use one particular construct over another is ontological rather
than just epistemological [7,8]. Thus, the central idea is to identify among
the structural possibilities available for the integration between OntoUML and
OO-Method conceptual models produced over its OASIS language, which is the
one most ontologically suitable to express the desirable semantics within each
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perspective instead of treating the transformation of a model into another just
as a structural translation between languages.

The OntoOO-Method arise as the main contribution of this research. It has an
ontologically structured set of integration patterns among the involved languages
(OntoUML and OASIS). Besides, we propose a well-defined framework due to
guide this integration process considering the ontological level.

In doing so, we propose the concept of Ontology-Driven Model Integration
(ODMI) in which the transformations among this kind of languages must be
supported by ontologically well-founded models which describe a conceptualiza-
tion for the relational aspects among ontologies with different ontological com-
mitments. Figurel outlines the ODMI approach proposal to support OntoOO-
Method.

Step 3
(transformation)

Source <:> Target
Model Model

Transformation Model

Step 2
(ontological)

Source Target
Permissible Permissible
Design Patterns Design Patterns

Required Semantic

Step 1
(epistemological)

Source Target
Design Patterns Design Patterns
Source Language Target Language

Fig. 1. ODMI supporting the OntoOO-Method.

The integration based on ODMI abides by the classification of KR primitives
as proposed in [7,8]. This approach must follow three steps:

1. An epistemological step, in which the involved languages’ concept types and
their structuring relations establishes the set of transformation patterns to
be considered;

2. Then, an ontological step in which decision making occurs by choosing the
more appropriate pattern option to be applied to each case to guarantee the
correct semantic;

3. And, finally the transformation process itself.

It is also important to highlight that the ontologies use is not a proposi-
tion restricted to the ontological step. Conversely, we strongly advocate that an
ontological analysis performed at the grammars meta-levels must support the
epistemological round.
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This work is in the design activity phase of the Design Science methodology
when we are producing the documents and artifacts. All stands of our research
are available at the author’s institutional web page®. However, briefly, we present
in this session our actual status.

Our current research moment is in the study and development of language
design patterns required to reify OntoUML domain reference ontologies into the
OO-Method conceptual model, with the support of the produced O ontological
analysis. As a work in progress, it is cyclic due to evolve our hypothesis and
artifacts.

6 Conclusions

We present our Ph.D. proposal following Wieringa’s Design Science methodology.
In the initial stages, we have raised the related works with our hypotheses. During
this process, we have faced with the study of various issues related to subjects
such as MDD, CMC tools, and ODSD. Moreover, we focus our attention on
ODCM because it is the primary subject of knowledge acquisition.

In the conceptual modeling perspective, we consider OntoOO-Method fits
well with Guarino’s proposal [6]. Our intention is also to create ontological sup-
port that provides the reification of concepts described with distinct viewpoints,
like those adopted by the stakeholders.

As future research steps, we intend to develop the OntoOO-Method bases
by evolving them to incorporate domain reference ontologies produced with
OntoUML. Our intention is also to create ontological support that provides the
reification of concepts described with distinct viewpoints, like those adopted by
the stakeholders. Additionally, we intend to suggest a set of features to be as
future works made in its CMC tool.
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Grisolia” of the “Universitat Poliecnica de Valéncia”, also has the support of “Gen-
eralitat Valenciana” through project IDEO (PROMETEOII/2014/039) and Spanish
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References

1. ABmann, U., Zschaler, S., Wagner, G.: Ontologies, meta-models, and the model-
driven paradigm. In: Calero, C., Ruiz, F., Piattini, M. (eds.) Ontologies for Software
Engineering and Software Technology, pp. 249-273. Springer, Heidelberg (2006).
https://doi.org/10.1007/3-540-34518-3_9

2. Bartalos, P., Bielikova, M.: An approach to object-ontology mapping. In: IIT. SRC-
Student Research Conference, pp. 9-16 (2007)

3. Benevides, A.B., Guizzardi, G.: A model-based tool for conceptual modeling and
domain ontology engineering in OntoUML. In: Filipe, J., Cordeiro, J. (eds.) ICEIS
2009. LNBIP, vol. 24, pp. 528-538. Springer, Heidelberg (2009). https://doi.org/
10.1007/978-3-642-01347-8_44

2 http://personales.upv.es/beaframa,/research /ontooo-method /ooom.html.


https://doi.org/10.1007/3-540-34518-3_9
https://doi.org/10.1007/978-3-642-01347-8_44
https://doi.org/10.1007/978-3-642-01347-8_44
http://personales.upv.es/beaframa/research/ontooo-method/ooom.html

254

4.

10.

11.
12.
13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

B. F. Martins

Embley, D.W., Liddle, S.W., Pastor, O.: Conceptual-model programming: a mani-
festo. In: Embley, D., Thalheim, B. (eds.) Handbook of Conceptual Modeling, pp.
3-16. Springer, Heidelberg (2011). https://doi.org/10.1007/978-3-642-15865-0_1
Embley, D.W., Thalheim, B.: Handbook of Conceptual Modeling: Theory, Practice,
and Research Challenges. Springer, Heidelberg (2012)

. Guarino, N.: Formal Ontology in Information Systems. In: Proceedings of the 1st

International Conference, Trento, Italy, pp. 6-8. IOS Press, June 1998

Guarino, N.: The ontological level. In: Philosophy and the Cognitive Sciences
(1994)

Guarino, N.: The ontological level: revisiting 30 years of knowledge representa-
tion. In: Borgida, A.T., Chaudhri, V.K., Giorgini, P., Yu, E.S. (eds.) Conceptual
Modeling: Foundations and Applications. LNCS, vol. 5600, pp. 52—67. Springer,
Heidelberg (2009). https://doi.org/10.1007/978-3-642-02463-4 4

Guizzardi, G.: Ontological Foundations for Structural Conceptual Models. CTIT,
Centre for Telematics and Information Technology (2005)

Guizzardi, G.: On ontology, ontologies, conceptualizations, modeling languages,
and (meta)models. Front. Artif. Intell. Appl. 155, 18 (2007)

Homola, B.D.: Model-driven engineering approach for OntoUML (2016)
La-Ongsri, S., Roddick, J.F.: Incorporating ontology-based semantics into concep-
tual modelling. Inf. Syst. 52, 1-20 (2015)

Pastor, O.: Disefio y Desarrollo de un Entorno de Produccién Automadtica de Soft-
ware basado en el modelo orientado a Objetos. Ph.D. thesis, Tesis doctoral dirigida
por Isidro Ramos, DSIC, Universitat Politécnica de Valencia (1992)

Pastor, O., Insfran, E., Pelechano, V., Romero, J., Merseguer, J.: OO-Method: an
OO software production environment combining conventional and formal meth-
ods. In: Olivé, A., Pastor, J.A. (eds.) CAIiSE 1997. LNCS, vol. 1250, pp. 145-158.
Springer, Heidelberg (1997). https://doi.org/10.1007/3-540-63107-0-11

Pergl, R., Sales, T.P., Rybola, Z.: Towards OntoUML for software engineering;:
from domain ontology to implementation model. In: Cuzzocrea, A., Maabout, S.
(eds.) MEDI 2013. LNCS, vol. 8216, pp. 249-263. Springer, Heidelberg (2013).
https://doi.org/10.1007/978-3-642-41366-7_21

Rybola, Z., Pergl, R.: Towards OntoUML for software engineering: transformation
of rigid sortal types into relational databases. In: Proceedings of the 2016 Federated
Conference on Computer Science and Information Systems, pp. 1581-1591 (2016)
Studer, R., Benjamins, V.R., Fensel, D.: Knowledge engineering: principles and
methods. Data Knowl. Eng. 25(1-2), 161-197 (1998)

Torres, P.L., Salavert, I.R., Palma, P.S., Pastor, O.: OASIS Versién 3.0 Un enfoque
Formal para el Modelado Conceptual Orientado a Objeto. Universidad Politécnica
de Valencia (1999). http://users.dsic.upv.es/grupos/oom/oasis.html

Valaski, J., Reinehr, S.S., Malucelli, A.: Deriving domain functional requirements
from conceptual model represented in OntoUML. In: ICEIS (2017)

Verdonck, M., Gailly, F., Pergl, R., Guizzardi, G., Martins, B.F., Pastor, O.: Com-
paring traditional conceptual modeling with ontology-driven conceptual modeling:
An empirical study. Inf. Syst. 81, 92-103 (2018)

Weber, F., Bihlmaier, A., Wo6rn, H.: Semantic Object-Oriented Programming
(SOOP). In: Informatik 2016 (2016)

Wieringa, R.J.: Design Science Methodology for Information Systems and Soft-
ware Engineering. Springer, Heidelberg (2014). https://doi.org/10.1007/978-3-
662-43839-8


https://doi.org/10.1007/978-3-642-15865-0_1
https://doi.org/10.1007/978-3-642-02463-4_4
https://doi.org/10.1007/3-540-63107-0_11
https://doi.org/10.1007/978-3-642-41366-7_21
http://users.dsic.upv.es/grupos/oom/oasis.html
https://doi.org/10.1007/978-3-662-43839-8
https://doi.org/10.1007/978-3-662-43839-8

®

Check for
updates

Stochastic Models to Improve E-News
Recommender Systems

Braulio Miranda Veloso®™)
Universidade Federal de Ouro Preto, Ouro Preto, MG 35400-000, Brazil
brauliocic091@gmail.com

Abstract. Several recommender systems have been proposed in the lit-
erature. Some of them address the problem of recommending news to
users of newspaper sites. The context of online news presents some par-
ticularities: highly dynamic data volume, users access without registra-
tion, quick accesses of a few readings, and content is time-dependent.
Online newspapers generate in real-time the recommendation lists with
few items. The recommenders have a short time to model access, create
the list, and present it to the user. All these characteristics make the
problem of news recommendation an exciting challenge that has been
studied by the academic community with new proposals. However, scarce
works study users reading behavior before proposing new methods. In
this work, we are interested in characterizing online newspaper users via
stochastic models and using attributes extracted from this characteri-
zation in recommender systems. First results demonstrate that models
who use only information from the recent past are the best. Next, we will
look at whether these models are best, varying data contexts, and how
to generate more personalized models. Finally, we intend to add all the
knowledge in a recommender system, improving or creating a new one.

Keywords: Stochastic models - Online newspapers - Users behavior -
Online readers - Recommender systems

1 Introduction

Recommending items to users on the Web is presented as one of the biggest
challenges due to a huge number of content available [5]. Users do not have the
time to browse through and see all available items, so a proper recommendation
can make the difference between conquering the user or losing him [1].

This work focuses on users behavior of online newspaper to improve news
recommender systems [5]. The domain of online newspaper has its peculiarities
when compared with other domains of recommender systems [13]. One of the
main characteristics is the high dynamism of the items: new items are added con-
tinuously to the system, some are updated, and some are removed. Traditional
methods of recommender systems such as user-item interaction matrix suffer
several implications. As the items are variants, greater control over the matrix
© Springer Nature Switzerland AG 2019
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is needed [2]. Additionally, users are usually interested in recent articles, such as
the latest hour news [4]. This aspect makes the old news start to get uninterest-
ing to users and should not be recommended. Thus, a simple matrix of historical
interaction loses its value [12]. Moreover, explicit feedback information, such as
ratings is not usual [13]. The common is the user reads the news, searching or
choosing from within the ones presented by the layout or by recommendation.
After some readings, the user ends the access, without leaving any explicit feed-
back. Access information, read time, and other implicit feedbacks are the input
data commonly considered in online newspaper recommender systems [1,5,11].
Content data (header, body) and meta-data (author, topic, date) are also used
for the recommendation task [4,6,7].

There are several proposals for online newspaper systems, some, in particular,
focusing on user behavior. The incorporation of user behavior analysis has bene-
fited those proposals by methods that create specific [5,14] or general profiles [8],
observe the news context consumed looking for more contextualized information
to recommend [4,7,12] and use external data mining to improve user knowl-
edge [10]. Equally, this work has assumed that understanding about the behav-
ior of successive article reads can help in developing better news recommender
systems. We are interested in modeling users’ accesses to obtain knowledge to
improve news recommender systems. We track user readings at the topic level
and look at the odds of the next reading being on the same topic or other ones.
We study reading habits at the topic level because the most basic level of news
suffers many variations, while subjects covered by an online newspaper usually
remain stable. Although the amount of news within a particular topic changes
over time, the topic interests of users should not change as much.

In [8], the authors studied the individual user reading behavior from an online
news portal. They assume a stationary first-order Markov process and estimate
the transition probabilities between news topics. No other alternative model was
considered, and this casts doubt about the prediction quality one can expect with
this single model. Other work shows how to improve the accuracy and diversity
of recommender systems using stochastic modeling [7]. From the information
of transitions between categories, they create Markov models. They generate
two general profiles, one with one-month data and another with all historical
data. Then, they try to recommend merging the user’s current access with both
profiles and compare with the current newspaper recommender system. There-
fore, the authors conclude that adjusting the Markov model using data from
the previous month can improve diversity while model using all data enhances
accuracy. Using only the current user access information with the access of the
users generated a minimum of necessary customization without the need of user
having to authenticate in the newspaper. Different then that proposal, we are
looking for the best models before using them on the system.

The main objective of this project is to investigate how knowledge about
the behavior of newspaper users can be inserted back into news recommender
systems. As specific objectives of this project, there are: (1) To study and identify
which stochastic models should be used to obtain the best results in certain
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situations; (2) Identify how to add these models to the recommender systems;
(3) Evaluate if the insertion of stochastic models improves the recommender
systems, making comparisons with other state-of-the-art approaches.

The objectives of this research can be translated into three questions: (1)
What is the best model or group of models that best fit the dynamic behavior
of online newspaper readers? (2) How can knowledge about the behavior of
online newspaper users via stochastic models be inserted back into the systems of
online newspapers in order to assist them in the promotion of their newspapers
and their user’s satisfaction? (3) Do stochastic models improve recommender
systems satisfactorily, overcome state-of-the-art methods at levels of precision
and accuracy? Also, in what situations?

We are interested in modeling the access of online newspaper users. For this,
we define stochastic models as a modeling method. We are looking for the best
models, the ones that best fit the users’ data. Thus, we proposed five classes with
more than 40 different models, and we use two statistical metrics that measure
both the degree of fit and the quality of the predictions. We are interested in
checking whether stochastic models are proper independent journal descriptors.
For this, we have data from two newspapers with unique characteristics: one
newspaper has more access than the other, each one has its topics and some
similar subjects, each newspaper has its index of a total number of readings per
session different from the other, the distribution accesses are different. We use
stochastic models because they are models that capture the general essence of
users without having to specify the entire reading dynamic, and they are easily
estimated. We are looking for not only the best stochastic model but the one
that describes the data with the fewest parameters. That is, the model must be
easily estimated to be included in the final system.

2 Proposed Classes of Stochastic Models

Let w e U = {1,2,...,U} be the index of a user. The sequence of news’ topics
gives a news-reading session, and it is represented by S, = (T1,..., 5, ..., Ty,)
where n, is the total number of news read and 7; is the topic of i-th read
item. We let £ = {1,2,..., L} represent the set of labels identifying the topics.
Adopting a probabilistic model to represent the collection of sessions, we see
them as realized trajectories of a discrete-time stochastic process with state
space L. Each session generates a random path {(1,71), (2,72),... (ny,Tn,)} in
the grid N x L. Figure la illustrates a session S, seen as the realized path of a
random walk in N x £. The user v* had a reading session Sy« = (T} = 5,T» =
5,13 =8,T, =3,T5 = 3,Ts = 3) generating the shown trajectory.

The joint probability of any sequence of topics in a session is given by multi-
plying the conditional probabilities of the successive readings conditioned in all
previous readings:

P(Tl,T27 e 7Tnu) = P(Tl) X ]P(T2|T1) X e X P(Tnu‘Tl,T% e 7Tnu—1) (1)

Given a partial trajectory of a user in a session, we want to estimate the
topic of the next news to be read, like in Fig.1b. In general, to identify the
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(a) User Session Example (b) Next Topic Prevision, for (i +1) =5

Fig. 1. News reading session as stochastic process trajectory. (a) shows a user session
example. (b) exemplifies next topic previsions (a;+1,1) made by a stochastic model, for
instant 7 + 1 = 5, where past states H = (T1 = 5,T» = 5,15 = 8,7y = 3).

probabilities of the next topic: P(T;4; = UT; =1y,..., T; = ;) = jp1,1, where
li € Land 1 < i < ng, we need to specify L probabilities for the possible
states conditional in all the past states (l1,...,[;) and this needs to be done for

every possible configuration of these previous states. Therefore, the number of
probabilities that need to be specified on the (i + 1)-th step is L1, For sessions
of length N, it is required 33N | Lit! = (LN+1 — 2)/(L—1) = O(L") elements.

All probabilistic models impose constraints on the collection of conditional
probabilities that drastically reduce the number of probabilities required to spec-
ify the stochastic process distribution fully. These constraints come in the form
of assumptions that seek to capture the probabilistic essence of the process. The
objective is to formulate a simple, but not trivial, mathematical structure rep-
resenting the essential and most relevant aspects of the phenomenon and which
reduce the required O(L"V) evaluations. We considered a very diverse collection
of stochastic models to explain e-news reader behavior. We organize these models
into five classes according to how the previous reading history affects the chances
of future topics: Memoryless, Short-term Memory, Revealed Preference,
Cumulative Advantage, and Geometric Sojourn. Next, we briefly present
only one model of each class we are studying, omitting the maximum likelihood
estimation and the independently estimated number of parameters.

2.1 Memoryless Models

The models in these class ignore the previous history when determining the
probabilities of the next topic. They represent an idealized and naive standard
that is convenient to gauge how far away from these extreme baselines are located
the other more sophisticated models as well as the observed data. There are two
main models under this class: Uniform Model and Independence Model. For
example, the Independence Model (G1-I) assumes that the successive topics
are independent of each other and depends only the current instant 4:

P(Tipr =Ty =1y,..., T = 1;) = P(Ti41 = 1) (2)
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2.2 Short-Term Memory Models

In these class, all model assumes that the next topic probabilities are influenced
only by the most recently read news, a limited past. There are three types of
models in this class, not counting their variations: Stay Model, Markov Model,
and Higher-Order Markov Model. One is the Time-Variant Markov model
(G2-Mk), who assumes that the next topic depends only on the current topic:

P(Ti1 =Ty =L, To=ls,....T; =1;) =P(Ti11 =T, = ;) (3)

2.3 Revealed Preference Models

In this class, we use a specific function focused on a targeted topic T;4; = [ to
model the probability of topic [ being the next reading in the session. This func-
tion varies with the model, and it collects information from the entire past, not
only from the most recent readings as in the previous class. There are four types
of models in this class, despite their variations: Visit Record Model, Topic Dura-
tion Model, Last Visit Duration Model, and Readings After Departure Model.
The Visit Record Model (G3-VR) uses the sum of the number of target-
topic readings in the past. Let S! = s be the number of times a user read news
from the [ topic in a session of size i: S! = > i 1Ty = 1], where I is the
indicator function. For s € [0, ..., 1], the Visit Record Model assumes that:

P(Tj1 =Ty =1y,...,T; = 1;) x P(Tj11 = 1|S! = s) (4)

2.4 Cumulative Advantage Models

In this class, the successive topic choices alter future probabilities in a way
that some topics acquire advantage concerning the others. Reading topic [ leads
to an increase in its probability. There are two types of models in this class,
despite their variations: Additive Cumulative Advantage Model and Multiplica-
tive Cumulative Advantage Model. The Additive Cumulative Advantage
Model (G4-CA) assumes that a bonus 3; is added cumulatively and in an
additive way to a base probability m;:

P(Tip =Ty =l,...,Ti =1;) o< + B35t (5)

2.5 Geometric Sojourn Models

The last class of models assumes that the permanence in a topic follows a geo-
metric distribution G. Given that there will be a change of topic, a transi-
tion function governs how the new topic is selected. There is only one type of
model in this class, the Geometric Sojourn Model, varying in the way of esti-
mating the theta parameter and the re-normalization of the probability of topic
change. Per example, let d; is equal the number of topic-duration and let 6; is
the topic-specific geometric distribution parameter, the Geometric Sojourn
Model with Simple Re-normalization (G5-GS) assumes that:

P(G(8)) > d; + 1) if =1

PTp =UT =h,.. . Ti= L) = {P(G(Ql) —d) x P, L) if £ O



260 B. M. Veloso

2.6 Baseline Model

We define an additional model based on the current recommender system per
newspaper, Recommender Based Model (BL-R). Let R represent the set
of news recommended at the i-reading and m;1(l|l;) be the number of news in
R which belongs to topic I after reading news from topic l;. The baseline model
assumes that, if the recommender system is effective, then we should have the
probability that the next news topic is from topic [ is proportional to m;1(I|1;).
That is, we assume that:

P(Tig1 =Ty =1, ..., Ty = 1;) oc mg1 (1]1;) (7)

2.7 First Results

Using data from two online newspapers, we estimate the models and test their
characteristics. The data comprises two months of millions of user accesses
from two different online newspapers, each with its distinct subjects. Two
tests were performed in each database, using five-fold cross-validation crite-
ria. First, we used the Akaike Information Criterion (AIC) [3] given
by: AIC(M) = 2InL(M) — 2df(M), where InL(M) is the log-likelihood
for a model M, and df(M) is the number of independent parameters esti-
mated in the model. We intend to verify how the models fit the data, the
higher the AIC value, the better the model result. Second, we used an error
metric that demonstrates from the actual values what the model choices
and the user’s choices were. We used the Brier Score (BS) [9] given by:
BS(i,M) = ﬁ Yoses 2ier (M) — S(4, 1))?, where M(ay,;) is the probabil-
ity given by model M to topic [ in instant ¢, and S(7,!) is the binary information
that the i-th news of the session S is or is not from topic [. The lower the BS
value, the better the model.

MOdelS I i=3 I i=4 I i=5 I i=6 ] i=7[1i=8] i=9 i=10
G1-I G2-MkG3-VRG4-CA G5-GS 0.5
o5}
N = M 0.45
S 30
X —32 0.4
O —34 Stochastic Models G2-Mk G3-VR G4-CA G5-GS BL-R
— —36 — BL-R
< i Models
(a) Average AIC. (b) Average BS. G1-I omitted around 0.69.

Fig. 2. First results. (a) shows the stochastic models average AIC. (b) shows the
stochastic models average BS per values of instants 3 to 10.

We present in Fig. 2 only the results of data from one newspaper, and only
from the five models explain before. The results from other data are similar. The
results from other stochastic models are equivalent to the selected class model,
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despite some variations. In general, we have that practically all models fit the
user’s reading dynamics better than the baseline model (BL-R). No model was
worse than the naive models of Memoryless class. The Higher-Order Markov
Models or G3-VR and other models of the Preference Revealed class are better
than the Markov Model (G2-Mk). All models in Cumulative Advantage Class,
like G4-CA, were better than the baseline model (BL-R) and were slightly
below the G2-Mk but not overcome it. The G5-GS and other models in the
Geometric Sojourn Class were better than the BL-R, but they were worse than
models of the Cumulative Advantage class.

3 Discussion

We are investigating which models best represent the general reading behavior
of users. When comparing several stochastic models, we can see which ones fit
the data better and which ones err less. From now, models that work with low
past are the best. Despite that, we do not focus on only one model because we
know that models can be context-dependent. This is one of the future tasks,
to identify which models are best by varying the context: assiduous/infrequent
readers, long/short sessions, profiles generated by different time intervals (for
example, week by week a new estimated model), fast/long readings sessions, and
restrictive/eclectic tastes users (usual number of distinct topics read). Another
future task is to study the personalization of stochastic models. Be it generating
user-specific models, or using Bayesian techniques to consider how far a user is
from the general model and thus make personalization by weights. The last step
will be to add the best models in recommender systems. We hope to demonstrate
the value of stochastic models in capturing users’ reading habits and how these
patterns can be useful features to recommender systems.

We have data from two real newspaper with a large amount of access. Each
newspaper had information about their recommender system and their click-
through rate (CTR) [5]. On the final, we can measures how better are our results
compared to the newspaper’s ones, by the CTR metric. Before that, we will use
a test/training scheme that observes the temporal order of the data. In this way,
the tests will bring results that are more faithful to the reality, because, in the
online newspapers’ sites, the news emerge over time, changing the number of
articles available and viewed by topic. Then, we must train the models simulat-
ing an online test, where only the sessions made by users and articles published
before that moment are present in the historical data used to adjust the mod-
els. To evaluate if the insertion of stochastic models improves the recommender
systems, we will compare this with other state-of-the-art recommender systems
approaches, like [5,7,10,12,14].

This work is expected to be completed until March 2021. We have plan
to publish the results in conferences like ACM Conference on Recommender
Systems (https://recsys.acm.org/), and International World Wide Web Confer-
ence (https://www2019.thewebconf.org/), or Journals like ACM Transactions
on Knowledge Discovery from Data (https://tkdd.acm.org/).


https://recsys.acm.org/
https://www2019.thewebconf.org/
https://tkdd.acm.org/

262

B. M. Veloso

References

10.

11.

12.

13.

14.

. Ahmed, A., Teo, C.H., Vishwanathan, S., Smola, A.: Fair and balanced: learning

to present news stories. In: Proceedings of the Fifth ACM International Conference
on Web Search and Data Mining, Seattle, Washington, USA, pp. 333-342 (2012)
Bogers, T., van den Bosch, A.: Comparing and evaluating information retrieval
algorithms for news recommendation. In: Proceedings of the 2007 ACM Conference
on Recommender Systems, Minneapolis, MN, USA, pp. 141-144 (2007)
Burnham, K.P., Anderson, D.R.: Model Selection and Multimodel Inference: A
Practical Information-theoretic Approach. Springer, New York (2003). https://
doi.org/10.1007/b97636

Campos, P.G., Diez, F., Cantador, I.: Time-aware recommender systems: a com-
prehensive survey and analysis of existing evaluation protocols. User Model. User
Adapt. Interact. 24(1-2), 67-119 (2014)

Das, A.S., Datar, M., Garg, A., Rajaram, S.: Google news personalization: scalable
online collaborative filtering. In: Proceedings of the 16th International Conference
on World Wide Web, Banff, Alberta, Canada, pp. 271-280 (2007)

. De Francisci Morales, G., Gionis, A., Lucchese, C.: From chatter to headlines: har-

nessing the real-time web for personalized news recommendation. In: Proceedings
of the 5th ACM International Conference on Web Search and Data Mining, Seattle,
Washington, USA, pp. 153-162 (2012)

Epure, E.V., Kille, B., Ingvaldsen, J.E., Deneckere, R., Salinesi, C., Albayrak, S.:
Recommending personalized news in short user sessions. In: Proceedings of the
11th ACM Conference on Recommender Systems, Como, Italy, pp. 121-129 (2017)
Esiyok, C., Kille, B., Jain, B.J., Hopfgartner, F., Albayrak, S.: Users’ reading
habits in online news portals. In: Proceedings of the 5th Information Interaction
in Context Symposium, Regensburg, Germany, pp. 263266 (2014)
Hernandez-Orallo, J., Flach, P., Ferri, C.: Brier curves: a new cost-based visuali-
sation of classifier performance. In: Proceedings of the 28th International Confer-
ence on Machine Learning (ICML 2011), Bellevue, Washington, USA, pp. 585-592
(2011)

Hsieh, C.K., Yang, L., Wei, H., Naaman, M., Estrin, D.: Immersive recommen-
dation: news and event recommendations using personal digital traces. In: Pro-
ceedings of the 25th International Conference on World Wide Web, Republic and
Canton of Geneva, Switzerland, pp. 51-62 (2016)

Hu, Y., Koren, Y., Volinsky, C.: Collaborative filtering for implicit feedback
datasets. In: 8th IEEE International Conference on Data Mining, Pisa, Italy, pp.
263-272 (2008)

Li, L., Chu, W., Langford, J., Schapire, R.E.: A contextual-bandit approach to per-
sonalized news article recommendation. In: Proceedings of the 19th International
Conference on World Wide Web, Raleigh, North Carolina, USA, pp. 661-670 (2010)
Tavakolifard, M., et al.: Workshop and challenge on news recommender systems. In:
Proceedings of the 7th ACM Conference on Recommender Systems, pp. 481-482
(2013)

Zhao, Z., Cheng, Z., Hong, L., Chi, E.H.: Improving user topic interest profiles
by behavior factorization. In: Proceedings of the 24th International Conference on
World Wide Web, Florence, Italy, pp. 1406-1416 (2015)


https://doi.org/10.1007/b97636
https://doi.org/10.1007/b97636

Author Index

Almeida Falbo, Ricardo de 169
Almeida, Joao Paulo A. 3
Arruda, Narciso 213

Bera, Palash 47

Berges, Idoia 125

Bernabé, César Henrique 169
Bernasconi, Anna 83

Bider, Ilia 180

Campos, Maria Luiza Machado 13
Campos, Patricia M. C. 3
Canakoglu, Arif 83

Ceri, Stefano 83

d’Orazio, Laurent 146

de Faria Cordeiro, Kelli 13

de Figueiredo, Glaucia Botelho 13

de Paula, Erich Vinicius 201

Derave, Thomas 191, 222

do Espirito Santo, Jacqueline Midlej 201

Engelsman, W. 37

Gadelha Jr., Luiz M. R. 23
Gailly, Frederik 191
Gordijn, Jaap 37, 70
Guizzardi, Renata S. S. 169
Gupta, Abhimanyu 47

Haaker, T. 37

Illarramendi, Arantza 125
Izquierdo, Yenier Torres 230

Johanneson, Paul 180

Kaya, Fadime 70
Koorn, Jelmer 135

Leopold, Henrik 135
Lu, Xixi 135
Lunardi, Gabriel Machado 239

Maiwald, Benjamin 95
Martins, Beatriz Franco 247
Medeiros, Claudia Bauzer 201
Meng, Chenhang 157
Mondelli, Maria Luiza 23
Moreira, Jodo Luiz Rebelo 13

Pant, Vik 58, 106
Perjons, Erik 180
Pilven, Matthieu 146
Poels, Geert 47, 70, 191
Purao, Sandeep 157

Ramirez-Duran, Victor Julio 125
Reginato, Cassio C. 3

Reijers, Hajo A. 135

Riedle, Benjamin 95

Sales, Tiago Prince 191
Scherzinger, Stefanie 95, 146
Silva, Carla 169

Silva Souza, Vitor E. 169
Townsend Peterson, A. 23
van Sinderen, M. 37

Veloso, Braulio Miranda 255
Verdonck, Michaél 70, 191
Wieringa, R. J. 37

Yu, Eric 58, 106



	Preface
	ER 2019 Conference Organization
	ER 2019 Workshop Organization
	ER 2019 Workshop Program Committee
	ER 2019 Doctoral Symposium Program Committee
	Contents
	Conceptual Modeling, Ontologies and Metadata Management for FAIR Data (FAIR) 2019
	Towards a Core Ontology for Scientific Research Activities
	Abstract
	1 Introduction
	2 Background
	3 The Core Ontology for Scientific Research Activities
	4 Using the Core Ontology for Building an Environmental Research Ontology
	5 Related Work
	6 Conclusions
	Acknowledgements
	References

	Aligning DMBOK and Open Government with the FAIR Data Principles
	Abstract
	1 Introduction
	2 Essential Concepts
	3 Data Management Principles
	3.1 FAIR
	3.2 DAMA DMBOK®
	3.3 Open Government
	3.4 Similarities Among Principles

	4 The FADAM Proposal
	5 Conclusions
	References

	Exploring Reproducibility and FAIR Principles in Data Science Using Ecological Niche Modeling as a Case Study
	1 Introduction
	2 A Conceptual Model for Reproducibility
	3 A Framework for FAIR Computational Experiments
	4 Case Study in ENM and Evaluation
	5 Related Work
	6 Conclusions
	References

	Conceptual Modeling in Requirements Engineering and Business Analysis (MREBA) 2019
	Realizing Traceability from the Business Model to Enterprise Architecture
	1 Introduction
	2 Value Modelling, Goal Modelling and Enterprise Architecture Modelling 
	3 Application: Cirque du Soleil  
	3.1 The Example
	3.2 Goal Model, Business Model and EA Model
	3.3 Observations

	4 Discussion and Future Work
	References

	Creation of Multiple Conceptual Models from User Stories – A Natural Language Processing Approach
	Abstract
	1 Introduction
	2 Research Goal
	3 Proposed Solution
	4 Solution Design
	5 Proof of Concept
	6 Conclusion
	References

	Towards a Catalog of Goals for Strategic Coopetition
	Abstract
	1 Introduction
	2 Goal Catalogs: Compilation and Content
	3 Empirical Case: Market of Data Science Professional Development Programs
	4 Related Work
	5 Conclusion and Future Work
	References

	Early Identification of Potential Distributed Ledger Technology Business Cases Using e3value Models
	Abstract
	1 Introduction
	2 Background
	2.1 Requirements for Sustainable DLT Business Cases
	2.2 Value-Based Requirements Engineering

	3 e3value Modeling of Potential DLT Business Cases
	4 Discussion
	5 Conclusion
	References

	Empirical Methods in Conceptual Modeling (EmpER) 2019
	Exploiting Conceptual Modeling for Searching Genomic Metadata: A Quantitative and Qualitative Empirical Study
	1 Introduction
	2 Genomic Conceptual Model: Original and Simplified
	3 Experiment Description
	4 Results
	5 Conclusions
	References

	What Are Real JSON Schemas Like?
	1 Introduction
	2 Methodology
	2.1 Context Description
	2.2 Research Questions
	2.3 Analysis Process

	3 Detailed Study Results
	3.1 RQ1: How Large Are Real-World JSON Schema Documents?
	3.2 RQ2: What Is the Distribution of Types?
	3.3 RQ3: Are Schema Declarations Schema-Full or Schema-Mixed?
	3.4 RQ4: How Common Is Recursion?
	3.5 RQ5: Do Schemas Impose Maximum Nesting Depths?

	4 Discussion
	5 Threats to Validity
	6 Related Work
	7 Conclusion
	References

	Getting to Win-Win in Inter-organizational Relationships Through Customer Segmentation
	Abstract
	1 Introduction
	2 Empirical Study: Startups in the Market of Data Science Professional Development
	3 Research Methodology and Modeling Approach
	3.1 Research Methodology: Action Research
	3.2 Modeling Approach: Combining i* and Payoff Matrices

	4 Conceptual Modeling of Data Science Instruction Startups
	5 Related Work
	6 Conclusion and Future Work
	References

	Modeling and Management of Big Data (MoBiD) 2019
	Facilitating Data Exploration in Industry 4.0
	1 Introduction
	2 Related Work
	3 Overview
	4 Sensors Modeling
	5 The Semantic-Based Query System
	5.1 Insert Data
	5.2 Query Data
	5.3 Visualization of Results

	6 Conclusion
	References

	Towards Understanding Aggressive Behavior in Residential Care Facilities Using Process Mining
	1 Introduction
	2 Process Mining in Healthcare
	3 Methodology
	3.1 Data Extraction and Overview
	3.2 Event Log Creation
	3.3 Data Cleaning and Filtering
	3.4 Pattern Discovery

	4 Results
	4.1 Mixed Behavior
	4.2 Homogeneous Behavior

	5 Discussion
	6 Conclusion
	References

	On Complex Value Relations in Hive
	1 Introduction
	2 Preliminaries
	3 Methodology
	3.1 Context Description
	3.2 Research Questions
	3.3 Analysis Process

	4 Detailed Study Results
	4.1 RQ: How Common Are Complex Value Relations in Hive Schemas?
	4.2 RQ: What Is the Usage of Query Operators over Complex Types?

	5 Discussion
	6 Threats to Validity
	7 Related Work
	8 Conclusion and Future Work
	References

	Data Capture and Analyses from Conversational Devices in the Homes of the Elderly
	Abstract
	1 Introduction
	2 Background and Prior Work
	2.1 The Design and Use of Technology for and by the Elderly
	2.2 Conversational Agents at Home

	3 Research Approach
	3.1 Research Setting
	3.2 Subjects and Procedure
	3.3 Data Scraping and Analyses

	4 Findings
	4.1 Sustained Use and Intensity of Use
	4.2 Commands: Some Understood, Others Not So
	4.3 Commands, Not Interactions (or Conversations)
	4.4 Characterizing Conversations and Commands

	5 Discussion and Concluding Remarks
	Acknowledgements
	References

	Ontologies and Conceptual Modelling (OntoCom) 2019
	GORO 2.0: Evolving an Ontology for Goal-Oriented Requirements Engineering
	1 Introduction
	2 GORE Modeling Languages
	3 Method
	4 GORO 2.0
	5 Related Works
	6 Conclusions
	References

	Using Ontologies for Comparing Modeling Techniques: Experience Report
	Abstract
	1 Motivation
	2 Knowledge Base
	2.1 Fractal Enterprise Model
	2.2 IDEF0
	2.3 Comparing Ontologies

	3 Simplified Ontologies for FEM and IDEF0
	3.1 Ontology for FEM
	3.2 Ontology for IDEF0

	4 Comparing FEM and IDEF0
	5 Lessons Learned and Plans for the Future
	References

	Domain Ontology for Digital Marketplaces
	Abstract
	1 Introduction
	2 Methodology
	3 Background
	4 Marketplace Domain Ontology
	4.1 Marketplace Offering Sub-ontology
	4.2 Marketplace Negotiation Sub-ontology
	4.3 Marketplace Delivery Sub-ontology

	5 Conclusion
	References

	Exploring Semantics in Clinical Data Interoperability
	1 Introduction
	2 Related Work
	3 Combining Mediators to Semantic Processing for Clinical Data Interoperability
	4 Adding Semantic Linkage
	5 Case Study
	6 Discussion
	7 Conclusions and Ongoing Work
	References

	ER 2019 Doctoral Symposium
	Framework for Construction and Incremental Maintenance of High-Quality Linked Data Mashup
	1 Introduction
	2 Specification of Linked Data Mashup
	3 Linked Data Mashup Quality Assessment
	4 Materialization of Linked Data Mashup
	5 Incremental Maintenance of Linked Data Mashup
	6 Related Work
	7 Conclusion
	References

	A Reference Architecture for Customizable Marketplaces
	1 Motivation and Research Question
	2 Definitions of the Sharing Economy and Marketplaces
	3 Research Methodology
	4 Marketplace Domain Ontology and Marketplace Properties
	5 Conceptual Data Model
	6 Software Architecture and SRA
	7 Conclusion
	References

	Keyword Search Algorithm over Large RDF Datasets
	1 Introduction
	2 Related Work
	3 Background
	3.1 RDF Keyword-Based Queries
	3.2 Set Similarity Measures and KMV-Synopses

	4 Research Methodology
	5 Proposed Solution
	5.1 Current Status
	5.2 Open Issues and Roadmap

	References

	Representing the Filter Bubble: Towards a Model to Diversification in News
	1 Introduction
	2 Related Work
	3 The Point of View Diversification Model
	4 Current Work
	5 Conclusion
	References

	The OntoOO-Method: An Ontology-Driven Conceptual Modeling Approach for Evolving the OO-Method
	1 Introduction
	2 Research Problem
	3 Research Methodology and Approach
	4 State of the Art
	5 Proposed Solution and Preliminary Results
	6 Conclusions
	References

	Stochastic Models to Improve E-News Recommender Systems
	1 Introduction
	2 Proposed Classes of Stochastic Models
	2.1 Memoryless Models
	2.2 Short-Term Memory Models
	2.3 Revealed Preference Models
	2.4 Cumulative Advantage Models
	2.5 Geometric Sojourn Models
	2.6 Baseline Model
	2.7 First Results

	3 Discussion
	References

	Author Index



