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Preface

Since the first larger scale conferences in the early 1990s, social simulation
has rapidly evolved into becoming a methodology known by researchers and
practitioners in different areas including sociology, political science, economics,
history, and ecology, to name a few. Each of these disciplines has to address
what sociologists call the micro-macro link – how individual decision-making
entities interact to produce effects at an aggregate level (emergence) while, at the
same time, aggregate-level mechanisms and processes affect, enable, and limit
the choices and/or behaviors of the individuals (immergence). Addressing these
dynamic processes using social simulation, in general, and agent-based modeling,
in particular, has been proven successful for both research and application in, for
instance, policy-making. The ability to zoom in on interacting individuals and zoom
out to catch aggregate-level processes and patterns, while still able to systematically
experiment with different parameters, is the key advantage of simulation over more
analytical approaches. The social simulation conferences have been instrumental in
the development of methodological and epistemological contributions by enabling
a constructive and meaningful community, allowing for discussions with colleagues
from different research areas and backgrounds. These conferences are at the heart
of the European Social Simulation Association (ESSA), founded in 2003 as a
scientific society to encourage the advancement of social simulation research,
to promote cooperation among scientists and scholars and practitioners from
different disciplines using computational models and methodologies to advance the
understanding of social processes, and to encourage and support the development in
Europe of education in social simulation.

This book reflects the recent developments as presented and discussed at the 14th

Social Simulation Conference in Stockholm, Sweden (20–24 August 2018), hosted
by the Department of Computer and Systems Sciences of Stockholm University
and co-organized together with the UiT –The Arctic University of Norway, Tromsø,
Norway, Stockholm Resilience Centre of Stockholm University, and Linnaeus Uni-
versity, Växjö, Sweden. The theme of the conference was “Looking in the Mirror,”
reflecting adolescence and the coming of age of the conference and of ESSA itself.
The conference actively stimulated discussions every day by starting with keynotes
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vi Preface

and closing with daily reflection conversations with selected participants. The
stimulating reflections of our keynotes are presented in the first two chapters of the
proceedings, reflecting from an inside and outside perspective on the development
of the social simulation community. Bruce Edmonds, the community critical voice
from its very beginnings, reflected on the importance of context to understand rarely
addressed social phenomena (see Chapter 1). Milena Tsvetkova, a computational
social scientist, shared her work on large-scale online experiments, showing the
breadth of computational social science research beyond social simulation. Finally,
Julie Zahle, philosopher of social sciences, argued about agent-based computational
modeling and its relationship to different strands of methodological individualism,
forcing social simulation modelers to reflect on whether they actually do what they
claim to do (see Chapter 2).

The regular contributions were organized in a number of different tracks
corresponding to different foci and disciplines within the community. In total, the
conference received 110 contributions consisting of 35 long papers, 59 short papers,
and 16 posters. All contributions received at least 2 reviews in a single-blind process,
and 109 contributions were accepted, with some contributions referred to another
category. Apart from the 49 papers (including 2 invited speaker papers) presented in
this volume, a set of papers will appear in a special issue of the Journal of Artificial
Societies and Social Simulation (JASSS).

The areas represented were as follows:

Best practices and new methodologies of representing dynamic networks with a
focus on archaeological applications (Chaps. 27 and 40)

Models that explicitly address the social, relational side of life, efforts to make the
choices and assumptions underlying agent behavior more explicit (Chaps. 13, 16,
and 42)

The use of social simulation and computational social science in solving con-
temporary challenges; new, forgotten, or underrepresented methodologies and
application areas; and the future of the research area and its community within
the broader social sciences and computing domains (Chaps. 38 and 47)

Models that elaborate on the representation of agent decision-making (Chaps. 34
and 49)

Modeling social science aspects of socio-ecological systems (Chapter 48)
Presentation and discussion of recent research findings which challenges economic

models by integrating empirically sound assumptions and integrating findings
from other disciplines to develop economic theory (Chaps. 6, 11, 18, 21, and 46)

Simulation models of organizations as complex adaptive systems where the pro-
cesses of organizing are linked to factors such as structural interdependencies
among organizational subunits and individual behavior (Chapter 26)

Best practices in courses and/or knowledge transfer related to social simulation
(Chaps. 8, 22, 37, 43, and 45)

How to address important challenges that need to be addressed, such as scaling
issues, counterfactual scenery assessments, external/internal validities, coding
efficiencies, isolation mechanisms, understandability of complex models, etc.,
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empirically grounded simulations that aim to design and evaluate policy inter-
ventions by building more realistic models that minimize possible unintentional
consequences due to unrealistic assumptions, and the need to share our work and
collaborate on large-scale complex models (Chaps. 10, 11 and 33)

Simulation models that study these challenges with a social-ecological complex
systems lens and a focus on the social behavior components of the system (Chaps.
15, 19, 30, 31, and 32)

The interplay between social simulation and games (Chaps. 23, 24)
Opportunities and hindrances for use of social simulation with policy actors (Chaps.

3, 7, 9, 17, 28, 35, and 44)
Integration of qualitative evidence in simulation models in a systematic way (Chaps.

4, 29, 36, 38, and 41)
Validation challenges for agent-based modelers (Chaps. 5, 12, and 14)

We wish to acknowledge that while Stockholm University supported the orga-
nization by providing the conference venue and website, the UiT – The Arctic
University of Norway and ESSA sponsored scholarships for early-stage researchers.

Organization

General Chair

Harko Verhagen Stockholm University, Sweden

Program Committee Chairs

Melania Borit UiT The Arctic University of Norway, Norway
Giangiacomo Bravo Linnaeus University, Sweden
Nanda Wijermans Stockholm University, Sweden

Program Committee

Diana Francisca Adamatti Universidade Federal do Rio Grande, Brazil
Petra Ahrweiler Johannes Gutenberg University Mainz, Germany
Fred Amblard Université Toulouse 1 Capitole, France
Pedro Ribeiro De Andrade INPE, Brazil
Luis Antunes University of Lisbon, Portugal
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Chapter 1
How Social Simulation Could Help Social
Science Deal with Context

Bruce Edmonds

Abstract Much human cognition and behaviour is context-sensitive, but context
(especially social context) has largely not been explicitly represented or included in
theories of explanations of behaviour. Some of this is due to the fact that the word
“context” is over-used and so has a variety of subtly different meanings but more to
do with the perceived difficulties of dealing with context. Quantitative social science
has tended to ignore context, treating contextual variation as “noise”. Qualitative
social science has often almost deified context, resisting any attempts to generalise
from specific contexts. This paper suggests that agent-based modelling could play a
key role in dealing with context, representing it, understanding it and thus allowing
the well-founded integration of qualitative and quantitative evidence.

Keywords Context · Social science · Social simulation · Quantitative ·
Qualitative · Agent-based modelling

1.1 Introduction

That context is important for understanding social phenomena should be uncon-
troversial; yet dealing with it has been largely avoided. On one side, quantitative
social scientists tend to fit data that originates from a variety of contexts with a
single model (e.g. variants of linear regression) on the grounds that they are only
interested in generic patterns. At the other extreme, qualitative researchers interested
in rich (“thick”) descriptions of observations and experience take context seriously,
ensuring that they take care to describe relevant aspects of the context in what
they record and discuss but tend to resist any generalisations that cross contexts.
The point is that a crucial issue is not being explicitly addressed: that of context-
dependency itself.
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Let us start by making clear what everybody knows: people behave differently
in different kinds of situation that we can effectively recognise these kinds of
situation and use them to understand, and even predict, what people will do in
these situations. For example, we all recognise a lecture and know the social norms,
habits, conventions, roles, etc. that pertain there. If the lecture is declared finished
and coffee or wine served to celebrate something, the context has changed and
everybody will behave differently. To take another example, traders in a stock
market behave very differently during a bull and bear market (e.g. [11]). In a
bull market, it is relatively easy to make some money and traders might seek to
maximise their profits and endure quite high risk. In a bear market, traders are
in danger of losing their job, so it might be more important to not be the worst
performer in their group above all. In both cases, understanding behaviour is much
easier and more effective if you divide the case into the different contexts. To
produce models of behaviour that pertain to both lecture and celebration or to
both bear and bull markets involves a much more complex, ineffective and abstract
model. So why don’t quantitative social scientists pay any attention to this common
sense knowledge? Similarly, we all are able to recognise the difference between a
lecture and a celebration or traders between a bull and a bear market and, without
thinking about it much, apply the appropriate knowledge to each. So why don’t
some qualitative social scientists accept the usefulness of cautious generalisation
over particular situations?

This paper seeks to examine the difficulty of talking about and studying social
phenomena in a way that includes context but also suggests some ways forward
to do this. Firstly, there is some discussion of the different ways that the word
“context” is used, distinguishing between some different uses and trying to make
clear what I intend by the word. Then, the paper looks at and critiques some of
the ways that social science deals with (or avoids) the issue of context, looking at
the responses from quantitative and then qualitative approaches. Thirdly, it looks at
two ways in which agent-based social simulation could represent or be informed
by social context – via the use of context-sensitive cognitive models for agents and
by using the analysis of narrative data (including information about the relevant
social contexts) to help inform the specification of simulations. It ends with a plea
to change how we do social science.

1.2 Talking About “Context”

Before we can look at the issues, there are many potential confusions that can arise
from the term “context”. Thus I start by discussing this confusion and distinguishing
between some different uses – making connections between the different meanings
and trying to make my intent clear.

“Context” is a tricky word to use and a tricky phenomenon to pin down. Like
other notorious c-words (“complexity” and “creativity”), it is often used as a
“dustbin” concept – what one evokes when one’s normal explanation fails. It can
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also be used as a “flag” to indicate that the research is qualitative since context
is emphasised (almost deified) in the qualitative social sciences yet downplayed
(usually ignored completely) in the quantitative social sciences. Context, as a word,
is often used informally and hence has lots of subtly different usages, e.g. as
documented in Hayes [9]. Finally it is not clear that a particular context can be
reliably reified and talked about as thing at all. These difficulties may explain the
reluctance of researchers to engage with context, knowing it is a notoriously slippery
and difficult subject – I guess that many think it is better to avoid the swamp and
only play on firmer ground. However, with a little care, I argue that the idea and its
manifestations can be sensibly and usefully dealt with and the potential pay-off for
the social sciences could be considerable.

1.2.1 Situational Context

Firstly “the context” can refer to the situation one is in [3] – for them the exterior
situation is the context. This could be indicated by the exact coordinates and time;
however this is not a very helpful notion. The details that could be potentially
relevant to any series of events in any situation are indefinitely extensive. Rather
it is usual to abstract from specific situations to kinds of situation, for example,
going home on the train or shopping in a supermarket. The question “What was
the context?” implies that the speaker does not have enough information about the
situation some utterance or text comes from to understand it. The answer to such a
question would not be to specify the precise situation but to give enough information
about it to characterise the kind of situation one was in (e.g. “I was talking on the
phone to my mother”).

1.2.2 Cognitive Context

The fact that we can give enough information in a few words for the recipient to
be able to infer the right kind of situation indicates that such recognition is not
only feasible but also normal. It is well established that many aspects of human
cognition are highly context-dependent, including memory, preferences, language
use, language comprehension, decision-making, perception and reasoning [12, 16].
This implies that the brain has learned to reliably recognise these kinds of situation
and effectively the same kinds as others do. The cognitive correlate of the kind of
situation is called the “cognitive context” [9]1. Though most of us, as individuals,
do this unconsciously and with great facility (at least after childhood), we do not

1However “internal” factors such as emotion and current goals may also be inputs to determining
this.
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know how the brain does this, and it may be that it is very hard to replicate this
recognition explicitly2. However this ability allows for the following heuristics: to
learn knowledge with respect to the cognitive context currently being recognised
and give preferential access to that knowledge when the same cognitive context
occurs again. Thus when we enter a lecture, we do not have to “sift” through all the
social norms we have learned for the relevant one, but those relevant automatically
come to mind in that situation.

1.2.3 Social Context

Although cognitive context may be infeasible to determine in many cases, there
is one case where this may be much easier – that where the context has been
co-determined by many individuals in a society so that everybody recognises the
same kinds of situation. Examples include the lecture, a celebration, commuting
within a shared vehicle, religious ceremonies and an interview. Over time, specific
norms, habits, language, spaces, technologies and even clothing might have been
developed for that kind of situation, allowing the particular context to be easily
distinguished. Of course, the reverse also happens: the more easily a particular
context is distinguished, the more easily we will recognise it and develop specific
practices, technologies and methods of coordination for it. Thus, over time, some
contexts can become socially entrenched, acquire their own labels and be explicitly
talked about. For this reason, such “social contexts” are much easier to identify and
study than context in general.

Such social contexts can be very important since they allow for very different
systems for social coordination to be developed for different kinds of situation. For
example, how one coordinates behaviour on a fishing boat during periods of calm
might be very different from that when a storm is approaching. It is not just the
parameters of the coordination that change but the whole process.

Due to the difficulties involved in studying context, and a simple wish to avoid
the extra complexity that they imply, researchers have tended to, in effect, avoid
dealing with context head-on. A number of common research strategies have this
effect. These will now be discussed in turn.

1.3 How Social Science Deals with Context

Here I briefly review some of the ways in which social science currently deals with
(or avoids) context to motivate the need for the suggestions that follow in the next
section. This is by no means a comprehensive survey, since that would far too

2Thus it may not make sense to assume that “the context” can always be reified as a distinct object
that can be referred to, though as we argue it sometimes can be.
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lengthy, but I hope this is sufficient to make the huge lacuna real for the reader.
It includes two major approaches/assumptions made in quantitative social science
and a critique of how some qualitative social science avoids the problem of context-
dependency by leaving any cross-context generalisation implicit.

1.3.1 Quantitative Social Science

1.3.1.1 Context-Dependency and Randomness

For those researchers who claim to be “only interested in what behaviour is generic”,
they may choose a model and “fit” it to some data, to see how good a fit it is (or
whether it has a better fit than an alternative model). The variation not captured
by the models is then attributed to “noise”, which is usually represented as some
kind of randomness (sometimes this is indicated by the presence of an “error” term
in equations). Typically the same, relatively simple model is fitted to the whole
available data set and the extent that it “explains” the data – the likelihood that this
fit is not by chance assessed (the so-called significance tests). In the social sciences,
these are often variants of linear correlation models, though others variants also
exist, such as the use of the “POMDP” class of models [10] in natural language
processing.

The problem with this approach is that the generalisation could be occurring
over different kinds of situation where different kinds of strategies might be being
exhibited. The generic model “averages” over these different kinds of behaviour –
producing a composite behaviour that might have elements of all of them, but misses
some of the essential structural information about the observed.

A simple abstract example can illustrate this problem. Say there are two kinds
of situation that occur within a sample of data: type A and type B. Within type
A, variable a is strongly correlated with outcome x, and variable b is weakly anti-
correlated with outcome y. Within type B, the opposite occurs: variable a is weakly
anti-correlated with outcome x, and variable b is strongly correlated with outcome
y. If types A and B occurred with roughly equal frequency, a generic correlation
model relating a and b to x and y fitted to the complete data set might come to
the conclusion that a is weakly correlated with x and b is weakly correlated with
y for the whole domain at a significant level. This is illustrated below in Fig. 1.1.
In this way, a lot of valuable information has been lost compared to a composite
model that fitted separate models for each type. Comparing the generic model to
the composite model, one would find that the generic model is not as strong and
it misses the fact that there are parts of the data (from a specific kind of situation)
with anti-correlations. Even an approach which included a variable to say whether a
point belonged to type A or B would not help unless it was able to “switch” off and
on the appropriate parts of the generic model.

If one imagines fitting a generic model over a great many kinds of situation,
the expected result would be that many variables would be correlated with many
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Fig. 1.1 An illustration of
averaging out context-specific
trends into a generic model

others at a significant level but only explaining a relatively small level of the total
variation. This is, indeed, the result of many exercises in social science that apply
generic models to data that may cover many different kinds of situation.

Not only has a lot of information been lost, but any policy based on such an
analysis might be ineffective or even counter-productive for sub-groups of the
population. Consider the case where there were twice as many of type A than of
type B; then a generic correlation model fitted to the data might be that variable
a is weakly correlated with x but there is no overall correlation of b with y. If the
objective of policy is to increase x and y, then the inferred strategy would be to
increase a only – despite the fact that this would have the contrary impact in a third
of the cases. It seems obvious that if there were a technique to detect that there were
essentially two different groups and to determine what model of behaviour fitted
each, this might allow for a finer-grained understanding of data that might allow
the more effective targeting of policy. Of course if it turned out that there was a
substantial commonality between the separate models inferred, it might make sense
to combine them into a generic model.

1.3.1.2 Over-generic Cognitive Models

Many of those that produce models based upon some kind of micro-specification
simply assume that there is some generic model of behaviour that is valid across
different contexts. The idea seems to be that there must be some generic cognitive
model, albeit complex, that changes when the input to that agent or unit changes.
I call the assumption that there must be a generic underlying model “behavioural
foundationalism”.
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For example, neo-classical decision theory reduces all decisions between choices
to a single model: that of a utility comparison on the consequences of decisions.
More complex or social decisions are implemented by a more complex utility
function. However, such an approach excludes any examination of the process
by which decisions might be made3, which might well be different in different
circumstances – processes that might have very different collective outcomes from
each other. For example, even if a process of individual consideration of the options
and a social one (maybe looking what others are doing and imitating those who are
most successful) might have a similar individual outcome for that individual, they
might have very different collective outcomes. If many are following the imitative
strategy, then there will be spreading waves of innovation. Another example of
where the only behaviour modelled is that of social norms (e.g. [7])4. On a more
mundane level, most of the cognitive algorithms within social simulations tend to
be fairly simple and include no context-dependency at all, so in a way these all
build in the assumption that a single simple algorithm will be sufficient to cover the
different circumstances the agents face.

Whilst it is true that in some ultimate, biological sense, humans do have roughly
the same equipment for making decisions – the nervous system – it is also true that
this equipment takes years of external input, training, before it is very useful for
making decisions. This suggests that a generic model of decision-making would
have to be similarly complex and able to learn different strategies for different kinds
of situation. There is ample evidence that many aspects of human cognition are
context-dependent, including memory, decision-making, language, preferences and
perception [12, 16]. One suspects that neo-classical economists simply hoped that
they could produce physics-like models and thus bypass the complex and messy
ways people actually make decisions, enabling them to find a shortcut that dealt with
analytically modellable processes. However it has not had good empirical success.
There are now so many exceptions to the received pattern of economic rationality
that we should start to question whether this is the right starting point or whether
this dogma might be better ditched.

It needs to be pointed out that many doing agent-based simulations are just as
guilty of assuming a simple generic model of behaviour as neo-classical economists.
Again this seems to be justified by an assumption that a more abstract model will
be more general5. This is no more than a convenient hope. Whilst it might well be
true that adding empirically based detail into a model might make it less general,
the reverse does not work – simplifying away detail does not mean one achieves
greater generality. The reason for this is clear – when simplifying, one does not
know a priori what detail can be safely abstracted away. If one removes something
essential to the phenomena being studied, then the result is a model that does not

3Simon’s [15] distinction between procedural and substantive rationality
4Even social norms work in a complex and context-sensitive way [20].
5Although one suspects that often the reasons are more based on the mundane constraints of time
and complication.
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work for any observed cases, i.e. with no generality at all. Imagine abstracting away
the variables from a linear model and just leaving the constant; this has not resulted
in a more general model but one that is true almost nowhere.

A problem here is that an abstract model may often seem to be potentially
applicable to a wide range of cases, but not in a precise manner. Here the model
is used as a kind of analogy – that is, what the model parts refer to is not precisely
defined but is left to each interpreter to construct “on the fly” – each person will
interpret it in a different way. This is in contrast to a model where its relationship
to what we might observe (represented by data of some kind) is well defined.
Analogies provide very useful ways of thinking about a situation but do not give
reliable or testable knowledge. Their success as an analogy does not give any
guarantees that a more concrete version will be able to establish a more direct
relationship with anything observable – developing an analogical model does not
necessarily lead to an empirically validated one. In particular, a more abstract model
of behaviour that appears to have general applicability (because it is used as an
analogy) may well turn out to have less scope than one that is specific to a particular
kind of situation in an empirically precise manner.

It may turn out that some elements of our behaviour can be understood in a
generic manner, independent of the context, but this is something that needs to be
demonstrated rather than assumed because it makes our job (as researchers) easier.

1.3.2 Qualitative Social Science

In contrast to the above approaches, many qualitative approaches pay a lot of
attention to context – this is often described and included in their accounts and is by
no means an afterthought or avoided. Indeed context is often deemed so important in
these studies, that any possibility of generalisation to a different context is avoided –
each context is unique. Thus one might have some high-quality observational or
ethnographic work describing individual behaviour and strategies within a specific
context but without any indication as to what could be learnt from this that might be
useful elsewhere6 – generalisation is often left to the reader here.

This is a highly defensible stance since generalisations are risky and open to
criticism by others. By keeping to discussion of phenomena only within specific
contexts, one can counter any objection with regard to the unique circumstances
within the observed contexts – contexts that the presenting researcher has unique

6The exception is negative knowledge – counter examples to established assumptions – but this
leads to the conclusion that we know nothing except specifics.
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access to7. Here we have to opposite problem to overgeneralisation, to a situation
where almost nothing is generalised at all8.

In order for any knowledge to be useful, one needs to have some idea as to
when it is applicable. Thus although detailed qualitative observations can expand
our ideas of what people do in different situations – the possibilities – to be useful,
we also need to know something about to what kinds of situation we can apply this
knowledge.

1.4 Some Ways Agent-Based Social Simulation Could Deal
with Context

Despite the difficulty of the subject and the corresponding circumvention in much
social science, there are a number of approaches whereby we might at least start to
touch upon context within social phenomena. These include using machine learning
algorithms to attempt to infer context from suitably rich and extensive data [4,
17] and context-sensitive visualisation approaches, staging modelling to make the
scope of sub-models clearer and extending qualitative elicitation techniques to better
clarify implicit indications of context. However, here I only concentrate on two
approaches which involve social simulation.

1.4.1 Implementing Context-Sensitive Agents in Social
Simulations

Whilst it is very hard to include context-dependency within analytically solvable
models, there is no reason why this needs to be the case with agent-based simulation
models. However this does require a bit more “cognitive” machinery. Instead of
each agent having a fixed resource of knowledge or behavioural rules, it needs
to have different pools of such resources that can be selected depending on the
context. In other words, the memory of the agent needs to be context-sensitive,
so that context-relevant knowledge and behaviours can be preferentially applied
in decision-making. Although this requires some technical changes, this is quite
possible to do, ending up with an architecture as illustrated in Fig. 1.2. This sort

7Even if others have observed the same general kind of situation, it can always be claimed that this
was at a different time or involved different actors with different goals – the defensive strategy that
says every context is unique.
8To be precise, specific observations might be accompanied by imprecise and analogical discus-
sion, but this is also immune to being wrong (except in maybe missing out a favorite dimension of
a reader) due to its informality. Also it does not help in the identification of context or any other
indications of when knowledge can be reliably used elsewhere.
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Context
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Fig. 1.2 The basic context-sensitive architecture for agents

of architecture also has major advantages in terms of the feasibility of learning or
reasoning, since each of these is restricted to the relevant set of knowledge for that
context. It also allows a well-structured integration between context recognition
(which may leverage “fuzzy” machine learning techniques) with reasoning and
belief update algorithms (which tend to be crisp and derived more from the field
of artificial intelligence).

However such an architecture does impose an extra burden in terms of specifying
a lot more knowledge and/or behaviours for the agents for all the relevant contexts.
In the simplest case, where one knows what the relevant contexts are and how to
recognise them, then the different behaviours can be simply programmed into the
agent, along with how to recognise each context, e.g. the approach of the CYC
project [13]. Of course, one does not need a specialised architecture to do this – one
could just program in more complex rules – but a specialised context-dependent
memory might facilitate the process and its checking. In the more complex case,
one may not know all the relevant contexts, in which case the agents might need to
induce these themselves. This is more complex but possible [6, 8, 19].

Since the behavioural rules at the micro-level of agent-based simulation can be
quite specific, I suspect there are quite a few existing agent-based models that have
taken some aspects of context-dependency into account without necessarily calling
it context-sensitive (e.g. [1, 2, 14]). Each agent in such simulations does detect the
kind of situation it is in, and so it will behave differently in different situations.
However, these do not distinguish context from other inputs that might influence
behaviour and hence do not distinguish what can and cannot be shared between
what kinds of situation.

1.4.2 Approaching Context from Qualitative Narratives

One source of information about context that could be exploited to inform the design
of social simulations is that of qualitative evidence – that is, the text of observational
or ethnographic work or those deriving from the relevant subjects (e.g. in interviews
or their online posts). However, such evidence is often treated with suspicion by
those who want to be seen to be doing “science”. Thus I start this section with a
little discussion as to why qualitative research could inform simulation as well as
sketching how this might work to a limited degree.
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A fundamental value of science is that evidence “trumps” theory, in the sense
that if evidence and theory clash then, generally, it is the theory that should be either
discarded or modified. One corollary of this is that evidence should not be ignored
without a very, very good reason. Thus neither qualitative nor quantitative evidence
should be ignored. Of course, one should judge the significance of data with respect
to its nature and how it was derived, for example, in terms of its relevance, reliability,
subject dependence, precision, biases due to observation procedure, distortions in
the process of derivation and communication and context-dependency. The quality
of data is thus judged in a multitude of ways – different sets of data having different
characteristics. Thus qualitative evidence might have a high degree of relevance and
precision concerning events that occurred but be subject to different interpretations.
Quantitative data is not necessarily more reliable just because it is expressed in a
formal, precise form, but it may be if the process by which it is derived is carefully
controlled and well founded.

Neo-classical economics has been notorious for ignoring a lot of evidence as to
how people make economic decisions. Often this is done via an “as if” argument,
which can be roughly expressed as follows: “we know people do not act in this
way, but en masse we can treat them as if they do”. In the last couple of decades,
experiments have shown that people do not act as if the theory of neo-classical
economic decision-making would suggest, e.g. due to different frames of reference
[18] or in-group bias [21].

One problem about using qualitative evidence is that it has been difficult to use
qualitative data in conjunction with formal modelling methods. However agent-
based modelling is well placed to use qualitative evidence to inform the menu of
behavioural strategies that people might use in different situations. There is now
a growing stream of work on methods to improve the process of the analysis of
textual narrative data into behavioural rules (suitable for an agent in an agent-
based simulation) – that is, make this more transparent and systematised [5]. Once
these behaviours have been incorporated into a simulation at the micro-level, the
simulation can be run and then measured to produce numbers that can be compared
to macro-level quantitative data [22]. The agent-based simulation can be inspected
and experimented upon to understand the process by which this occurs, and the
coherence of the qualitative assumptions and the quantitative evidence investigated.
Furthermore, a careful analysis of narrative data can suggest some of the context-
dependency of behaviour, and if the agents in the model have a context-dependent
architecture (as discussed above), this can be incorporated in a systematic manner
into the model (Fig. 1.3).

Thus explicitly recognising and including context-dependency in formal simu-
lation models can facilitate the integration of qualitative, quantitative and formal
modelling approaches in the social sciences. In this way, some of the wealth of
qualitative ethnographic, observational and interviewing work that is done in the
social sciences can be used to enrich formal simulation models directly, and it does
so in a way that allows the quantitative and the qualitative to be assessed together
and against each other. The complexity of social phenomena will require all our
resources to unpick and understand – facing context-dependency can aid the use of
a wider range of evidence without abandoning rigour.
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Fig. 1.3 An example (from
[5]) of a process of narrative
analysis separately
identifying context, scope and
narrative elements

1.5 Concluding Discussion

Before the advent of cheap computing power, analytic mathematical models were
the only formal models available. Solving them or computing answers from them
was onerous, so that only simple models were feasible. Their simplicity effectively
ruled out context-dependency, leading to a focus on what generic models might
tell us. Some of those who appreciated the complexity and context-dependency of
social phenomena understandably reacted to this oversimplification and went to the
opposite extreme, almost deifying context.

Now that we have cheap computing power, none of this is necessary. We no
longer have to distort the phenomena we study in order to achieve useful formal
models – we are now free to choose the most appropriate kind of formal model –
which may well be a computational model such as an agent-based simulation. Cheap
computational devices have also resulted in there being a lot more data around about
social phenomena – official and informal. We are starting to have enough data to
distinguish the different contexts and their associated behaviours – we no longer
have to fit generic models to it due to data paucity and limits to the complexity of
what we can store/manipulate. Now it is relatively easy to capture, retain, process
and compare such data. Finally, we can start to use qualitative and formal methods
together – enriching each other. There is no longer any need to ignore context or
oversimplify what we observe to obtain and use formal models.

This has been a long time coming, since the old habits derived from a pre-
computational age die slowly. However, the age of context-dependent modelling
and manipulation is now within our reach. We now longer have to avoid it and hope
for the best but can start to grapple with its complexity and so make better use of
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our data (throwing less of it away as noise) and knowledge (bringing more of it to
bear down on problems in an more integrated manner). It has the potential for more
meaningful, more accurate and more useful models of social phenomena. It will
seem odd to future generations that we have been so slow to do this.
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Chapter 2
Agent-Based Modeling with and Without
Methodological Individualism

Julie Zahle and Harold Kincaid

Abstract Agent-based models are sometimes associated with a commitment to
methodological individualism. In this paper, we explore this linkage through an
examination of the following two claims: (1) agent-based models may only be used
to provide individualist explanations, and (2) agent-based models should only be
employed to offer individualist explanations. We argue that both these claims should
be rejected.

Keywords Methodological individualism · Agent-based modeling ·
Methodological holism · Explanation

2.1 Introduction

Agent-based models (ABMs) are sometimes associated with a commitment to
methodological individualism (MI) (see, e.g., [17]:1413; [19]:263; and [21]:188).
In this paper, we explore this linkage.1 We both argue that ABMs need not, and
sometimes should not, be seen as embodying the methodological individualist
program.

1We refer here throughout to ABMs. Most of what we say should be equally applicable to close
cousins in computational social science and to parts of evolutionary game theory models, though
we do not make that case here.
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The discussion that follows is intended for both ABM modelers and philosophers
of science. That means at times some discussions will either be obvious or more
philosophical than usual for ABM modelers. But we think there is value for both
areas in developing bridges.

The MI debate is one of the most long-lasting debates in the philosophy of social
science, and we provide an opportunity for ABM modelers to step back a bit and
reflect on how their work relates to that debate. Moreover, the debate is not purely
intellectual. MI matters to the extent that it encourages ABM modelers to work in
certain ways or claim certain virtues for their models. We want to show that their
models can meet good scientific standards without fitting MI standards. Even for
those ABM modelers not already inclined to be individualist, it is nonetheless still
worthwhile to think explicitly about how models capture the social and about the
extent to which ABMs need individuals. For social scientists outside ABM circles,
we hope to show that ABMs need not be committed to implausible individualist
stances and sometimes in fact are not in principle at odds with macrosociological
approaches at all.

2.2 Methodological Individualism

Methodological individualism is a claim about explanations. It states that only
individualist explanations, that is, explanations which focus on individuals, should
be offered in the social sciences. So, for example, an individualist might explain
why the government lost the election by claiming that many people were tired of
the government’s welfare cuts and its tough line on immigrants. Methodological
individualists are opposed by methodological holists who contend that not only
individualist but also holist explanations should be offered in the social sciences.
Holist explanations revolve around social phenomena such as social entities (univer-
sities, firms, etc.), social processes (revolutions, migration), and statistical properties
(the crime or unemployment rate). If a holist were to explain why the government
lost the election, she might point to social factors such as the weak economy, the
rise in unemployment, and the opposition of organized labor, thus not mentioning
individuals and their reasons to vote as they did. A stronger form of methodological
holism states that holist explanations alone should be advanced in the social
sciences. This position has few, if any, current proponents, and for this reason, we
disregard it for the purposes of this paper.

We have outlined in the foregoing the classic methodological individualism-
holism debate. There are also other, more recent versions of the explanatory debate.
They concern whether explanations in purely holist terms (i.e., ones that cite
causal relations between social entities, etc.) must be supplemented by accounts
of the individual-level mechanisms that link the social cause and effect. This is the
debate over microfoundations (see, e.g., [11, 12, 23, 24]). The idea of providing
microfoundations is a complex one that we cannot delineate here, though we grant
the commonsensical point that pursuing the role of individuals as part of social
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explanations is desirable and fruitful. How ABMs might or might not do so is not
our main focus here.

Likewise, we note that there are also individualism-holism debates about theory
reduction, ontology, morality, confirmation, heuristics, etc. No doubt there may be
interconnections between these different versions and the version we consider, but
to pursue a manageable topic, we do not tackle them in this paper. Thus, we restrict
our focus to the key MI claim that explanations should be in terms of individuals.

2.3 Agent-Based Modeling

There is hardly any area of social science that has not been influenced by the
application of ABMs. Schelling’s early models looked at topics that are typically
the domain of sociology, and there has been continued work in that field [20].
Nonetheless, there has been as much or more ABM work in all other areas of
social science. Demography has been a natural venue for ABMs of course because
ABM-like models were already known in the field [3], though those were primarily
microsimulations that do not allow interactions between individuals. Political
science has seen a boom in the use of agent-based modeling [15], in part because of
the pre-existing tradition of modeling political actors with game theory. Mainstream
neoclassical economics has long privileged analytic solutions over simulations. But
the difficulties confronting equation-based models in incorporating heterogeneity
and out-of-equilibrium behavior, among other things, have made ABMs a natural
in economics, and there is significant work [7, 8], even if it is still far from the
mainstream. Also, there have been many interesting applications in archeology and
anthropology [14]), areas whose traditions seem on the whole rather far from the
ABM spirit.

The elements of ABMs are widely known to ABM practitioners of course, but
not necessarily to other social scientists and philosophers of science. Also whatever
the audience, it is useful to clarify, given the looseness with which the ABM
terminology can be used. “Model” is in most need of elucidation. The term can
be used very widely, but since individualism, as we consider it, is an explanatory
thesis, we need to narrow the focus to those things called ABMs that can explain –
models no doubt have many other functions. One standard notion of a model is
that they are generally abstractions describing entities and relations between them
that can be used to potentially explain the world. Models in this sense can run from
abstract entities like sets of equations to concrete physical objects like Watson-Crick
DNA models. For ABMs, the model objects are the agents and their traits, their
environment, and so on. To be more precise, the model is usually the list of agents,
initial values of parameters, environments, and rules for agent behavior. Thus to
be perhaps pedantically clear, the model is not the running of the simulation nor
the reports generated, which are items to be explained, but they are instead the
set of statements about agents, environment, etc. at the initial iteration which fix
(deterministically or probabilistically) the subsequent realizations of the model.



18 J. Zahle and H. Kincaid

To further clarify, we should note that the term “agent” has an important but
varying and imprecise meaning in different ABMs. The fundamental idea is that
the basic entities of the model are “autonomous,” though autonomous itself suffers
similar vagueness. Yet, there is a core idea: agents are not directed from the top
but instead have their own behavior rules. What following their own rules involves
can be simple or complex—there may be learning, internal representations of
the environment, deductive and other reasoning, and other factors that begin to
approximate a self-directed, purposeful human being. ABMs involve different levels
and combinations of such internal structure for agents and sometimes have the goal
of showing that macrophenomena can arise from relatively unsophisticated agents.
But there is still supposed to be a fundamental divide between active agents and a
passive environment.

2.4 Are Agent-Based Models Individualistic?

Obviously, ABMs can sometimes provide individualist explanations: the agents in
the ABMs may simply be interpreted as individuals and explanations that focus
on these individuals may then be offered. The issue we examine in this section is
whether ABMs may only be interpreted as providing individualist explanations. We
argue that this is not the case.

To this end, it is necessary to say something more precise about what to
understand by individualist explanations. A quick glance at past and current
individualism-holism debates reveals that methodological individualists have
endorsed, and been ascribed, many different conceptions of individualist
explanations. We want to avoid the confusion that this has often resulted in by
distinguishing between several specific versions of individualist explanations.
While we don’t think that the specifications we go over are equally adopted by
ABM modelers, they are notions of individualist explanations that have been
widely influential in the general debate.

We proceed by beginning with individualism in its purest forms as it were and
then move to more complex views. There is benefit to beginning with the most direct
forms of individualism so that we have a clear sense of the logical space of views.
Arguments for or against one form of individualism may or may not be relevant to
other versions of different logical strength, though later we also give arguments that
are generally applicable.

Consider the following version of an individualist explanation:

• Individualist explanations focus exclusively on individuals in isolation, that
is, independently of other individuals and the social and nonsocial physical
environment.

This is individualism as atomism. Less pure forms then allow reference either
to other individuals or to the physical environment. Thus, two other individualist
theses are:
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• Individualist explanations focus exclusively on individuals in isolation from
other individuals and from the social environment. However, this does not
preclude describing the nonsocial physical environment as individuals’ context
of action.

• Individualist explanations focus exclusively on individuals and their interre-
lations in isolation from the social environment and the nonsocial physical
environment.

These are all strict versions of individualism, but they are not purely logical foils.
For example, microsimulations that do not allow interaction between individuals
embody a form of this strict individualism.

If MI is taken to be one of these theses, then it is relatively obvious that some or
most ABMs do not support individualism. The reason is that ABMs may model
agents as standing in various relations to each other (e.g., as interacting) and
agent’s physical circumstances of action (e.g., the vegetation, various tools at their
disposal). Explanations based on such models may describe both these aspects,
and so they fail to qualify as individualist in the above senses. Since the 1950s
at least, many methodological individualists have been happy to refer to relations
between individuals in their explanations. For instance, Watkins, a key protagonist
of MI in the 1950s, explicitly states that individualist explanations may refer to
relations between individuals ([22]:106). In the same vein, there is a long tradition
among methodological individualists for permitting individualist explanations to
describe individuals’ physical surroundings (see [1, 2]). Accordingly, rather few
methodological individualists who think that ABMs may only provide individualist
explanations will abandon their position in reaction to the observations that ABMs
may model individuals’ interrelations and/or their physical context of action.

So, contemplate this much broader conception of individualist explanations:

• Individualist explanations focus exclusively on individuals including their
interrelations. They may also mention the nonsocial physical environment as
individuals’ context of action.

This version prohibits institutions – an important part of the social environment –
from being described as (part of) individuals’ context of action. For the present pur-
poses, institutions may be taken to comprise social entities like firms, universities,
and states, as well as codified laws and social norms such as traffic regulations and
greeting conventions. These are some of the kind of supraindividual factors that
individualists typically have tried to avoid in social explanation.

Clearly, ABMs sometimes model institutions in the form of social entities,
codified laws, and social norms that may be interpreted as parts of the background
against which individuals act. It is perfectly possible for ABM-based explanations
to describe institutions and other social phenomena as part of individuals’ circum-
stances of actions, and therefore these explanations disqualify as individualist by the
lights of the above definition.

Once more, though, there are MIs who explicitly embrace the view that individu-
alist explanations may actually describe individuals’ institutional context of action.
This is compatible with these explanations focusing on individuals, these MIs think,
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because the institutions only set the stage for individuals’ action: they are relegated
to a secondary role as part of the circumstances of individuals’ action and are passive
parts of the environment that are used and constrain individuals’ actions in the same
way as nonsocial parts of the environment. The position is commonly referred to
as institutional individualism. It was first sketched by Popper (or even perhaps
Weber) and subsequently elaborated by Agassi and Jarvie [1, 2, 10]. Evidently,
nothing in the foregoing will convince institutional MIs to give up on the claim
that ABMs may only be interpreted as providing individualist explanations. Every
explanation takes something as unexplained, so there is no inherent problem for
institutional individualists in leaving some social things unexplained that are used
as the background against which individuals act.

In light of these considerations, it is natural to wonder whether there are any
reasons against the claim that ABMs may only be used to provide individualist
explanations that apply to all individualists, including the most inclusive formula-
tions of the position. We think there are several.

First, and obvious to some but not all agent-based modelers, the agents in ABMs
need not be interpreted as individual agents. All the agents may be collective agents,
that is, social entities of some sort. Here collections of unnamed individuals and their
relations are both left hidden in a black box, underneath descriptions of the social
entities they constitute. Thus, for example, all of the following have been agents in
ABMs in the literature: households, firms, nations, banks, central banks, political
parties, elites, and governments [4, 8, 15]. In this manner, ABM-based explanations
may focus exclusively on social entities and their properties (as opposed to leaving
them in the unexplained background), and for all MIs, this is unacceptable: these
explanations are straightforward holist explanations focusing on social phenomena
in the form of social entities and their properties.

Moreover, ABMs may be mixed in their ontology, allowing both individual
agents and social entities that are agents as well. If they are interpreted as containing
such collective agents too, ABM models are not compatible even with the weakest
forms of individualism, namely, institutional individualism, for the latter takes social
structure to be a passive background against which agents act much like they might
act against a background of resources in the environment. If an economic model,
for example, includes both individual investors and banks, governments, etc., all of
which have their own rules for interacting with each other, then it does not explain
purely in individualist terms.

A second, general way that ABMs may not be individualist is that sets or
collectives of individual agents may be ascribed various aggregative properties. An
aggregative property, as we use the term here, is one that is expressed in terms of
individuals and operations on them to produce traits, such as the unemployment
level, and is to be distinguished from directly positing traits of social entities
such as democratic versus authoritarian states where there is no direct mention of
individuals. Most notably, these aggregate properties include statistical properties
(there is a certain rate of unemployment among the agents, say) and formal
network properties (e.g., the relations among individuals constitute a network that
has a certain density). According to all MIs, any aggregate properties of sets or
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collections of individuals are unacceptable if they somehow are part of the focus
of the explanation (i.e., not backgrounded in explanation). Obviously, it may be
difficult to draw the distinction between what is foregrounded and backgrounded in
explanation – a distinction institutional MIs insist on – but we do not need to address
this issue here, since it is one drawn by the individualist. What matters is that if we
grant the distinction, then if these properties of sets or collections of individual
agents figure as part of the focus of the explanation, they are unacceptable even to
institutional individualists.

2.5 Should Agent-Based Models Be Individualistic?

The foregoing discussion has shown that ABMs may be interpreted as providing
not only individualist but also holist explanations. This still leaves it open to MIs
to argue that ABMs should only be used to offer individualist explanations because
holist accounts violate general standards of good explanation.2

One way in which MIs might push this point is by first noting that, like
individualist explanations, holist explanations are causal explanations: they state
that social phenomena causally contribute to the bringing about of events. MIs
may then continue that this makes these explanations problematic because social
phenomena are causally inert. Individuals alone are causally effective, and for this
reason, it is only legitimate to use ABMs for the purposes of offering individualist
(causal) explanations.

In order to motivate this contention, MIs may claim that social entities, and sets
and collections of individuals, have their properties in virtue of individuals’ having
various properties. Social properties somehow noncausally (synchronically) depend
on individualist properties (i.e., individuals’ properties). Commonly, this idea is
further cashed out in terms of supervenience. Accordingly, social properties are
said to supervene on individualist properties meaning, roughly, that there can be
no change at the level of social properties unless there is also a change at the level
of individualist properties. The point is now that MIs may maintain that because
social properties supervene on individuals’ properties, they are causally inert: all
the causal work is done by individuals.

For the present purposes, there is no need to go into the debate about whether
supervenient properties are indeed causally inert. It suffices to note that MIs would
be ill-advised to go down this road. The reason is that just as social properties
supervene on individualist properties, the latter supervene on biological properties
that, in turn, supervene on chemical properties that supervene on physical properties.
Or, so proponents of supervenience often argue (see, e.g., [9]). As a result,
individualist properties, qua being supervenient, are causally inert too, and MIs must
admit that it isn’t legitimate to offer individualist (causal) explanations either. Note

2The following discussion is an extension of earlier work in [24].
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that these considerations potentially generalize. MIs may propose another way in
which to spell out the idea that social phenomena lack causal efficacy because they
noncausally (synchronically) depend on individuals. In that case, however, MIs must
make sure that their point about causal inertness does not extend to individuals so
that these are robbed of their causal efficacy as well. It is doubtful that MIs may
successfully meet this challenge (see, e.g., [6]).

MIs’ conviction that social phenomena are causally inert may be further chal-
lenged by registering that it is not supported by standard conceptions of causation.
To see this, consider the regularity account, which states, roughly, that x causes y if
x is regularly followed by y. By the lights of this account, for example, “an increase
in the money supply causes increases in economic output,” makes a causal claim.
Also, it is reasonable to hold that manipulating the money supply by a central bank
would result in an increase in economic output. Thus, x – increase money supply in
the example – would hereby count as the cause of y – increase in economic output –
following the manipulationist account of causation. Similar points may be made by
adopting yet other conceptions of causation such as the mechanism account (which
says roughly that x is a cause of y if there is a mechanism going from x to y) and
the counterfactual view (which states roughly that x causes y if it is true that had
x not occurred, then y had not occurred either). The upshot of these reflections is
that, as it stands, there are no convincing reasons for holding that ABM-based holist
(causal) explanations should not be advanced.

A second way in which to defend the view that ABMs should only be used
to offer individualist explanations might be to argue that holist explanations treat
social entities as intentional agents, that is, as entities that have a mental life in the
form of beliefs, desires, and rationality. According to MIs, collective agents do not
have these elements and thus cannot be agents in ABMs. That is, we have already
argued that ABMs with collective entities can provide legitimate causal claims. The
formalism of ABMs does not tell us how we are to interpret the entities that stand in
causal relations. Individualists would like to claim that it is illegitimate for ABMs
to have basic actors that are not intentional agents in the sense described a second
ago.

This contention can be met in three ways:

1. By arguing that collective entities can have full-bodied beliefs, desires, and
rationality as traditionally understood despite appearances to the contrary

2. By defending the naturalist philosophical position that notions of intentional
agency are what our best empirical cognitive science and psychology finds most
explanatory, and from that perspective, there are legitimate explanatory ways to
think of collective social entities as intentional agents

3. By maintaining that in fact, and perhaps unrecognized by individualists, existing
successful ABMs themselves do not always treat their individual human agents
as fully intentional – they do not give an account that makes their basic actors
fully rational, etc. – and thus ABMs cannot require that its basic actors be
intentional agents in the strong sense individualists need. Actually, a major
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motivation of ABMs is to show that macrophenomena can emerge from agents
that are not nearly as rational, sophisticated intentional agent as pictured, for
example, by neoclassical economics.

The first line of argument has been developed by List and Pettit [16]. They
contend that an intentional agent – an agent who consciously acts purposefully –
is distinguished by having representational and motivational states and by having
the capacity to process and act on these states. Further, they maintain, groups with
a certain form of organization meet these conditions of intentional agency. List
and Pettit’s is a conceptual analysis project. We are much more sympathetic to the
naturalist approach.

The naturalist approach asks what we gain by positing the characteristics
associated with agents such as beliefs, desires, plans, and so on. A key question
is whether doing so allows us to find usable patterns in the behavior of the
entities we are describing. Dennett, who is a prime expositor of this view, spells
out “usable patterns” in terms of real patterns, which are given an explication in
terms of nonredundant information [5]. Revealed preference theory in economics,
which tries to give explanations entirely in terms of observable individual choices,
provides a particularly clear formulation: if a set of choices by an entity meet certain
conditions, then there is proof those choices can be represented by a utility function
which will describe any entity with that set of preferences. However, real patterns
and utility functions in principle are not restricted to individual human agents. Thus,
collective social entities in principle can be agents if empirically there are real
patterns, for instance, utility functions that describe their behavior. Work on ABMs
across social science disciplines shows that there may well be the empirical evidence
that is needed.

Finally, ABMs and those who defend them as individualist do not in practice
apply these requirements to the agents of the models, even when they are to be
interpreted as individual human agents. Many agents in ABMs are what Salamon
[18] calls reactive agents that do not even approximate the sophisticated mental
life of real human actors. Moreover, even the most sophisticated of ABM agents
(“deliberative agents” in Salamon’s terms) are very far from having the complex
desires, beliefs, and reasoning that are thought essential to the philosophical concept
of an intentional actor.

Of course, there may be still further general constraints on explanation that
defenders of MI might try to use to show that apparently holist (pure or par-
tial) ABMs are illegitimate. For instance, there is a debate on mechanisms and
explanatory completeness which might support the individualist, but we have
argued elsewhere that they are unclear and unhelpful to the individualist [13].
We will not try to run through all such possible relatively a priori ideas about
explanation in the space allowed, but we note that the naturalist presumption is
against philosophers ruling that apparently successful science is inadequate on
philosophical, extrascientific grounds.
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2.6 Conclusion

In this paper, we have examined the relationship between ABM and MI. First,
we examined the claim that ABMs may solely be used for providing individualist
explanations. We argued that ABMs may equally well be employed to offer
holist explanations. In this process, we showed that some reasons against the
claim that ABMs may only serve as basis for individualist explanations have a
limited scope (they only apply if certain versions of individualist explanations are
adopted), whereas other reasons count against all forms of MI (all versions of
individualist explanations). Second, we discussed the claim that ABMs should only
be used for offering individualist explanations. Here, we argued that two significant
individualist arguments (by appeal to causation and intentional agency, respectively)
should be rejected. Evidently, there is much more to be said on the relationship
between ABM and MI. Still, we hope to have made a good start on reflecting on
the extent to which ABMs may, and should, be employed to offer explanations that
focus on individuals and social phenomena, respectively.

References

1. Agassi, J.: Methodological individualism. Br. J. Sociol. 11(3), 244–270 (1960)
2. Agassi, J.: Institutional individualism. Br. J. Sociol. 26(2), 144–155 (1975)
3. Billari, F., Praskawetz, A. (eds.): Agent-Based Computational Demography. Springer, New

York (2003)
4. Chen, S.-H.: Agent-Based Computational Economics: How the Idea Originated and Where it Is

Going. (Routledge Advances in Experimental and Computable Economics Book). Routledge,
New York (2017)

5. Dennett, D.: Real patterns. J. Philos. 88, 27–51 (1991)
6. Elder-Vass, D.: The Causal Powers of Social Structures. Cambridge University Press, Cam-

bridge (2010)
7. Gallegati, M., Palestrini, A., Russo, A.: Introduction to Agent-Based Economics. Academic

Press, New York (2017)
8. Hamill, L., Gilbert, N.: Agent-Based Modelling in Economics. John Wiley, New York (2016)
9. Jackson, F., Pettit, P.: In defense of explanatory ecumenism. Econ. Philos. 8, 1–21 (1992)

10. Jarvie, I.C.: Concepts and Society. Routledge and Kegan Paul, London (1972)
11. Kincaid, H.: Philosophical Foundations of the Social Sciences: Analyzing Controversies in

Social Research. Cambridge University Press, Cambridge (1996)
12. Kincaid, H.: Individualism and the Unity of Science. Rowman and Littlefield, Lanham (1997)
13. Kincaid, H.: Open empirical and methodological issues in the individualism-holism debate.

Philos. Sci. 82(5), 1127–1138 (2015)
14. Kohler, T., Gumerman, G. (eds.): Dynamics in Human and Primate Societies: Agent Based

Modeling of Social and Spatial Processes. Oxford University Press, New York (2000)
15. Laver, M., Sergetti, E.: Party Competition: An Agent-Based Model. Princeton University Press,

Princeton (2012)
16. List, C., Petit, P.: Group Agency. Oxford University Press, New York (2011)
17. O’Sullivan, D., Haklay, M.: Agent-based models and individualism: is the world agent-based?

Environ Plan A. 32, 1409–1425 (2000)



2 Agent-Based Modeling with and Without Methodological Individualism 25

18. Salamon, T.: Agent-Based Models: Developing Computer Simulations for a Better Understand-
ing of Social Processes. Academic Series, Zvonin (2011)

19. Sawyer, R.K.: The mechanisms of emergence. Philos. Soc. Sci. 34(2), 260–282 (2004)
20. Squazzoni, F.: Agent-Based Computational Sociology. Wiley, New Work (2012)
21. Wan, P.Y.: Emergence à la systems theory: epistemological Totalausschluss or ontological

novelty? Philos. Soc. Sci. 41(2), 178–210 (2011)
22. Watkins, J.W.N.: Historical explanations in the social sciences. Br. J. Philos. Sci. 8(30),

104–117 (1957)
23. Zahle, J.: Methodological holism in the social sciences. In: Zalta, E.N. (ed.) Stanford

Encyclopedia of Philosophy, http://plato.stanford.edu/, pp. 1–39 (2016)
24. Zahle, J., Kincaid, H.: Why be a methodological individualist? Synthese. 196(2), 655–675

(2019)

http://plato.stanford.edu/


Chapter 3
Inflation Expectations in a Small Open
Economy

Emiliano Alvarez, Juan Gabriel Brida, and Marco Dueñas

Abstract This paper studies the dynamics of the formation of inflation expectations
in small and open economies, based on an agent-based model (ABM). Agents are
assumed to have a limited rationality to adapt their strategies over time and to
have difficulty at perceiving the signals from the Central Bank (CB). The CB tries
to achieve a target inflation by setting an inflation rate. The monetary authority
is committed to a certain level toward which it is directed with monetary policy
instruments – the interest rate, in this economy. To achieve this goal, it is essential
that the expectations of the private sector get aligned with the objective proposed
by the CB. The CB uses a Taylor rule for open economies in order to determine the
interest rate.

In the case of small and open economies, the inflationary pressures come from
internal and external factors. We use a New Keynesian (NK) model with nominal
rigidity and adaptive agents in order to study the alternatives of the CB in order
to achieve its objectives. Our results show that a high level of credibility of the
monetary authority and stable external conditions are necessary for the success of
the policies promoted by the CB.
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3.1 Introduction

In the last decades, monetary policies have based their strategies to control inflation
by the management of expectations [12]. A communication strategy used by CBs
has been through an explicit target of inflation, which serves as a reference to
the private sector. In this model, the CB announces the inflation target and uses
the interest rate as a policy instrument. It uses a Taylor rule for open economies,
introduced in the literature by [2, 10]; and [11].

The economy is modeled as an adaptive system, where individuals and firms
follow behavioral heuristics under constant learning. This framework allows us
to study the interaction between individuals and the aggregate behavior resulting
from this interaction. Starting from an NK model [12], and following [8] and [9],
which extended the results to a small and open economy, we studied the behavior of
individuals and the degree of adjustment of the inflation to the objective proposed
by the CB.

Households consume goods that might be produced at home or in a foreign
country. The households’ reservation wage for the next period is based on expected
inflation; however they do not perceive exactly the CB signal [1, 8, 9]. More
precisely, individuals do not have the certainty that the CB will achieve the objective,
and, for this reason, they base their expectations on both the objective and the past
inflation [8, 9]. Therefore, the reservation wage is defined according to

wi,t = wi,t−1(1 + γ k
i,tπ

e
i,t+1), (3.1)

where πe
i,t+1 is the expected inflation. This results in heterogeneous reservation

wages from heterogeneous expectations, which is corroborated from an empirical
point of view from surveys [5, 7] and experiments [6].

Firms have a cost function that depends on the amounts and prices of physical
and human capital, using a markup μ on their average costs to choose the price of
the good. It is assumed that home does not influence the price of the imported good,
since it is a small economy.

The households’ nominal income comes from different sources: their salary
(wi,thi,t ) when hired, the share of firms’ income in the previous period (�t−1/N ),
and savings (bi).

The consumption and savings decisions of individuals depend on their permanent
income, which is a weighted average of the past nominal income, adjusted by
inflation. Individuals decide to consume a b proportion of their permanent income,
which depends on the differential between the interest rate and the expected
inflation.

Individuals obtain a greater utility through the consumption of locally produced
goods. The strategies of the individuals (in terms of the choice of their reserve salary
and the proportion of permanent income dedicated to the consumption of the good)
are key for this objective. In this economy, successful strategies are more likely to
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be imitated than unsuccessful ones. Consumption, wages, and, as a consequence,
prices are the result of the process of interaction of individuals.

Each of the decision-making agents follows certain heuristics:

• The Central Bank sets the interest rate it using a Taylor rule for open economies,
with the monetary policy parameters φπ , φu, and φe. It can be written as:

1 + it = (1 +πT )(1 + rn
t )

(
1 + πt

1 + πT

)φπ
(

1 + u∗

1 + ut

)φu
(

1 + et

1 + et−1

)φe

(3.2)

where πT is the inflation target, rn the natural level, u∗ the natural rate of
unemployment, and e the real exchange rate.

• Households learn from the successful strategies of others, through imitation.
The nominal rigidity and the inertia of past inflation in wages are a consequence
of the heuristic used to choose the reserve wage.

• Firms increase or decrease their physical and human capital to the following
period according to the relationship between the benefits of the previous period
and the weighted average adjusted for inflation.

Then, it is important to establish if Central Bank credibility is endogenous to
its performance. As [3] states, the fulfillment of the goal in the past is important
to credibility. Also, we should expect systemic effects: a phase transition between
confidence and confidence loss.

Central Bank’s credibility (χit, Eq. (3.3)) determines whether agents in the next
period will be based mostly on the target or trend inflation (Eq. (3.4)). It is measured
each period. We assume χmin

it = 0.1 and χmax
it = 0.9, with �i as tolerance to the

Central Bank.

χit = 1 − |πT
t − πt |
�i

, with �i ∼ U [0, δ] (3.3)

Note here that unlike [8], credibility is time-dependent; this implies that Central
Bank’s credibility arises from their performance. There is a difference with other
approaches, where credibility is generated from Central Bank’s signals and not from
the results of its policy.

Parameter �i , defined as individual tolerance to the Central Bank policy, is an
indirect measure of the maximum deviation from the target so that the target is
no longer credible. It is expected that this value will depend on different factors
intrinsic to the individuals, as well as will be different according to the countries
and the tradition of fulfillment of the goals of Central Banks.

πe
i,t+1 = πT

it χit + π trend
it (1 − χit) (3.4)

π trend
t = (1 − ρ)πt−1 + ρπ trend

t−1 (3.5)
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Expected inflation for the next period (Eq. (3.4)) is a weighted average of past
inflation and the monetary policy objective. Unlike [4] – such as 0.1 < χit < 0.9- in
the face of high inflation, expected inflation will not be above trend. Trend inflation
(Eq. (3.5)) is a weighted average of the time series of inflation. It is understood that
individuals not only look at the latest data – which may be subject to short-term
variations – but take into account the previous behavior of the variable. It plays a
fundamental role ρ, since it is the parameter of temporal preference: a value of ρ

close to one shows little variability of the trend with respect to short-term variations;
a ρ close to zero, on the other hand, makes the trend very sensitive to short-term
shocks. As shocks in trend inflation cause changes in expectations, it is important to
take into account the results of the model when facing changes in ρ.

3.2 Results

3.2.1 Stability Under Households Decision

First of all, we want to know if the system is stable or prone to hyperinflationary
crises based on the structure and value of the parameters of the model. In particular,
we will study the mechanisms by which inflation expectations differ significantly
from objectives and for which values of individual parameters monetary policies
fail to control the phenomenon. We emphasize the parameters ρ and δ since they are
intrinsic to individuals, i.e., there are no policies that modify their values in the short
term. For this reason, policies can be observed that in some cases can give excellent
results, while in others they do not reach the objectives. The ρ parameter affects
expected inflation from the link between trend inflation and present inflation, while
the ρ parameter affects expected inflation from the credibility of monetary policy.

In Fig. 3.1 is observed the proportion of simulations with stable – non-
hiperinflationary – outputs. What we can notice is that the system stabilizes when
there is more tolerance of households to Central Bank’s deviations in the control
of inflation (greater δ) and when households take more into account trend inflation
than present inflation (greater ρ). Both results show that short-term fluctuations in
inflation can generate crises in the system. More importantly, the same shock does
not affect the system if households have a high tolerance to the Central Bank or if
current inflation is of little importance compared to trend inflation.

As each of these parameters is positively correlated with the stability of the
model, their joint analysis allows establishing zones in the (rho, delta) space where
the system is stable. The aggregate analysis of these variables is much clearer
in the equation of expected inflation. With ρ close to zero, π trend

it depends more
on short-term shocks. On the other hand, a lower δ (global tolerance) implies
lower �i (individual tolerance), because of the way the model is defined. Ceteris
paribus, a lower δ, generates lower credibility of the Central Bank. Finally, a
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Fig. 3.1 Proportion of stable output, according to δ and ρ

lower credibility of the CB together with a greater prevalence of short-term shocks
generates conditions of more instability in the economy.

3.3 Concluding Remarks

Therefore, this paper proposes a bottom-up approach to study the heterogeneity of
inflation expectations in open economies, with implications for the policies to be
adopted.

In the first place, differences in expectations formed by agents are not only
explained by differences in information or lags at the moment of making the deci-
sion but from an evolution of the strategies of agents and the implicit heterogeneity
in them. Even with perfect information, the differences in the credibility of the
Central Bank generate consequences in expectations.

Differences in the exposure of workers to prices cause distortions in the strategies
that maximize their utility. This generates changes in consumption and savings
decisions throughout the economy, with effects that are amplified and can make
a monetary rule à la Taylor unfeasible. In economies subject to price shocks, it is
important to consider this source of instability when establishing stabilization plans.

Another aspect we discuss in this work is the relationship between the speed of
the processes that occur in the labor market and the variations in internal prices. A
labor market that is very sensitive to variations in corporate earnings causes greater
fluctuations in demand and prices. Finally, it affects the agents’ expectations and
harms the stabilization carried out by the Central Bank.
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Preliminary results show that the system becomes unstable with less tolerant
households, also with households more sensitive to short-term fluctuations. Estima-
tion errors, their heterogeneity between households, and Central Bank’s credibility
are linked to δ. At the same time, there is a dilemma for Central Banks: decide an
acceptable range of their policies, which can be an anchor for inflation expectations
and also an anchor for individuals’ tolerance to deviations.

One possible extension consists of studying this decision model empirically.
Several papers have shown that the hypothesis of rational expectations with
complete information is rejected. In the economic literature, this issue is explained
as an asymmetric information problem. A research line to follow is to analyze
whether the bias in expectations is related to characteristics intrinsic to individuals
rather than to publicly available information.
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Chapter 4
Qualitative Data in the Service of Model
Building: The Case of Structural
Shirking

Patrycja Antosz and Harko Verhagen

Abstract This chapter shows how qualitative data can inform building compu-
tational models. The general issue is illustrated with the example of a model
of structural shirking in organisations, i.e. insufficient time and effort stemming
from the structure of the performed work. The first attempt to build a model of
shirking with the use of assumptions present in social scientific theories displayed
many shortcomings. Thus, a mixed-methods approach was chosen to inform the
development of a second computational model. Conceptualising the second model
began with performing individual IDIs with managers and lower-level employees
and augmenting them with analyses of Polish legislation regulating employment
relationships. Initial findings were enriched with theoretical assumptions. The
complete concept of the mechanism of structural shirking was operationalised as a
computational model. Having developed both models, we discuss the phenomenon
of shirking informing theories and real-world practices, as well as ways to study
these practices in novel forms.

Keywords Shirking · Work performance · Mixed methods · Empirical-based
model · Theory-based model

4.1 Introduction

This is a story of a failure. Of developing a model based on theories providing
sound, yet invalid assumptions. Of having to take a step back and reconceptualise
the entire study. A very difficult decision, but one that needed to be made. Of how
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qualitative methods can be useful in such times of despair. Finally, of how a failure
can be transformed into a success.

Shirking is the main character in the story, the studied phenomenon. It occurs
when employees voluntarily work less than agreed upon. Shirking has been a subject
of scientific inquiry of several disciplines, including sociology of work, sociology
of organisations, management, social psychology, and economics. Given the wealth
of theories originating from different perspectives and assumptions, it seems that
there would be a good chance of conceptualising a theoretical model explaining the
phenomenon. Yet, more is not always better. Plurality generated a lack of agreement
about the definition of the concept, as well as the mechanisms causing shirking.
Status quo creates an opportunity to show the strengths of applying computational
modelling to solving unsettled problems of definition in social sciences. It allows
for presenting a clear operationalisation of, in our case, shirking, identifying valid
indicators, estimating the magnitude of the phenomenon and tracing its dynamics.

The tale told here does not, however, focus on the main character. Shirking
serves merely as an example of how theoretic progress can be made with the
use of a mixed-methods approach. The chapter is organised as follows: in Sect.
4.2 we present some of the theories mentioned above in more detail. Following
this, we describe the findings of a simulation study based solely on assumptions
present in these theories. The shortcomings of the model inspired turning to the
empirical world (Sect. 4.4) to take a closer look at reality in order to address a
redefinition of the concept of shirking and discover the mechanisms involved in it.
Reconceptualisation began with analyses of a legal perspective, and of perspectives
of managers and employees. A second model, described with the results of the
simulations in Sect. 4.5, brought together the findings of the empirical study and
assumptions from relevant theoretical perspectives. The story concludes discussing
the findings of both simulation studies and the consequences for the existing
theories. It also summarises how the process informed a new take on measuring
and studying the phenomenon “in the wild” and, finally, potential consequences for
the real world.

4.2 The Phenomenon Under Investigation: Shirking

The first obstacle in furthering knowledge on shirking stems from a lack of an
agreed-upon definition of the phenomenon. Different authors departing from a range
of theories and disciplines have offered various propositions. The most popular
conceptualisations focused on effort [1–3]. Shirking is therefore usually considered
a tendency for workers to give less than a full, or agreed upon, level of effort.
Recently, another school of thought on shirking emerged, where the emphasis shifts
from effort to time. Roland Paulsen [4] introduced the term empty labour, i.e.
everything you do at work that is not your work [4, p., 5]. An employee starts
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shirking as soon as he or she starts doing something other than work tasks. So far,
no effort to consolidate the two approaches, focused on effort and on time, has taken
place.

The second obstacle is related to a lack of a coherent concept of the mechanisms
leading to shirking behaviour. Proposed models of shirking concentrated mainly
on discovering singular causal relationships. As a result, various determinants of
task performance have been identified. They include monitoring practices [5], level
of unemployment [6, 7], payment scheme [8], relationship between the manager
and the employee [9], expected level of effort [10], individual differences among
employees [11], and organisational structure [12].

Developing a thorough computational model of shirking in organisations has
to coherently combine assumptions present in these numerous lines of research.
Analysing several approaches in a multidisciplinary fashion assumes that more
scientific knowledge is already present, but only by putting it in a specific context
can we draw relevant conclusions regarding shirking.

4.3 Starting from Theories: Simulation Model of Shirking #1

In the initial model, shirking is interpreted as a portion of the employee’s time
devoted to shirking activities, i.e. non-work-related activities. The remaining part
of time is devoted to working. In an organisation comprising100 workers randomly
allocated on a 25 × 25 torus, employees are characterised by individual probabilities
of shirking. Initial probability of shirking is ascribed to employees according to
a Beta distribution. Employees make decisions regarding shirking on the basis
of peer influence – employees learn what shirking levels their close colleagues
find acceptable and imitate each other’s behaviours [13]. Influence of information
operates within a 2.0 radius and decreases exponentially with distance from a given
colleague. Employees do now know the expectations of their manager regarding
the amount of working time [14]. If organisational productivity, realised as a sum
of employees’ time devoted to working, is lower than the manager’s expectations,
a certain proportion of employees is monitored. Monitoring probability is dynamic
and its initial value reflects individual differences among managers and original trust
in the selected team of subordinates. Employees found not performing up to the
manager’s standards are selected for dismissal. Before being terminated, employees
warn their close colleagues to increase working. Initial shirking level of new
employees who replaced the identified shirkers reflects the conditions on the local
labour market [7]. The number of monitored employees increases if productivity has
been decreasing for the past three time steps or if it fell drastically (by more than
10%) in comparison to the previous realisation. The simulation stops when a stable
equilibrium between employer’s expectations regarding productivity and shirking
among employees is reached, i.e. when (a) monitoring stops, indicating full trust in
employees’ performance and (b) employees cease to change their shirking levels.
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4.4 Findings of Model #1 and Shortcomings

Initial simulations of the model confirmed previous findings. Convergence between
the manager’s expectations and the employees’ actions occurs faster and generates
smaller costs in case of lower discrepancies between initial respective values.
Also, increasing monitoring and replacing shirking employees with hard-working
ones accelerate reaching the equilibrium. It became clear that the results of the
simulations were trivial and did not offer much additional insights into the practices
of shirking. Some findings were counterintuitive. For example, in scenarios when
it took longer to achieve stability, 10,000 employees were terminated in an
organisation of 100 workers. An assumption that shirking leads to dismissal, present
in several economic theories, e.g. inspection games [15] and efficiency wages [7],
was not realistic in the context of this model, thus further development was halted,
and reconceptualisation of the research problem took place.

4.5 Goal of the Study

The futility of the first model left us stranded. It became clear that a complete
reconceptualisation of the research problem is needed. Gaps in the existing scientific
knowledge were broad and included both details of existing conceptualisations and
issues related to the mechanism through which shirking in organisations occurs:

1. The concept of shirking

(a) Is there a legal basis for conceptualising qualitative and quantitative dimen-
sions of shirking?

(b) Are contractual obligations the reference points for shirking activities?

2. The mechanisms involved in shirking

(a) Through what process does shirking arise?
(b) What are the most important determinants of shirking?
(c) What decision rules guide actions of employees and managers?

In order to address the gaps in existing knowledge and conceptualise the new
model of shirking, two types of qualitative studies were performed: analyses of
Polish legislation governing employment relationships and a series of individual in-
depth interviews with two groups, i.e. lower-level employees, employed on a basis
of a work contract, and managers, supervising the work of at least three employees,
who are employed on a basis of a work contract and perform similar tasks.

The second stage of the study involved using the knowledge acquired in the
qualitative phase as a context and supplementing it with assumptions existing in
social scientific theories in a more productive manner, in order to specify the
mechanism of shirking, obtain more reliable estimates of the phenomenon and trace
its dynamics.
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4.6 Turning to the Empirical World: Developing Model #2

4.6.1 Addressing Gap 1: Legislation Analysis to Define
the Concept of Shirking

Shirking constitutes a dimension of organisational culture, which is realised on
three levels: the legislative level, the managerial level, and the employee level.
The legislative system defines norms that should uniformly be implemented in
labour market practices. These norms govern contracts between employees and their
employer in organisations. Managerial expectations, regarding the fashion in which
daily tasks are to be completed, are located on a level below the official contractual
agreement. On the lowest level of the normative hierarchy, employee actions take
place. The next section determines whether theoretically identified dimensions of
shirking reflect provisions present in the legislation in Poland, where our case study
took place. Moreover, it resolves the issue of the reference point for diagnosing
shirking behaviour through verifying what should employee actions be contrasted
with – the contractual agreement or the manager’s expectations.

Description of the normative layer regulating specific characteristics of the
employment relationship1 related to shirking serves as a general summary and is
narrowed down to employment relationships as regulated by the Labour Code2 (the
Labour Code or the L.C., hereafter). By establishing an employment relationship,
the employee agrees to perform work of a specified type for the benefit of the
employer and under his supervision, in a place and the times specified by the
employer; the employer undertakes to employ the employee in return for remu-
neration (art. 22 §1 of the L.C.). Basic obligations of employees are enumerated
in the Labour Code, which requires that they perform work conscientiously and
carefully, and comply with the instructions of superiors related to the work, as long
as the instructions are not contrary to the provisions of law or the employment
contract (art. 100 §1 of the L.C.). Qualitative dimension of working and shirking is
therefore specified through the concepts of conscientiousness and carefulness. The
former designates a proper work attitude and considers individual characteristics
of the employee, such as work experience, psychophysical abilities, qualifications,
or age [17]. The latter is related to the rules of knowledge and experience that
point to an objectively proper work conduct. Those rules are created socially,
particularly in labour courts. In the eyes of the Supreme Court of the Republic
of Poland, careful work is characterised by adhering to technical (praxeological)
rules and rationality [17]. The employee cannot take responsibility for inadequate

1Other contractual forms, such as project contract or a contract of mandate, are regulated by the
Civil Code and do not evoke an employment relationship and therefore are excluded from the
presented analyses.
2Act of 26 June 1974 on the Labour Code (J.L. 1974 No. 24, item 141), consolidated text of 4
November 2014 (J.L. 2014 No. 0, item 1502). Translations of the Labour Code after Agnieszka
Jamroz̈y [16].
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carefulness so long as he or she is performing work conscientiously. Therefore,
an obligation of conscientiousness entails that the employer, or a person acting
on the employer’s behalf, customises work to the abilities of the employee [18].
Quantitative components of employee obligation are specified through working time
and system. According to the Labour Code, working time is not solely comprised
of time of effective work. It refers to time when an employee is at the disposal
of his employer to perform work duties. Therefore, what the employee sells to his
employer is the ability to perform work chores in a contracted amount of time. It is
up to the employer to use that time to the fullest. Being at the employer’s disposal
suggests a readiness to perform work duties and to follow managerial instructions.
Naturally, it includes performing work duties.

The Labour Code clearly distinguishes qualitative and quantitative dimensions
of working. Failure to fulfill those conditions indicates shirking. Yet, the highest
normative level strongly emphasises the role of the employer, who is obliged
to organise employee’s work in a manner ensuring the effective use of working
time, as well as achieving high efficiency and appropriate quality of work through
using the employees’ abilities and qualifications (art. 94 p. 2a of the L.C.). It is
the employer’s responsibility to plan an individual employee’s work, considering
his/her qualifications and abilities, so that the workload, given he/she works
conscientiously and carefully, does not exceed the contracted working time. On the
other hand, it is the employee’s obligation to follow the supervisor’s instructions
as long as they are in reference to the work performed, and are not contrary to the
provisions of the law and of the work contract.

4.6.2 Addressing Gap 2: Individual In-Depth Interviews
to Discover Mechanisms

The main goal of the in-depth interviews was to reconstruct the process of assigning
and completing work tasks in organisations. Analyses of acquired information
focused on investigating semantic attributes of shirking by examining its relations
to other elements in the lexicon. Therefore, six semantic networks reflecting
the perceptions of what shirking is, how it comes to life and its effects were
distinguished, namely: (1) equivalents, (2) oppositions, (3) employees’ actions,
(4) causes of shirking, (5) effects of shirking, and (6) actions towards shirking
employees. Methodology for the analyses was inspired by structuralist semantics –
descriptive approaches to word meaning, which assume that it cannot be studied in
isolation from the relations it entertains with other expressions [19–21]. A similar
approach was present in the analyses of meaning performed by [22].

Equivalents
Managers and lower-level employees see a balanced amount of not working at work
as an intrinsic part of the work process, which often manifests itself in having longer
breaks than the ones guaranteed by law. It provides comfort for employees, who in
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turn might be more productive. Moreover, longer breaks spent on socialising and
building relationships help team integration. As a result, better work outcomes may
be achieved.

Oppositions
Interviewees identified two types of oppositions to a balanced amount of not
working: working too much and working too little. Unsurprisingly, lower-level
employees drew more attention to exploitation than managers. They often concluded
that working too much is impossible and that slaves do not make good workers. It
can have devastating consequences. Initially, the employees would come to work
less eagerly and would be less motivated. As a result, the quality of their work
would decrease. In the long run, burnout or the development of rat racing among
employees could occur. Increased stress would trigger serious health consequences.
Finally, employees would resign from working in harsh conditions, so staff turnover
would increase.

Too little work is characterised as non-productive activities and wasted time.
Managers label excessive shirkers as lazy rascals or black sheep, who intention-
ally procrastinate and dodge work responsibilities. Similarly, employees perceive
excessive amounts of unproductive time negatively. Having nothing to do at work
leaves employees wanting more chores and wishing for a better use of their time.
Too little work means boredom and, in extreme cases, depression. The interviews
showed that the assumption of shirking being related to higher utility than working,
often made in economic theories, is false. Employees usually shirk to the extent
allowed by the structure of performed work.

Employee Actions
A balanced amount of shirking is not something to openly speak about or publicly
admit. It is rather an unwritten standard, which receives a certain degree of
acceptance. Employees may not go the extra mile to conceal this behaviour, but
they certainly feel the need to keep up appearances and not advertise it. They try
not to flaunt spare time, not only because it is not looked upon favourably but also
because managers assume that an employee with spare time may need more work
and develop extra duties for that employee.

Causes of Shirking
Several groups of factors influencing shirking were identified by the interviewees.
This section focuses only on the determinants crucial in the context of structural
shirking. Most importantly, an insufficient amount of work enables shirking oppor-
tunities to arise. As managers distribute work tasks among their subordinates,
a deadline for completion is established. The deadline reflects the manager’s
perception of how competent the employee and how difficult the task at hand.
When managers undervalue employee competences they establish a long deadline,
which structurally allows shirking. On the contrary, short deadlines necessitate
overworking.

If the work task is well prepared and well defined, i.e. it is clear what needs to be
done, employees and managers may estimate the amount of time needed to complete
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it with greater precision, which leaves less room for shirking. Yet, the true difficulty
and complexity of work tasks is often misestimated by managers and employees.
A phenomenon labelled here as the reality fluke – informational advantage of the
reality over both groups of actors. Moreover, as employees increase competences,
they complete tasks faster. Yet, the time for completion of a certain group of tasks
cannot be decreased. This feature is labelled as task competence-dependency.

Effects of Shirking
The effects of shirking strongly depend on performed activities. Activities that result
in restoration of energy, increasing knowledge or skills or strengthening connections
within a network of professional contacts may increase employee productivity.

Actions Towards Shirking Employees
Managers usually turn a blind eye on balanced amounts of shirking. But when an
employee crosses the line and the amount of time spent on activities other than work
becomes too high, he or she is reprimanded. It is very hard to say when the employee
crosses the line. Even managers were not able to define it well. They pointed to
an element of reoccurrence – repetitive, longer breaks deserve a reprimand. Other
forms of penalty at manager’s disposal mentioned by interviewees included giving
the employee more tasks to do or not promoting him/her. Drastic actions are taken
very rarely. It usually takes more than just shirking to be fired. As a matter of fact,
none of the interviewees has ever known or even heard of anyone being fired purely
for devoting work time to unrelated activities.

The analyses allowed for answering the research questions related to the mecha-
nisms of task performance and structural shirking. As a result, the final concept of
the mechanism of structural shirking was developed.

4.6.3 Supplementing Empirical Findings with Social Scientific
Theories

Insights from the interviews led to narrowing down the subject of interest of the sec-
ond model to structural aspects of shirking in organisations, i.e. insufficient time and
effort stemming from the structure of performed work. Identified assumptions from
sociology of organisations, sociology of work, social psychology, management, and
economics were combined into one concept of the mechanism of task performance,
of which shirking is a latent consequence [23].

Interviews showed that the general structure of a work process consists of
performing work tasks - role prescribed activities delegated by the manager. To
perform a task, a person must (a) possess the prerequisite knowledge, (b) master
the prerequisite skills, and then (c) actually choose to work on the job tasks for
some period of time at some level of effort [24, p., 494]. Other factors influence
task performance only indirectly, either increasing resources necessary for task
performance (competence level, hereafter) or increasing motivation and subsequent
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level of effort. The first factor directly influencing shirking, i.e. competences, are
attributes (e.g. knowledge, skills) possessed by workers, and needed for effective
task performance [25]. By definition, higher competence levels increase task perfor-
mance. Assumptions from social psychology also occur in economic theories. In the
principal agent problem, adverse selection is regarded as private information about
the quality of the agent, including information on skills, abilities, or competences
[26, 27]. In the context of acquiring employment, low-skilled agents pretend to be
highly skilled to receive better terms at the time of contracting. However, the reverse
is the case after the contract is signed. It is in the best interest of the employee
not to disclose how high his/her competences are, since it lowers his/her marginal
price of labour - necessitates performing more work for the same remuneration. A
large body of research showed that increasing the second direct factor influencing
task performance, i.e. effort, positively affects task performance [28–31]. Effort
has three main characteristics: direction, duration, and intensity [32, 33]. Such
a conceptualisation of effort is coherent with the conceptualisation of working
and shirking. Effort direction defines an activity as working or shirking. The two
remaining attributes refer to quantitative and qualitative dimensions of working
and shirking. In moral hazard, the second version of the principal-agent problem,
shirking designates insufficient effort. It is in the best interest of the principal for
the agent to exert a high level of effort, since it increases the probability of a high
outcome. But exerting high levels of effort imposes disutility for the agent. In other
words – working is costly and therefore the agent is work-averse.

In the context of information acquired during the qualitative stage of the study,
research and theories from social psychology offered a coherent picture of the
determinants of task performance and relations between them. Factors identified by
experimental studies in social psychology, i.e. competences and effort, corresponded
to assumptions present in the principal-agent problem developed in economics, i.e.
adverse selection and moral hazard. The coherence was enriched by findings from
sociology, where shirking is conceptualised as a latent consequence of the structure
of the task performance.

4.6.4 Bringing It All Together: Implementing and Running
Model #2

In the second model, shirking occurs when employees voluntarily violate organi-
sational norms by qualitatively or quantitatively working less than expected by the
manager. The two components are manifested as exerting less effort and as working
less time. Shirking defines one extreme end of a continuum of aberration from
manager’s expectations. The opposite manifests as overworking. Both aberrations,
which occur as unintended consequences of the work process implemented in the
organisation, have structural components.
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In a process where the manager delegates work tasks among the employees and
controls their completion, employee performance (i.e. the amount of time needed
by the employee to sufficiently complete a work task) is directly influenced by:

• Employee characteristics: competences and effort
• Task characteristics: difficulty and competence-dependency

In such a process, employees have two informational advantages over their
managers: they know their competences (i.e. adverse selection) and exerted effort
(i.e. moral hazard or qualitative shirking). As employees complete tasks delegated
by their superior, they gain additional experience and increase their competence
levels. Yet, reality has an informational advantage over both groups, since the actors
can only guess the true task difficulty (i.e. reality fluke).

The concept of structural shirking was operationalised as a computational model
that simulates an organisation comprising three employees and a set of tasks avail-
able for them to complete [34, 35]. In-depth interviews offered clear guidance for
agent’s decision rules. When managers delegate tasks, three aspects of their decision
are always present: who? what? and when? Therefore, in the computational model a
certain employee is assigned a certain task, with a clear deadline for completion.
Interviews also provided a rule for task distribution – task difficulty matches
employee competences and the assignment starts with the least competent employee
in order to avoid a situation, in which a less competent employee is given a more
difficult task than his/her more experienced colleague. As employees are completing
work chores, they choose an effort level that is sufficient for a successful and
timely task completion. After a certain amount of time, dependent on task difficulty,
employee competence level, and employee effort, completed tasks are replaced by
new chores. The interviews enabled identifying a factor of crucial importance for
shirking to arise, namely the reality fluke – agents’ misestimating task difficulty.
Managers usually attributed it to the risk associated with the complexity of a given
task – more difficult tasks are given longer deadlines and longer time reserves in
case anything goes wrong. Reality, revealing the true task difficulty, surprises both
the employees and their managers. As a result, the manager does not know if a
failed deadline occurred due to employee shirking or due to misestimated task
difficulty. Interviews also provided information on when employees notify their
managers about task completion. As it turns out, it rarely takes place before the
deadline. Disclosing the fact that a task was performed faster results in assigning
new, more-difficult tasks earlier. Once the employee notifies the manager that the
task is completed, his true and perceived competences increase. The qualitative
data-gathering stage of the study also supplied assumptions for introducing learning
into the model. The chosen learning function, i.e. the hyperbolic tangent – a
sigmoid curve also used in neural networks, fits the descriptions of interviewees
of increasing competences and decreasing amount of time needed to perform a task
of a certain difficulty. The simulation ends when all employees reach proficiency in
performance.

Simulations were primarily designed to test the influence of (1) initial employee
competence level, (2) task difficulty misjudgement (i.e. reality fluke), and (3) initial
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competence misjudgement (i.e. adverse selection) on possibilities of qualitative and
quantitative structural shirking. The findings showed that competence misjudgement
influences only the qualitative dimension of structural shirking (i.e. the amount
of exerted effort), and that the informational advantage diminishes as employees
gain experience at work. However, task difficulty misjudgement, which initially
influences only the amount of working time, gradually generates competence
misjudgement and therefore indirectly impacts also work effort. The simulation
model and results were described in detain in [34, 35].

4.7 Discussion

As described above, following the standard path of basing a computational model on
theoretic assumptions did not produce the expected scientific progress. The findings
of the first model were hardly surprising, thus not very informative. In the case
where they were surprising, it was obvious the model did not correspond well to
the real world. The shortcomings of the first model could and partially should of
course be contributed to shortcomings of implementation, rather than shortcomings
of the theories per se, or incompatible assumptions behind theories. However, one
has to realise that theories are a reflection of their times. For instance, work process
management and overview has moved from a perspective of work time regulation
(e.g. the use of time stamp machines to regulate and control work quantity) to work
outcome regulation.

The second model is scientifically more valuable. Not only does it offer insight
into the process of task performance, it also provides clear results that are testable in
experimental conditions. Developing the second model enabled a more productive
inquiry into the concept of shirking, based on the analysis of legalisation surround-
ing labour. Labour legislation is a reflection of the processes in local organisations
and of processes in the entire European Union as well as a reflection of political
and ideological developments on a local, national, and supranational level. On the
other hand, these dynamics have a longer time-frame than is usually of interest for a
simulation model, where operationalisation of theories and correspondence to real-
world processes of the short term are central, such as in our case.

More importantly, the interviews and subsequent analyses resulting in the
semantic networks refocused the research problem of shirking to the process of
task performance and provided insight into the mechanisms of structural shirking
by identifying relevant factors and relationships between them. They also offered
important guidance for agent decision rules, dynamics of agent learning process,
and theoretical ranges of involved variables. Moreover, development of the second
model informed us about the construction of proper indicators that should be
implemented when studying the empirical reality of shirking.

Without performing qualitative analyses of legislation and inclusion of perspec-
tives of both lower-level employees and managers any model would have had a
blind spot for at least one of these players: society at large (represented and codified
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in legal texts), employees, and those responsible for employees’ performance. This
shortcoming was obvious from the development of the first model and inspired the
second model, in which the mechanisms of the interplay between these levels could
be studied. It is important to highlight that the meta-play between the levels, how
norms are negotiated between employee and management levels, and how these
are translated into and/or defined and framed by legislation remains outside of the
model and is possibly an attractive subject for further research.

The use of a mixed-methods approach, enriched by carefully chosen theoretical
assumptions present in social sciences, provided our story with a happy ending.
The case of the model of structural shirking proves that simulation building,
theory development, and the study of the empirical world are tied together in an
eternal tango of research phases. An empirically grounded definition of shirking
from a researcher’s perspective has consequences for estimating the extent of the
phenomenon, but it also has consequences for managers in preventing or making
use of it as an employee in a double hermeneutic fashion.
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Chapter 5
Causation in Agent-Based Computational
Social Science

David Anzola

Abstract Even though causation is often considered a constitutive aspect of
scientific explanation, agent-based computational social science, as an emergent
disciplinary field, has systematically neglected the question of whether explanation
using agent-based models is causal. Rather than discussing the reasons for this
neglect, the article builds on the assumption that, since explanation in the field
is already heavily permeated by causal reasoning and language, the articulation
of a causal theory of explanation would help standardisation. With this goal in
mind, the text briefly explores four candidate accounts of causation on which a
causal theory of explanation in agent-based computational social science could
be grounded: agent causation, algorithmic causation, interventionist causation and
causal mechanisms. It suggests that, while the first two accounts are intuitively
appealing, for they seem to stress the most important methodological aspects
of agent-based modelling, a more robust theory of causal explanation could be
developed if the field focuses, instead, on causal mechanisms and interventions.

Keywords Causation · Agent-based modelling · Social simulation ·
Mechanisms · Interventions

5.1 Introduction

In the philosophy of science, ‘explanation’ and ‘causal explanation’ are used
interchangeably in many instances. Theories of explanation in diverse domains,
including social science, consider causal explanations to be not only standard, but
also the most robust form of scientific explanation (e.g. [1–4]). This conflation
is understandable, given that causal reasoning seems to be connected with basic
intuitions about what constitutes a good explanation, such as necessitation or
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invariance [5, 6]. In agent-based computational social science (ABCSS), however,
causation has been systematically neglected in the discussion about social explana-
tion using agent-based modelling. Most references to the concept in the field are
very general, e.g. through the notions of ‘causal mechanism’, ‘causal relations’
or ‘causal structures’, or are linked to abstract conceptual issues, e.g. downward
causation.

This article does not discuss the reasons for which ABCSS has not produced
a causal theory of explanation, and takes a pragmatic approach to the question of
whether it should: since explanations in the field are already heavily permeated by
causal reasoning and language, the articulation of a causal theory of explanation
would help to standardise these explanations and make them more robust. This
text takes a first step in setting the foundations for such theory by briefly exploring
four candidate accounts on which a causal theory of explanation in the field could
be grounded: agent causation, algorithmic causation, interventionist causation and
causal mechanisms. The main claim advanced is that, while the first two accounts
are intuitively appealing, for they seem to stress the most important methodological
aspects of agent-based modelling, a more robust theory of causal explanation could
be developed if the field focuses, instead, on causal mechanisms and interventions.

Agent and algorithmic causation have been partially discussed in ABCSS’s liter-
ature; the other two accounts, causal mechanisms and interventions, have not really
received much attention. The text is structured to reflect this division. The second
section briefly addresses the reasons behind the call to develop a causal theory of
explanation in the field. Section 5.3 discusses agent and algorithm causation, and
presents limitations for both accounts. The following section, four, centres on causal
mechanisms and interventions, identifying the potential advantages of developing a
theory of explanation based on these accounts of causation. Some comments about
the future outlook are presented last.

5.2 Why a Causal Theory of Explanation?

Practitioners of social simulation might doubt a call to develop a causal theory
of explanation in ABCSS. While causal reasoning has historically permeated
several explanatory accounts in social science, none of them is entirely compelling.
Statistical methods, for instance, have been frequently used to represent causation
mathematically. This approach, however, is often criticised because, first, it is some-
times difficult to separate causation from correlation, and, second, the identification
of a causal relationship might still not lead to an illuminating explanation [7].
Functionalist accounts of explanation, in turn, become causal by reformulating the
‘x is functionally relevant for y’ into ‘x causally relevant for y’. Several authors
have also found these accounts problematic. On one hand, they are prone to swap
cause and effect, making causal reasoning circular; on the other hand, they introduce
an undesired teleological underpinning in the analysis of causation [8]. Finally,
interpretivist accounts have incorporated causation in the analysis of the means-
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ends scheme. Yet, this effort has not proven successful, since some intuitions about
causation such as necessitation are hard to reconcile with interpretivism. In addition,
the notion of intentionality introduces some teleology into the account that is hard
to test empirically [9, 10].

These three cases, naturally, do not constitute an exhaustive characterisation of
social theories of causation. They, however, exemplify both the problems that have
arisen in the past and further challenges posed by complexity science. Variable-
centred approaches to causation, for instance, fail to capture the methodological
complexity of agent-based modelling, which, as Macy and Willer [11] rightly
suggest, implies a transition ‘from factors to actors’. Likewise, traditional tele-
ological explanations are not compatible with the non-centralised character of
complex systems. While there is a functional component to complex phenomena,
its explanatory relevance is linked to the understanding of the results of complex
behaviour, e.g. self-organisation, not the causes [12]. Lastly, grounding causation on
individual intention could only provide incomplete explanations of the emergence
of macropatterns: complex systems are mereological structures in which there is
not a direct and straightforward causal connection between levels [13]. Sometimes
macropatterns end up being unintended, unexpected or conflicting when looked at
from the perspective of individuals’ intentions.

Beyond the question about the success of traditional accounts of social explana-
tion, practitioners might also feel that some generalised intuitions about causation
are not entirely tenable. A view of causation involving generalisation and necessi-
tation in terms of law-like behaviour, for example, cannot be reconciled with the
alleged contextual dependence of social phenomena. Likewise, the notion of linear
causation, according to which effects cannot affect causes, could not accommodate
the ideas of immergence or downward causation. A theory of causal explanation in
ABCSS, then, would face three major obstacles: (1) traditional accounts of causal
explanation in social science have not proved entirely successful, (2) complexity
science poses additional challenges for causal explanation and (3) practitioners
might feel some generalised intuitions about causation are misplaced or do not apply
to the social domain.

These obstacles are not insignificant, yet, not insurmountable. Plus, the potential
benefits from overcoming them clearly outweigh the difficulties. The most evident
advantage of a causal theory of explanation is standardisation. Practitioners in the
field already use a significant amount of causal reasoning and language. Concepts
like ‘mechanisms’ or ‘emergence’, for example, are decidedly causal or are often
depicted in causal terms. At the same time, the notion of interaction, which underlies
widespread beliefs about micro to macro transition in complex social phenomena,
relies on intuitions of causal production. Even the idea of generation, the most
important explanatory principle in the field, is formulated using the causal terms
‘sufficiency’ and ‘necessity’. An open discussion about causation has the potential
to explicitate the criteria behind these instances of causal reasoning. Eventually, this
could lead to a more robust disciplinary consensus about explanatory principles in
agent-based social simulation and, subsequently, to explanatory standardisation and
unification.
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Addressing each obstacle in depth goes beyond the scope of this text, for that
requires a more intricate philosophical discussion about causation. Before moving
on, however, there are some conceptual preliminaries that are worth mentioning.
Some of the most important philosophical developments in the last few decades
revolve around the metaphysics of causation. Perhaps, the most significant change
pertains to the popularisation of analyses of single instances of causation, under
the labels of ‘actual’, ‘token’ and ‘singular’ causation [4, 14, 15]. Analyses of
actual causation recognise the contextual character of causation by giving up the
metaphysical search for the foundations of causation (i.e. a universal, invariable
or distinctive quality of causal relata) to centre, instead, on how causal reasoning
operates in everyday life and how scientists use models to enquire about causation.

Everyday reasoning about causation, often referred to in the literature as
folk causation, is useful because it provides insights about the intuitions behind
causal attribution. People introduce contextual concerns into their reasoning about
causation, for example, by thinking of causation as a constrastive relationship (e.g.
not as “c causes e”, but as “c causes e instead of e*”) [14] or by considering cognitive
elements such as defaults (what would be the case if no additional information
is provided), typicality (what is thought to be characteristic about the object or
phenomenon) and normality (what is normal from a statistical or prescriptive point
of view) [15]. The folk understanding of causal attribution is valuable to make sense
of contextual factors, but also to dismiss relatively generalised misunderstandings
(e.g. that causation is an all or nothing affair) and simplifications (e.g. that causation
is a one cause–one effect matter). Thus, it is safe to say that, in order to develop a
causal theory of explanation, ABCSS need not renounce the case-based approach to
explanation that is common in model-based science, nor the presumption of context
sensitivity that is typical of both social and complexity science.

The focus on what scientists do provides practitioners in the field with additional
means to bypass traditional criticisms to causation. Scientists currently approach
causation using different sorts of models (e.g. neuron diagrams, structural equation
models, Bayes networks, etc.) that intend to reconcile the belief in an objective
causal structure of the world with the context sensitivity of folk causation [16].
These models are illuminating because they elucidate causation through examples
and counterexamples. By focusing on actual causation, these models are able to
explore how causal intuitions could be effectively traced back to or grounded on
more general principles about causation. In turn, these models differentiate between
correlation and legitimate causation, for they unveil the effect of interventions, either
hypothetical or real, through a causal path [4, 15]. Hence, the field can articulate a
theory of causal explanation that explicitly acknowledges the influence of modelling
choices in causal attributions and, at the same time, brings the interventionist nature
of explanation in agent-based modelling to the forefront.

A theory of causal explanation in ABCSS needs to be developed paying attention,
first, to the explanatory practices in the field and, second, to the recent developments
in the philosophical literature on causation. The next two sections discuss how
alternative accounts of causation in the field can, on one hand, provide more robust
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foundations for a theory of explanation using agent-based social simulation and, on
the other hand, accommodate and make sense of recent developments in folk and
scientific causation.

5.3 Existing Accounts of Causation in Agent-Based
Computational Social Science

References to causation in ABCSS are scarce and usually associated with basic
intuitions or platitudes about causation. The notion of causal mechanism, for
example, is often used simply to acknowledge that agents in these models perform
actions and that the effect of these actions can be assessed processually. Those few
instances in which a more explicit connection between causation and explanation is
established can be grouped in two major approaches. The first one suggests that
agent-based models are causal because they enquire about the causal effects of
individual action (e.g. [17]); the second links the notion of causation to the process
of generation as an algorithmic feature of computational simulations (e.g. [18]).

5.3.1 Agent Causation

Using agent causation for a theory of explanation in ABCSS might, at first, seem
appealing, since it would mean taking advantage of one of the most distinctive
features of the method: the explicit representations of agents in the model. Agent-
based modelling allows focusing on diverse physical and cognitive aspects of
individual agents and their decisions, something that is uncommon or method-
ologically complex in variable-centred accounts of social action. In turn, it has no
problems dealing with a large number of agents or spatiotemporal variations, a well-
known downside of most qualitative approaches.

In spite of the methodological advantages of agent-based modelling, the focus on
action might not be the most adequate alternative for a causal theory of explanation
in the field. The analysis of action has significantly influenced the conceptualisation
of explanation and understanding in social science. Yet, not all action-oriented
accounts consider explanation should, or can, be causal [19, 20]. Those that deem
causation important place the locus of causation in the connection between intention
and action. This is the case both for those instances in which ‘action’ is approached
as strategic decision-making, without emphasising much on intentionality, as well
as those in which the focus is on the motivation behind the action [21, 22]. Whatever
the implications this difference has for the conceptualisation of explanation, when
it comes to causation, both instances strongly rely on the assumption that the social
world is constituted by the consequences of individual action. This assumption is at
the core of any interpretation of agent causation.
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Agent causation, thus, would face a clear difficulty. While this account of
causation satisfies the individualist approach to the micro-macro tension that has
been adopted by most practitioners in the field, agent-based social simulation, as
a method, need not provide an illuminating interpretation of causation in terms of
intentions. Practitioners in the field use a very diverse set of cognitive assumptions
that govern agents’ decision-making. Some of these assumptions are too simple
(e.g. in cellular automata) or unrealistic (e.g. zero intelligence), do not have any
cognitive correlate (e.g. non-symbolic processing) or might only be meaningful
when looked at from a macro perspective (e.g. biological mechanisms). These
alternatives in the modelling of decision-making processes certainly permit repro-
ducing macropatterns of interest. Yet, they do not provide any useful information
about intentionality, at least in a way that is relevant to traditional action-oriented
approaches of explanation.

It could be argued that agent causation could still be useful if the focus is not
on providing a realistic representation of an agent’s intention, but of the causal
effectiveness of action. That, for example, is what Schelling seems to do when he
frames the tipping model within his wider research agenda on micromotives and
macrobehaviour [23]. This claim, however, ignores two major points. First, agent-
based modelling could provide ontological support for effective agent causation
only after a widespread agreement on the representational and material aspects of
the method is achieved. Currently, the view of these aspects is far from consensual. It
is not clear, for example, to what extent different agent architectures affect warrants
for belief in the adequacy of a simulation. Some might believe that the field should
progressively strive towards more realistic cognitive representations, whereas others
might believe this is an aspect that should always be defined contextually. Likewise,
while it could be argued that, in principle, there are no limitations for more accurate
representations, the fact remains that computational simulation is constrained by the
technological infrastructure. A practitioner might be deterred from implementing an
intricate cognitive structure if, for example, there is no access to sufficient power of
computation.

Thinking of explanation in terms of causal effectiveness of action is also
questionable because it is conceptually reductive. The fact that agent-based models
without elaborate representations of intentionality have historically provided what
practitioners believe to be proper explanations raises the question about the causal
and explanatory relevance of intentionality. If the output of these models is consid-
ered adequate, the structural or functional properties of interaction might trump the
effects of individual action. While ‘interaction’ is sometimes taken as an instance of
‘action oriented towards others’ in social theory, that does not seem to be the case in
ABCSS. Practitioners in the field frequently provide non-reductive explanation of
the macropattern that emerges in the simulation. The very terms ‘causal mechanism’
or ‘causal structure’ are often used in a non-reductive manner. Furthermore, it
could be argued that it is when the focus is on interaction that agent-based social
simulation achieves deeper explanatory power [13]. If action is subordinated to
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interaction in several instances of explanation in the field, intentionality should not
be given the primary causal role. This, however, goes against the basic assumption
of agent causation.

Agent causation, then, is an unsuitable candidate on which to build a causal
theory of explanation in the field. The focus on agents, while cashing in on a major
methodological feature of the method, is problematic, for agent-based simulations
are not necessarily used to enquire about the connection between intention and
action. In turn, it neglects intuitions about explanation in the field, such as the
relevance of interaction. Finally, it is also undermined by the lack of consensus
regarding representation and the effects of the materiality of a computer simulation.

5.3.2 Algorithmic Causation

The notion of algorithmic causation in ABCSS is linked to the idea of generation.
Diverse explanatory accounts in the second part of the twentieth century posit a
link between causation and generation (e.g. [24–26]). The field does not inherit the
concept of generation from any of these accounts, but seems to have articulated a
relatively idiosyncratic approach to it. The concept of ‘generation’, as such, was
inspired by linguistics [18]. The idea of ‘generative causal explanation’, however,
builds upon two independent explanatory accounts. The first one links back to
traditional theories of explanation, using both causal and non-causal approaches to
generation (e.g. [27–30]). The other major account comes from computer science.
It associates generation with computational inference or execution. Causation here
is interpreted as the inferential dependence that a simulation’s outcome has on
the implemented model [18, 31]. Generation, then, centres on the gap between
implemented model and executed simulation, and causation is mostly addressed as
the possibility to inspect or backtrack macropatterns through, or after, the execution
of the simulation.

Given the relevance of the methodology of computer science in the disciplinary
emergence of ABCSS, the second account of generation, i.e. the one centred on
computational execution, has played a more dominant role in the conceptualisation
of generative causation. The account is relabelled in this text as algorithmic
causation, precisely as a way to highlight its reliance on an understanding of
generation that refers exclusively to its instantiation in the context of computational
simulation.

Understood in this way, however, generation fails as an account of causation,
because it fails, in a deeper sense, as an account of explanation. Computational
simulations are epistemically opaque, i.e. the computation is too fast and intricate
for the researcher to comprehend it. While inspection and verification of the
execution are, in principle, possible, this is not a common practice in the field. A
proper account of causation should be illuminating about the connection between
cause and effect. It should also accommodate and be compatible with actual research
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activities. Practitioners in the field enquire about micro- to macrodynamics of
emergence by focusing on the representational and experimental features of the
method. Calibration and validation processes that allow for the formulation of novel
knowledge claims do not have the execution of the algorithm as the main focus.

An additional difficulty with algorithmic causation is that, although the formal
character of computer programming accounts for the execution of the simulation,
using this algorithmic process as the causal locus could only provide understanding
of causation as expectation, i.e. a simulation’s step or event makes the next step
expectable, according to specific values of the objects in the model and the rules
of transition. Yet, expectability is a weak criterion of causation, for it fails to grasp
basic aspects of widespread intuitions about causation [3, 4]. One such intuition, for
example, is that causes influence or have an impact on the occurrence of the effects.
In ABCSS, this notion of productivity in causal relations manifests, among other
things, in the belief that the processual aspect of the simulation is causally relevant.
A micro- to macrotransition is meant to be a qualitative result of the accumulated
effects of interaction. Productivity, however, cannot be captured by expectability.

Even though algorithmic causation seems to highlight the processual character of
a simulation, which is, arguably, one of the most distinctive methodological features
of computational simulation, the concept of generation is poorly accounted for by
this account of causation. The disciplinary influence of computer science has led
to the emphasis of the algorithmic nature of the execution of a simulation over the
epistemological issues associated with computational simulation as a dynamic type
of modelling [32]. Yet, the formal character of computational simulation, by itself,
is a poor foundation for a causal theory of explanation, for it is only able to yield
a limited understanding of causation as expectability. While expectability could, in
principle, account for some general intuitions about causation such as necessitation,
the identification of causal relations through the exploration of code will probably
never become a generalised practice in the field. Potential causal explanations using
this account are so far removed from actual practices that they are unlikely to
become illuminating.

5.4 Alternative Accounts of Causation

Both agent and algorithmic causation are poor candidates for the articulation of
a causal explanatory account in ABCSS because they do not conform to current
explanatory practices in the field. Causation could only be robustly introduced
in the field’s explanatory framework if the representational, experimental and
material character of a simulation is taken into account. In what follows, it is
shown how the practice of agent-based modelling can be approached as a search
for causal explanations through experimental interventions on processes that can
be reconstructed as mechanisms. Interventions and mechanisms are two recently
developed accounts of causation with independent agendas [4, 33–35]. In some
contexts, including computational social science, they have been presented as
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competing accounts of causal explanation [27, 36]. Yet, the two accounts could
be used complementarily, for each of them aims at different aspects of the causal
relationship. This complementarity becomes visible in their application to the
practice of agent-based modelling.

5.4.1 Interventions

The interventionist account of causation incorporates features of manipulative and
counterfactual accounts. From the former, it takes the idea that causal relation-
ships can be unveiled by manipulation of the cause [37]; from the latter, that
the semantic structure of counterfactual reasoning can capture the manipulative
character of causation. Causal relationships, under this account, are not thoroughly
defined metaphysically. They are simply understood as ‘invariant relationships that
are potentially exploitable for purposes of manipulation and control’ [4, p. 17].
Interventionist accounts are called that way because they replace ‘manipulation’
with ‘intervention’. Both notions refer to the isolation of the causal pathway from
causes to effects, although ‘intervention’ is devised as a heuristic notion. It diverges
from the traditional ideal of manipulation in that it is established counterfactually
and does not rely on a reductive notion of agentic manipulation [4]. This allows
for causal analysis of situations in which no intervention occurs, either human or
natural, and situations in which an intervention is not possible, for example, because
of moral, technical or economic reasons.

The counterfactual part of the interventionist account deals with the semantic
aspect of the causal relationship, which is crucial for an account of causality in social
science. One reason why causality is neglected in computational and mainstream
social science is that it is usually considered to be a matter of generalisation. This
is certainly a common assumption in traditional approaches to causation in social
science [38, 39]. Counterfactual theories of causation, however, became popular
precisely because they provide means to focus on actual causation [4, 40]. In the
interventionist account, causal relationships are those that remain invariant under
intervention. Invariance is a modal notion meant to identify the strength of the
causal link through the identification of those circumstances in which the effect
obtains, despite, or because of, the intervention [4]. In that sense, it still allows for
the incorporation of contextual features.

Context has proven to be important when studying the possible extent of a
generalisation in social science. While there is, for example, a large amount
of literature suggesting a strong connection between economic development and
democracy [41], several Latin American countries in the 1960s and 1970s followed
the opposite path: dictatorships were common in countries experiencing periods
of significant economic development [42]. This type of spatiotemporal specificity,
far from redundant or unnecessary, is an important element to unveil the nature
of this causal relationship [43]. The notion of invariance, as described above,
allows incorporating the contextual features of social phenomena that are neglected
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by alternative accounts. It overcomes a widespread discomfort with nomological
generalisation in social disciplines, while still being able to incorporate the strengths
of causal reasoning.

The notion of invariance is not only useful to incorporate context, but also to
demarcate both the strength and scope of the causal connection. The successful
identification of the effects of an intervention is contingent on the delimitation of
the counterfactual dependence and background conditions, as well as the potential
sensitivity to changes in these conditions [44]. Schelling’s [45] model, for example,
is usually understood in terms of the effect, i.e. counterfactual relevance, of
individual preferences on segregation, understood both as a dynamic and a pattern.
Yet, it makes a difference for the study of preferences whether, for instance, they
are analysed spatially [46], if they are taken to be a continuous or step function
[47], or if they are for or against segregation [48]. If the focus is on the spatial
character of segregation, counterfactual dependence will be intervened on issues
such as neighbourhood size or whether relocation is made following ecological
conditions. The function of the preference, which in other circumstances might be
the locus of intervention, could be taken in this case as a background condition.

Interventionist theories of causation are not really mentioned in the agent-
based social simulation literature. Practitioners, however, usually adopt this type of
reasoning when providing explanations. The concept of ‘what-if’ questions is used
when referring to the possible worlds that could be accessed with the parametric
exploration of the simulation. The exploration is accounted for by the manipulative
component of the intervention; the ‘what if’, by the counterfactual. The difference
is in the framing of the explanation. ‘What-if’ questions are formulated centring
on the initialising conditions, leaving the output unaddressed. Counterfactuals,
conversely, explicitly link initialising conditions and results. In the specific case
of agent-based modelling, the cognitive difference between ‘what-if’ questions and
counterfactuals is that they are formulated before and after the execution of the
simulation, respectively.

Practitioners of agent-based social simulation can more explicitly use interven-
tionist theories of causation to frame their explanation within a causal account that is
able to incorporate the contextual nature of social phenomena and the experimental
underpinning of the method. They can also do it in a way that bypasses the most
common criticisms of this approach to causation. Agent-based modelling provides
three main advantages when exploring the computational model through causal
interventions. The first one is linked to the who that performs the intervention. In
comparison with real experiments, using artificial societies makes all interventions,
in principle, possible. In turn, the negatively valued anthropocentric character of
traditional accounts of manipulative causation is also absent, since, for the artificial
system, the researcher is in the position of an omnipotent observer. A second
advantage is linked to the who that is affected by the intervention. Manipulative
accounts have been questioned because the agents intervened can be reflexive
about the intervention, thus affecting the outcome [49, 50]. Yet, artificial agents
lack the kind of reflexivity that could hamper the identification of causal effects.
A final advantage pertains to the context of intervention. Manipulative accounts
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have been criticised because there is never certainty about whether the causal
pathway between the cause and the effect has been entirely isolated [49, 51, 52]. The
modular character of computer programming, however, provides a way to guarantee
this isolation in the structural and functional features of a simulation, making it
amenable for controlled manipulation. Agent-based modelling provides a context
in which interventions could be explored without the difficulties that real-world
situations pose for control.

For a theory of causal explanation based on interventions to work properly,
however, the field needs to detach itself from the algorithmic focus inherited from
computer science. There are some current practices in ABCSS that conflict with the
representational and experimental understanding of agent-based modelling, such as
approaching validation as benchmarking or the lack of clarity regarding the epis-
temological status of calibration. By reorganising practices to bring modelling and
experimentation to the forefront, practitioners can better use agent-based models
to unveil causal relations through the identifications of counterfactual implications
of structural and parametric modifications. At the same time, an explicit account
of causation could shed light on how representation operates in the field and how
folk and scientific intuitions about causation manifest in an indirect approach to
knowledge, such as modelling.

5.4.2 Mechanisms

An additional advantage of agent-based modelling is that it provides a way to
explain counterfactual dependence processually. Intuitions about the explanatory
and causal relevance of the processual character of a simulation can be better
accounted for by linking the agenda of ABCSS with the agenda of contemporary
mechanism in general philosophy of science. Contemporary mechanism is a
processual account of causal explanation, based on the analysis of ‘mechanism’ as
‘[...] entities and activities organised such that they are productive of regular changes
from start or set-up to finish or termination conditions’ [34, p. 3].

There are two fundamental elements in the mechanist account that are worth
mentioning: the notions of ‘activity’ and ‘production’. The first one is meant to
set mechanisms apart from static entity-based approaches to explanation, in which
processes are reduced to changes in properties. This is done by implementing a
double ontology of entities and activities [53–55]. The former concept is understood
in a relatively straightforward manner and the latter as type of causes or producers
of change. In social science, activities could be associated with nominalised verbs,
such as socialisation or structuration. The key to this ontological category is
that it transcends reductive causal explanation, i.e. activities cannot be reduced
to individuals and their actions. The more intricate metaphysical base of agent-
based models, which includes human and non-human entities, combined with the
dynamic aspect of the simulation, can be used to explore this double ontology and,
in particular, the role of activities.
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The concept of activities is put forward by contemporary mechanism to bring
to the forefront the notion of production. This notion is particularly relevant in
folk accounts of causation, for it is something experienced by regular people in
everyday life. It has to do with the possibility to capturing the manifestation of
change in the phenomenon of interest, usually through perception and language: it
is evidenced, for example, by verbs that describe causal relations, e.g. ‘I moved the
table’. Production has not been properly articulated into traditional causal accounts,
on one hand, because of the difficulties to identify a generalised loci of production
that does not depend on perception and language and, on the other hand, because
processes are usually accounted for by probability-based state transitions [5, 56, 57].
Yet, since the contemporary analysis of causation renounces causal primitivism and
focuses instead on what scientists do when they posit causal relations, production
and its connection with causation have received a renewed attention [4, 16, 57].
In turn, since agent-based modelling has a representation of the process, i.e. the
simulation is meant to account for the temporal evolution of the system, the method
can provide an explicit account of production. Overall changes during the simulation
can be linked to actual interaction instead of probability. Because agent-based
models are temporal models, there is an explicit exploration of the causal path.

From the point of view of explanation, causal production is the key element
to understand the role of emergence in complex social dynamics. It provides the
basis for a non-reductive approach both to the macro level and to social interaction
dynamics. It also brings to the fore complexity science’s concerns with trajectories,
reflected, for example, in concepts such as sensitivity to initial conditions, path-
dependence and non-linearity. The embeddedness of interaction in agent-based
modelling, in combination with the experimental character of computational sim-
ulation, can make the method an excellent tool for the analysis of causation. By
focusing on interventions and mechanisms, agent-based modelling could help to
bridge the gap between the two major approaches to causation: difference-making
and causal processes [58–61]. To do this, however, some methodological changes
are required. For example, causal mechanical explanation works at its best when
the process is fully acknowledged. In agent-based social simulation, however,
attention is most often paid to the initial and final conditions, mostly because
of how traditional verification and validation techniques operate, especially those
transferred from the quantitative domain.

There is a complex relationship between explanation, causation and validation in
ABCSS, for knowledge claims in the field rely on the use of models as surrogates
for thinking. Grüne-Yanoff [62], for example, suggests computer simulations cannot
provide causal explanations in social science because they cannot be completely
validated. Yet, it is not the validation of a simulation that determines its causal
explanatory relevance, but its contribution to, and accommodation of, the knowledge
about the counterfactual dependence observed in a particular phenomenon. The
research programme of segregation dynamics constitutes a paradigmatic example.
There is a robust research programme on the analysis of segregation as an abstract
dynamic in social and spatial dimensions [47, 63]. Agent-based models help to
render explanations of this phenomenon illuminating by providing, first, a formal
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experimental setting in which the basic features of self-reinforcing segregation
processes can be tested and, second, processual evidence of the clustering dynamics,
through direct inspection of the model’s visualisation or diverse data-generation
processes. Practitioners do not use causal reasoning simply for the validation of
the models, but also for their design and operation.

While interventions allow incorporating the experimental nature of agent-based
modelling, mechanisms offer a mean to satisfy those intuitions that practitioners
have about the causal relevance of generation when using agent-based social
simulation. These intuitions, which were poorly accounted for by algorithmic cau-
sation, are at the core of the field’s foundational narrative regarding the emergence,
self-organisation and adaptiveness of complex social phenomena. Intuitions about
generation are, in part, the reason for which the field is thought to provide non-
reductive explanations that could be framed within the wider agenda of complexity
science.

5.5 Conclusion

This text discussed the merits and disadvantages of four candidate accounts of causal
explanation in ABCSS. The first two accounts, agent and algorithmic causation,
were found lacking, for they do not conform to the practices and research agenda
of the field. Agent causation requires an emphasis on intentionality that the field
does not have. In turn, algorithmic causation could only yield a weak understanding
of causation as expectation, while unnecessarily downplaying the representational
and experimental features of agent-based modelling. Conversely, the other two
accounts, causal mechanisms and interventions, were considered to, first, satisfy
general intuitions about explanation in the field, second, adequately accommodate
recent developments in the philosophical literature on causation and, third, bring to
the forefront the experimental and representational features of the method.

For a sound causal theory of explanation to be developed in the field, a few
conceptual and methodological challenges should be overcome. Some challenges
that are directly related to the understanding of interventions and mechanism were
briefly mentioned; there are others, however, that were not addressed because they
are intertwined in a more complex way with the overall practice of agent-based
social simulation. First, it is clear that there is a connection between the intricateness
of the model and the possibility to unveil causal connections. Intricate models,
even with the modular advantage provided by computer simulation, can make
it impossible to identify these connections. Second, practitioners have to devise
tools and techniques to understand and measure the dynamics, so as to reduce
the epistemic opacity of computational simulation. Counterfactual understanding
of the process can be increased by the implementation of simple measures, such as
longitudinal indexes and indicators. Other options, such as the visual exploration
of the simulation’s response to interventions while the model is running, can be
of help. Finally, there needs to be an inquiry about how representation directly
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affects warrants for belief during the process of validation. Given that knowledge
is produced indirectly, there is a widespread consensus about the importance of
empirical data and theory. In spite of this consensus, the field has yet to understand
how knowledge claims associated with external data and theory are permeated and
affected by different approaches to modelling and representation.

When dealing with these challenges, practitioners need not invest time trying
to successfully answer all of the traditional criticisms to causal explanation. There
is no pressing need to identify the philosophical features of the causal structure
underlying complex social phenomena or to look for causal primitives upon which
to build a generalised account of causation. ABCSS should aim towards developing
a causal theory of explanation that, first, focuses on how practitioners of agent-
based social simulation articulate causal models of explanations and, second, is
non-reductive. By doing so, the field could strengthen its account of explanation,
while avoiding some of the pitfalls that have wrongly led to question the connection
between causation and explanation.
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Chapter 6
Times of Crises and Labour Market
Reforms

An ABM Evaluation

Tom Bauermann

Abstract This work assesses the effectiveness of labour market policies in reducing
unemployment during a recession. In order to do so, I build an agent-based model
and analyse the impact of typical labour market policies on the short-, medium- and
long-term development of unemployment. I analyse the effect of (1) a reduction of
unemployment benefits (UB), (2) increasing search efforts among unemployed, (3) a
mixture of both aforementioned policy responses, (4) governmental transfers to steer
consumption and (5) short-time work. In the following extended abstract, I present
the results of two policy experiments, (3) and (5). The methods I use here are slightly
different from those in the existing ABM literature. The analyses are carried out as
policy experiments. In order to evaluate the effectiveness of a labour market policy,
the graphics of this work illustrate range of effects of the specific policy measure
on unemployment (mean and confidence intervals across several runs) instead of
solely depicting the mean development. In contrast to equilibrium models, I find
that measures which raise the pressure on unemployed to find a job, measures (1) to
(3), have no noteworthy impact or slightly increase unemployment in the long run.
Instead, governmental interventions which stabilise aggregate supply and demand,
like (4) and (5), rather dampen unemployment.

Keywords Agent-based model · Labour market policies · Macroeconomics ·
Unemployment · Behavioural economics
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6.1 Introduction and (Short) Model Description

The outbreak of the Great Recession provoked governments around the world
to respond to a growing number of unemployed in the respective countries. For
instance, a standard policy measure was altering the generosity of unemployment
benefits (UB). Due to their use, labour market measures became a topic of intensive
debate in macroeconomics again. Studies, using equilibrium models to analyse
measures like the extension of UB, find mainly adverse effects on unemployment,
e.g. [11]. However, equilibrium models disregard the aggregate demand and model
the recession as a drop in productivity. Thus, the effects of policy interventions in
response to other reasons for a recession, e.g. firm insolvencies, and on aggregate
demand have not been analysed. By applying an agent-based modelling approach
(ABM), this model can overcome the mentioned inadequacies of mainstream
models. For example, due to the implied heterogeneity of firms, recessions are
usually caused by firm insolvencies instead of productivity shocks. This further
implies that, instead of hardly interpretable exogenous shocks, fluctuations in ABM
emerge endogenously from the decisions of agents. Therefore, ABM responds to
Romer’s critique [13]. Another advantage, demand for goods in an ABM, is usually,
endogenously determined by its agents. Thus, ABM can show how labour market
policies affect unemployment simultaneously via different channels, e.g. via the
impact on consumption. The (full) paper analyses the effects and mechanisms
of (1) a reduction of unemployment benefits (UB), (2) increasing search efforts
among unemployed, (3) a mixture of both aforementioned policy responses, (4)
governmental transfers to steer consumption and (5) short-time work. Here, I only
analyze measure (3) and (5).

The model which is used in this work is a modification of the baseline model
of Delli Gatti and co-authors [2] (henceforth: DG2011). In this extended abstract,
I only describe the major modifications.1 While the model of DG2011 contains
firms, workers and banks, this work introduces a government and a central bank.
The model is stock-flow consistent by following the logic of [6]. The government
collects taxes and pays transfers to the banking sector, firms and unemployed.
Also modified, workers determine consumption and saving by applying the concept
of buffer-stock saving, only unemployed search for employment and they have a
reservation wage which is determined by markups over UB [14]. In comparison to
the baseline model of DG2011, another modification is related to exits and entries
of firms. As it is standard in Macro-ABM, e.g. in [2], every market exit is replaced
by an entry such that the number of firms is constant. In the mentioned DG2011,
new firm’s wealth and prices are copied from a small incumbent firm and a number
of unemployed is automatically added to the entrant. In this model, the government
provides funds in form of start-up subsidies, newcomers apply a low price strategy

1For the model code, please contact the author: tom.bauermann@ruhr-uni-bochum.de.
An early version of the full paper can be downloaded from: https://www.boeckler.de/pdf/v_2018_
10_26_bauermann.pdf.

http://tom.bauermann@ruhr-uni-bochum.de
https://www.boeckler.de/pdf/v_2018_10_26_bauermann.pdf
https://www.boeckler.de/pdf/v_2018_10_26_bauermann.pdf
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and a search process of the new firms replaces the automatic matching of workers.
I assume that new firms avoid losses by also offering relatively low wages. The
setting w.r.t. entries and exits, which was made up for this work, follows empirical
and theoretical investigations. Entries and exits are highly correlated in most of
the Western economies [5]. Another advantage, the one-on-one assumption, avoids
monopolisation (see: [2]). Based on [12], new firms which enter the market without
entry barriers do usually not compete on technology, and these newcomers offer
low-wage contracts.

6.2 Results

The policy measures (1) to (5) are analysed similar to impulse response functions in
the mainstream literature in order to take into account the uncertainty regarding
their effects. The policy responses are analysed as follows: When the economy
is in the middle of a recession, indicated by a predefined unemployment level
that exceeds the average unemployment level,2 the government is triggered to
take up a measure to fight unemployment (policy shift). After the policy measure
occurred, the model is simulated for the following 40 periods to illustrate the
development of unemployment over time. Each period marks one quarter in real
time. I simulate the time series with (policy scenario) and without the policy
measure (baseline scenario), each for 700 runs. The described procedure allows
me to compute and illustrate the mean development of unemployment with and
without a policy measure. The latter is, so to say, the countefactual. In addition,
I compute and depict the mean development of the (relative) difference between
both mentioned unemployment paths (policy and baseline scenario) for the above-
mentioned following 40 periods. Thus, the effect of the policy, compared to the
absence of a governmental intervention on the labour market, becomes visible.
Finally, I compute the standard errors to construct the confidence bands surrounding
the mean difference between policy and baseline scenario. Since ABM relies on
stochastic processes, the illustration of confidence intervals is necessary to examine
whether the (potential) gaps in the development of unemployment between the
baseline and the policy scenario are systematic or due to randomness. Thus, due
to the explained procedure, the (in-)effectiveness of a policy instrument becomes
visible if the mean difference is (in-)significantly different from zero.3

2The average unemployment in the model is at 9.01% and its average standard deviation 2.0%.
The government starts its intervention when unemployment exceeds 13.0% or, in other words,
when unemployment exceeds mean unemployment by 2*SD.
3To determine the number of runs (i.e. 700 random seeds), I follow the concept of variance stability
[10]. The variance of the variates settles to the mean variance, 700 runs. To ensure that this burn-in
phase was passed when the government starts its policy, the policy shift starts at period 1000. The
95% confidence bands follow the standards in the literature [3].
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As described above, the simulation exercise is performed for five different
policy experiments (policy shifts). This extended abstract presents only two of
them, a simultaneous increase in search efforts of unemployed and reduction in
UB and short-time work. It should be noticed that the model has a long-run
(statistical) equilibrium unemployment rate [7]. Therefore, even without a policy
shift, unemployment returns to its equilibrium rate after a certain period of time.
Hence, I analyse which measure accelerates the drop in unemployment and whether
it returns to the normal unemployment rate, given the policy intervention. The
first policy experiment analyses the impact of a permanent increase in the number
of applications sent per unemployed from three to six and a permanent decrease
of UB from 50% to 30% of the average wage.4 The measures may increase
the number of hirings and, thus, decrease unemployment due to two reasons. In
terms of this model, first, a cut in UB leads to a reduction of the reservation
wages of unemployed which (may) makes it easier for new firms to find workers
by offering low wages. Second, increasing the number of applications may lead
to a reduction of coordination failures, the coexistence of open vacancies and
unemployed willing to fill these vacancies. However, following Fig. 6.1, the attempt
to reduce unemployment by changing the behaviour of unemployed does not
lead to an accelerated decrease in unemployment. The left plot illustrates that
unemployment does not differ between the baseline and the policy scenario, at
least in the first 20 periods. The right graph confirms this view, and, by looking at
the confidence bands, the difference between the scenarios is rather insignificant.
Following the left graph, unemployment even exceeds the normal rate as time
evolves. These developments can be explained as follows: Both measures, indeed,
decrease the duration of unemployment, at least in the short run. However, since
coordination failures are negligible during recessions, because posted vacancies are
rather low, and since the reduction of UB has negative effects on consumption and,
thus, on labour demand, the positive effects on the labour market are very small
and outweighed by the negative effects. Hence, unemployment rather increases over
time instead of returning to its equilibrium rate. Nevertheless, it should be noted that
the relative difference deviates insignificantly from zero. Performing the experiment
for both measures individually also leads to insignificant differences. These results
are confirmed by other studies. For instance, in an empirical work, [9] can neither
detect a clear correlation nor a clear causation between the welfare system and
unemployment.

In the second policy experiment, the government gives firms the opportunity
to implement short-time work. The programme is kept for four periods. Firms

4The baseline ratio of unemployment benefits to average wage, 50%, is, roughly, the average net
replacement rate (NRR) in Germany in the early 2000s, which was taken from the NRR statistics
[15]. The magnitude of the reduction was found by following the reduction of UB of long-term
unemployed in Germany in the course of the labour market reforms in the 2000s. The reduction
of this work is a bit milder compared to the mentioned reduction [4]. Due to the absence of a
calibration criteria for search efforts, doubling the search efforts mimics a significant but still
realistic increase.
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Fig. 6.1 Plots display the effect of an increase in search efforts and a reduction of UB (simultane-
ous policy shift). The left plot displays the mean development of unemployment for baseline (solid)
and policy scenario (dashed). The shift starts in period 8. The right plot displays the average relative
difference between baseline and policy scenario (solid) and its 95%-confidence interval (dashed).
Here, the shift starts in period 3

with positive but shrinking wealth can reduce output by reducing hours worked
proportionally and, simultaneously, the wage bill. The government partly compen-
sates workers for the loss in income by providing 60% of the net income loss.5

As shown in Fig. 6.2, short-time work reduces unemployment quickly (left graph)
and systematically (right graph). Further, Fig. 6.2 shows that the unemployment rate
converges to the equilibrium level in the longer run. Thus, the taken policy response
accelerates the reduction of unemployment but does not change the normal rate
permanently. The effect can be explained as follows: On the one hand, since short-
time work implies a reduction of output, firms become more reluctant to lay off
workers to reduce losses. In consequence, also a massive drop in consumption is
avoided (demand effect). On the other hand, firms that do not apply short-time work
face a spill-over effect since they can use the “free space” on the goods market
given by the firms which apply short-time work (supply effect). Both types of firms
stabilise their net worth, which improves their expectations and therefore labour
demand. Such a relaxation on the goods market helps, particularly, if competition
is fierce due to a lack of demand, e.g. a recession. Besides short-time work, a
unique, debt-financed extraordinary transfer to workers, policy experiment (4),

5The short-time work scheme followed, roughly, the German short-time work in the aftermath of
the recent financial crisis [1]. The firms could reduce hours worked and wage bill down to 45%.
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Fig. 6.2 Plots display the effect of an introduction of short-time work. The left plot displays the
mean development of unemployment for baseline (solid) and policy scenario (dashed). The shift
starts in period 8. The right plot displays the average relative difference between baseline and
policy scenario (solid) and its 95% confidence interval (dashed). Here, the shift starts in period 3

yields similar results. The described effects of short-time work find support by other
works. Empirical studies find strong support that short-time work had a dampening
effect on unemployment during the crisis (e.g. [8]).
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Chapter 7
Selecting the Right Game Concept for
Social Simulation of Real-World Systems

Femke Bekius and Sebastiaan Meijer

Abstract Game theoretical models can be used for social simulation of real-world
systems. These models describe the interaction between actors who have to make a
decision. Before application of those models, the game concept that describes the
situation at hand needs to be selected. Selecting the right game concept is crucial
when choosing a model to simulate the process, but not trivial. In this paper we
present a taxonomy of game concepts to select a set of suitable models.

Keywords Game theory · Decision-making · Game taxonomy · Actor
behavior · Social simulation

7.1 Introduction

Decision-making on real-world complex adaptive systems (CAS) is complex due to
the technical uncertainties of the system. Examples of CAS are railway systems and
healthcare systems. Both consist of several interdependent systems which interact
and need to work together to let the entire system function [22, 30]. The sum
of the interdependent systems in a CAS is more than just the sum of its parts.
CAS show emerging behavior, i.e., they evolve and adapt over time based on new
information [23].

Simulating the system using different scenarios creates insight in the uncertain-
ties and behavior of the system [29]. Social simulation of real-world systems mainly
focuses on sociotechnical systems (STS) [20]. However, the technical uncertainties
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cover just one part of the complexity. The behavior of, and interaction between,
actors involved in the process is crucial for how the process evolves [8].

There is thus a need to specify the mechanisms and patterns actors perform in
order to simulate the behavior of, and interactions between, actors involved. Game
theoretical models describe these interactions and are used for social simulation
[19–21, 32, 49]. Choosing the right mechanism for the situation at hand is crucial
for simulation of real-world systems. However, selecting the right game concept is
not trivial [6, 16].

In this short paper, we present a taxonomy of game theoretical concepts. The
criteria used to design the taxonomy are important for selection of the right game
concept given a real-world decision-making process. We choose a set of game
concepts from this taxonomy that cover a wide range of situations to be used for
social simulation of real-world systems. Thereby, we aim to enable social simulation
designers by assisting decision-making processes.

7.2 Taxonomy of Game Concepts

The process of creating a taxonomy of game concepts and thereafter selecting a set
of game concepts follows multiple steps. First, we list game concepts. Second, we
define selection criteria and create a taxonomy of game concepts. Finally, we select
a set of game concepts.

7.2.1 List of Game Concepts

First, we list a large number of game concepts by investigating game theory
[31, 33, 40, 51] and public administration literature on complex networks [9, 11, 24–
26, 48]. The list of game concepts can be found in Table 7.2 in the Appendix.
Some game concepts are mathematically defined, such as the well-known prisoner’s
dilemma, while others have only been observed empirically. The multi-issue game
is an example of a concept used in a rather descriptive, non-formal way [9].
Therefore, the characteristics of the game concepts vary between being empirically
substantiated and mathematically proven.

The list of game concepts contains several concepts that resemble one another;
this means, in game theoretical terms, they belong to the same class of games. We
cluster the game concepts according to classes of games. In the game concept list,
we indicate the main game class they belong to. However, since game concepts can
belong to multiple classes, this does not help much with selecting game concepts.
For example, the volunteers dilemma [13] belongs to the class of social dilemmas,
symmetric games, and n-player games. Hence, we need to define appropriate
criteria.
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7.2.2 Criteria

The choice of criteria for categorizing game concepts is crucial for the selection
of the right game concept. Taking into account our aim to simulate social inter-
actions in real-world decision-making processes, some game theoretical classes
are irrelevant. Distinguishing between complete and incomplete information games
is game theoretically interesting, but when investigating real-world processes, a
complete information game1 almost never occurs since knowledge is not shared
with everyone, and even if this is done, it is unlikely one knows exactly what is on
the agenda of the other actors involved.

Therefore, we use criteria originating from theory on real-world complex
decision-making processes and management of complex networks [9, 26, 48]. In
these processes, multiple actors are involved, and the actors form a network of
interdependencies. Within these networks hierarchical relations might exist; usually
this is between two actors. Reaching a collective decision is the aim of the process.
However, individual strategic behavior plays a role as well. Moreover, the decision-
making process is dynamic. Some of these criteria overlap with the game theoretical
classes, and this results in the following criteria for our taxonomy:

– Number of actors: two actors versus multiple (n) actors
– Relations and institutional structure: network versus hierarchy
– Strategy: collective decision-making versus individual strategic behavior
– Process and context: dynamic versus static

The taxonomy divides the list of game concepts in 16 groups; see for a graphical
representation Fig. 7.1. An overview of the game concepts per group is presented in
Table 7.1.

7.2.3 Selection of Game Concepts

From the game taxonomy, we select 10 game concepts that represent a wide range
of interactions between actors in real-world complex decision-making processes.
Hence, we are mainly interested in game concepts that describe multiple actors in a
network structure who have to make a collective decision in a dynamic environment
(group 9). However, we know that strategic behavior exists in the multi-actor setting
(groups 11 and 12) and hierarchical relations as well (groups 13 and 15). On the
other hand, interactions between two actors, potentially in a hierarchical relation,
also impact the decision-making process (groups 1 to 8). In short, the selected
game concepts should together span a large number of different groups of the
taxonomy. The selected game concepts (bold concepts in Table 7.1) have different

1Knowledge about the game and the players in the game is common knowledge [40].
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Fig. 7.1 Game taxonomy

characteristics. To identify the right game concept for the situation at hand, the
elements of the situation need to match the characteristics of the game concept.

As a first step literature research is performed on the selected game concepts and
key terms are defined [3, 4, 9, 12–14, 18, 27, 31, 33, 36, 38–40, 43, 45, 46, 51].
The process is terminated when two new papers did not add any new key terms.
Subsequently, the key terms are clustered, and we describe the essence, context,
process, results, and risks, i.e., the characteristics, for each game concept. To select
a game concept for a given situation, we should be able to distinguish between them,
and thus, we are interested in the distinguishable characteristics.

Taking this into account, we reconsider the selection of game concepts: camel
nose [50] and allocation games [18] have characteristics that do not distinguish them
from other game concepts. This means that given a certain situation in a decision-
making process, it will be difficult to make them explicit, and therefore we decided
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Table 7.1 Taxonomy of game concepts

(1) Sender-receiver, grab the dollar, peel and pulp, cascade game, two-player
unanimity, matching∗

(2) Stag hunt, battle of the sexes, chicken game, matching pennies, deadlock

(3) Peel and pulp, camel nose, centipede game, peace war, war of attrition, Blotto
games, Cournot games, cake division

(4) battle of the sexes, stag hunt, prisoner’s dilemma, traveller’s dilemma, chicken
game, matching pennies

(5) Two-level game, cascade game, matching∗

(6) –

(7) Principal-agent game, screening game, camel nose, inspection game

(8) Principal-agent game, ultimatum game, trust game, dictator game, screening
game, Stackelberg game

(9) Multi-issue game, allocation game, cascade game, congestion game, tragedy of
the commons, coalition games∗, cooperative games∗, signalling games∗

(10) El farol bar, voting games∗

(11) Multi-issue game, allocation game, camel nose, tragedy of the commons, Cournot
games, signalling games∗, auctions∗

(12) Volunteers dilemma; diners dilemma; public goods game; divide the dollars; el
farol bar; rock, paper, scissors; voting games∗

(13) Cascade game, two-level game, signalling games∗, coalition games∗

(14) Voting games∗

(15) Hub-spoke, camel nose, multiple-principal-agent game, signalling games∗,
mechanism design∗, auctions∗

(16) Multiple-principal-agent game, Stackelberg game, voting games∗

game∗ means that the game represents a larger class of games

to not incorporate them in our final selection. The characteristics of Two-level game
[38] and Cascade game [14] turn out to be similar, and therefore, we select one of
the two game concepts.

Hence, the final selection contains seven different game concepts: battle of the
sexes, principal-agent game, multi-issue game, cascade game, hub-spoke game,
volunteer’s dilemma, and diner’s dilemma.

7.3 Discussion

The proposed taxonomy is an attempt to provide some rigor in the selection of game
concepts for social simulation. Social simulation can be used for decision-making
processes in different forms: design of the decision-making process, providing input
for the process, and evaluation of alternative outcomes of the process.

Our selection is a mix of policy-rich game concepts, originating from literature
on policy networks, and concepts which are game theoretically defined. For the
concepts to be useful for social simulation, they need to be rich enough to describe
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the complexity of the real-world system under study, and, on the other hand, they
need to be formally defined. The characteristics of our selection of game concepts
vary because of their different origins. This makes it difficult to specify the main
characteristics and to distinguish between game concepts. Especially, being able to
distinguish between game concepts is very important for the concepts to be useful
for social simulation. For example, the power relation between actors is specified by
the principal-agent game, i.e., the principal has more power than the agent. In the
volunteers dilemma, power relations between actors are not made specific, they are
able to perform the same actions, and thus we assume that actors have similar power
positions. However, in real-world decision-making processes, we observe that the
relation between actors in terms of power is of influence on how the volunteers
dilemma evolves and who performs which actions. It is thus too simplistic to assume
that power relations are not of influence when they are not specified. Therefore,
additional empirical research is necessary to enrich the game theoretical concepts,
such as the volunteers dilemma, while the policy-rich game concepts, such as the
multi-issue game, require formalization.

7.4 Future Work

In the discussion, we mention two directions for future work:

(i) Formalization of game concepts originating from public administration.
We are currently working on a formalization of the multi-issue game
using computational social choice theory [7]. We use empirical data and
observations from real-world decision-making processes, in which the
multi-issue game is present, to decide on the variables to include and
assumptions to be made.

(ii) Enriching the game theoretical concepts. We use several empirical case
studies to identify the game concepts. This contributes to defining scenarios,
risks, and opportunities of the game concepts and leads to more generic
patterns of game concepts.

Concepts that are both formally defined, and rich in explaining different scenar-
ios, contribute to enriching social simulation with formal game elements.

Another question is: how to select the right game concept, from the selection
of seven game concepts, to enable decision-makers involved in complex decision-
making-processes? We design an instrument that identifies game concepts. The
instrument consists of questions regarding the decision-making process. These
questions are based on the main characteristics of the game concepts. Arrows
between the questions lead to game concepts. The instrument will be verified
with experts in several rounds and, thereafter, validated in two ways. First, we
test with hypothetical scenarios, based upon real-world complex decision-making
processes. The research question to be answered is: does the instrument select the
right game concept given a predefined scenario? Second, we test with real-world
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cases and decision-makers from the Dutch railway sector. The research question to
be answered is: to which extend is the identification of game concepts useful for an
organization? In a workshop setting, participants will identify game concepts and
discuss the implications for the decision-making process.

Acknowledgements This research is funded, through the Railway Gaming Suite 2 program, by
ProRail (the Dutch Railway Infrastructure Manager) and Delft University of Technology.

Appendix

Table 7.2 List of game concepts

Game concept Game class Reference Game concept Game class Reference

Volunteer’s dilemma Social dilemma [13] Beer-Quiche game Signalling game [33]

Diner’s dilemma Social dilemma [17] Buyer-seller game Signalling game [33]

Public goods game Social dilemma [44] Contract-signing game Signalling game [31]

Divide the dollars Social dilemma [33, 47] Sender-receiver game Signalling game [33]

Blotto games Social dilemma [40] Reputation game Signalling game [31]

Tragedy of the
commons

Social dilemma [52] Selten’s game Signalling game [40]

Sanitarian’s dilemma Social dilemma [52] Two-player unanimity Coalition game [33]

Battle of the Sexes Coordination game [40] Landowner-worker game Coalition game [35]

Prisoner’s dilemma Coordination game [40] Three-player majority Coalition game [33]

Chicken game Coordination game [40] Unanimity game Coalition game [36]

Stag hunt Coordination game [40] Multi-issue game Dynamic game [9]

Traveller’s dilemma Coordination game [31] Cascade game Dynamic game [14]

Matching pennies Coordination game [40] Hub-spoke game Dynamic game [1, 15]

El Farol Bar Coordination game [19, 28] Peel and pulp Dynamic game [10]

Peace war game Coordination game [34] Camel nose Dynamic game [50]

Deadlock Coordination game [31] Centipede game Dynamic game [5]

Rock, paper, scissors Coordination game [28] Inspection game Dynamic game [37]

Principal-agent game Principal-agent game [40] Two-level game Dynamic game [38]

Multiple-principal-
agent game

Principal-agent game [27] Allocation game Resource allocation
game

[12]

Dictator game Principal-agent game [27] Cake division Resource allocation
game

[7]

Ultimatum game Principal-agent game [40] War of attrition Timing game [35]

Trust game Principal-agent game [31] Grab the dollar Timing game [40]

Screening game Principal-agent game [35] Revelation principle Mechanism design [33, 40]

Marriage problem Matching [42] Umbrella game 1-player game [52]

School selection Matching [42] Minority game Congestion game [41]

Kidney exchange Matching [42] Voting game Voting game [7]

Nontransferable
utility

Cooperative game [36] Cournot game Cournot games [47]

Transferable utility Cooperative game [36] Stackelberg game Stackelberg games [33]

Hedonic games Cooperative game [2] Dollar auction Auctions [40]
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Chapter 8
Physician, Heal Thyself! The Prospects
for Using ABM to Target Interventions
to Raise ABM Engagement

Edmund Chattoe-Brown

Abstract This paper presents a preliminary “structural” model of a simplified
educational system. This model is used to analyse different strategies for enhancing
the engagement with ABM in the education system. Another novel feature of the
model is that it considers both formal and informal channels of education (e.g.
not just classroom teaching but also blogs). Subject to its assumptions, the ABM
supports a pre-existing view that uptake may be enhanced by making teaching
available earlier in the education process. Analysis also suggests that a combination
of formal and informal learning may be more effect than the simple addition of
each effect. The paper also considers the promotional and intellectual benefits of
modelling educational systems.

Keywords Education systems · Curriculum planning · Innovation diffusion ·
Formal and informal learning · Agent-based modelling · Research methodology

8.1 Introduction

This abstract presents an argument and outline for an ABM that can underpin effec-
tive discussion of, and intervention in, the educational system with the somewhat
self-serving aim of promoting the uptake and sustainability of ABM as a research
method. The issue is that the education system would seem to be a paradigm case
of a complex system where the consequences of plausible interventions may not
be at all those that are anticipated. To take a homely example that has already
been discussed in the ABM community, it seems to make sense to try and “catch”
potential recruits to ABM earlier. (Training only at the level of master’s – so-called
postgraduate taught or PGT – is already talking to a very small pool, even if a
very competent one.) But what is behind such a view and is the intuition actually
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correct? Mere familiarity with an approach at an early stage may shape choice, but
how big is this effect if motivation and performance must also be sustained? Is it no
good reaching students in school if we cannot also reach them as undergraduates, or
are we still “priming” them efficiently for greater participation in relevant master’s
degrees? Is the current “thinly spread” training offered by particular departments
effectively negated by the fact that almost no student will choose a degree based on
a single taught component? Should this phenomenon encourage us to think about
collective action failures (within a competitive and neoliberal education system) and
alternative collective modes of teaching delivery? Given that we have very limited
resources (taking our competence and enthusiasm as given), how can we make best
use of these? In almost any other sphere, we would be advising the use of an ABM in
this situation. Do we not believe our own advertising? (This self-referential situation
has other appealing features. If we cannot build a model to help ourselves, how can
we commend this to others? Should we not be able to build a really impressive
model together in our own interests that can then serve as an exemplar of what can
be achieved?) The next section discusses what such a model would need to do. The
following section discusses some extremely tentative results to illustrate the issues
involved. The final section concludes.

8.2 A Model Proposal

This model builds on earlier work exploring the transmission and sustainability
of expertise [1]. The basic ideas are simple. The capability to achieve high levels
of expertise is rare. It probably requires a mixture of unusual innate ability and
teaching that is itself expert to create more expertise. How does the configuration of
the education system sustain (or perhaps even increase) levels of expertise? Behind
these questions are many interesting issues. How can we represent (or create) an
education system that teaches people to surpass their teachers? To what extent is
the sustainability of education dependent on nurturing exceptional individuals in a
distinctive way? Conversely, do we have to worry that education systems can, under
certain circumstances, steadily degrade expertise while allowing that fact to remain
invisible?

As ever, for a first model, much simplification is needed (though the final section
discusses where this is likely to be most problematic and what we can do about it).
In the model presented here, agents are born with three “competences” (call them
reading, riting and rithmetic) and a potential competence in ABM. There are two
sectors of education at all levels, an “elite” one (which selects the best of the students
into it up to its capacity) and a “residual” one that takes everybody else. There are
six levels of education (primary, secondary, college, undergraduate – hereafter UG,
master’s – hereafter PGT and PhD) of which only the first two are compulsory.
The first three levels of education have the same “capacity” (which is sufficient
for all children) of 20 in the elite institution and 20 in the residual institution. At
UG and PGT level, the capacity is reduced to 10 and 10 and at PhD level to 5 and 5.
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Broadly basing this on the UK system and simplifying extremely (so, e.g. there is no
“Common Entrance” system to certain private schools at age 13), all children go to
school at 5 and spend 5 years at primary school, 6 years at secondary school, 2 years
at college, 3 years at UG and 1 year at PGT. (The ABM does not explicitly deal with
what happens at the PhD level since, at present, it is only interested in comparing
the outcomes of different arbitrary teaching arrangements although, ultimately, the
supply of PhD students “loops back” to the next generation of university teachers.)
At present, learning simply involves incrementing ability levels in each competence
probabilistically. (Motivation, class composition and teaching effects will be added
shortly.) Children arrive at primary school with a distribution of competences that
they add to (based on “capability” – an attribute somewhat like IQ) at different rates.
This means that by the time they come to be selected for secondary school, some
are performing better than others (most, but not all of these, will probably be from
the elite primary school). The best students are then selected into the elite secondary
school and so on up the “educational ladder”. The selection criterion is somewhat
artificial in that it relies on “godlike” knowledge of all the student abilities to set just
that entrance requirement that ensures that the elite institution is filled to capacity.
(Real institutions would have to be adaptive based on whether they found themselves
to be oversubscribed or undersubscribed.) Note that this means that the entrance
qualification will be higher once the capacity of the elite institution becomes more
restricted. (At higher levels, not all students can access UG, let alone elite UG.) It is
assumed that there is a government grant scheme (again on the old English model),
so anyone who is capable of going to university can afford to do so, and thus all
students apply to the best institution that will admit them.

The final element of the basic model is that not all learning opportunities
(particularly for unusual topics like ABM) come from the formal education system.
There may also be popular books, magazines and newspapers, blogs and web sites
and so on. This extramural learning process is represented by patches (the ABM
is written in NetLogo and is available on request from the author), which have an
“access level” (the competence a student must already have achieved to benefit from
them) and a “delivery level” (the added competence that the resource can deliver
after it has been accessed). This means that, provided a student has the relevant
competence level, it can be “advanced” by self-study.

This model is extremely simple, but being the first of its kind as far as I can tell
(though I am continuing to investigate), this simplicity is legitimate. Furthermore, it
is still sufficiently complex for the results’ section to consider two interesting issues
in “resource use” for the propagation of ABM already suggested above. The first is
how much effect the level at which ABM teaching is first introduced (we assume it
enters as part of one of the other competences at a particular level) has on the level
of competence in the population. The second is what effect the balance between
devoting resources to formal teaching (UG modules in ABM) and “promotional
activity” (like blogs or self-teaching resources) might be.

Like a lot of such initial models, part of the aim is to start a dialogue, not only
to “capture intuitions” (and their diversity) from the modelling community but to
think about the extent to which such models are compatible with data for calibration



84 E. Chattoe-Brown

and validation (either actual or potential). We have a lot of data about school
achievement in general terms, but how can it be linked to the much smaller scale data
about, for example, the academic careers of successful (or just persistent) academics
in ABM? Do those with careers in ABM owe this to higher ability, concentration of
teaching in elite institutions or other things? Should we aim to “democratise” ABM
training rather than simply offer more of it? However speculative this ABM is, it is
the only one I have been able to find that attempts to deal with the education system
as a whole. (And, of course, the closing of the loop is how those at the “end” of
education do – or don’t – become teachers.)

8.3 Some “Results” for Discussion

These results are very tentative. I am not even yet completely assured that they
might not involve programming bugs. Nonetheless they are sufficiently interesting
to present with that caveat.

Figure 8.1 shows (average of ten simulation runs for each condition after 11,000
ticks – by which point the whole education system has reached a somewhat steady
state) the number of agents who have acquired an arbitrary level of competence
(“2 points”) under different “educational systems”. In one education system, formal
ABM teaching is only introduced at level 5 (PGT), while in another it is introduced
at level 4 (UG). In addition, some systems allow students to learn external to formal
teaching, while others do not.

The results are of some interest though they must be treated with caution even
apart from the possibility of bugs and the arbitrary assumptions. Firstly, it is pretty
clear that launching formal teaching earlier has a huge effect. In a way, this is not
surprising. However hard it is to learn something, people will probably do so if
you give them long enough. What is more interesting, however, is the effect that
“informal” learning has. Taken alone it has a respectable effect, but this average
conceals a large number of runs where nobody learns anything and a small number
where people learn a lot. This situation is analogous to an issue that arises with
Granovetter’s threshold model [2]. Because the requirements and outcomes of the
informal learning patches are randomly generated, it is easy for runs to exist where
students either cannot “get started” (there are no resources that work from zero
competence) or cannot get past a certain level (there are no resources “bridging a
gap” in the competence “ladder”). This is an abstract result but has a correspondence
to a real result. In the absence of much formal teaching in ABM, how confident are
we that students can “self-study” to any arbitrary level of competence?

What is most interesting is what happens when we combine the effects. Social
learning added to initial formal teaching at level 5 has a noticeable effect (though it
is small in absolute terms because it builds on such a small base), and the effect is
even more proportionately noticeable when teaching starts from level 4. The number
of students who reach a given level of competence under the combined effects is also
noticeably greater than the number that succeeds with each effect alone. (However,
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Fig. 8.1 The effect of different learning systems on the number of students acquiring an arbitrary
level of ABM competence. Level 5 means “formal” ABM teaching only at PGT (master’s) level.
Level 4/5 means ABM teaching also at UG level. S means there is (or there is also) learning outside
the classroom (i.e. self-study texts, blogging, newspaper articles and so on)

more simulation runs need to be done because, unless there is a bug, it is not clear
how “level 5 + S” can be worse than “S alone”. My best guess here is that the
problem is the very uneven distribution of runs where informal learning achieves
nothing at all.)

How interesting and surprising this result is needs further thought, but it does
suggest a way of looking at education that could have more general heuristic
(and perhaps even policy) value. Education is like a ladder where the job of each
set of teachers is to “raise up” their students from the point where they take
possession of them to the point where they can hand them on. If, for any reason,
this ladder becomes interrupted, all higher stages are potentially compromised, and
the more broken the ladder is, the worse the problem gets at higher levels. However,
in opposition to this negative idea, the balance of formal teaching and informal
resources may work better than either approach alone. The informal resources
may carry at least the keenest students’ past gaps in formal provision, and formal
teaching may be a good way to ensure that informal resources are “joined up”
where students can’t proceed alone. But thinking of education as a collective system
(with a potential for collective failure) constitutes an important basis for better
understanding such challenges (as ABM enthusiasts often argue to others!)
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8.4 Conclusions

In a way, despite the novel application area and the slightly unusual abstraction, this
ABM is the start of a perfectly standard modelling agenda. It is designed to start
by building on existing models (though there don’t seem to be any), synthesising
competing theories of the phenomenon (although again these seem to be “popular”
to the extent that they exist at all: Is there really a “theory” of “dumbing down?”)
and “putting in order” existing data that might be used for calibration, validation
or “structural validity” (the idea that the model doesn’t exclude any process or
mechanism for which there seems to be evidence of impact, so there are currently
no “class effects” in the model. Is this legitimate as an approximation to what
we actually know about class effects?) In fact, despite the abstract nature of the
model, the data is perhaps not as abstruse as it might appear. We could start with
biographical interviews with ABM practitioners and also interview a sample of
wider populations to find out who has heard of the method, been interested in it,
tried to use it, been discouraged and so on.

In a way, what is interesting is the opportunity this project allows the ABM
community (or at least those interested enough to read this paper) to “put its money
where its mouth is” regarding the value and feasibility of building ABM to assist in
practical problem-solving. We ought to be able to get this to work for us in our own
interests. If we can’t, then we should be worried. (And this includes the worry that,
in practice, many people find evidence-based policy too much like hard work and
would rather just pontificate on the basis of personal opinion!)

However, having said that this model has a number of abstractions and simplifi-
cations, it is not so unusual in approach as to be potentially distortionary. There is no
reason why later versions of the model should not relax the assumption that students
always want to learn (and that their motivation is not enhanced by success and
diminished by failure). Similarly, although the model currently contains teachers,
they do not really do anything, but it would not be at all different to have them
deliberately arrange teaching to take account of the ability of their current students
and/or devote some time to getting specific students “unstuck” (able to progress for
themselves) or “remotivated” (feeling it is more worth continuing the attempt to
learn).

As with any practical modelling challenge, new domains throw up interesting
new issues. In this case, while structural ABMs exist, they tend to be more
deterministic than the aspiring model presented here. What happens when you
have both different possible school structures and individual teacher agency? How
much difference do structures actually make? (Education research has a number of
counter-intuitive results that may be susceptible to ABM, for example, that class
size has a very limited effect of performance.) Furthermore, rather few ABMs
consider the role of material artefacts (like books) in the knowledge process. In
this model, these serve as “fixed points” that can operate to counter-balance the
“socially constructed” nature of the teaching process, dealing as it has to with the
“typical student” at any given level in any given institution. (The model has not yet
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dealt with the interesting issue that different artefacts are “available” over different
time scales from the permanence of books in public libraries to the very transient
nature of blog posts. But the existing ABM framework is capable of supporting this
insight with very little additional programming.)

Finally, the model may have the potential for wider use. Boosting ABM is not the
only reason for studying the complexities of whole education systems and possible
policy interventions! At the very least, other minority subjects (like Latin) may also
have questions to ask about strategies to improve their sustainability. And, of course,
this approach (or a more developed version of it) could have been a godsend to the
debate between “comprehensive” education and differing routes through the school
system with a more academic or vocational emphasis.
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Chapter 9
So You Got Two Ologies? The Challenge
of Empirically Modelling Medical
Prescribing Behaviour and Its Effect
on Antimicrobial Resistance as a Case
Study

Edmund Chattoe-Brown, Andrew M. Colman, David R. Jenkins,
Eva M. Krockow, Shaheen Mehtar, Nelun Perera, and Carolyn Tarrant

Abstract This paper reports the early stages of a funded project “Antimicrobial
Resistance as a Social Dilemma: Approaches to Reducing Broad-Spectrum Antibi-
otic Use in Acute Medical Patients Internationally” to use ABM in understanding
how the prescribing behaviour of professionals in “medical institutions” may affect
the prevalence of antimicrobial resistance (hereafter AMR), a situation in which
standard treatments for infections fail. The first section explains the policy challenge
of AMR and the research project strategy. The second section considers distinctive
challenges raised by this kind of policy modelling. The third section presents
preliminary results and the final section concludes.

Keywords Policy modelling · Antimicrobial resistance · Antibiotic prescribing ·
Coupled models · Health policy · Agent-based modelling · Research
methodology · Collective action problems
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9.1 The Policy Context

AMR is a current (and potentially catastrophic future) global problem in healthcare
(http://www.bbc.co.uk/news/health-21702647). Formerly, the development of new
antibiotics led medical professionals to believe that new treatment possibilities
would always be available, but more recently, there has been a “drying up” of new
medicines and a decline in the effectiveness of current ones. In a nutshell, AMR
arises when bacteria are exposed to medicines that lack sufficient strength to kill
them outright. (This may happen for many reasons: failure to complete the course
of treatment, mis-prescription, substandard drugs, the presence of asymptomatic
conditions that are not intentionally being treated and so on.) The project on which
this research is based is specifically organised around the problem that prescribing
behaviour may constitute a social dilemma [1]. Ideally, medical professionals would
use the results of laboratory tests to accurately identify bacteria and thus prescribe
the most effective and least “broad-spectrum” antibiotic. (Narrow-spectrum antibi-
otics are effective against one or a few conditions, while broad-spectrum ones have
wide effectiveness.) In practice, medical good practice and the speed with which
some conditions (like sepsis) develop make this strategy unfeasible (particularly
where laboratory tests may be delayed or unreliable) with the result that medical
professionals frequently begin by prescribing broad-spectrum antibiotics. These are
rather likely to be effective against whatever ails the patient but at the cost of
potentially creating resistance in other bacteria at the same time (which can then
reproduce and spread in the population by a variety of mechanisms).

How do we manage a system in which the individual benefits to the partic-
ular patient (not dying) may be in conflict with the benefits to future patients
(having effective treatments so they don’t die?)? What would it be like to live
in a world where currently routine surgery (for example, caesarian sections and
appendectomies) was too risky because typical concomitant infections had become
untreatable? There is also a wider context in which the use of antibiotics in animals
is not limited to medical need – regular doses promote growth even in healthy
animals – and not regulated with AMR in mind and where, in many countries, either
deliberately or through inadequate enforcement, strong antibiotics can be bought
“over the counter” without the intervention of relevant medical expertise serving a
stewardship role [2]. This is another example of a global health problem. It doesn’t
matter where AMR arises – and it is rather likely to arise at the “weakest links” in
the global health system. Once it has arisen, it will spread.

This paper reflects on a variety of challenges that ABM faces in making a
worthwhile contribution to this problem in the hope that these may serve as a case
study of interest for other such projects.

http://www.bbc.co.uk/news/health-21702647
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9.2 The Policy Challenges

Part of the reason for presenting this model (even in its early stages) is that it throws
up a number of interesting challenges of wider potential relevance. These can be
divided into three broad classes.

The first class (which inspired the title of the paper) is the need to build a model
which interfaces directly both with microbiology and with epidemiology (as well
as the psychology and sociology that bear on medical decision-making and the
institutional structure of medical treatment). In order to understand the problem of
AMR, it is not possible to “abstract out” either from the way that illnesses develop
and present to the patient and the medical professional or from the way that these
illnesses spread from person to person in the “wider world”. This immediately
presents a subsidiary problem (particularly for illness presentation) that might be
called “model scaling”. The initial ABM of decision-making (mainly designed as a
basis for discussion by various experts and research collaborators – and described
in much more detail in [3]) is neither large nor hugely complicated, but it is not at
all clear to what extent it is possible both to abstract realistically from microbiology
(such that the policies developed using the ABM stand some chance of actually
being useful in the real world) and to ensure that the microbiological element of
the model doesn’t become unfeasibly large in its own right (but see [4]). There
are two specific aspects of microbiology that might give rise to this challenge.
The first is the process of mutation and transmission of resistance. In this process,
completely new mechanisms of resistance (either for specific antibiotics or for a
range of treatments operating in a similar way) can arise and, once they have arisen,
can transfer from one kind of bacteria to another (resulting in the ultimate threat
of multidrug-resistant bacteria). The second is the detail of the interplay between
bacteria and antibiotics. For example, an antibiotic that is introduced into the body
in sufficient doses to treat sepsis in an external wound effectively may then operate
at a much lower dose in the gut and thus create potential for the development
of AMR at that site (particularly since the gut is often a site of asymptomatic
bacterial colonies). Furthermore, there is a crossover effect in that one thing that
determines the more “traditional” (Darwinian) spread of AMR is whether or not
particular mechanisms of resistance (or combinations of mechanisms) experience a
significant “evolutionary survival penalty” in their reproductive cost. If the antibiotic
is present and “challenging” the bacteria, it may be a resistant variant that comes to
dominate the environment (with consequences for subsequent transmission), but if
the antibiotic is absent, the non-resistant variant may be the one that has greater
reproductive potential. It can be seen that if the ABM needs to represent individual
bacteria (or even competing open-ended populations of variant bacteria) at different
sites in the body, then the model needed as a “chassis” for understanding the impact
of medical decision-making could become extremely challenging in its own right.
(It would be frustrating to invest in such a model only to discover it had little effect
on the policy outcomes, but in a complex system, such a discovery is perfectly
possible.) The attempt to address this problem is ongoing but has proceeded by
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stages. The initial ABM (discussed below) was designed to be concise and “not
incompatible” with relevant reading and expert judgment. However, while it was
possible to devise a coherent and “structurally plausible” ABM (one that did not
abstract out from any clearly relevant processes like prescribing decisions or social
transmission of disease), it was also clear that the model was not congruent with
certain aspects of the intended problem under study (in particular the distinctive
functioning of broad- and narrow-spectrum antibiotics in prescribing and the exact
nature of the resulting social dilemma). However, the basic model proved sufficient
both to sharpen thinking about the nature of this challenge and devise effective
questions that allowed the elicitation of a stylised microbiology from an expert
microbiologist. (It is surprising how reticent published academic research on AMR
is regarding how this is actually supposed to occur.) This stylised model is currently
being finalised and incorporated into the ABM.

The second challenge (which might be seen as an outgrowth of the first) is to
build and interpret a model in which the diverse perceptions of different types of
agents shape the evolving system. There is an explicit microbiology that researchers
can “access” via their privileged position with respect to the ABM, but the patient
only knows that they “feel bad” and can articulate certain symptoms (like fever or
diarrhoea). The medical professional can diagnose on the basis of those symptoms
(though they may not be perfectly reliable indicators of the underlying condition and
the patient may not be able to report them reliably) or can make use of laboratory
testing (which “bypasses” the symptoms and attempts – but still somewhat fallibly –
to identify the actual infecting agent). Back in the real world, notoriously, we
only have data about patients who actually seek treatment (unless they die which
produces some data but not necessarily what is needed), and even if we know
what they are suffering from, we may not know with any assurance where they
got it. (This is a problem besetting models that attempt to adjudicate the different
“causes” of hospital infections such as different classes of medical workers and
poor hospital hygiene; see, for example, [5].) By its nature, this problem cannot
be “solved”, but it is far better that the modeller be aware of it than not be. As
suggested in the discussion of results below, the best that can be hoped for is a
model that sensibly “interfaces” with the sorts of data that are actually likely to
be available at different levels of description such that they can then be used for
calibration and/or validation as appropriate. For example, we can ask patients how
they feel directly. We can ask medical professionals to diagnose based on different
kinds of symptoms (which may be “invented” to explore counterfactual decision-
making). We can use laboratory research to check the connections between tests and
symptoms: To what extent is diarrhoea a reliable indicator or a particular illness? To
what extent can it be made a more reliable indicator by asking subsidiary questions
(short of testing) about that symptom? It seems that (based on this example) many
policy models may have to engage with the fact that different actors do not simply
disagree about a shared state of the world (e.g. as with economic preferences and
many analytical models) but actually see the world in fundamentally different ways.
(For an example of subjective and “objective” data in the slightly different context
of wellbeing, see [6].)
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The final challenge (and one that is less specific to the AMR model but is
nonetheless interesting) is to make effective use of different sources of data to
end up with something that is actually suitable to make a policy contribution.
One can of course build the model using expert opinion alone (and this may
have rhetorical advantages in getting “implementation buy-in”), but a model that
simply reproduces particular prejudices may do more harm than good (see [7]
for a recent general introduction to this approach). How do we draw a boundary
between scientific knowledge that can be “objectively” incorporated into the model
(whether the experts are comfortable with it or not) and knowledge that is only
effectively accessible via experts (and filtered through their potential prejudices)?
Some relevant examples, showing the problematic link between funded research and
practical science, have already been suggested. Firstly, it may be that any benefits
of a project to improve prescribing for humans are “swamped” by the effects of
animal use and/or free-market availability of antibiotics. Even if it becomes clear
that market aspects are the problem, a lack of political will and the limited feasibility
of effective regulation in some countries mean that it almost certainly will not
be dealt with. Secondly, it is surprisingly hard to establish conclusively from the
literature what the evidence base is for the claim that prescribing behaviour creates
or speeds up the development of AMR. While it is fairly plausible (and supported by
qualitative interviews with relevant medical professionals) that there is a potential
social dilemma in play, one simple but fundamental reason why prescribing might
not be susceptible to change is because medical professionals simply don’t share
the characterisation of the problem put forward by the researchers. Thus there is
not only a technical problem of making the ABM both empirically convincing and
suitable for exploring practical policy but a contextual problem of making sure it is
solving the right problem and cannot simply be dismissed by experts as enshrining
a particular arbitrary view that they do not share. We now turn to seeing how some
of these issues play out in the current form of the model.

9.3 Some Preliminary Results

As already suggested, the aims of this model were, firstly, to produce something
quickly that worked and could then be a basis for collaborator and expert discussion
and, secondly, to create something approximately “structurally valid” for future
development. By the latter, we mean that while particular elements of the model
were simplified (e.g. medical professionals always have access to exactly the right
antibiotic for any given illness), there were no aspects of the domain (at least
based on our judgment of the literature and considerable expert discussion) that
was deliberately excluded. The pursuit of this aim is less common than might be
supposed. To take just one example, McPhee-Knowles [8] opens her discussion of
a food safety ABM by discussing the implications of “the increasing complexity
of the food supply chain”, but her model contains no such supply chain, and even
the shops and restaurants she does represent are not “correlated” in sharing suppliers
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(as might be expected if supply chains were in operation). The first ABM thus serves
as a “chassis” for later versions (although, as previously suggested, the stylised
microbiology of the initial version has already been found wanting and is in the
process of being superseded.)

A good illustration of this “structural validity” approach is the treatment of
medical professionals in the model. The research project deals with hospitals and,
as such, will need to take account of institutional structures and things like the
possibility of cross infection (see, for example, [9]). The simple model involves
what are effectively “single-hander” GP practices so it retains the structural aspects
of patients deciding they are ill and needing treatment (and then going to a medical
professional and receiving it) but does not, at this stage, deal with the “bureaucratic
detail” of that process (and to be fair, in the UK at least, much illness is dealt
with effectively on the basis of single GP visits followed by dispensing via a
chemist/pharmacist.) A similar principle of simplification without elimination was
the aspiration of the model as a whole.

The model has three core elements: the treatment process, the illnesses and
the social context. The latter is probably the simplest to describe. Agents move
around at random (another simplification from moving around purposively that
nonetheless retains the “structural importance” of movement and social contact)
and may thus infect each other with any illnesses they have (probabilistically and
on the assumption that all illnesses are based on mere contact rather than, say,
sexual activity – again an intended attempt at “structural validity” in regard to
transmission). If they decide they are ill, they will move immediately to a patch (the
simulation is written in NetLogo, and the code is available from the corresponding
author) that has a medical professional on it. (These are a small fraction of the total
population.) The medical professional will look at their symptoms (there are no
laboratory tests at present though they will be implemented very shortly) and then
decide what treatment to prescribe. The patient will then, 100% reliably, participate
in the treatment and will usually recover (for reasons that are just about to be
explained).

As suggested above, in a sense, the illnesses need to be the most complicated
part of the whole ABM. The mechanism of illness presentation is designed to be,
in a stylised way, a reflection of how illness appears to work simultaneously from
the perspective of the microbiologist, the patient and the medical professional. The
key concept in the stylised representation is that of “illness level” (which might
represent the quantity of bacteria in the body, for example, and thus be calibrated
at least approximately). When first infected, a patient has a very low illness level
and no symptoms (but they will be contagious). As the illness level rises, symptoms
appear, at which point the patient is in a position to seek medical treatment. If they
don’t do so, or if the treatment doesn’t work, their illness level continues to rise
until they develop symptoms that either carry a risk of death (like convulsions) or
directly result in death (like heart failure). Illness level is a simple “point total”
that is incremented stochastically in each tick with two thresholds (for symptoms
appearing and risk of death). Furthermore, illness level can be decremented either
by “natural resistance” or by treatment. (Part of the issue about AMR in “popular
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medicine” is to discourage patients from seeking antibiotics for viral conditions that
often present in very similar ways. Giving antibiotics for a virus is a pure social
harm because they will do the patient no good and can only increase the risk of
AMR.) This process thus matches, in a stylised way, the progress of many illnesses.
Patients are contagious before they know they are ill. They become ill and seek
treatment. Once they receive appropriate treatment, they will usually recover at least
while antibiotics continue to work. (Of course, these stylised diseases are still very
abstract. Parasites may need to be treated differently, as will sexually transmitted
diseases and some illnesses require operations or other kinds of interventions than
medication.)

The final complication, for a stage in the model that has not yet quite been
reached, is that the disease is represented as a bit string of arbitrary “properties”
(which determine which antibiotics work and also determine the symptoms). This is
again plausible in a stylised way and allows relevant phenomena to be represented
elegantly in the model. (For example, a virus and a bacterial infection can both
present with fever and wheezing, so a laboratory test may be needed to avoid
inappropriate antibiotic prescription). Thus the model is designed to respect the
social dilemma at the core of the proposed research. Treatment can be based on
symptoms alone or can use laboratory testing that identifies the actual bacteria
involved. At the same time, the simulated medical professional faces the real
challenge that the decision may be time-critical with the consequence that the patient
might, albeit rarely, die.

The final element, which is the other “ology” in the title of the paper, is the
way that the medical professional decides, based on the symptoms, what treatment
to offer. This element is particularly simplified at present with assumptions of
infallibility and free availability of antibiotics (that match any particular “bit string”
of illness). This is the area of the model that will be most developed in later versions
(but is also necessarily postponed by the research design of the project involving the
need to achieve qualitative interviews with relevant medical professionals).

The ABM is designed to model a fixed geographical area (which could be
thought of as Staphrica or Staphordshire) and, based on this view, is initialised
by a relatively small number of agents (a vector) infected with the two illnesses
commonly explored (one of which is a bacterium that needs antibiotic treatment and
the other of which is a virus that will typically get better through natural resistance).
The existence of disease “flare-ups” is easier to justify when thinking of bounded
geographical areas as the process by which diseases continue to mutate and diffuse
on a global scale would be much more challenging to model.

There is only really space to discuss one result in this paper, and this is somewhat
in the nature of a baseline (though it still raises some interesting issues). Given the
assumed severity, contagiousness and so on of the illnesses, how dangerous would
they be if no medical intervention occurred at all? Conversely, even if medical
treatment were “perfect” (in a way that can be defined within the model), would
there still be fatalities? Fig. 9.1 shows the answer to this pair of “bracketing”
questions.
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Fig. 9.1 Death tolls with no
medical intervention and
“perfect” intervention
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These results come from a population of 500 agents, and it is therefore clear
that, without medical intervention, the bacteria specified are extremely dangerous.
There were ten runs in each simulation condition, and the three bars show the
lowest and highest death tolls along with the mean for all ten runs to give a sense
of stochastic variation. (In fact, it happens that nobody dies of the virus because
it is strongly controlled by natural resistance.) Perfect treatment is defined as a
situation where everyone seeks treatment as soon as they display symptoms, the
medical professional can tell the virus from the bacteria with complete certainty and
they treat immediately with exactly the needed antibiotic (which the patient takes
without fail) for the particular bacteria (which involves a perfect bit string match).
Importantly, even with perfect treatment, there is a death toll though it is clearly
very much smaller than without treatment.

It is a commonplace that ABM may produce thought-provoking or counter-
intuitive results and even this simple model appears to do so (though it should be
noted that both terms have a strong subjective element and should thus be treated
with caution). Firstly, it draws attention to the “voluntaristic” nature of medical
help seeking in the system defined. Except in the event of communicable diseases
that are very rare in the UK (it was interesting to see notices at surgeries during
the Ebola outbreak telling potential patients to go away and phone in), treatment
must be sought. This means that even if a patient seeks help as soon as they have
symptoms and treatment is immediate and perfect, they may still be unlucky and die
because their illness level happens to build up very fast stochastically even while
the medicine is taking effect. In many countries, where treatment is expensive and
difficult to access physically, illnesses may not present until they have become much
more serious with a concomitant effect on death rates even assuming “optimal”
treatment at the point of presentation.

The second point could almost be classed as rhetorical but is still important.
There is a very strong medical culture of saving life at all costs (which creates issues
with things like approved euthanasia). Apart from “driving” the social dilemma of
AMR – patients here and now take precedence over the many patients “yet to come”
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(a general issue with broadly “utilitarian” reasoning) – this practice also leads to the
view that the best outcome is “no death”. This model suggests that this outcome
is simply not attainable (and shows exactly why not in a particular kind of health
system) but also shows that doing “something” is already hugely better than not
intervening at all. Other preliminary experiments (not reported here) tend to show
that while changes in prescribing behaviour do impact on lives saved to a small
extent, most of the value added comes from deciding to intervene in the first place.

This leads to a final interesting point that concerns the importance of things not
discussed in the model. Although, cross infection was deliberately ruled out in the
model, obliging ill people to co-locate for treatment (either at a GP or in a hospital)
is not an obviously advantageous strategy (both in terms of direct symptomatic
infection and the possibility of transfer of bacteria with AMR), and it is interesting
that the old model of “house calls” may have had medical advantages despite its
apparent lack of “technical efficiency”. In many countries, the cost and difficulty
of seeking treatment has a profound effect on likely outcomes, but in fact, the
same may be true (at least in specific circumstances) in the UK. Here the issue
is not the great majority of cases successfully “fielded” by GP practices (which
operate a vital and cost-effective “triaging” system) but the speed of response that
can be achieved for the relatively few people who are much iller than the initial
contact would suggest. Given even a stylised disease process, effective wait time
(and the ability to negotiate it in the light of new information) may become a crucial
element of health outcomes. This is true whether the waiting occurs at home, under
treatment, in A&E, pending referral to a consultant or somewhere else. Even the
stylised illness model suggests why this may be so.

9.4 Discussion and Conclusions

It has been remarked that peer review gives a wholly unrealistic sense of the degree
of “finish” to be found in the research process. The main “result” of this research in
progress has arguably been to “throw away” a significant part of the existing ABM
dealing with microbiology! Nonetheless, it is clear that engaging with real research
problems, even in the early stages, generates insights that unlikely to be developed
by cogitation alone. In this section, I consider what this project has achieved and
where it needs to go now.

As already suggested, the rapid development of a “chassis” ABM (which is
nonetheless broadly “structurally valid”), based on an overview of existing literature
and expert judgment, really does clarify thinking and provide a much better basis for
focused discussion (particularly in collaborative research involving non-modellers).
Without building the first model, it would not have been clear how incompatible
it was with the idea of broad- and narrow-spectrum prescribing (despite its other
many advantages) or exactly what questions to ask an expert to work out the
relevant microbiological mechanisms for this. (As anecdotal support for an earlier
claim, however, it is interesting how much experts disagree on the strengths and
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weaknesses of a model and how it would be most productive to develop it further.
This situation, which I have observed in other projects, suggests that expert views
must be treated with caution. Perhaps experts themselves need calibration and
validation!)

Secondly, even the chassis model (as often claimed) throws up interesting and
unexpected issues (about the role of “wait time” and the limited added value of
particular interventions as opposed to intervention in general). If nothing else, this
paper can be seen as another case study to support that broad claim about the virtues
of ABM.

Thirdly, real problems create real challenges (which may not be the things
that ABM is typically preoccupied with). The challenge of building models that
“respect” (are empirically compatible with) the differing perspectives of microbi-
ologist, patient and medical professional is not one that I have seen discussed in
the literature and, interestingly, one that was discovered to be relevant to a rather
different project at almost exactly the same time: Does it matter in effectively
modelling people’s attempts to avoid counterfeit drugs that the researchers, like the
patients, cannot really get reliable information about the prevalence of such drugs?
Thus, this paper encourages a focus on ABM challenges that arise from definite
problems rather than the preoccupations of the method itself.

The final implication is one that is not fully realised but can already be sketched.
It is not worthwhile to devise a methodology for ABM [10] unless it can actually
be implemented. This project has been an attempt to put such a methodology
to the test with associated benefits and pitfalls. Before data is collected (but
while data collection is being designed), one or more “version 0” models should
attempt to synthesise existing theories, establish face validity with experts and
collaborators, achieve broad “structural validity” and get a sense of the feasibility
of calibration and validation from existing data. Does what is already known even
approximately permit the ABM strategy for establishing a “good” model? (It is
now our regular experience that one needs to “fight for” validation data in ABM
research and ensure that it exists, or can be collected, right from the outset of
any project. The issue of rigorous research design [11, 12] generally seems to
me to be neglected in ABM relative to other methods like statistics or qualitative
interviewing. This would be a concrete example.) The data collection process is
designed to simultaneously improve structural validity, calibration and validation
using “gaps” identified in existing research as a framework. (This approach must
necessarily be open-ended, and it should not be presumed that any single research
project is capable of completing it, only contributing usefully to it.) In parallel,
existing policy interventions and expert judgment must be used to ensure that the
resulting ABM (once it has shown sufficient quality to be credible to policymakers)
is “compatible with” the kinds of policies that are feasible and/or of interest. (Of
course, there is no requirement that the model is used only to investigate such
policies, but to be credible, it should at least be able to do that.) This project is
thus part of a wider agenda to make a methodology of ABM workable in practice
for policy-relevant problems.
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Chapter 10
Ethics-Based Cooperation in Multi-agent
Systems

Nicolas Cointe, Grégory Bonnet, and Olivier Boissier

Abstract In the recent literature in Artificial Intelligence, ethical issues are increas-
ingly discussed. Many proposals of ethical agents are made. However, those
approaches consider mainly an agent-centered perspective, letting aside the collec-
tive dimension of multi-agent systems. For instance, when considering cooperation
among such agents, ethics could be a key issue to drive the interactions among the
agents. This paper presents a model for ethics-based cooperation. Each agent uses
an ethical judgment process to compute images of the other agents’ ethical behavior.
Based on a rationalist and explicit approach, the judgment process distinguishes a
theory of good, namely, how values and moral rules are defined, and a theory of
right, namely, how a behavior is judged with respect to ethical principles. From
these images of the other agents’ ethics, the judging agent computes trust used
to cooperate with the judged agents. We illustrate these functionalities in an asset
management scenario with a proof of concept implemented in the JaCaMo multi-
agent platform.
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10.1 Introduction

The increasing use of autonomous agents in real-world application raises many
issues. Besides achieving goals optimally, the ethical and moral dimensions of an
agent’s decisions should be considered in their reasoning. For instance, in a multi-
agent-based asset management, many models are available to evaluate the potential
profit of an investment. Nevertheless it is still not possible for an agent to judge
the morality and ethics of this investment. Moreover, the heterogeneity of these
elements raises many issues when agents need to collaborate with other agents while
respecting their own ethics. Given its own ethics, how could an agent compute its
ethical conformity with other agents from their observed behaviors? How could this
agent decide to trust agents based on these images? To answer such questions, we
extend our previous work on ethical judgment process [15]. This work proposed
an architecture enabling agents to judge either their own behavior or the other
agents’ one. However, it does not allow to judge a behavior on a time interval.
Consequently, we extend this architecture with a mechanism to build an image
of the other agents by computing and aggregating evaluations of these judgments.
Then, we propose a mechanism allowing an agent to decide on trusting the other
agents for their morality or their ethics. Finally, the components of this proposal
are instantiated to the asset management domain to demonstrate their use. Hence,
Sect. 10.2 introduces and describes the concepts of trust and ethics we use. Then,
Sect. 10.3 shows how ethical judgment can be used to depict in terms of ethics the
others’ behavior. Sect. 10.4 presents the construction and use of trust, and finally we
illustrate their use in Sect. 10.5.

10.2 Foundations

We introduce in this section the necessary concepts to deal with ethics-based
cooperation in multi-agent systems. Section 10.2.1 presents the concept of trust as a
way to ground interaction and cooperation among agents. Section 10.2.2 introduces
ethics and shows how it is related to trust. Finally, Sect. 10.2.3 synthesizes the
requirements for defining an ethical-based cooperation in a multi-agent systems.

10.2.1 Trust in Multi-agent Systems

In decentralized and open systems, a way to deal with unreliable or unknown agents
is to use trust [12, 17, 32]. Trust allows the agents to assess the interactions they
observe or they make in order to decide if interacting with a given agent is a priori
acceptable. This acceptance notion means that the investigated agent behaves well
and is reliable according to the investigator criteria. Many definitions of trust exist,
but, in accordance with [12], we consider trust as a disposition to cooperate with
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a trustee. It can be used as a condition to perform actions as delegating actions,
sharing resources and information, or any kind of cooperation. To build trust, the
agents first build an image of the investigated agents [17]. An image is an evaluative
belief that tells whether the target is good or bad with respect to a given behavior.
In the literature, images are aggregated from the experiences, i.e., the observed
behavior of the target agent and its consequences. We can distinguish two kinds
of approaches:

• Statistical images [1, 10, 18, 26, 36] where the image is a quantitative aggrega-
tion of feedbacks about interactions. This aggregation estimates the trends of an
agent to behave well from another agent’s point of view. It can be represented
by Bayesian networks, Beta density functions, fuzzy sets, Dempster-Shafer
functions, and other quantitative formalisms.

• Logical images [11, 12, 28, 35] where the image is a mental state rooted in every
cooperation action that is produced by interactions. A persistent image allows
to infer trust beliefs that can be used as preconditions to cooperate.

An agent can lack of observations in order to build a correct image of a target.
A way to deal with this issue is to use reputation [24, 31]. It consists in using third-
party agents’ image of the target (that can depend on the initial agent’s image has
about the third parties) in order to assess a collective point of view about the target.
Both images and reputations are used to lead to a trust action [32]. Most of the time,
trust is dynamic and changes with respect to the evolution of images and reputations.

10.2.2 Ethical Behaviors

Due to the lack of formal definitions of the components of morals and ethics in the
literature, we based our definition of moral theories on two components [3, 29, 34]:
theory of the good (or morals) and theory of the right (or ethics). The theory of
the good describes what actions are morally good, while the theory of the right
describes what an agent ought to do according to the theory of the good. It means
that an ethical behavior is grounded by theory of the right to conciliate the theory of
the good and the desires and the capacities of the agent. More precisely:

• A theory of the good is a set of moral rules and values which allow to assess
the goodness or badness of an action itself. Moral rules give moral valuations to
behaviors (e.g., “Lying is evil” or “Being honest is good”), and values give them
more abstract qualification (e.g., “Telling what we believe is being honest”).

• A theory of the right uses a set of ethical principles to recognize a fair or, at
least, acceptable option in comparison with the other available actions in a
given situation. Philosophers proposed various ethical principles, such as Kant’s
Categorical Imperative [23] or Thomas Aquinas’ Doctrine of Double Effect
[27]. For example, even if stealing can be considered as immoral (regarding
Divine Commands), some philosophers agree that it is acceptable for starving
people to rob food (regarding Doctrine of Double Effect).
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Thus, theories of the right follow from and rely on theories of the good. Even
if this distinction is still debatable due to the diversity of existing contradictory
theories in philosophy and psychology, it offers a sound framework to define moral
and ethics. Interestingly, being moral (namely, acting according some moral rules
or values) or ethical (acting according a given ethical principle) is a behavior
characterization such as being reliable is in trust systems. Consequently, it can be
interesting to define a trust notion based on moral or ethical behaviors, which can
enhance cooperation.

10.2.3 Requirement for Ethical-Based Cooperation

Works dealing with ethical behaviors in autonomous agents often focus on modeling
moral reasoning [7, 20, 21, 33] as a direct translation of some well-known moral
theories or on modeling moral agency in a general way [6, 25]. However, those
works do not clearly make the distinction between theory of the good and theory
of the right. Some other works deal with ethical agent architecture. In the literature,
we find implicit ethical architectures [4, 5] which design the agent’s behavior either
by implementing for each situation a way to avoid potential unethical behaviors
or by learning from human expertise. We also find cognitive ethical architectures
[13–16] which consist in full explicit representations of each component of the
agent, from the classical beliefs (information on the environment and other agents),
desires (goals of the agent), and intentions (the chosen actions) to some concepts
as heuristics or emotional machinery. However, all those approaches do not take
into account the collective dimension of agent systems, apart [30] which considers
morals as part of agent societies. More precisely, the architecture given in [15]
makes a clear separation between theory of the good and theory of the right and
provides beliefs on various components of moral theories (moral rules, values, or
ethical principles, for instance). Moreover, the architecture given in [30] allows – but
without operationalization – moral facts (judgments over other agents or blames, for
instance) to be viewed as beliefs that can be used in the agents’ decisions. In order to
build ethics-based cooperation, we need an operational model of ethical judgment
such as proposed in [15]. Inspired by [30], we reuse and extend this model with
beliefs on moral and ethical images of other agents. We use those image beliefs to
build trust beliefs to drive a cooperation based on morals or ethics.

10.3 Judgments Building

This section explains how the judgment process introduced in [15] is used (see
Sect. 10.3.1) and presents how an agent computes its own qualitative representation
of the ethics (see Sect. 10.3.2) and morals (see Sect. 10.3.3) of the other agents,
regarding the judging agent’s knowledge on morals and ethics.
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10.3.1 Judging Other Agents

Let us consider the judgment process introduced in [15]. It is used to generate a
set of rightful actions Ar for a given situation, regarding a set of knowledge. The
judgment process depicted in Fig. 10.1 is organized into three parts: (i) awareness
and evaluation process, (ii) goodness process, and (iii) rightness process. In this
architecture, knowledge base is a priori knowledge given to the agents, and mental
states are knowledge inferred from their knowledge bases and other mental states
thanks to functions. Since this judgment process may use sets of knowledge issued
from another agent, all these sets are indexed with an agent a ∈ A (e.g., Ara ) with
A the set of the agents. When a is the agent executing the process, it judges its own
behavior. When a is different, the agent judge a’s behavior.

Awareness and evaluation processes The awareness process produces Da the set
of desires and Ba the set of beliefs of a with a situation assessment SA of the current
world W . The evaluation process evaluates the set of actions Aa (actions are pairs
of conditions and consequences bearing on desires and beliefs) in terms of desirable
(Ada ) and executable (Aca ) actions with respect to Da and Ba. Those evaluations
are done, respectively, by DE and CE functions. In the sequel, we call contextual
knowledge of a (CKa), the union of Ba and Da.

Goodness process The goodness process use the ME function to compute moral
actions Ama given a’s contextual knowledge CKa, actions Aa, value supports V Sa,
and moral rules MRa. Moral actions are actions that, in the situations of CKa,
promote or demote the moral values of V Sa. A value support is a tuple 〈s, v〉 ∈ V Sa
where v ∈ Ov is a moral value and s = 〈α,w〉 is the support of this moral value
where α ∈ Aa, w ⊂ Bai ∪ Da. Ov is the set of moral values used in the system.
A moral rule is a tuple 〈w, o,m〉 ∈ MRa meaning in the situation w acting as o

is morally evaluated as m. The situation w ∈ 2CKa is a conjunction of beliefs and
desires. The act o is either an action α ∈ Aa or a moral value v ∈ Ov (meaning
acting as α or in a way to promote v). Finally, m ∈ Om is the moral valuation. For
instance, Om = {moral, amoral, immoral} with a total order (e.g., moral
is a higher moral valuation than amoral, which is higher than immoral). In the

W SA

DE

CE

ME

EE JA

VS MR

P

Data flow
Awareness process
Evaluation process
Goodness process
Rightness process
Knowledge base
Mental state
Function

Fig. 10.1 Ethical judgment process as depicted in [15]
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sequel, moral rules MRa, value support V Sa, and values Ov , knowledge used in the
goodness process of the agent a, are referred as the goodness knowledge (GKa).

Rightness process Finally, the rightness process assesses the rightful action Ara

from the sets of possible Aca , desirable Ada , and moral Ama actions based on ethical
principles Pa to conciliate these sets of actions according to ethical preference
relationship 	ea⊆ Pa × Pa. An ethical principle p ∈ Pa is a function which
evaluates if it is right or wrong to execute a given action in a given situation
regarding a philosophical theory. It describes the rightness of an action with respect
to its belonging to Aca , Ada , and Ama in a given situation of CKa. It is defined as
p : 2Aa×2Ba×2Da×2MRa×2Va → {�,⊥}. Given a set of actions issued of the ethic
evaluation function EE that applies the ethical principles, the judgment function
J is the last step which selects the set of rightful actions to perform, considering
the set of ethical preferences 	ea defining a total order on the ethical principles.
In this judgment function, the rightful actions are the ones that satisfy the most
preferred principles in a lexicographic order. In the sequel, ethical principles Pa and
preferences 	ea are referred as the rightness knowledge (RKa).

10.3.2 Judging Ethical Conformity of Behaviors

We extend now the previous judgment process to judge the ethics and morality
of the behavior between t0 and t of an agent a′. Inspired from [30] which
considers beliefs on moral facts, the judgment process produces now beliefs
(ethical_conformity, moral_conformity) stating the conformity to eth-
ical principles or moral rules and values, which can be used in the agent’s reasoning.
Before defining these beliefs, let us define first an agent’s behavior as follows:

Definition 1 (Behavior) The behavior ba′,[t0,t] of an agent a′ on the time interval
[t0, t] is the set of actions αk that a′ executed between t0 and t as 0 � t0 � t .

ba′,[t0,t] = {αk ∈ A : ∃t ′ ∈ [t0, t]s.t.done(a′, αk, t
′)}

where A = ⋃an
ai=a1

Aai
is the set of all available actions for all agents and

done(a′, αk, t
′) means that αk has been executed1 by a′ at time t ′.

An agent a can judge the conformity of an action αk executed by another agent
a′ with respect to its own goodness and rightness knowledge.

Definition 2 (Ethical conformity) An action αk is said to be ethically
conform with respect to the judging agent a’s contextual knowledge (CKa),
goodness knowledge GKa, and rightness knowledge RKa at time t ′, noted
ethical_conformity(αk, t

′), if and only if αk is in the set of rightful actions

1A behavior can deal with concurrency: several actions can have been done at the same time.
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αk ∈ Ara computed by the ethical judgment Ja of the judging agent a, based on
[CKa,GKa, RKa] at time t ′.

Let us notice that the ethical conformity of an action can be applied to judging
agent’s actions or to actions executed by another agent and observed by the judging
agent. This ethical conformity can be judged with respect to the judging agent’s
contextual, goodness, and rightness knowledge. It can be judged also with respect
to the rightness or goodness knowledge of another agent as long as the judging
agent has a representation of these knowledge. Then, the ethical conformity is used
to compute the set EC+ of ethically conform (resp. the set EC− of non-ethically
conform) actions of the judged agent a′’s behavior ba′,[t0,t] between t0 and t :

EC+
ba′ ,[t0,t]={αk ∈ ba′,[t0,t] ∧ t ′∈[t0, t]s.t.done(a′, αk, t

′) ∧ ethical_conformity(αk, t
′)}

EC−
ba′ ,[t0,t]={αk ∈ ba′,[t0,t] ∧ t ′∈[t0, t]s.t.done(a′, αk, t

′) ∧ ¬ethical_conformity(αk, t
′)}

These two sets provide information on the behavior of the judged agent and
its compliance with the ethics of the judging agent. Nevertheless, it cannot assess
why an observed behavior is judged as unethical. Indeed, the reason can be a
difference between the judging and the judged agents’ theory of the right, theory
of the good, or the assessment of the situation. In the sequel, we will denote:
ECba′ ,[t0,t] = EC+

ba′ ,[t0,t] ∪ EC−
ba′ ,[t0,t]

10.3.3 Judging Moral Conformity of Behaviors

The moral conformity of an action with respect to a given moral rule is realized
regarding a moral threshold mt ∈ MV and a situation assessment.

Definition 3 (Moral conformity) An action αk is said to be morally conform
at time t ′ with respect to the judging agent a’s contextual knowledge CKa and
goodness knowledge GKa, considering the moral rule mr ∈ MRa, moral threshold
mt ∈ MVa, and noted moral_conformity(αk,mr,mt, t ′), if and only if αk

belongs to Ama with a moral valuation greater or equal to mt , given the considered
moral rule mr , CKa, and GKa at time t ′.

Similar to the ethical conformity, the moral conformity of an action defines the
set MC+ (resp. MC−) of morally conform (resp. non morally conform) actions of
a′’s behavior ba′,[t0,t] of during [t0, t] with respect to mr and mt :

MC+
ba′,[t0,t],mr,mt={ak ∈ ba′,[t0,t] ∧ t ′ ∈ [t0, t]s.t.done(a′, ak, t

′)
∧ moralconformity(ak,mr,mt, t ′)}

MC−
ba′,[t0,t],mr,mt={ak ∈ ba′,[t0,t] ∧ t ′ ∈ [t0, t]s.t.done(a′, ak, t

′)
∧ ¬moralconformity(ak,mr,mt, t ′)}

As the ethical evaluation function returns a boolean, moral evaluation associates
to the action a moral valuation that should be compared with a threshold to be
considered conform or not. We can generalize the above evaluation of the moral
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conformity with respect to a moral rule to a set of moral rules, considering the
possibility to define a subset ms of moral rules ms ⊆ MRa. Such a set ms represents
a cluster of rules such as rules based on some moral values, rules concerned by
particular situations, and so on. In the sequel, we denote: MCba′ ,ms,mt,[t0,t] =
MC+

ba′ ,ms,mt,[t0,t] ∪ MC−
ba′ ,ms,mt,[t0,t].

10.4 Trust Within Ethical Behavior

In this section, conformity beliefs defined previously are used to compute the images
of other agents (see Sect. 10.4.1). We introduce first how these images are used to
build trust in Sect. 10.4.2. Then, Sect. 10.4.3 provides hints about how to use it.

10.4.1 Ethical and Moral Images of an Agent

Following Sect. 10.2.1, the ethical and moral images of an agent are evaluative
beliefs that tell whether another agent has a conform behavior or not with respect to
a given rightness (RK) and goodness (GK) knowledge.

Definition 4 (Ethical Image (resp. Moral Image)) An ethical image (resp. moral
image) of an agent a′2 is the judgment of the behavior ba′,[t0,t] of that agent
in a situation with respect to an ethics (resp. to set of moral rules ms and a
moral threshold mt), regarding the contextual CK , goodness GK and rightness
RK knowledge of another agent a. This image states a conformity valuation
cv ∈ CV , where CV is an ordered set of conformity valuation.3 They are noted as
ethical_image(a′, a, cv, t0, t) and morality_image(a′, a, cv,ms,mt, t0, t)

Indeed, while an agent can only have a single ethical image of other agents, it
can have several moral images of the same agents depending on the chosen ms and
mt . To build these images, an agent a uses two aggregation functions EA and MA

applied, respectively, on evaluated actions regarding ethics ECba′ ,[t0,t] and regarding
moral MCba′ ,[t0,t]. Both aggregation functions compute the ratio of the weighted
sum of positive evaluations with respect to ethics and with respect to morals. The
weight of each action corresponds to a criterion (e.g., the time past from the date of
the evaluation, the consequences of the action, and so on).

Definition 5 (Ethical aggregation function) The function EA : 2A → [0, 1] is
defined such that EA(ECba′ ,[t0,t]) =

2Let’s notice that in the definition of these images, the second parameter refers to an agent. It
means that the image is built with respect to the knowledge of this agent. The first parameter refers
to the considered agent’s behavior.
3As for morals, conformity valuations are for instance { improper, neutral, congruent }.
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∑
αk∈EC+

ba′ ,[t0,t]

weight (αk) /
∑

αk∈ECba′ ,[t0,t]
weight (αk)

Definition 6 (Moral aggregation function) The function MA : 2A → [0, 1] is
defined such that MA(MCba′ ,[t0,t]) =

∑
αk∈MC+

ba′ ,[t0,t]

weight (αk) /
∑

αk∈MCba′ ,[t0,t]
weight (αk)

In order to transform the quantitative evaluation into a qualitative one,
every conformity valuation is associated to an interval in the range of the
ethical and moral aggregation functions. Once the conformity valuation
computed, the associated beliefs moral_image(a′, a,ms,mt, cv, t0, t) or
ethical_image(a′, a, cv, t0, t) are produced. For instance, if congruent
conformity evaluation is defined in [0.75, 1], the behavior of an agent is considered
as ethical if EA(ECba′ ,[t0,t]) ≥ 0.75. Finally, those images can be used to
influence interactions by building trust relationships, or to describe the morality
of interactions, depending on the behavior of the others.

10.4.2 Building Trust Beliefs

According to the information on the moral and ethical images, an agent can decide
to trust others or not. Trust can be absolute (trust in the rightness of the others’
behavior) or relative to a set of moral rules (trust in their responsibility, carefulness,
obedience to some sets of rules, and so on). We define two internal epistemic actions,
with respect to ethical and moral images, respectively, that build beliefs on trust.

Definition 7 (Trust function) The ethical trust function T Be
a (resp. moral trust

function T Bm
a ) is T Be

a : A → {�,⊥} (resp. T Bm
a : A × 2MRa × MVa → {�,⊥}).

Here, those trust functions are abstract and must be instantiated. For example,
when an agent a computes that the behavior of another agent a′ is conform with
CKa, GKa and RKa (i.e., the ethical image), the ethical trust function produces
a belief ethical_trust(a′, a). Similarly, when the agent a computes that a′’s
behavior is conform with ms (i.e., the moral image of its behavior regarding ms is at
least mt), the moral trust function produces a belief moral_trust(a′, a,ms,mt).

10.4.3 Ethical Trusting

Beliefs on images and trust can be used as a part of the context to evaluate the
morality and ethics of an action. To this end, we can express that the morality of
an action that affect other agents depends on their image. Firstly, ethical and moral
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trust can enrich the description of the moral rules or values. It is useful to represent
that the others’ behavior can have an impact on how a context is qualified. For
instance, the responsibility value may be supported by delegating actions to ethically
trusted agents only. Here, responsibility is defined as the capability to act safely
with the appropriate agents. We can also explicitly express it is not responsible to
delegate something to an agent known for its unethical behavior. Secondly, specific
moral trust beliefs can be used as elements of moral rules. For instance, assuming a
honesty moral value and its value supports, an agent can express the moral rule: “It
is immoral to not behave honestly towards an agent who is trusted as being honest.”
Here, “who is trusted as being honest” can be modeled by a moral_trust belief
where the associated moral rules ms are all rules that refer to honesty. Finally, as
evaluating and judging others are actions, it is also possible to evaluate their morality
or ethics. For instance, tolerance as a moral value might be supported by building an
image on the others with a low moral threshold until the sets ECa′,[t0,t] or MCa′,[t0,t]
are significant enough. The choice of the thresholds, the weights, and the conversion
of the aggregation into a conformity valuation can also be a way to represent various
types of trust. As another example, forgiveness can a value supporting high weights
on the most recent observations. It can allow then to specify an ethics of trust as “It
is immoral to build trust without tolerance and forgiveness” [22].

10.5 Proof of Concept

This section illustrates how the elements presented in the previous sections have
been implemented in a multi-agent system. We use the JaCaMo platform [8] where
the agents are programmed in BDI architecture using the Jason language and the
shared environment is programmed with workspaces and artifacts from the CArtAgo
platform. The complete source code is available on our website.4 The environment
is a simulated asset market where assets are quoted, bought, and sold by autonomous
agents. Section 10.5.1 introduces the features of our application. Morals and ethics
are defined in Sect. 10.5.2. Images and trust building are shown in Sect. 10.5.3.

10.5.1 Asset Market Modeling

Trading assets lead to several practical and ethical issues.5 This is all the more
important in automated trading as decisions, made by autonomous agents to whom
human users delegate the power to sell and buy assets, have consequences in real
life [19]. As shown by [9], some investment funds are interested to make socially

4http://www.nicolascointe.eu/projects/ethical_market_simulator
5http://sevenpillarsinstitute.org/

http://www.nicolascointe.eu/projects/ethical_market_simulator
http://sevenpillarsinstitute.org/
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responsible and ethical trading, and they are growing and taking a significant
position on the market. However, whereas the performance of such funds can be
measured objectively, their ethical quality is more difficult to assess as it depends
on the values of the observer. In this proof of concept, we consider a market where
autonomous trading agents can manage portfolios in order to sell or buy assets.
Assets types are currencies – i.e., money – and equity securities, i.e., part of a
company’s capital stock. A market is represented as a tuple 〈 name, id, type,
matching 〉 with the name of the market name, a unique identifier id, the type
of exchanged assets type, and the algorithm used to store and execute orders
matching. On the market, each agent can execute buy, sell, or cancel orders.
They, respectively, correspond in exchanging an equity for a currency, exchanging a
currency for an equity, and canceling an exchange order that has not been executed
yet. Each equity is quoted in a state-of-the-art central limit order book (CLOB) [2]
algorithm. By observing the market, the agents get beliefs on the market. Agents
perceive each minute the volume (the quantity of exchanged assets), two moving
means, representing the average price on the last 20 minutes and on the last 40
minutes, the standard deviations of prices on the last 20 minutes, the closing prices
on this period, and the up and down Bollinger Bands (the average prices ± twice
the standard deviations). Agents have also beliefs on the orders added and stored in
the CLOB and their execution. The general form of all those beliefs is, respectively:

indicators(Date,Mktplace,Asset,Close,Volume,Intensity,Mm,Dblmm,
BUp, BDown)

onMarket(Date,Agent,Portfolio,Marketplace,Side,Asset,Volume,
Price)

executed(Date,Agent,Portfolio,Marketplace,Side,Asset,Volume,
Price)

A set of beliefs own(PortfolioName,Broker,Asset,Quantity)
updated in real time represent the agents’ portfolio. By reasoning on those beliefs
as a contextual knowledge CK , an agent is able to infer the feasibility of passing
a buy or sell order (simply by verifying if its own portfolio contains the assets to
exchange) to produce Ap. It can also reason on the desirability of these actions
to produce Ad . To this end, we implemented a simple but classical method of
trading decision-making based on comparisons between the Bollinger Bands and
the moving means. Introduced in our experiment are two types of agents: (1)
zero-intelligence agents make random orders (in terms of price and volume) on
the market to generate activity and simulate the “noise” of real markets. Each of
them is assigned to one or every assets; (2) ethical agents implement the ethical
judgment on their own actions as a decision process to make their decisions. They
have a simple desirability evaluation function to speculate: if the price of the market
is going up (the shortest moving mean is over the other one), they buy the asset;
otherwise, they sell it. If the price goes out of the Bollinger Bands, these rules are
inverted.
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10.5.2 Ethical Settings

We consider that the ethical agents are initialized with a particular set of beliefs
about activities of the companies (e.g., an energy producer using nuclear power
plants) and some labels about their conformity with international standards (e.g., an
electric infrastructure producer labeled FSC). Those beliefs are important to assess
how it is moral to trade a given asset based on the company’s activities. Indeed, to
provide information on the morality of acting on a financial market, we implemented
moral values and moral rules directly inspired from the literature available online.6

The ethical agents know a set of organized values: for instance, “environmental
reporting” is considered as a subvalue of “environment.” Values are represented as:

value("environment").
subvalue("promote_renewable_energy","environment").
subvalue("envirnmt_reporting","environment").

Agents have a set of value supports as “trading assets of nuclear energy producer
is not conform with the subvalue promotion of renewable energy”, represented as:

valueSupport(buy(Asset,_,_,_),"envirnmt_reporting"):
-label(Asset,"FSC").

Agents are also equipped with moral rules stating the morality of environmental
considerations. For instance, “It is moral to act in conformity with the value
environment” is simply represented as:

moral_eval(X,V1,moral):- valueSupport(X,V1) & subvalue
(V1,"environment").

moral_eval(X,"environment",moral):- valueSupport(X,
"environment").

moralSet("environment","value_environment").

We declare in the last line this moral rule as an element of a set of moral
rules related to environmental values (in order to build images). Here, an ethical
agent is able to infer, for instance, that, regarding its beliefs and this goodness
knowledge, trading the asset of the FSC labeled company is moral while trading
the asset of the nuclear energy producer is both moral and immoral. Thus, the
agent needs a rightness knowledge to discriminate if it is right or wrong to trade
the second assets. Finally, ethical agents are equipped with ethical principles,
such as the Aristotelian ethics (inspired from [21]) and more simple principles
such as considering perfectAct “It is rightful to do a possible, moral and
desirable action,” the nonshaming desire desireNR “It is rightful to do a possible,
not immoral and desirable action,” and the moral duty dutyNR “It is rightful
to do a possible, moral and not undesirable action.” Please see directly the file
rightness_process.asl for more details.

6http://www.ethicalconsumer.org/

http://www.ethicalconsumer.org/
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10.5.3 Image and Trust Building

Each time an action is executed on the market (i.e., a buy order matches with
a sell order), the agents receive a message and evaluate their image of the
agents implied in the transaction. As said in the previous section, evaluating the
conformity of behaviors and building the image and the trust beliefs are actions.
Thus, they are implemented as Jason plans. In the sequel, we will detail moral
trust building. Ethical trust building is based on the same ideas. The following
plan evaluates the conformity of the action with each moral rule of the set MSet
and increments the value X stored in the belief moralAggr(Agent,MSet,X).
In this implementation, we use a linear aggregation, (i.e., it associates the same
weight with each action). Then, a conformity valuation is computed regarding
the proportion of conform actions in order to build the image. We use here three
conformity valuations (arbitrary neutral for an aggregated ratio in [0.4, 0.6[,
improper if lower and congruent if higher). Finally, when the conformity
valuation crosses a trust threshold, a plan updates the trust belief in the judged agent
regarding the set of moral rules.

+!trust : moralImageOf(Agent,MoralSet,ConformityValuation)
& trustThreshold(Threshold) & not trust(Agent,MoralSet)
& not tOrderOnConformityValuation(Threshold,Conformity

Valuation)
<- +trust(Agent,MoralSet); !trust.

Similarly, we have implemented a plan for ethical conformity which stores the
number of conform and nonconform actions regarding the rightness knowledge, a
plan for ethical image building, and a plan for ethical trust building.

10.5.4 Results

Figure 10.2 shows the evolution of the ethical aggregations computed by an ethical
agent on the others’ behaviors. In this simulation, three groups of ethical agents
are created with three different theories of good. Let us notice that the judge agent
evaluates the behavior of both ethical and zerointelligence agents. Our model only
evaluates the conformity of an observed behavior with an ethics, without trying
to understand or reason on the intentions of the other agents. As expected, the
ethical agents obeying the same ethics stay at a similar value (thick lines). The
agents obliged to generate activity on such assets stay at 0.0 or 1.0 because they
respectively can’t do moral or evil actions regarding the judge’s point of view. All
the other agents slowly converge toward a value depending on their behavior.
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Fig. 10.2 Evolution of the output of an ethical aggregations functions

10.6 Conclusion

In this paper, we mapped a model of ethical judgment process into a BDI agent
model and defined mechanisms to build images depicting the conformity of a
behavior with respect to an ethics or morals. We demonstrated how agents can use
these images to decide about trusting other agents in order to cooperate and delegate
actions. A proof of concept shows how this model has been implemented in a BDI
framework to be used in an asset management application. From a modeling point
of view, this proposal addresses the problem of measuring how far from an ethics
or a moral theory a behavior is, especially when ethics and morals lie in the hidden
personal motivations and rules of a set of heterogeneous agents. With this model,
agents may know which moral rules or values as well as ethics are concerned by
this proximity. Thanks to the expressiveness of our model for ethics and morals, we
envision as a future work to represent a large set of moral values that take the images
of the others into account in their descriptions, such as forgiveness or intransigence.
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Chapter 11
Rich and Poor: Simulating Social Policies
to Build a Fairer Society

Diogo Costa, José Soares, and Pedro A. Santos

Abstract Inequality is present in many forms in most of today’s societies at a
scale that hinders their economic growth and the lives of the people who are
part of it. We present an agent-based model that implements different economic
redistribution policies and that can explain the emergence of its macroeconomic
outcomes by means of the agents’ interactions, as advocated by ACE. Ultimately,
the simulation utilizes the generated data and applies several metrics to assess the
inequality rate (e.g., Gini index). We were thus able to build a platform equipped
with a series of features that allows the user not only to study the dynamics and the
emergence of inequality in an economic system but also to analyze, compare, and
measure the effect that different policy settings have in the inequality rate and other
macroeconomic variables.

Keywords Agent-based simulations · RePAST · Income and wealth
inequalities · Computational economics · ACE models

11.1 Introduction

The increase of inequality rates in the developed countries is giving rise to one
of the main challenges of our time. Low economic growth and poor economic
performance in the EU, as well as worldwide, have aggravated our concerns about
wage disparity, skill and income inequality, and social exclusion [1, 3, 5, 10, 11, 23,
24]. Advanced economies have observed top income earners taking a larger share
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Fig. 11.1 Net income inequality variance from 1980 to 2012

of the total income generated by the economy [26, 40, 43]. In fact, the top 10%
of income earners get nine times more income when compared to the bottom 10%
[35].

In contrast, significant growth in emergent economies, along with redistribution
efforts, lowered the income inequality [28, 46]. Figure 11.1 depicts changes in the
distribution of economic disparities across the globe from 1980 to 2012.

The implications of economic inequalities are vast, from damaging trust and
social cohesion to precluding economic growth, promoting macroeconomic insta-
bility, magnifying political influences, placing the decision power in the hands of
few, neglecting the optimization of human resources, and increasing the risks of
crisis, among many others [2, 4, 31, 39, 41]. In fact, there is a growing consensus
that economic inequality leads to more fragile and less sustainable growth, while
more equal economies sustain an ongoing growth [8, 38].

To combat economic inequalities, two of the main policy types proposed are
policies to promote education among households and welfare policies through
redistribution packages.

Regarding wealth redistribution policies, opinions often diverge: while Okun [37]
argued that redistribution hurts growth due to lower labor and competition incen-
tives, more recently Benabou [6, 7], Bleaney [9] and say that public expenditure
in infrastructure, health, education, and social insurance provisions might be pro-
growth.

Our objective is to present a model – Agent-based Model for Studying Inequality
(AMoSI) – that permits to study and measure the impact of different types of
tax revenue and redistribution strategies on inequality and other macroeconomic
variables. The model is based on the principles of agent-based computational
economics.
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11.2 Agent-Based Computational Economics

Economies are complex adaptive systems, complex because there exist many
constituents all interacting with each other and adaptive because they take actions in
order to change the status quo or react to certain circumstances. In fact, the outcome
of all the interactions among economic entities on the bottom emerges to the top
and draws the overall performance of the economy. Mainstream frameworks of
economic research such as DSGE models have taken a top-down approach to study
economic behavior and analyze the effects of policy orientations. The latter have
proven inadequate to cope with the recent turmoil in economic phenomena [21].
The agent-based theory provides a fresh and updated framework of analysis that
minimizes the adversities from the previous methodologies for economic research.
The ACE (agent-based computational economics) is the application of agent-based
theory toward the study of economics.

ACE has been used to study various economic environments by constructing a
relevant model in line with the requirements needed. It is still far from being a tool
in the center of modern economic policy analysis due to both a lack of empirical
model validation and robustness checks, but its importance has been increasing [15].
A comprehensive study about the origin of ACE and its types of agents is conducted
by Chen et al. [12].

ACE applications are spread along a wide range of fields and themes. Malerba
et al. [32] studied industrial policies and market designs with special regard for
antitrust, entry-support, and public procurement policies and their consequences
on the evolution of industry concentration and technology changes. Fagiolo and
Tassier [21, 44] delivered new insights about the labor markets and its dynamics.
Chen and Chie [13] used an agent-based model to capture the reason why taxa
rates differ among countries with regard for social learning adaptive behavior in
the lottery markets. Happe et al. [25] aimed at understanding the consequences of
agriculture subsidies in order to provide potential orientation in policy design for the
agriculture state of affairs within the EU. Oeffner [36] constructed an ACE model to
study the impact of monetary policy from a central bank on its economy. Economic
and fiscal policy studies have also been undertaken in [19, 20, 22, 34]. Mannaro et
al. [33] created an agent-based model with the aim of reducing speculation in the
financial markets by stabilizing foreign exchange and stock markets with Tobin tax-
related policy designs. The financial markets were also the focus in [27, 29]. Ciarli
et al. [14] aimed at studying the effects of changes in production and consumption
patterns upon economic growth and income distribution. Dawid et al. [16, 17]
created an ACE model to understand the effect of technology-oriented cohesion
policies upon economic inequalities. Riccetti et al. [42] explored the effects of
government intervention in the macroeconomic dynamics through unemployment
benefits. At last, Tesfatsion and Lengnick [30, 45] generated a baseline example
of an agent-based economic model, which results and reflects a few key important
behaviors from macroeconomic phenomena. This was the starting line for the work
we present.
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11.3 The AMoSI Model

The model consists on a single-region, single-product decentralized market econ-
omy with two main co-existing sectors: households and consumer goods firms.
Two fundamental markets bridge those sectors: the consumer goods market and
the labor market. The consumer goods are non-perishable, which allows inventories
to stock unsold products over time. Our baseline model considers no changes in
individual productivities nor technology vintages and is similar to the one presented
by Lengnick [30]. The full model includes tax collection and redistribution policies,
as well as the effects of education. Each iteration of the simulation represents an
economic cycle with the duration of 1 month.

AMoSI runs on an iteration loop that integrates three agent classes. The classes
of the agents can be divided in households, firms, and government. Each of these
agents interacts with one another to produce the economy’s macroeconomic outputs
(inflation, GDP, employment rates, etc.). In order to produce these outputs, agents
make use of a labor market and a goods market.

Figure 11.2 illustrates AMoSI’s economic cycle. The cycle comprehends seven
stages that summarize all the agents’ interactions with the environment. All
parameters’ descriptions and values used for the agents’ decisions can be found
in Table 11.1.

During the planning stage, the amount of goods a firm, f, aims to produce in a
simulation step, t, depends on the amount of goods that it sold in t − 1, compared
to the number of goods that it stocked. Thus, we establish that if a firm was able to
sell more than a given percentage of what it stocked, γ f , then it is considered safe
to increase the production relative to t − 1; but if the sales fall below the threshold
defined by δf , then the firm should decrease its production levels to save costs. In
other words, if soldGoodsf, t − 1 ≥ stockf, t − 1 · γ f , then firms will determine their
target production according to the following equation:

targetProductionf,t = productionf,t−1 · (1 + β) (11.1)

Contrarily, if soldGoodsf, t − 1 ≤ stockf, t − 1 · δf , then the following equation
applies:

targetProductionf,t = productionf,t−1 · (1 − β) (11.2)

The parameters γ f and δf are heterogeneous among firms, i.e., each firm has
their own upper and lower thresholds to decide when to increase or decrease their
production levels. On the other hand, β is a constant parameter that corresponds to
the production’s increase/decrease percentage for all firms.

The job application stage in Fig. 11.2. is concurrent with the planning stage and
simply represents the ability of an unemployed household agent to join the labor
market, so that he receives job offers from the firms.
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Fig. 11.2 AMoSI’s Stages

Household agents are assigned with one of three education levels, eduTierh,
which dictate their labor productivity, λh, and are the inputs for the firms’ production
processes. The higher the education level, the faster the learning speed, and
consequently, it will result in higher productivities. The following equation displays
the explained behavior:

λh,t = λh,t−1 + eduTierh
λh,t−1

(11.3)

On the other hand, an unemployed household loses its individual skills at a constant
rate, by a factor prodDecrease, which means that during the time it is unemployed, it
will lose productivity. As such, in every tick, λh, t ← λh, t − 1 · (1 − prodDecrease).

This characteristic of the households plays a crucial role in the firms’ recruitment
stage. Having employees whose productivity is defined by their education implies
that the firm’s production is constrained by the quantity and quality of labor
available in the labor market, besides the budget that they can dispose of in hiring.
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Table 11.1 Initial parameter settings for the post-baseline model

Notation Definition Value

H Number of households 500
F Number of firms 50
inicial_wealthh Initial households’ funds (at T = 0) 0
inicial_wealthf Initial firms’ funds (at T = 0) 250
inicial_wealthg Initial funds from government (at T = 0) 0
rh Utility reduction factor by household h [0, 4; 0, 6]
initial_resWageh Reservation wage of household h 3
ϕ Reservation wage reduction factor [0, 05; 0, 2]
initial_targetProdf Initial target production by firm f 10
γ Stock lower limit for production increases [0, 85; 0, 95]
δ Stock upper limit for production decreases [0, 45; 0, 55]
β Production increase/decrease factor 0,05
initial_priceb, f Price of the initial batch of goods by firm f 3
σ Stock lower limit for price increases 0,9
μ Stock upper limit for price decreases 0,8
θ Price increase/decrease factor [0, 08; 1, 2]
λ Households’ productivity 2
initial_wageOfferf Initial proposed wage by firm f 5
ε Wage offer increase/decrease factor [0, 08; 0, 15]
ϑ Visibility constraint in the goods market 0,7
η Visibility constraint in the labor market. 1
MinWage Minimum wage for every Household. 1
ν Percentage of the last wage paid in unemployment

benefits
1

� Maximum unemployment time under unemployment
benefits (months)

9

eduTierh Productivity associated with respective education level
from household h

{1, 75; 1, 45; 1, 2}

prodDecrease Productivity decrease factor for unemployed
households

0,1

τ Stock goods discount 0,6

Furthermore, household agents accept or refuse a job offer based on their
reservation wage (resWaget, h), which represents the minimum amount of money
they are willing to work for. Thus, if a firm’s wage proposal is greater than the
reservation wage, the household will accept the offer; otherwise it will not. This
behavior, combined with the different productivity levels and available resources
and budget, means that the targetProduction may not always be achieved and it will
have to be updated according to the number of hired resources and what they can
produce.

The redistribution stage is represented by the government, who implements three
tax concepts, the value-added tax (VAT) – applied to the goods, the corporate tax
(CT) – applied to the firms’ profits, and the income tax – applied to the households’
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salaries, and three benefits: earned income tax credit (EITC), unemployment benefit,
and minimum benefit. While the taxes are exogenously parameterized before the
simulation starts, the benefits are applied according to a specific algorithm.

Whenever a household is unemployed for less than a given number of simulation
steps, �, it is entitled to the unemployment benefit. This benefit consists in a
percentage, ν, of its last wage. However, if the household agent is unemployed
for longer than �, then the minimum benefit will be applied, which corresponds
directly to the minimum wage (after taxes). In case the household is employed, a
work incentive will be applied. The EITC will benefit those households according
to their income distribution; the greater their salary, the smaller the bonus.

In the production phase, when determining the goods’ price, firms must take into
consideration the unitary costs of production – which correspond directly to the sum
of all employees’ salary – so that they shall not incur in debt.

The pricing decisions of a firm’s goods are analogous to Eqs. (11.1 and 11.2),
only in this case, it is not the thresholds (σ and μ, see Table 11.1) that vary from
firm to firm. Instead, the percentage of increase/decrease in their goods’ prices will
vary with a heterogeneous factor θ f . Additionally, firms perform a discount, τ , on
all products that are kept in inventory for more than a year (12 simulation steps) to
liberate stock and attenuate losses.

Still during the production phase, the way firms decide on the salary they offer
to new employees depends on whether they successfully hired the desired number
of resources. If so, the offers decrease by a heterogeneous factor, εf , which means
there is a high supply; otherwise the offers increase by the same factor, which means
there is a high demand. Additionally, all employees’ salaries are increased by a small
amount when the employment rates of the economic system surpass 95%.

The needs management stage encompasses the households’ consumption and a
self-assessment on their current working conditions. The consumption patterns are
heterogeneous among these agents, which means that they have different inherent
propensities to consume (and therefore to save). Let j be the jth good to be consumed
and r ∈ ]0, 1[ a heterogeneous parameter (see Table 11.1). For each household h:

utilityh(j) = disposableIncomeh,t · rh
j−1, 0 < r < 1 (11.4)

Equation (11.4) means that the marginal utility of a good is decreasing as j increases.
The household’s purchase decision is then carried out by measuring the good’s
utility against its price. The disposable income of a household in t corresponds
to the sum of the savings from the previous simulation step: its net wage plus its
employment benefits.

Additionally, households try to adapt their employment conditions by adjusting
their reservation wage, introduced earlier. Thus, similarly to the households’ unem-
ployment benefits, if it is unemployed for less than a given number of simulation
steps, �, then they will try to update their reservation wage to a percentage, ν, of
their last wage. However, every tick, they will keep on decreasing their reservation
wage by a heterogeneous factor, ϕh, so that their chances of getting a job increase.
This corresponds to a household lowering their salary expectations and accepting
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more poorly paid jobs. Lastly, if they have been unemployed for longer than �,
then they will not consider their last wage and will simply keep on decreasing their
expectations until they reach the minimum wage of the economic model.

On a last note, the goods market is constrained by asymmetric information: the
households are not aware of all the firm agents in the system and can only attempt
to buy the cheapest goods available in their own network of “visible” firms. Then,
the household agent buys a good j if the utility of j (see Eq. (11.4)) is greater than
the value of its market price; otherwise the agent will find that the good is not worth
buying.

11.4 Results Validation

The model was implemented using a Java toolkit called RePAST,1 which allowed
us to describe the state and evolution of the simulated economies. For the present
paper, two scenarios were chosen to demonstrate the features that AMoSI provides
to study anti-inequality policies.

The first scenario (S0) consists of an economy free from any kind welfare
redistribution system, which means there are no taxes nor benefits to be distributed
by the government. This is the baseline model, with only education effects added.

The second scenario (SR) represents an economy where there is an active
redistribution system, with VAT, IRS, and CT at a rate of 10%, 40%, and 15%,
respectively. Additionally, all the three existing benefits available in the AMoSI
model are also distributed.

In both scenarios, the population of households is divided into three tiers of
education, where the first, second, and third tiers consist of 5%, 15%, and 80% of the
number of household agents, respectively. Each simulation was run 100 times, and
the results started counting from the 1200th tick, which consists of the simulation’s
warm-up time. Table 11.1 comprises the initial set of parameters chosen to initiate
the simulations.

The AMoSI’s results regarding both scenarios were validated by checking the
existence of endogenous business cycles and the Phillips and Beveridge curves [18].

11.4.1 Endogenous Business Cycles

The first validation check used in this process is the model’s ability to independently
generate endogenous business cycles. Figures 11.3 and 11.4 present the wealth
distribution among the various agents in both scenarios, S0 and SR, respectively,
for a period of 50 years (600 simulation steps after warm-up).

1http://repast.sourceforge.net/docs/RepastReference.pdf

http://repast.sourceforge.net/docs/RepastReference.pdf
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Fig. 11.3 GDP, households’, and firms’ wealth for the S0 scenario

Fig. 11.4 GDP, households’, firms’, and government’s wealth for the SR scenario

From the last two figures, it becomes clear that GDP and the households’ wealth
are positively correlated, while GDP and the firms’ wealth are negatively correlated.
The GDP fluctuates over periods of expansion and depression in line with the
households’ purchasing power at a given moment, as more wealth in the household’s
side results in a growing demand and therefore higher GDP.

The GDP is a function of four main variables: goods’ prices, aggregate consump-
tion, wages, and employment rates. Each of these variables has a different impact
on the final GDP. The next two figures attempt to deliver a few important insights
on the influence of these variables on the GDP outlook and the generated business
cycles. The graphics are only with respect to the S0 scenario, but the behavior is
analogous to the SR scenario.

The graphics below allow us to draw conclusions regarding the emergence of
business cycles generated by the model. When both employment (and consequently
the production output) and consumption reach their peak, prices are still increasing
because there is no constraint on pricing as opposed to the total number of
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Fig. 11.5 GDP, number of households employed, and average wages for S0

Fig. 11.6 GDP, aggregate consumption, and average prices for S0

households dictating the maximum production output of the economy. Therefore, if
consumption justifies inflation, prices increase. Wages also increase because of high
employment rates; since it gets more difficult to find resources, firms increase their
wage offers. These two phenomena reach their limit when prices are unsustainable,
and households do not find enough utility in purchasing goods at such high values,
which takes the economy to the business cycle’s turning point (Figs. 11.5 and 11.6).

The opposite occurs in the negative slope of the cycle. GDP is highly influenced
by inflation and deflation, which are driven by consumption. Therefore, even though
real GDP is often the most used metric to compare different economies, it fails to
measure the general welfare of the population when there is a rapid variation of
prices and salaries.

11.4.2 Phillips and Beveridge Curves

To complete the validation process, we had to assess whether the model complies
with both the Phillips and the Beveridge curves [18].
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Fig. 11.7 Phillips curve for S0

Fig. 11.8 Beveridge curve for S0

The Phillips curve is an empirical economic relation that states an inverse correla-
tion between the unemployment rate and inflation, which means that unemployment
decreases as inflation increases.

The Beveridge curve is the graphical representation of the relationship between
the number job vacancies and the unemployment rate. According to the Beveridge
curve, there is a negative feedback between the unemployment rate and the number
of job vacancies, that is, when the unemployment increases, the number of vacancies
decreases.

The following four figures present the graphical representations of both these
empirical laws in both scenarios under assessment (Figs. 11.7, 11.8, 11.9 and 11.10).
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Fig. 11.9 Phillips curve for SR

Fig. 11.10 Beveridge curve for SR

11.5 Economic Inequality Analysis

As previously mentioned, the main goal of the AMoSI model is to create a platform
to study normative understanding and policy analysis upon economic inequalities.
In this section, the core inequality dynamics are presented, and further ahead, both
the S0 and SR scenarios are compared in order to assess whether the welfare
redistribution policy is, in fact, beneficial for this artificial society.

Understanding how income inequality emerges in a society is one of the primary
goals of the AMoSI model. The following graphics are with respect to the S0
scenario (Figs. 11.11 and 11.12).

From both the previous figures, it is possible to observe a positive correlation
between equality and consumption. In fact, higher consumption levels lead to higher
employment, and employment is highly correlated to economic equality with almost
90% goodness-of-fit. In this scenario, unemployed households do not have any
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Fig. 11.11 Income inequality and aggregate consumption for S0 scenario

Fig. 11.12 Income inequality and employment correlation for S0 scenario

source of income, which prevents them from purchasing their desired quantities
of consumer goods. Contrarily, the employed households are the only ones with
enough purchasing power to consume. The gap between unemployed and employed
households’ income only starts to diminish when aggregate consumption increases,
which forces the aggregate production to increase and, consequently, so does the
employment rate.

These dynamics change when other sources of income are added to the economic
system or when households have different incentives to work. In the SR scenario,
households are entitled with a minimum wage and an unemployment benefit if
unemployed, which allows them to purchase consumer goods even when they do not
get a salary. Also, households get a bonus from the government for being employed,
if their salary is low, which enhances the purchasing power of employed agents
and functions as an incentive to work. Firms also benefit from the EITC benefit
because it becomes easier for them to hire new households, since the responsibility
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Table 11.2 Average
aggregate consumption and
income inequality for S0 and
SR scenarios

S0 SR

Average aggregate consumption 1486 1532
Average income inequality 0,244 0,064

Fig. 11.13 Aggregate consumption for the SR and S0 scenarios

of satisfying the households’ reservation wage is no longer exclusive of the firms
but also an indirect responsibility of the government.

As previously mentioned, GDP is largely used to compare different economies,
but it seems to be too sensitive to inflation and deflation phenomena, which will
not account for the welfare of the population. On the other hand, aligning aggregate
consumption with income inequality may provide a much better understanding on
the population’s general welfare and equality.

Table 11.2 comprises the average of the two metrics previously mentioned. Also,
the following two figures present both scenarios under study regarding its aggregate
consumption and income inequality dynamics (Fig. 11.13).

From Table 11.2, it is possible to conclude that, in average, households consume
more in the SR scenario when compared to the S0 scenario. At the same time, the
SR scenario results in a more equal society as shown by the lower income Gini
coefficient. In the S0 scenario, income and wage overlap because wages are the
only income source of the households, while in SR the practice of the government
distributing three types of benefits completely changes this behavior. In fact, from
Fig. 11.14., it is possible to observe the gap between wage and income inequality
for the SR scenario, which is due to the presence of the welfare redistribution policy.

From the previous graphics and table, it is possible to demonstrate that a
simple economy, such as the one implemented by the AMoSI model, displays
a better performance when there is an active welfare redistribution policy with
three taxes and benefits included. The AMoSI model did not only allow us to
assess the simulation’s outcomes but also to formulate other insights on how
economic inequalities emerge in a modern society. This aspect is most beneficial
for policymakers to tackle this issue in the most adequate way possible.
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Fig. 11.14 Income and wage inequality for the SR and S0 scenarios

11.6 Conclusions

Economic inequalities have been in the center of the economists’ attention through-
out the years. They threaten social and economic cohesion while also reducing
growth. The present work introduced a new approach to the study of economic
policies and aimed to find a means to tackle this issue. As such, a multi-agent
simulation composed by households, firms, and a government was developed in
order to simulate an economic model and assess the impact of different economic
policies on the system, giving birth to the AMoSI.

This model relied on the traditional welfare redistribution policy to assess
whether these policies contribute toward a more reasonable and equal society while
at the same time not precluding the system’s economic performance.

In order to perform this assessment, two metrics were chosen to help guide our
analysis: the households’ aggregate consumption and the Gini coefficient of their
income. Throughout the simulation runs, the system showed consistently higher
levels of aggregate consumption as the income Gini coefficient decreased, meaning
that the higher the consumption levels, the lower the inequality rate of the system
tends to be.

Moreover, the AMoSI allows the user to study the microeconomic dynamics
behind the emergence of inequality, which can pose as a major benefit for poli-
cymakers trying to create policy sets to attenuate the inequality rates. Therefore, the
AMoSI is successful in both creating new insights on the dynamics of inequalities
and also allowing the analysis of specific economic policies. In fact, it is possible
to use our model to study both the impact and effectiveness of individual taxes and
benefit levels as well as their interaction effect on growth and inequality reduction.

On the other hand, there are still some points to improve. The AMoSI is still
a quite simplistic model of a modern economy, having its focus on the firms’
and households’ behavior and interactions. In fact, introducing other products, a
financial system, and active government constraints regarding the public budget will
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add a significant amount of complexity to the model. However, by doing so, it may
converge into an even more realistic version of an economic system. Nevertheless,
our model does pose as a valid initial framework for the analysis of economic
policies.
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Chapter 12
Multi-scale Validation of an Agent-Based
Housing Market Model

Koen de Koning and Tatiana Filatova

Abstract Validation is a vital step in any model that aspires to have an impact. In
agent-based computational economics in particular, it is essential because, unlike
most neoclassical economic models, the models are vastly complex and often
unique in their kind [1, 2]. Importantly, they often require disaggregated data
to specify attributes, behavioural rules and interactions among agents. Therefore,
agent-based models require more time and effort to validate. There are numerous
ways of validation in agent-based modelling discussed in the literature, e.g [1, 3–
7]. Reviewing them is beyond the scope of this paper. Here we will focus on two
dimensions of validation: empirical versus theoretical validation and micro- versus
macroscale validation. In our agent-based model of the housing market, we have
applied both ends of the two spectra.

12.1 Introduction

Validation is a vital step in any model that aspires to have an impact. In agent-
based computational economics in particular, it is essential because, unlike most
neoclassical economic models, the models are vastly complex and often unique
in their kind [1, 2]. Importantly, they often require disaggregated data to specify
attributes, behavioural rules and interactions among agents. Therefore, agent-
based models require more time and effort to validate. There are numerous ways
of validation in agent-based modelling discussed in the literature, e.g [1, 3–7].
Reviewing them is beyond the scope of this paper. Here we will focus on two
dimensions of validation: empirical versus theoretical validation and micro- versus
macroscale validation. In our agent-based model of the housing market, we have
applied both ends of the two spectra.
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Fig. 12.1 Validation process for agent-based models. Empirical validation is directly based on
observations of the real-world system, while theoretical validation – like the name suggests – is
done by making use of theories, potentially derived from observations and our understanding of
the real-world system or confirmed by them. Note that the arrows from observations to theory
(induction) are also empirical validation but are beyond the focus of this paper

Empirical versus theoretical validation can be presented as a trade-off between
making the model as detailed and realistic as possible – demanding empirical vali-
dation – and as simple and stylised as possible, which mostly demands theoretical
validation. These two options of validating agent-based models are not mutually
exclusive. Yet, the trade-off between detailed representation of a particular case
study and generalisability governs where the modeller should put most of her effort.
Moreover, she should realise that theoretical validation is often a lot less costly and
time-consuming than empirical validation. Figure 12.1 summarises our conceptual
overview of these two choices in an agent-based model where we try to describe,
explain, explore as well as predict real-world phenomena. Processes in these real-
world systems can be observed and studied. A modeller can choose to spend her
time collecting data and formulating stylised facts based on these observations and
use that as input for the agent-based model – empirical validation. When time is
scarce, however, or when a modeller wants to build a model that is more stylised
and generalisable, she will need to rely on theories – theoretical validation. Ideally,
these behavioural theories should be passing an empirical test independently of a
particular agent-based exercise, as many theories in psychology do [8, 9].

In this paper, we discuss our experience with an agent-based model of the
housing market that is validated both empirically and theoretically across multiple
scales. In our model, we attempt to seek a balance in scale and realism by combining
empirical and theoretical validation methods and applying them on multiple scales
(agent-level and market-level). We highlight what we learned from this example
and how it is useful for other modellers, especially in environmental applications of
agent-based computational economics where both spatial and behavioural data are
to be combined.

12.2 Model Description

We built an agent-based model to explore how urban housing markets evolve in the
presence of climate-driven floods and behavioural biases on the agent level. Climate



12 Multi-scale Validation of an Agent-Based Housing Market Model 137

change imposes severe consequences for urban development in hazard-prone coastal
and delta areas. The issue is complicated by the fact that disaster risk is spatially
correlated with rich environmental and urban amenities of those locations. They
drive population clustering and growth of property values in hazard-prone areas,
rapidly increasing exposure and vulnerability. Individual preferences for locations
play a crucial role in the formation of spatial patterns in urban land markets.
Yet, increasing climate-related risks may alter choices of individual economic
agents, which enforces the potential for critical transitions from the bottom-up. In
complex systems, changes in individual expectations driven by new information and
emotions could lead to major abrupt shifts in the aggregated market dynamics.

We address the methodological challenge of studying non-marginal abrupt land
use transitions by incorporating adaptive expectations about land market dynamics
into a spatial agent-based model. It is a complete model of the property market in
both a coastal and an inland city that experience regular floods. Extensive datasets
of both GIS and housing transaction data are employed [10, 11] in addition to
income and housing budget data from the USA [12–14]. Our current model is
based on an existing model of a flood-prone housing market, the background and
ODD+D description for which can be found elsewhere [15]. The current version
makes significant improvements on the price expectations’ procedure [16] and the
structure of the utility function. In the model, we simulate household decisions in
the flood-prone housing market, in particular, (1) households deciding on whether
or not to sell their property, (2) a realtor agent advising sellers on their ask price, (3)
buyers looking for properties within their budget, (4) buyers comparing properties
based on expected utility calculations and deciding to bid on a property, (5) sellers
entering negotiation with buyers that offer the highest bid and (6) buyers and
sellers negotiating over prices. Flood risk enters the calculations in steps 2 and 4.
The capitalised discount for properties at risk of flood is calculated in step 2,
and individual risk perception enters the utility calculation in step 4. The utility
calculation is based on buyers’ housing budgets, preferences for neighbourhood
quality, preferences for housing characteristics and subjective flood probabilities.
Housing budgets are heterogeneous among agents. The capitalised discount for
flood risk is calculated through analysis of sales during the simulations. Each time
step, the realtor agent updates his price expectations through hedonic analysis and
spatial interpolation (kriging) of sales in the previous time step.

12.3 Validation Techniques Used in Our Model

We can divide the validation techniques of our model into a theoretical part and an
empirical part.

Theoretical:

• Economic theory: microeconomics, supply, demand and bidding, utility maxi-
mization
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• Urban economics [15]: markets with spatial goods that are differentiated by
distance to CBD, amenities and risks.

• Risk perception theory: risk negligence, prospect theory, expected utility

Empirical:

(a) For parameters on spatial and economic attributes:

• Two datasets in Eastern North Carolina – one coastal city with coastal
flooding and one inland city with river flooding – with 4799 [11] and 3106
[10] property transactions, respectively

• Two datasets of actual housing properties and their structural characteristics
in the same cities: 9793 properties in the Greenville dataset and 3481
properties in the Beaufort dataset.

• Empirical data on household income and budget spent on housing in the
USA

(b) For parameters on behavioural attributes:

• Surveys among 600 current buyers and 600 current sellers

(c) For the structure of behavioural rules and interactions on the market:

• 2 × 2 hour in-depth interviews with real estate agents to specify the main
architecture of the market (how ask and bid prices are formed, how agents
negotiate prices, how they adjust prices, how learning on price expectations
is happening) in 2013 and 2015

• 19 × half hour to 1-hour interviews with real estate agents in 2017

The model was initially validated against a set of stylised facts based on empirical
observations on macroscale and interviews with two realtors to get an understanding
on how the market should be modelled. Additionally we used microeconomic
theories to engineer buyer and seller behaviour. After a few simulation studies,
our demand for empirically informed behaviour on the microscale increased. We
needed more data on the perceptions and considerations of individual households
in order to better understand the underlying behaviour of agents in the market and
to better link and understand it in the context of market responses to flood risk.
Therefore we added the surveys (part b of empirical validation) at the last stage.
These surveys allowed us to ask individuals specifically about their risk perception,
their behavioural responses (e.g. would they actively avoid properties located in the
flood zone?) and their willingness to pay for properties inside versus outside the
flood zone.

12.4 Why Multiple Scales?

Our agent-based model was validated theoretically as well as empirically on
multiple scales, from aggregated market-level responses to flooding events to
individual responses to natural hazards. We applied a variety of approaches on
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multiple scales for a number of reasons. Firstly, we found that our theoretical models
of risk perception in this agent-based land market model were insufficient to capture
the price dynamics that were observed in empirical studies [17]. Secondly, empirical
studies of market transactions that consist past flooding events were insufficient
to extrapolate the behaviour of individual agents in a world where the climate is
changing and severe flooding events become more common. Thirdly, we needed
more data on the risk perceptions and choices made by individuals in order to
understand the underlying behaviour of individuals that govern the observed market
behaviour since neither of the stylised theoretical models can explain it well [ref to
EE paper]. Hence, there seem to be additional factors that play a role in the actual
decision-making.

The micro-macro validation approach allows for a better understanding of the
system. ABMs allow us to study systemic behaviour by looking at how individual
elements behave and interact. Any mismatch that we find between validated micro-
and macro-level behaviour forces us to rethink the underlying mechanisms and
relationships of the system’s functioning. This iterative process is the core of the
good modelling practice [18].

12.5 Contribution and Further Study

This paper contributes to our knowledge of validation in ABM in the following
ways:

• It provides examples of ways to validate agent-based models: in particular, why
it is useful to validate the model empirically on system level as well as on
individual level.

• It provides some insights that help as a guide to other agent-based modellers.

We discussed our improvements in terms of empirical validation of micro-level
validation. In the next stage of this research, the survey results will be analysed
and implemented in the model. We assess the differences in outcomes when the
model is based on validated system behaviour versus agent behaviour. Moreover,
we will explore under which circumstance non-marginal shifts in property values
may emerge when individuals experience a major flooding. It is of most interest to
understand how social amplification of risk impacts this process and to what extent
changes in probability and severity of floods matter.

Validation can be a continuous iterative process, and there is no definite answer
as to how much empirical validation is enough in order to make a model useful for
its purpose. Moreover, our experience in validating our model does not necessarily
apply to other models as well, and the balance between theoretical and empirical
validation may shift depending on the modelling purpose (e.g. predicting, explaining
and understanding of real-world system dynamics). Most importantly, as with any
model, the model design should make sense. It is up to expert judgement whether
it does. It is not so much about how much the model itself needs to be validated
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but about how much information a person needs in order to be comfortable making
well-reasoned modelling decisions.
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Chapter 13
Towards Agent-Based Models of
Rumours in Organizations: A Social
Practice Theory Approach

Amir Ebrahimi Fard, Rijk Mercuur, Virginia Dignum, Catholijn M. Jonker,
and Bartel van de Walle

Abstract Rumour is a collective emergent phenomenon with a potential for
provoking a crisis. Modelling approaches have been deployed since five decades
ago; however, the focus was mostly on epidemic behaviour of the rumours which
does not take into account the differences between agents. We use social practice
theory to model agent decision-making in organizational rumourmongering. Such
an approach provides us with an opportunity to model rumourmongering agents
with a layer of cognitive realism and study the impacts of various intervention
strategies for prevention and control of rumours in organizations.

Keywords Rumour · Organization · Social practice theory · Agent-based model

13.1 Introduction

The phenomenon of rumourmongering has malicious impacts on societies. Rumours
make people nervous, create stress, shake financial markets, and disrupt aid
operations [27]. In organizations, rumours lead to unpleasant consequences such
as breaking the workplace harmony, reduction of profit, drain of productivity, and
damaging the reputation of a company [7, 20]. Recent work on the McDonald’s
wormburger rumour and the P&G Satan rumour confirm the negative impact of
rumours on the productivity of firms [7].

For more than hundred years, scholars from a wide range of disciplines are trying
to understand different dimensions of this phenomenon. Research in rumour studies
can be classified according to the approach followed: a case-based approach and
a model-based approach. In the case-based approach, results are based on case
studies, not on models, making it hard to generalize their conclusions. The model-
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based approach tries to explain the phenomenon of rumours by model-based based
simulations. The model-based approaches, so far, focus only on the dynamic of the
spread, while rumour is a collective phenomenon, and the acts of individuals can
influence the whole system. Rumours in organizations have been mainly approached
with case-based studies and dynamic spreading model. To our knowledge there are
no studies where the cognition of the individual is taken into account.

In our agent-based approach, we study the dynamics of the spread of rumours in
organizations as an emergent (collective) behaviour resulting from the behaviour of
individual agents using social practice theory. We use the proposed model to study
the impact of change in organizational layout on control of organizational rumour.

The concept of social practices stems from sociology and aims to depict our
‘doings and sayings’ [24, p. 86], such as dining, commuting and rumourmongering.
This paper uses the semantics of the social practice agent (SoPrA) model [19] to gain
insights in rumourmongering in organizations.1 SoPrA provides a unique tool to
combine habitual behaviour, social intelligence and interconnected practices in one
model. This makes SoPrA especially well-suited for studying the spread of rumours
in organizations as this practice is largely habitual, social [10] and interconnected
with practices as working and moving around. Given the lack of available empirical
data on the social practice of rumourmongering, we give a proof of concept on how
to collect data by doing eight semi-structured interviews.

This paper is organized as follows. The next section provides an overview of
the research on rumours with an emphasis on studies of organizational rumour.
Section 13.3 describes the context for our experiment and the methodology of
data collection and data preprocessing. The model is introduced in Sect. 13.4. One
possible experiment is described in Sects. 13.5, and 13.6 presents our conclusions,
discussion and ideas for future work.

13.2 Background and Related Work

Rumours are unverified propositions or allegations which are not accompanied by
corroborative evidence [7]. Rumours take different forms such as exaggerations,
fabrications, explanations [23], wishes and fears [14]. Rumours have a lifecycle
and change over the time. Allport and Postman in their seminal work psychology
of rumour concluded that, as a rumour travels, it grows shorter, more concise, more
easily grasped and told [12]. Buckner considers rumour a collective behaviour which
is becoming more or less accurate while being passed on as they are subjected to the
individuals’ interpretations which depends on the structure of the situation in which

1Mercuur et al. [19] provides a static model of SoPrA based on literature and argued modelling
choices. This paper applies this model to the domain and extends it by including competences and
affordances and modelling a dynamic component based on [17]. Note that Mercuur et al. [19] is
still under review and only available as pre-print at the moment of writing.
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the rumour originates and spreads subsequently [4]. Rumours are conceived to be
unpleasant phenomena that should be curtailed. Therefore, a number of strategies
have been proposed to prevent and control them [4, 15, 22].

One of the rumour contexts that has received attention from researchers for
almost four decades is organizations. Like rumour in general context which is
explained in the above paragraph, rumour in organizations has different types and
follows its own lifecycle [1–3, 7, 8, 13]. Also, to quell credible and non-credible
organizational rumours, a number of different techniques and strategies have been
suggested [7, 13]. The research approach also follows the same pattern, with a slight
difference which to the best of our knowledge is qualitative without adopting any
modelling approach.

The related literature reported above are based on case studies or experiments in
the wild. This pertains to the types of rumour, dynamics of rumour and strategies to
control rumours, either in general or in organizational contexts. These case studies
and experiments are to inform the construction of theories and models underlying
the phenomenon of rumourmongering. Theories and models, in turn, should be
tested in case studies and simulations. Model-based approaches do just that. How-
ever, the current state of the art in model-based simulations of rumourmongering
focuses only on the dynamics of the rumourmongering, comparable to the epidemic
modelling and spread of viruses [6, 21, 26, 28, 31]. These models do not consider
the complexities of the agents that participate in rumourmongering.

The research area of agent-based social simulations (ABSS) specializes on
simulating the social phenomena as phenomena that emerge from the behaviour of
individual agents. ABSS is a powerful tool for empirical research. It offers a natural
environment for the study of connectionist phenomena in social science. This
approach permits one to study how individual behaviour give rise to macroscopic
phenomenon [9]. Such an approach is an ideal way to study the macro effects of
various social practices, because it can capture routines which are practised by
individuals on a regular basis in micro level and see their collective influence in
a macro level.

13.3 Domain

This research investigates the daily routine of rumourmongering in a faculty
building on the campus of a Dutch university. In this faculty, students, researchers
and staff work in offices with capacity of one to ten people. Aside from the actual
work going on in the building, filling a bottle with water, getting coffee from the
coffee machine, having lunch at the canteen and going to the toilet are among the
most obvious practices that every employee in this faculty does on a daily basis.

Nevertheless, there are other daily routines in the organization which are not that
obvious. One of these latent routines is rumourmongering. Rumours or unverified
information are transferred between students, researchers and staffs on a daily basis,
during lunch, while queuing for coffee, when seeing each other in the hallways and
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Table 13.1 Interviewees demography

Number of
interviews

Number of different
countries

Lowest educational
level Mean age Female %

8 6 MSc 28 50

when meeting in classrooms and offices. All these situations are potential contexts
for casual talks and information communication without solid evidence.

For data collection we conducted semi-structured explorative interviews with
people from the above-mentioned faculty. Semi-structured interviews allow us to
ask questions that are specifically aimed at acquiring the content needed for the
SoPrA model, while still giving the freedom to ask follow-up questions on unclear
answers. The data collection can be improved in future works by increasing the
number of interviewees and diversifying them (not only asking from students). For
demographic information, the reader is referred to Table 13.1. We prepared the
following question set to ask from each interviewee based on the meta-model which
will be explained in the next section:

1. What are the essential competencies for rumourmongering?
2. What are the associated values with rumourmongering?
3. What kind of physical setting is associated with rumourmongering?

Given the thin line between personality traits and competences, we used the Big
Five model [11] to differentiate between personality traits and competences. For
Question 2, we asked the interviewees to choose the relevant values from Schwartz’s
Basic Human Values model [25]. We asked the same set of questions about fact-
based talk.

We processed the collected data in two ways before using it in the model. Firstly,
we clustered answers that point to the same concept. For example, in Question 3,
interviewees gave answers such as cafeteria, coffee shop and cafe to point to a place
where people can get together and drink coffee. In the coffee example, we clustered
answers under the term of “coffee place.”

Secondly, we classified the answers to Question 2. As mentioned, for that
question, we asked interviewees to pick associated values from Schwartz’s Basic
Human Values model. We used the third abstraction level of the model which is
more fine-grained and compared to other levels and gave the interviewees a better
idea of what they point to. However, a model based on level three would not allow
us to compare the agents effectively. Therefore, we decided to wrap the answers and
classify them based on second abstraction level. Using a classification based on the
first abstraction level would have been too homogeneous in the sense that the agents
would behave too similar, which would lose the effectiveness of the simulation.
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13.4 Model

The model has two main parts: (i) static part and (ii) dynamic part. In the static part,
the components of the model and their properties are described, and in the dynamic
part, we explain the interaction of those components.

13.4.1 Static Part

This section describes the SoPrA meta-model which is used as the groundwork for
our agent-based model, how we use empirical data to initiate the model, the model
choices we make and how we tailor the model to the context of organization.

The SoPrA meta-model was introduced by Mercuur et al. [19] and describes
how the macro concept of social practices can be connected to micro-level agent
concepts. Figure 13.1 shows SoPrA in a UML diagram. The main objects in a
SoPrA model are activities (e.g. fact talk, rumourmongering), agents (e.g. PhD
students, supervisors), competences (e.g. networking, listening), context elements
(e.g. office, cafeteria) and values. Values here refer to human values as found by
the earlier stated Schwartz model, such as power or conformity. The social practice
is an interconnection of (1) activities and (2) related associations as depicted by

Fig. 13.1 The social practice meta-model captured in the Unified Modelling Language, including
classes (yellow boxes), associations (lines), association classes (transparent boxes), navigability
(arrow ends) and multiplicity (numbers)
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Table 13.2 The associations attached to the activity and their specification

Association Specification

Implementation Which activities are a way of or a part of doing the activity

Affordance Which context elements are needed to do the activity

RequiredCompetence Which competences are needed to do the activity

Knowledge Which activities an agent knows about

Belief Which personal beliefs an agent has about the activity

RelatedValue Which values are promoted or demoted by the activity

Trigger Which context elements habitually start the activity

Convention Which activities usually implement the activity

the grey box in Fig. 13.1. For example, the practice of talking consists of two
possible activities: fact talk or rumourmongering. The social practice connects
these different activities with the Implementation association. If activity A

implements activity B, this means that A is a way of or a part of doing B.
The Implementation association is the first of several associations that are

related to an activity (see Table 13.2). Most associations are fairly self-explanatory;
however the Trigger and Convention attribute are a bit more complex.
Following Wood and Neal [29], triggers are the basis for habitual behaviour. If
an agent is near a context element that has a trigger association with an activity,
then it will do that activity automatically (without, e.g. considering its values).
Following Crawford and Ostrom [5], conventions are related to norms and signify
that something is the normal way to do something. If an agent believes that activity
A is a strategy for activity B, then it believes that other agents usually implement
activity B by doing activity A.

The SoPrA meta-model does not only relate the activities to other classes,
but the agent itself also has two types of associations, HasCompetence and
ValueAdherence which play a role in choosing the activities it will do. The
HasCompetence association links possible skills to the agent who masters those.
The ValueAdherence association captures if an agent finds that value important.

The model can be initiated using empirical data. Note that in this study, we
focussed on a small set of explorative interviews. We show with this initial data
a proof of concept of how the model can be initiated. To properly ground the model,
a larger and more rigorous empirical study is necessary.

The activity class has three instances: talking, rumourmongering and fact talk.
The number of instances of agent can vary in the different experiments (see
Sect. 13.5). The instances of the context element, competence and values class
are based on the gathered data and can be found in Tables 13.3 and 13.4.2 The

2The context element “Friend” and “Colleague” are special cases; these are rather attributes of
context elements (i.e. agents) than context elements themselves. In our model these are to some
extent implicitly captured, because the agents who one sees most often (i.e. friends, colleagues)
are mostly likely to be habitually associated with an action.
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Table 13.3 The elements
associated with the
rumourmongering activity

Rumourmongering

Context elements Meaning Competence

Friend Self-direction Sneaky skills

Coffee place Power Network skills

Hallway Hedonism Talking skills

Restaurant Achievement Observing skills

Office Benevolence

Phone

Computer

Table 13.4 The elements
associated with the fact talk
activity

Fact talk

Context elements Meaning Competence

Colleague Universalism Being knowledgeable

Academic staff Self-direction Listening skills

Office Benevolence Critical thinking skills

Conference Achievement Communication skills

Meeting room Tradition

Classroom

Restaurant

Phone

Computer

Pen

Coffee

complete static model consists both of object instances and associations between
these instances. An example focusing on one agent (i.e. Bob) and one activity
(i.e. rumourmongering) is shown in Fig. 13.2. Bob believes that the activity of
rumourmongering is related to the value of privacy, curiosity and social power. He
thinks it requires the competence of networking and noticing juicy details and thinks
the activity is triggered (to some extent) by the hallway, restaurant and another
agent named Alice. Furthermore, he himself has the competence of networking and
adheres strongest to the value of ambition and weakest to the value of pleasure.

The agents differ in which activity they associate with which element. In other
words, the SoPrA meta-model does not initiate one social practice that all agents
share, but one social practice per agent. The chance that an agent relates an activity
to a competence is based on the empirical data we gathered in the interviews. For
example, if 50% of the interviewees linked critical thinking skills to fact talk, the
chance an agent makes this association depends on a binomial distribution with
p = 0.5. For relatedValue association and HabitualTrigger association,
all agents make the associations as mentioned in Tables 13.3 and 13.4. However,
the weights differ per agent. The weights for the relatedValue association are
picked from a normal distribution between 0 and 1. Given the lack of empirical
data on the relation between activities and human values, we follow the related
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Fig. 13.2 An instance of the SoPrA meta-model for the activity of rumourmongering and one
agent. For illustration purposes, the associations related to the activity talking and the agent “Alice”
are omitted

finding of the World Values Survey that people adhere to values with roughly
a normal distribution [30]. The weights for HabitualTrigger are picked on
a logarithmic distribution based on the empirical work of [16]. One interesting
modelling choice we made was to drop the Affordance associations in the
conceptual model. The SoPrA meta-model conceptualizes two associations with
context elements. The HabitualTrigger association representing that some
context element can automatically lead to a reactive action and the Affordance
association representing that some context elements are a pre-condition to enact a
certain behaviour. None of our interviewees mentioned a possible context element
that affords rumourmongering fact talk. As such this association seemed irrelevant
for our model.

The associations related to the agents themselves are based on random distribu-
tions. Each competence has a 50% chance to be related to an agent. Each value is
associated to each agent, but the weights differ. The weights for the hasValue
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association strength are based on a correlated normal distribution. Schwartz [25]
shows that the strength to which people adhere to values is correlated. For example,
people who positively value universalism usually negatively value achievement.
We use the correlations found by Schwartz [25] to simulate intercorrelated normal
distribution from which we pick the weights. In future work, we aim to extend our
interviews to also gather data that can inform these weights.

For our modelling context, we need to extend the SoPrA model with a spatial
component. We do this by adding two attributes to the ContextElement class
called x-coordinate and y-coordinate. These coordinates can be used by
the agent to sense which objects are near. Note that every agent is also a context
element as indicated with the “generalization” association in the UML diagram.

13.4.2 Dynamic Part

This section describes the dynamic part of the model which on each tick comprises:

1. An agent decides on its location using the moving submodel and updates its
coordinate attributes.

2. An agent decides if it will engage in fact talk or rumourmongering based on the
choose-activity submodel.

The moving submodel has four components that agents can transfer between. As
it is shown in Fig. 13.3, the initial state is offices, and from that state agents can
leave their offices and pass the hallway to either have lunch at the restaurant or grab
a cup of coffee at the coffee place. During the interviews, we discovered most of
the people do those daily routines around the same period of time, and only a few
people do not follow this pattern and leave their offices out of usual time periods,
so we concluded the transition of agents between different locations is a random
phenomenon which follows a normal probability distribution.

The choose-activity submodel is based on Mercuur et al. [18] and has three
stages. The submodel is depicted in Fig. 13.4. The agent starts by considering both

Fig. 13.3 The moving model for agents
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Fig. 13.4 The choose-activity submodel and the three stages the agent uses to decide on its
activity: competences, habits and values

rumourmongering and fact talk. At each stage the agent makes a decision on one
cognitive aspect. If this aspect is not conclusive, it will prolong the decision to the
next stage. In the first stage, the agent compares its own competences to the compe-
tences that it believes to be required for the activity. In our example model depicted
in Fig. 13.2, Bob would decide it cannot do the activity of rumourmongering,
because it requires a competence he does not have: noticing juicy details. As such,
Bob will engage in fact talk. (Note that if Bob does not have the skill to do either
activity, then the decision is also prolonged to the next stage.) In the second stage, an
agent tries to make a decision based on its habits. It will survey its context and decide
which context elements are near, i.e. resources, places or other agents. If it has a
habitual trigger association with a particular strong strength between one of those
context elements and either rumourmongering or fact talk, it will automatically
do that action. In the last stage, the agent will consider how strongly it relates
certain values to both activities and how strongly it adheres itself to these values.
Consequently, it makes a comparison between the two activities and decides which
best suits its values. For the complete implementation of the habitual model and
value model, we refer to [17].

13.5 Experiment

The proposed rumour model with elements associated with physical settings,
individual values and competencies enables us to investigate impacts of a variation
of settings and interventions on the spread of rumours in organizations.
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One of the open questions in organizational rumour literature is the effectiveness
of different prevention and control strategies. In our approach we only need to
extend the model with the specific elements and characteristics of the case that
we would like to study. In this paper we study the effect of organizational layout
on rumour dynamics. In our case, we take the size of offices and number of coffee
places as the proxies for organizational layout and juxtapose two organizational
layouts cases (Fig. 13.5) to understand the impact of layout on rumourmongering
dynamic.

To set up the model, we determine the number of agents and then initialize
the context and agents. In the organization that we studied, each section has on
average 50 people; therefore, we pick 50 as the number of the agents. For context
initialization, we design the layouts and assign agents to different locations, and
then we initialize agents with probability distributions for routines such as grab a
cup of coffee or having lunch. After the model setup, it can be executed.

Fig. 13.5 (a) In this case, we study the impact of office size on dynamics of rumourmongering. (b)
In this case we study the impact of number of coffee places on the dynamics of rumourmongering
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13.6 Discussion and Future Research

Modelling rumourmongering has been studied since 1964. So far, the modelling
did not consider the complexities of individual agents and mostly focused on the
spreading behaviour of the phenomenon. In the model proposed in this paper, agents
have a cognitive layer that deploys social practice theory and views rumour as a
routine with associated competencies, values and a physical setting.

In this research, we narrowed our study to the context of organization, and after
introducing the generic model, we tailored our model to the context of organization
via empirical data collected through interviews conducted in a Dutch university.
Based on explorative interviews, we established that social practice theory is likely
to be applicable as people shared a view on rumour, and their habits regarding
rumour and rumours seem to be intertwined with other activities.

Our model can be used to study a wide range of topics in organizational rumour
studies, in particular for testing the effectiveness of interventions for prevention and
control of rumours in organizations.

Future work is to extend the questionnaire by asking about associations, conduct
more and more rigorous interviews, implement the model and run the proposed
experiments that explore different organization layouts. Furthermore, we aim to
validate our model by looking at how rumours travel from person to person in the
organization during a pre-selected time period.

Contributions and Acknowledgement Ebrahimi Fard and Mercuur wrote the first draft.
Ebrahimi Fard provided the domain knowledge and collected most data, whereas Mercuur provided
the meta-model and methodological knowledge. Dignum, Jonker and van der Walle supervised the
process and contributed to the draft by providing comments, feedback and rewriting. This research
was supported by the Engineering Social Technologies for a Responsible Digital Future project at
TU Delft and ETH Zurich.

References

1. Bordia, P., Hobman, E., Jones, E., Gallois, C., Callan, V.J.: Uncertainty during organizational
change: types, consequences, and management strategies. J. Bus. Psychol. 18(4), 507–532
(2004)

2. Bordia, P., Jones, E., Gallois, C., Callan, V.J., Difonzo, N.: Management are aliens! rumors and
stress during organizational change. Group Org. Manag. 31(5), 601–621 (2006)

3. Bordia, P., Kiazad, K., Restubog, S.L.D., DiFonzo, N., Stenson, N., Tang, R.L.: Rumor as
revenge in the workplace. Group Org. Manag. 39(4), 363–388 (2014)

4. Buckner, H.T.: A theory of rumor transmission. Public Opin. Q. 29(1), 54–70 (1965)
5. Crawford, S.E.S., Ostrom, E.: A grammar of institutions. Polit. Sci. 89(3), 582–600 (2007).

http://www.jstor.org/stable/2082975
6. Daley, D.J., Kendall, D.G.: Epidemics and rumours. Nature 204(4963), 1118 (1964)
7. DiFonzo, N., Bordia, P., Rosnow, R.L.: Reining in rumours. Organ. Dyn. 2, 47–62 (1994)
8. DiFonzo, N., Bordia, P.: A tale of two corporations: managing uncertainty during organiza-

tional change. Hum. Resour. Manag. 37(3–4), 295–303 (1998)

http://www.jstor.org/stable/2082975


13 Towards Agent-Based Models of Rumours in Organizations 153

9. Epstein, J.M.: Agent-based computational models and generative social science. Gener. Soc.
Sci. Stud. Agent Based Comput. Model. 4(5), 4–46 (1999)

10. Gersick, C.J., Hackman, J.R.: Habitual routines in task-performing groups. Organ. Behav.
Hum. Decis. Process. 47(1), 65–97 (1990)

11. Goldberg, L.R.: The structure of phenotypic personality traits. Am. Psychol. 48(1), 26–34
(1993)

12. Hart, B.: The psychology of rumor. Psychiatry Interpersonal Biol. Process. 28, 1–26 (1916)
13. Kimmel, A.J.: Rumors and Rumor Control: A Manager’s Guide to Understanding and

Combatting Rumors. Lawrence Erlbaum, Mahwah (2004)
14. Knapp, R.H.: A pyschology of rumour. Public Opin. Q. 8(1), 22–37 (1944)
15. Knopf, T.A.: Beating the rumors: an evaluation of rumor control centers. Policy Anal. 1(4),

599–612 (1975)
16. Lally, P., Van Jaarsveld, C.H.M., Potts, H.W.W., Wardle, J.: How are habits formed: modelling

habit formation in the real world. Eur. J. Soc. Psychol. 40(6), 998–1009 (2010)
17. Mercuur, R.: Interventions on contextualized decision making: an agent-based simulation

study. Ph.D. thesis, Utrecht University (2015). https://dspace.library.uu.nl/handle/1874/323482
18. Mercuur, R., Dignum, F., Kashima, Y.: Changing habits using contextualized decision making.

In: Advances in Intelligent Systems and Computing, vol. 528 (2017)
19. Mercuur, R., Dignum, V., Jonker, C.M.: Modelling agents endowed with social practices: static

aspects. ArXiv e-prints, pp. 1–22 (2018). http://arxiv.org/abs/1811.10981
20. Michelson, G., Mouly, S.: Rumour and gossip in organisations: a conceptual study. Manag.

Decis. 38(5), 339–346 (2000)
21. Nekovee, M., Moreno, Y., Bianconi, G., Marsili, M.: Theory of rumour spreading in complex

social networks. Phys. A Stat. Mech. Appl. 374(1), 457–470 (2007)
22. Oh, O., Agrawal, M., Rao, H.R.: Community intelligence and social media services: a rumor

theoretic analysis of tweets during social crises. MIS Q. 37(2), 407–426 (2013)
23. Prasad, J.: The psychology of rumour: a study relating to the great Indian earthquake of 1934.

Br. J. Psychol. Gen. Sect. 26(1), 1–15 (1935)
24. Schatzki, T.R.: Social Practices. A Wittgensteinian Approach to Human Activity and the

Social. Cambridge University Press, Cambridge (1996)
25. Schwartz, S.H.: An overview of the Schwartz theory of basic values. Online Read. Psychol.

Cult. 2, 1–20 (2012)
26. Turenne, N.: The rumour spectrum. PLoS One 13(1), e0189080 (2018)
27. Vosoughi, S., Roy, D., Aral, S.: The spread of true and false news online. Science 359(6380),

1146–1151 (2018)
28. Wang, C., Tan, Z.X., Ye, Y., Wang, L., Cheong, K.H., Xie, N.G.: A rumor spreading model

based on information entropy. Sci. Rep. 7(1), 9615 (2017)
29. Wood, W., Neal, D.T.: A new look at habits and the habit-goal interface. Psychol. Rev. 114(4),

843–863 (2007)
30. World Values Survey Association: World Values Survey. http://www.worldvaluessurvey.org/

wvs.jsp
31. Zanette, D.H.: Dynamics of rumor propagation on small-world networks. Phys. Rev. E Stat.

Phys. Plasmas Fluids Relat. Interdiscip. Topics 65(4), 9 (2002)

https://dspace.library.uu.nl/handle/1874/323482
http://arxiv.org/abs/1811.10981
http://www.worldvaluessurvey.org/wvs.jsp
http://www.worldvaluessurvey.org/wvs.jsp


Chapter 14
Fixing Sample Biases in Experimental
Data Using Agent-Based Modelling

Mike Farjam and Giangiacomo Bravo

Abstract We present how agent-based models can be used to correct for biases
in a sample. The approach is generally useful for behavioural experiments where
participants interact over time. The model we developed copied mechanics of a
behavioural experiment conducted earlier, and agents in the model faced the same
strategic choices as human participants did. We used the data from the experiment
to calibrate agent behaviour such that agents reproduced patterns observed in
the experiment. After this learning phase, we resampled agents such that their
characteristics (political orientation) were similar to those found in the real world.
We found that after the correction for the bias, agents produced patterns closer to
those commonly found.

Keywords Agent-based modelling · Experiment · Bias · Methodology

14.1 Introduction

The goal of this work is to understand whether it is possible to use agent-based
modelling to correct for biased samples in behavioural experiments. As interaction
typically occurs over multiple rounds and participants receive feedback on and react
to the behaviour of others, each individual does not represent an independent unit,
which makes it impossible to correct for the bias by taking a stratified resample of
the data originally collected. Different group compositions may indeed lead to very
different dynamics, which cannot be captured by the resampling. We propose here to
correct sample biases using an ABM where the agents’ parameters are based on the
data from the experiment, with the resampling that occurs at the agent level while
the group dynamics is simulated by the model. By using data from a collective-risk
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social dilemma (CRSD) experiment [1, 2], we show that a resampled ABM using
more representative group compositions produces results that are closer to the ones
from established research in the field than the outcome of the biased experiment.

14.2 The CRSD Experiment

Milinski et al.’s [3] CRSD has become the leading protocol to experimentally
study climate change mitigation behaviour. Played in groups of six participants
over ten rounds, in each round, participants decide whether to keep (part of) their
endowments or to contribute to a “climate protection” account. At the end of the
round, they receive feedback about the other group member’s contributions. Money
on the climate protection account is used to pay for pro-climate actions in the real
world. If the total contribution of the group is above a fixed threshold, the money
remaining in the private account is paid to each participant. If the total contribution
is lower, all the private account money is lost with a certain probability.

More precisely, each participant is first endowed with 40 experimental currency
units (ECU) and can contribute {0, 2, 4} ECU to the climate account in each round.
The probability of losing the private account money if a threshold of 120 ECU in the
climate protection account is not reached is referred to as p and is {0.1, 0.5, 0.9}.
Milinski et al. showed that, using a sample of German students in a university lab,
all groups in the p = 0.1 condition, 90% of the groups in the p = 0.5 one and 50%
of the groups in the p = 0.9 one failed to successfully solve the dilemma. Similar
findings were produced by subsequent lab experiments using similar participants’
populations [2, 4].

Being interested in checking whether these results were robust to a change of
the participants’ population, we recently replicated Milinski’s experiment using
a sample of adult US citizens recruited through mTurk, a common recruitment
tool for behavioural experiments [5]. To our surprise, we recorded much higher
contribution levels, leading to only 19%, 10% and 7% of the groups failing to reach
the threshold in the p = 0.1, p = 0.5 and p = 0.9 conditions, respectively. Deeper
analyses showed that, while the age and gender distributions of the participants were
more or less comparable to the US ones, our sample over-represented left-wing,
environmental-concerned people. Both variables were measured on a 0–10 point
scale in post-experimental questionnaires and showed medians of 4 (left wing 0–
right wing 10) and 8 (low concern 0–high concern 10), respectively. The median
values for similar questions in the US sample of the World Value Survey (WVS),
wave 2010–2014, were 5.5 for both political orientation and environmental concern1

(Fig. 14.1).
The importance of these variables is confirmed by the fact that our measure of

environmental concern and, to a lower extend, of left-wing orientation significantly
correlated with contributions (r = 0.44 and r = 0.17, respectively). In addition,

1To help the comparison, the original values were rescaled into our 11-point scale.
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Fig. 14.1 Distribution of the political orientation and environmental concern scales among
participants in the mTurk experiment. Median values in the experiment are indicated as red lines,
actual USA values from the WVS as red lines

knowing that the contributed money was used to buy carbon compensation credits,
some participants may have taken this opportunity to produce positive real-world
externalities.2 Also taking into account the strong political polarization of the topic
in the USA, this probably led to a much higher willingness to contribute than in
standard laboratory experiments.

14.3 Methods

We developed an ABM in NetLogo 6.0 [6] reproducing the CRSD game dynamics.
Agents’ data mapping the experiment participants are first uploaded in the model,
and then the game goes on as in the original experiments. In each period, agents
choose a level of contribution following the procedure described below. Then
contributions are aggregated for each group, and agents are “informed” of the total
group contribution and the remaining distance from the threshold. After 10 periods,
corresponding to the 10 experimental rounds, the proportion of groups that reached
the threshold is measured.

To determine the behaviour of agents starting from the empirical data, we
estimated a linear mixed effects model. The political orientation and environmental
concern scales were used to predict the contribution in the experiment in each
period, along with the value of p used for that specific group, a measure of
inequality in contributions (the ratio between the subject contribution and the mean

2Following the protocol, 800$ were used to offset the emission of 2050 t CO2.
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Fig. 14.2 Contribution dynamics in the empirical and simulated data

contribution of other group members in the previous period) and the distance from
the threshold weighted by the period number. The resulting coefficients, along with
the subject characteristics, such as political orientation and environmental concern,
were then used to predict individual contributions. To transform the continuous
output of the linear model into the discrete set of possible contributions, two cutting
points were estimated by calibrating the model in order to maximize its capacity to
predict the success of each group.

The resulting model was able to reproduce well the outcome of the experiment:
predictions were correct for 70/70 groups that reached the threshold and 8/9 groups
that did not. In addition, the model was able to capture the declining dynamics
of contributions in the final part of the experiment, once most group passed the
threshold, although it slightly over-estimated contributions in the central part of the
game (Fig. 14.2).

To resample the agent population, we implemented a simple NetLogo procedure
where one agent with a value of political orientation below the actual US median
was randomly deleted and replaced by a copy of another agent having political
orientation above the median. The procedure was repeated until the median in the
simulation reached the actual US level. The same occurred for the environmental
concern variable, except that agents with high concern were deleted and replaced by
ones with low concern. Once completed the resampling procedure, the CRDS game
was played as above, except that all groups were reshuffled. One hundred repetitions
of the model were run for each level of p and the corresponding proportion of groups
reaching the threshold recorded. On average, 38.4% of the groups in p = 0.1 failed
to reach the threshold, 35.3% in p = 0.5 and 31.7% in p = 0.9, with a clear
decrease of the success cases in comparison with the mTurk experiment results.



14 Fixing Sample Biases in Experimental Data Using Agent-Based Modelling 159

14.4 Conclusions

The outcome of our resampling model were much closer to the ones in Milinski’s
experiment [3], at least in the p = 0.9 condition. However, the same did not fully
occur in the other two conditions condition where, although the model led to a
significant decrease in comparison with the mTurk experiment, it still predicted that
around 60% of the groups would pass the threshold, while none did so in Milinski’s
p = 0.1 condition and only 10% in the p = 0.5 one [3].

One reason for this could be that our model is fully data-driven and, as a
consequence, has limits in correctly predicting behaviour that is too far from the one
observed in the original sample. From this point of view, a model based on sounder
cognitive mechanisms could improve the result. On the other hand, students often
exhibit more selfish behaviour in experiments than older participants [7], which
means that our model outcome could fit the actual behaviour of the general US
population better than Milinski’s one based on a sample of German students. In
addition, subsequent experiments that reproduced or slightly modified Mikinski’s
design recorded higher contributions than the original study [4, 8]. For instance,
Tavoni et al. [8], who replicated Milinski’s p = 0.5 treatment, had 50% of the
groups failing to reach the threshold: a clear decrease in comparison with Milinski
and a result much closer to our resampled-group outcome.

While it is difficult to solve this issue without running another experiment on an
appropriate sample, the method we illustrated in this paper could be more carefully
tested by splitting existing experimental dataset into different samples and trying to
use one part to predict the other. Future work will focus on doing this.
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Chapter 15
Simulation of Behavioural Dynamics
Within Urban Gardening Communities

Arthur Feinberg, Elena Hooijschuur, and Amineh Ghorbani

Abstract In order to better understand the mechanisms leading to resilient urban
gardening systems, we revisit Ostrom’s institutional design principles with an agent-
based model (ABM) and implement behavioural dynamics as structured by the
theory of reasoned action. Our experiments show that sanctioning bad behaviour
in general increases the group cohesion and leads to longer collective action. Higher
success rates occur for cases in which volunteers join for socialising rather than
just taking crop yield. However, the design principles are not blueprints leading de
facto to robust gardening systems: the combination of these principles is instead
determining.

Keywords Design principles · Individual behaviour · Urban gardening

15.1 Introduction

Urban citizens engage more and more in neighbourhood-scale collective action
such as urban gardening. Unfortunately, many of these initiatives fail in the first
5 years either for internal or external reasons. In this work we focus on the internal
institutions and behavioural dynamics of individual participants leading to a more
prosperous initiative. As in all common-pool resources (CPRs), it is difficult or
undesirable to exclude people from the garden, and the consumption of one user
diminishes the possibilities of other users [8]. Sometimes volunteers take a share
of the resource at no cost: this is called “free-riding” [6]. This issue can diminish
the willingness of the whole group to contribute, which harms the functioning of
collective management [1].
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Through many case studies of collective CPR management, E. Ostrom found
eight design principles (DPs) leading to robust collective action. The DPs are not
blueprints that are applied to all situations in the same way. Rather, they are struc-
tural similarities that are found in self-organised systems whose members have
adapted and learned to be robust to social, economic and ecological disturbances
[8, 9]. An existing study has investigated the effects of the DPs on collective action
in urban gardens in the UK [1]; another study investigated the dynamics of collective
action with the use of a system-dynamics model, without DPs [2]. What exact role
Ostrom’s DPs have on the robustness of systems is not clear yet. We intend to
elucidate this point with the help of social simulations by focusing on the system
of a community garden.

15.2 Methods

We gather theoretical information from literature on community gardens, robust
collective action, behaviour dynamics and agent-based modelling (ABM). Our
agents are people volunteering to care for urban community gardens. Practical
information is collected on an urban gardening case in Rotterdam (NL) and via a
database of over 120 community gardens in Germany [10]. Both the case study and
the database, along with Chalise’s work [2], provide insights on the volunteers’
motivations to go gardening. In addition we extract from the database various
community characteristics (e.g. group size) and types of interactions between
volunteers. We learn from the case study how to implement Ostrom’s DPs in our
model. Only individual decision-making is relevant in our study.

Our ABM methodology is inspired by the procedure of van Dam et al. [11]. We
build our model with the overall structure of the Institutional Analysis and Design
(IAD) framework [8]: external variables (biophysical conditions, attributes of
community and rules-in-use) determine the action situations taken by the members
of a system; the resulting interactions and their outcomes are evaluated to update
the external variables and the actions taken. In our case the biophysical conditions
and attributes of the community boxes are defined thanks to structured interviews
in our case study and to the database [10]. The rules-in-use box reflects in our
case which of the Ostrom’s DPs are manifesting in the system and how. For each
agent, taking action is evaluated with the formalisation of behaviour dynamics
defined in the Theory of Reasoned Action [3, 5], shown in Fig. 15.1: a resulting
behaviour depends both on attitudes and subjective norms. A normative belief’s
strength reflects action reciprocity [7]. In our system the agent’s behaviour (action
situations box) is affected by the rules-in-use, subjective norms, the evaluation of
previous interactions and their related outcomes.
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Fig. 15.1 Overview of the theory of reasoned action [5]

15.2.1 Concept Formalisation

We implement practical variables (see Fig. 15.2) from Ostrom’s DPs which are
both operational and relevant to community gardening. In this sense we have ruled
out the following principles: minimal recognition of assembly and the nestling
of enterprises. We define the three possible action situations: volunteering, taking
garden yield and violating a rule. We isolate from literature the main motivations
for volunteering, label them and give a related belief strength value and a belief
evaluation value to each agent. The first is fixed while the second is updated at
every round. The individual motivations for gardening are social cohesion and
development, enhancing cultural practices, garden yield (to consume fresh food
or save money), enjoying gardening (to be outdoors or for spiritual practices),
sustainability, education, urban land accessibility and improving health. Negative
motivations are the uncomfortable conditions (e.g. bad weather) or the excessive
amount of work required. These motivations affect the agent’s attitude, based
on past personal experiences. From the group standpoint, the perceived need for
contribution to the garden constitutes the group normative belief. The motivation to
comply with it generates the subjective norm. In a given round, the probability for
volunteering depends on the weighted sum of the attitude and subjective norm tested
against a contributing threshold. The weights come from a study which evaluates the
participation to team sports [4]. Taking yield and violating a rule are regulated by a
set probability. The rules controlling these actions directly depend on the application
of the DPs variables. The concept model is then translated into computer language
using Netlogo.
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Fig. 15.2 Narrative model of the urban gardening case with applied design principles

15.2.2 Model Simulation

Due to our large number of parameters, we proceed to Latin hypercube sampling
[11] to define the most relevant parameter spaces. Each experiment is run 100
times for repetition. This amount of repetitions is implemented in the NetLogo
behaviourSpace by varying a randomSeed, so that each experiment can be repro-
duced.

15.2.3 Outputs Analysis and Validation

We measure the robustness of a scenario by the number of simulation ticks required
until only one or no volunteer is left in the garden. We also measure the overall
trust among volunteers and their beliefs for social cohesion and for yield taking.
The simulation outputs are analysed with correlation tables and decision trees from
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R package ctree. We validate the model in two ways: (1) a historic replay with the
case study and (2) an expert validation. The expert is the author of the database
mentioned above.

15.3 Findings

We found globally that higher probabilities of sanctioning increase the robustness
of our system and the trust among volunteers. In addition, the higher the probability
for a rule to be violated, the lower the trust. In terms of motivation, the system
performed longer when volunteers did so for social cohesion instead of simply
taking yield from the garden. This is also confirmed by the fact that higher cohesion
values are found when sanctioning is in place. Taking more than its share of
yield badly impacts the overall belief for yield taking, while the presence of plot
boundaries around the garden increases this belief. However the use of decision trees
showed us, for example, that with another combination of DPs, high probability of
sanctioning may reduce robustness. This suggests that it is not DPs alone but a
combination of them that determines the robustness of the collective action. We
also observed that the system is more vulnerable to volunteers taking more than
their share when poor conflict resolution mechanisms are in place. Figure 15.3
points to this sensitivity: collective action is more likely to collapse with higher
trust-harming conflicts (blue line on the left in the tree). In our historic replay,
the collective action within the case study indeed collapsed for this very reason: a

Fig. 15.3 Part of a decision tree: the left blue line represents the Rotterdam case
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conflict emerged, which could not be dealt with efficiently and eventually escalated
causing the amount of volunteers to dramatically decrease.

All the results are confirmed by our expert except the link between effective
sanctioning and higher trust: this is because in our model, we did not include the pos-
sibility for people to volunteer solely with benevolent intentions. Instead we
assumed that all volunteers make mistakes or violate rules with a given probability
which evolves over the simulations in a way to mimic the others’ behaviour. Also,
our expert doubts the negative effect of taking too much yield on the belief for yield
taking, probably because in our expert’s samples, yield was not a strong motivation
for joining in gardening activities.

15.4 Conclusions

Despite modelling assumptions and simplifcations, the ABM developed in this work
contributes to the ongoing research on individual decision-making mechanisms. It
also provides insights on making agents more realistic without excessive person-
alisation nor contextualisation. Secondly, this research adds on to the discussions
around Ostrom’s Design Principles. We found that collective action in urban gardens
is overall facilitated by monitoring plot boundaries and group boundaries. However,
Ostrom’s Design Principles should not be seen as standalone miracle ingredients, as
she warned herself at a dedicated workshop [9]: we have shown in our simulations
the importance of Design Principles combinations, leading to a successful or failed
initiative. This result had previously been found empirically [1]. For this purpose,
decision trees are of great help in analysing the optimal and context-specific
combination of institutions at play. The decision trees have proved to be useful
and intuitive to communicate the results to the local actors. They can be used to
reinforce collaborations with the municipality. We therefore highly recommend for
social modellers to present intuitive graphical results to communicate with their
objects of study, especially if they can help the modeller refine its model through
historic replay.
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Chapter 16
Unleashing the Agents: From a
Descriptive to an Explanatory
Perspective in Agent-Based Modelling

Christopher K. Frantz

Abstract Agent-based modelling endows the experimenter with high levels of
flexibility and, consequently, responsibility. Possibly because of that, developing
good models is hard. In this work, we engage in the discussion around improving
the analytical value and disciplinary acceptance of agent-based social simulation. To
this end, this paper includes the proposal to make the agents themselves observers,
as opposed to just participants, of the simulation to introduce explanatory power that
cannot be leveraged by on descriptive macro-level analysis alone. This is followed
by an argument for the use of institutional concepts for any mechanism that seeks
to embed quasi-reflective capabilities in an effort to gain accessible explanatory
insights from simulations. To exemplify this idea, we apply it to a cooperation game
of moderate complexity and finally discuss application opportunities, challenges and
future directions.

Keywords Agent-based modelling · Social simulation · Methodology ·
Explanatory simulation · Institutions · Norms · Corruption game · Institutional
analysis · Grammar of institutions · Nested ADICO · Stereotyping · Implicit
social cognition · Social learning · Institutional Modelling · nADICO

16.1 Introduction

Agent-based modelling and simulation (ABM) [22] is experiencing uptake for an
increasingly wide range of coordination and cooperation problems based on its
accessible agent metaphor and the ability to reconstruct problems incrementally
and from the perspective of the problem domain. A specific opportunity arising
from the application of ABM is its ability to inform modelling from a theory-driven
perspective and/or based on existing empirical data [49], making ABM suitable
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both for abstract conceptual work and for concrete applications (e.g. simulating
behaviour during emergencies [42]).

However, on the flip side, the flexibility of the agent concept can be problematic.
On the one hand, the principles of agent-based modelling encourage experimenters
to think in terms of the problem domain and do not constrain them to selectively
favour complexity of the problem domain or the embedded agent concept. On the
other hand, the flexibility of the agent concept allows for the encoding of agent
behaviour on arbitrary levels of complexity, construed either as simple execution
rules or as complex architectures that are able to account for cognitive and social
determinants of behaviour.

To manage the complexity of the resulting scenarios, ABM makes it convenient
for experimenters to detach themselves from the underlying agent implementation,
and rather ascribe agency (and potentially intentionality) to the modelled entities,
and focus on the analysed (generally macro-level) phenomenon without taking
agency on the micro level into account. Combined with the analytical focus on the
problem domain, this leaves researchers at risk to perceive the underlying agent
model (if not the entire simulation) as a black box and treat the produced results at
face value during the ensuing interpretation.

The resulting inability to account for the introduced assumptions and abstrac-
tions, alongside other methodological concerns (which we discuss in Sect. 16.2),
challenges the broader adoption of ABM in various disciplines and is frequently put
forth in advocacy for methods that can rely on a comprehensive formalisation of the
problem.

In this work, we explore how we can address this concern and shift the agent
itself back into the spotlight as a means to provide better explanatory insights
into the model dynamics. To achieve this, we will, of course, need to introduce a
necessary minimal set of assumptions about the agents, which is compatible with
calls to endow agent-based models with stronger social-psychological capabilities
(see e.g. [27]). To illustrate this aspect, we will explore this idea using a conceptual
cooperation problem with moderate socio-structural complexity that emulates
prototypical behaviours found in economic exchange, such as corruption.

The paper is structured as follows: Sect. 16.2 sets the scene that motivates
the use of agent conceptions that exhibit explanatory functions (while driving
the phenomenon of interest). In Sect. 16.3, we develop a candidate approach to
leverage deeper insights into the dynamics of agent-based models. Section 16.4
sketches a cooperation scenario that employs the proposed architecture, which
is subsequently evaluated in Sect. 16.5. Section 16.6 concludes the paper with a
discussion of the insights and outlines further research directions.

16.2 Background

The principles of social simulation more generally, and agent-based modelling
specifically, have come a long way. Since Schelling’s experimentation with cellular
automata to analyse sociological phenomena [44] – marking the birth of social sim-
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ulation – Axelrod’s seminal work on cooperation [2] shifted agent-based concepts
into the mainstream, and Epstein’s declaration of simulation as the ‘third way of
doing science’ [14] marked the methodological rite of passage. The accessibility
of the intuitions underlying the agent concept, the availability of de facto standard
modelling platforms,1 and increasing maturity of methodological prescriptions and
documentation standards (e.g. ODD + D [36]) lowered the threshold for the use of
agent-based simulation in a wide range of disciplines, including political science [9],
economics [15], institutional analysis [18], social psychology [26], criminology [6]
and religious violence [46], to name a few.

Beyond the use as a tool for the analysis of specific phenomena, the principles
of agent-based modelling have contributed to the exploration of fundamental
sociological concepts, such as the role of trust for cooperation, social functions of
reciprocity and the influence of topology on opinion formation and dynamics.2

However, confronted with the complexity of interaction on a social level,
modellers are required to make strong assumptions about the underlying agent
concept, as reflected in the KISS vs. KIDS discussion [12]. This includes the
decision whether to model agents as primitive rule executors without any autonomy
and prescribed social interaction or to opt for richer agent architectures that account
for cognitive and social capabilities of humans,3 the consideration of bounded
rationality [47] or the scenario-dependent situational adaptation of behavioural
strategies (e.g. Janssen and Jager [28]). At the same time, it is at the modeller’s
discretion to decide how interactions between individuals are represented (e.g. in
comprehensive detail or as compound action) and to what extent agents can observe
their physical and social environment (limited observation, noise,4) as well as their
ability to retain and access information.

This flexibility, the seemingly arbitrary choice of detail and subsumption of
socio-cognitive functions by abstract architectures, made ABM subject to criticism,
including the objection to high-level abstractions, choice of assumptions and their
empirical support [31], epistemological challenges in identifying causal relation-
ships in the first place [24],5 practitioners’ concerns with the abstract representation
of agency [32] and, last but not least, challenges from a methodological stand-
point [20, 21].

Despite these concerns, agent-based modelling provides conceptual riches and
explorative potential for the analysis of social systems that few other techniques can
offer. It builds on the human metaphor without carrying psychological burdens of

1See Kravari and Bassiliades [30] for a comprehensive overview. Abar et al. [1]’s survey provides
a refined differentiation of platforms by application domains.
2Bianchi and Squazzoni [5] collated an insightful overview that illustrates the impact of ABM on
sociology.
3For an overview refer to Balke and Gilbert [3].
4The importance of considering noise in the physical and social environment has been convincingly
argued by Macy and Tsvetkova [34].
5Equally noteworthy is the rebuttal of Grüne-Yanoff’s argument by Elsenbroich [13].
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actual humans (biases, unintended learning effects, questionnaire fatigue, etc.), the
control of which makes empirical studies with human participants expensive and
error-prone. Being freed from such limitations, we propose to move beyond making
agents mere actors in the scenarios of interest and exploit their psychologically
impartial nature and deterministic properties to make the agents themselves quasi-
reflective observers of the scenario. In doing so, we can endow agents with an
explanatory role following the motto: “Don’t tell me what you do, tell me why you
do it.”

However, before developing this proposal in greater detail in the following
section, it is important to guard against potential misconceptions of the proposed
approach.6 The seasoned modeller may suggest that most agent-based modelling
platforms, in fact, offer mechanisms that allow the runtime inspection of agent
properties – an aspect that relates to the intuitions of this work.7 However, while
such functionality exists, it is (a) generally intended to support the development
process in order to debug agent properties (e.g. resource levels) and (b) is focused on
the situational state of the inspected entity. The approach put forth in the following
sections qualitatively differs in that it provides richer statement representations
that aim at reflecting the “narrative” of the scenario from the perspective of an
agent – targeting the experimenter, as opposed to the developer. The proposed
approach emphasises a dynamic perspective that captures and condenses the
interaction history in an intuitively accessible syntactic form over the conventional
comparative-static approach applied in the step-wise inspection of agent state, the
latter of which leaves it to the experimenter to manually infer associated agent
behaviour.

16.3 Concept

The central challenge in augmenting agents with human-like reflective capabilities –
while retaining scenario independence of the approach and affording a lightweight
and accessible interpretation – is to identify a basis to deliberate about the cognitive
assumptions for a quasi-reflective agent.

16.3.1 Institution as a Cognitive Basis

Informing this decision, we could allude to the superior human reasoning capabil-
ities and consequently favour concepts that emphasise deliberation abilities, such

6At this stage, it is important to acknowledge the anonymous reviewers who provided valuable
feedback for further refinement.
7Noteworthy examples include Swarm [35], MASON [33], NetLogo [48] and Repast [40].
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as represented by cognitive agent architectures. However, the focus on such risks
misrepresenting the mechanisms that facilitate humans’ functioning in social groups
would neglect subconscious processes dominating routine-based decision-making
(see, e.g. Kahneman [29]). Instead, for a realistic baseline representation of social
functioning, let us suggest that we primarily rely on fundamental mechanisms that
make our social environment computable by allowing us to develop predictive
capabilities that accommodate the bounds of rationality [47], while being adaptive
to changing social and situational circumstances – institutions. Institutions [25, 39],
stylised as the “rules of the game” [38], are entrenched social behaviour, such as
conventions (e.g. which side of the road to drive on), social norms (e.g. queueing
for payment) and rules (e.g. traffic regulation, contracts) that are imposed by some
authority or arise based on emergent behaviour (e.g. collective action) and are
transmitted by socialisation. Essential characteristics for functioning institutions are
their adoption, accepted normative status and subsequent embedding in participants’
mental structure. This fundamental role of institutions becomes clearer when
interpreting their establishment itself as self-referential, in that the “essence of
belief is the establishment of habit” [43]. Searle [45] likewise deems institutional
structures fundamentally embedded in our cognitive processes, and, assuming a
more radical position, Castelfranchi suggests we can interpret “minds [themselves]
as social institutions” [8].

In essence, if we assume that the belief in institutions (irrespective of the concrete
form) is the lowest common denominator of any individual’s (and, in extension, any
society’s) belief system, the use of institution representations is a sensible starting
point for leveraging the explanatory power of agents.

While we briefly discussed the role of institutions as fundamental structure, we
have yet to clarify the relevant processes that we assume for the associated agent
model. One of those is the concept of “implicit social cognition” [23], visible
in the ability to form and operate on observed patterns of individual and social
characteristics – a specific function we commonly refer to as stereotyping. This
implies the ability to draw generalisations across multiple attribute combinations,
something we humans are specifically good at. More importantly, we are fast to
do so [50] and willingly sacrifice accuracy and ignore representativeness. Another
relevant function to understand and generalise social information is the ability to
not only learn directly from personal experiences (experiential learning), but to
learn from one’s social environment by applying some form of social learning [4].
However, while we deem the ability to rely on stereotypes for heuristic purposes
as essential for the processing of behavioural information, the ability to learn from
the social environment introduces stronger assumptions about the agents’ sensing
abilities, and, in consequence, for simulation scenarios. It is for this reason that we
consider this an optional component of such baseline architecture.

With this position in mind, we will turn to a candidate representation mechanism
from the area of institutional modelling and analysis that allows us to integrate the
fundamental processes described above.
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16.3.2 Nested ADICO (nADICO) for Endogenous Inference of
Social Institutions

When intending to provide a generic way to capture individuals’ observations to
infer its institutional function, we are, of course, subjected to a wide range of poten-
tial representation options, especially from the area of electronic institutions [37]
and normative multi-agent systems [7]. Seeking for a generic cross-disciplinary
approach, we employ a formalism that builds on Crawford and Ostrom [10, 11]
Grammar of Institutions, borrowed from the area of institutional analysis [41]. The
fundamental idea of the grammar is to rely on a uniform structure that allows
the encoding of any form of institution (i.e. convention, norm or rule). For this
purpose, the grammar consists of an Attributes component (A) that describes
acting individuals’ characteristics and a Deontic component (D) used to capture
the normative signal as obligation, prohibition or permission. The actual action is
encoded in the Aim component (I), and the activation conditions (such as location,
time or previous actions) are represented in the Conditions component (C). Where
existing, sanctions or consequences are specified in the Or else component (O).
Using those components in varying combinations allows the capturing of different
institution types. The combination of the AIC components is sufficient to express
conventions (e.g. ‘Drivers (A) drive (I) on the right side of the road (C).’). Social
norms, in contrast, have a regulative character and include the deontic (ADIC)
to describe the prohibition, permission or obligation attached to an expression
(e.g. ‘Drivers (A) must (D) drive (I) on the right side of the road (C).’). Rules,
finally, exploit the entire structure (ADICO) by specifying a consequence for the
expression’s violation (e.g. ‘Drivers (A) must (D) drive (I) on the right side of the
road (C), or else they will be fined (O).’).

While expressive in its ability to capture institutions, ADICO operates on
the macro level, intended to analyse institutional outcomes in the context of
institutional analysis. However, operationalising a representation that allows agents
to endogenously infer the normative function of observations at runtime requires
a refined structure, an aspect addressed by Nested ADICO (nADICO) [17, 19].
nADICO changes the semantics for normative specifications in observations (a) by
allowing statements to retain information about consequences and other contextual
information to substantiate the inferred understanding and (b) by allowing the com-
bination and nesting of ADICO components to comprehensively capture actions,
involved roles and actors, as well as associated normative content for both actions
and consequences.

Using the rule example from above, this would translate into ‘Drivers (A) must
(D) drive (I) on the right side of the road (C), or else police officers (A) must
(D) fine them (I) under any circumstances (C).’, with the syntax ADICADIC.
Other, more complex examples include the use of logical operators to describe the
relationship between actions and consequences (e.g. (ADIC and ADIC)ADIC
to represent the co-occurrence of actions and a single consequence; ADIC(ADIC
x/or ADIC) to model both inclusive (or) and exclusive (xor) sanction alter-
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natives, etc.). With those (very briefly described) refinements, this representation
enables a comprehensive representation of complex behavioural traces.

The syntactic representation (structure) is augmented with a process that guides
the aggregation and synthesis of observations into nADICO statements that repre-
sent an agent’s normative understanding. As a first step, it involves the collection
of observations under consideration of past actions, involved actors and received
interaction feedback to generate institutional statements that reflect the observed
behaviour. The ensuing multi-level generalisation of statements occurs based on
observable non-unique social attributes (social markers, such as roles or occupa-
tion), and combinations thereof enable the representation of subjectively generalised
behaviour patterns. A detailed specification of structural aspects and the norm
inference process can be found in [19]; a comprehensive discussion of related
literature and associated software can be found under https://christopherfrantz.org/
nested-adico.

16.3.3 Intrusive vs. Non-intrusive Application

For its application, we differentiate between an intrusive and a non-intrusive
approach, which determines the role of the discussed mechanism in the context of
developed models. In both cases, agents act as observers and develop a normative
understanding of the observed social and/or physical environment that is accessible
to the experimenter. For the non-intrusive case, the extracted information is thus of
explanatory value for the experiment observer, whereas in the intrusive case, the
agent itself uses the collected information to inform its decision-making. In this
case, the explanatory mechanisms thus become part of the analysed model itself.

This differentiation is essential for the flexible application of the proposed
approach. While this approach is generic and “attachable” to existing agent models
in the non-intrusive variant, using the proposed mechanism for agents’ decision-
making (i.e. feeding generalised information back into the simulation model – the
intrusive application) would, of course, introduce an “ideological bias” with respect
to the proposed cognitive model and associated capabilities.

16.4 Corruption Game

To explore this concept, we introduce an illustrative scenario that features complex
interactions between different role-based actors and affords motivational autonomy
of the agents based on experiential learning.

The scenario, which we refer to as the Corruption Game, borrows the structural
characteristics of Axelrod’s metanorm game [2] to inform action choices, but differs
in that it ignores evolutionary aspects and refines the scenario (a) by explicitly

https://christopherfrantz.org/nested-adico
https://christopherfrantz.org/nested-adico
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Fig. 16.1 Corruption game

modelling alternative action choices (including inaction) on the part of actors and
enforcers and (b) by introducing explicit interaction of actor and second-order
enforcer, aspects we will explore in detail in the following. The interaction schema
of the game is depicted in Fig. 16.1.

The narrative underlying this game is the interaction of citizens with admin-
istrative officials that may react to transgressions (e.g. corruptive behaviour) by
rewarding or punishing actors. Said officials are themselves subject to oversight
by second-order officials who monitor their compliance as a response to citizens’
complaints. This allows the exploration of prototypical scenarios, including admin-
istrative interactions such as handling tax returns or being punished for traffic
violations, etc. – aspects that leave the first-order officials with considerable levels
of discretion, making them potential participants in petty corruption. In the course
of exploration, interesting questions revolve around the conditions under which the
general behaviour shifts between violation and cooperation.

In the operationalisation, this translates into agents of two roles, either as citizens
or officials (enforcers), with citizens pursuing cooperative or non-cooperative
actions that are observed by enforcers, whose principal role is to reward coop-
erative behaviour and punish violations. As a third option, enforcers may simply
ignore requests, which reflects institutional dysfunction, in contrast to wrongful
decision-making by rewarding cheaters or punishing non-cheaters. Similarly, a
citizen’s inaction reflects the withdrawal from economic participation. Feedback
associated with enacted action-reaction combinations is applied to all involved
interaction partners and specified as part of the operationalisation.
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Whatever the official’s response, citizens can challenge any decision (or inaction)
by appealing to a higher-level official, whose reaction determines the feedback for
all involved stakeholders (citizen, first-order official, second-order official). Officials
can act both as first- and second-order enforcers, but cannot act within the same
transaction (i.e. an official cannot process the appeal against its own decision). The
feedback for the action sequence chosen for this evaluation is denoted in Fig. 16.1
(Syntax: [citizen[,1stOfficial[,2ndOfficial]]], with 1stOfficial and
2ndOfficial feedback only applying where interaction with officials takes place).
For this baseline exploration, the feedback structure is modelled symmetrically (i.e.
the extent of negative and positive feedback is identical) and rewards correctly
identified cooperative behaviour, but equally rewards undetected cheating. The
reason for this largely unbiased feedback specification is the exploration of social
processes that mitigate or are decisive for the convergence towards violation or
cooperative behaviour. In addition to introducing a more realistic breadth of action
choices, the non-binary decisions are motivated by the ability of participants to
withdraw from interactions if necessary – an aspect often ignored in analytical
games, but a realistic indicator to assess the impact of corruption or institutional
dysfunction.

As indicated in the conceptual description in Sect. 16.3, agents develop an
understanding of normative behaviour by collecting experiential observations and
aggregating feedback for generalised sequences of role attributes and associated
actions. For this model, we will go beyond the generalisation of observations,
and allow agents to inform their action choices using such observations (intrusive
approach). Agents can thus retrieve the memorised feedback in aggregated form for
different initial actions (e.g. violate) to drive their decision-making.

16.5 Evaluation

For the evaluation of the introduced model, we parametrised the scenario with the
values shown in Table 16.1.

Table 16.1 Parameters Parameter Value range and step size

Number of citizens 25–75; step size: 25

Number of officials 25–75; step size: 25

Exploration probability 0.1

Cheater fraction 0.3–0.7; step size: 0.2

Cheating probability 0.5 (fixed)

Weight for observations 0.5 (fixed)

Memory length 100 (fixed)
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Table 16.2 Correlation overview

Parameter Cooperate Violate Inactive

Number of citizens 0.22 0.25 0.51

Number of officials 0.36 0.55 0

Quota of cheating citizens −0.3 0.45 0

Social learning −0.03 0.03 −0.25

Social learning separated by role 0.32 −0.22 −0.35

Ignoring actions −0.38 0.36 0.51

Appealing 0.33 −0.14 −0.33

For the initial evaluation, we used the baseline scenario and selectively de/act-
ivated game characteristics (social learning,8 ignoring actions, appealing) and
systematically varied independent variables shown in Table 16.1 and measured
the agents’ preference for cooperative (COOPERATIVE) and deviant behaviour
(VIOLATE), as well as for abstinence from any interaction (INACTIVE). The
condensed results are shown in the correlation overview in Table 16.2.9

The results offer a mix of expected and interesting observations. With increasing
number of citizens, we observe an increase in both cooperative and violation
behaviour (with a mild tendency towards violations) but, more importantly, observe
that actors increasingly abstain from participating in transactions. The variation of
officials is likewise associated with compliance and violation but leads to stronger
levels of violation behaviour. An increasing fraction of cheating citizens leads to an
overall increase in violations, which is without surprise.

Social learning in itself does not have an impact on cooperative or violation
behaviour. Instead, social learning appears to lead to an overall activation of
participation. If limited to specific roles (i.e. citizen, official) – tagged as “social
learning separated by role” – social learning leads to stronger levels of cooperative
behaviour, along with an overall stronger activation of participants.

The final two parameters, selectively preventing agents from ignoring actions
and appealing, have been introduced to reduce the game in breadth (ignoring) and
depth (appealing) in order to understand the effects of those actions on cooperative
behaviour.10

At this stage, we have reviewed initial results, and little choice but to take
those at face value, making the interpretation prone to the problems described in
Sect. 16.2, such as the oversimplified ascription of complex behaviour to agents,

8Social learning is operationalised as allowing agents to memorise fellow agents’ institutional
statement of the last action. For this operationalisation, the assumption is that all actions are
overt. Agents’ memory is bounded; they are able to store feedback for the last 100 experienced
or observed interactions.
9We performed 5 runs for each parameter combination for 2000 rounds. All correlation values have
been determined using Spearman’s ρ.
10For the sake of focus, we will concentrate the discussion on the earlier parameters.
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Table 16.3 Traces of citizen behaviour and correlation with citizen number

Statement Correlation

CITIZEN: ACCEPT – OFFICIAL: SANCTION – CITIZEN: VIOLATE 0.58

CITIZEN: ACCEPT – OFFICIAL: REWARD – CITIZEN: VIOLATE 0.22

CITIZEN: ACCEPT – OFFICIAL: IGNORE – CITIZEN: COOPERATE 0.3

CITIZEN: ACCEPT – OFFICIAL: REWARD – CITIZEN: COOPERATE 0.25

and the inability to retrace the underlying processes. Following the motivation of
this work, let us turn to the agents themselves and draw on their explanatory power
to substantiate the insights. To achieve this, we discuss the impact of individual
factors based on institutional statements recorded across all agents.

16.5.1 Citizen Numbers

Exploring the impact of citizen numbers, the initial observation in Table 16.2
is the stronger engagement both on cooperative and violation sides. Reviewing
the relationship between number of citizens and prevalent statements in detail
(see Table 16.3), we can make clarifying observations. Action choices resulting
from an increasing number of actors have been absorbed into a few statements,
here represented as simplified action sequences. These action sequences reflect
generalised interaction patterns, with initiating actions noted on the right side and
sequences building up to the left side. The first statement thus consists of three
actions and posits that citizens accept an official’s sanctioning after violating in the
first place. Coming back to the specific results, in Statement 2, we can see that a
side effect of the increase of citizens is an increase in mistaken rewards of violators
by officials. This is insightful in that it indicates the extent to which citizens tolerate
wrongful assessment and thus institutional dysfunction.

16.5.2 Social Learning

While our initial observations highlighted that social learning per se does neither
favour cooperation nor violation, it supposedly leads to a stronger activation of
participants. The statements that offer most insights (see Table 16.4) include
the reduction in accepting an official’s ignorance by cooperative citizens and
reduction of citizens’ inactivity, with an equal spread across other action variations
(cooperation and violation).



180 C. K. Frantz

Table 16.4 Traces of citizen behaviour and correlation with social learning

Statement Correlation

CITIZEN: ACCEPT – OFFICIAL: IGNORE – CITIZEN: COOPERATE −0.4

CITIZEN: IGNORE −0.51

Table 16.5 Traces of citizen behaviour and correlation to role-separated social learning

Index Statement Correlation

1 OFFICIAL: REJECT_APPEAL – CITIZEN: APPEAL – OFFICIAL:
SANCTION – CITIZEN: VIOLATE

0.38

2 CITIZEN: ACCEPT – OFFICIAL: IGNORE – CITIZEN: APPEAL –
OFFICIAL: SANCTION – CITIZEN: VIOLATE

0.25

3 OFFICIAL: GRANT_APPEAL – CITIZEN: APPEAL – OFFICIAL:
SANCTION – CITIZEN: VIOLATE

0.25

4 CITIZEN: ACCEPT – OFFICIAL: REWARD – CITIZEN:
COOPERATE

0.38

5 CITIZEN: ACCEPT – OFFICIAL: IGNORE – CITIZEN: APPEAL –
OFFICIAL: IGNORE – CITIZEN: COOPERATE

0.26

6 OFFICIAL: REJECT_APPEAL – CITIZEN: APPEAL – OFFICIAL:
IGNORE – CITIZEN: COOPERATE

0.26

7 OFFICIAL: GRANT_APPEAL – CITIZEN: APPEAL – OFFICIAL:
IGNORE – CITIZEN: APPEAL – OFFICIAL: SANCTION – CITIZEN:
COOPERATE

0.13

8 OFFICIAL: REJECT_APPEAL – CITIZEN: APPEAL – OFFICIAL:
SANCTION – CITIZEN: COOPERATE

0.26

9 OFFICIAL: GRANT_APPEAL – CITIZEN: APPEAL – OFFICIAL:
SANCTION – CITIZEN: COOPERATE

0.23

10 CITIZEN: IGNORE −0.35

16.5.3 Social Learning Separated by Role

While social learning promotes unbiased participation, when looking at role-
separated social learning, the results point into a different direction. In this case
agents only learn from their peers, which leads to a behavioural bias towards
cooperative behaviour. How does this come about?

Looking at an excerpt of the collected statements (see Table 16.5), we can
find a clue in the faster adoption of relevant information. By learning from their
peers, agents quickly adopt preferable coordination behaviour. For example, agents
are quick to learn that cooperative behaviour should be rewarded (Statement 4).
However, exploring statements involving appeals processes offer stronger insights
into the actual dynamics. As such, officials learn to reject appeals that are lodged
by violators (Statement 1), but may also quickly adopt suboptimal behaviour, such
as the granting appeals to violating citizens (Statement 3) and also learn that non-
reaction to appeals (Statement 2) is a potential action alternative. Without discussing
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Fig. 16.2 Excerpt of micro-level statements for action ‘APPEAL’

all individual statements further, we can see a more refined dynamic that highlights
stronger exploitation of complex institutional processes (i.e. utilising the depth of
the action space).

16.5.4 Micro-level Inspections

While this approach allows us to retrace behavioural shifts in detail, we still operate
on the macro level, based on aggregated preferred action choices of all involved
agents, albeit at greater detail.

However, when exhausting the explanatory value on the macro level, the pro-
posed approach allows us to drill deeper and explore individual agents’ motivations
for their behaviour. Agents develop conceptions of all explored and observed
action choices, which is due to the generic nature of the approach, but it also
offers a differentiated insight into the inner workings of agents and enables us,
as experimenters, to assess where cognitive processes are sufficiently represented.
Figure 16.2 shows an extract consisting of four statements of an agent’s runtime
understanding (in original syntax), centred around its decision-making with respect
to the action “appeal”. The statements clearly show how agents can operate with
conflicting signals. The first statement, for example, suggests that an agent should
appeal (positive deontic value) after an official’s punishment of its violation. The
motivation for this is reduced to the observation that chances are that the official may
actually grant the appeal. The second statement effectively explores the opposing
signal of discouraging appealing because of potential rejection. Similarly, the last
two statements highlight conflicting motivations as to whether appealing after
showing cooperative behaviour is useful.

Following this brief exposition, we can see that the mechanism is not only able to
leverage explanatory insights into behavioural changes on the macro level, but also
to transparently represent individual-level cognitive processes, such as the notion of
cognitive dissonance [16] as just discussed above.
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16.6 Discussion

In this paper, we argued for the use of a generic agent conception that satisfies a fun-
damental subset of processes found in social animals (stereotyping, social learning),
and specifically humans, and attach or integrate this mechanism with existing agent-
based models, so as to leverage these processes to provide additional explanatory
power – in addition to the conventional aggregate macro-level observation of
dependent variables. To explore model internals, agents collect and generalise their
observations and represent those in a uniform way that allows their aggregation on
arbitrary level of social organisation (e.g. individual observations, groups, or society
at large). We showcased this approach using a moderately complex institutional
scenario in order to explore the emerging behaviour at greater depth.

This work intends to drive the discussion around exploring agency to understand
agency using institutional mechanisms. Given this motivation, the approach pre-
sented here is a candidate operationalisation in the form of a domain-independent
baseline architecture that allows for the consideration of fundamental functions
of human operation in social environments. Questions that invite for further
discussion revolve around the minimal cognitive functions sufficient for a baseline
operationalisation (here: stereotyping), and, if used as input for decision-making,
in how far such architecture affords an “ideological buy-in” by experimenters and
affects modelling freedom.

But returning to the motivation of this work, what are the concrete benefits of
shifting from descriptive macro-level to explanatory micro-level approaches?

– Agents can be used as passive, non-intrusive observers, e.g. only used for
verification of the model, or for the inspection of specific runs. The condensed
generative conception of the institutional environment can thus be used for
methodological support during model development.

– Using a generic institution operationalisation allows the detection of both inten-
tional and unintentional behaviours (independent of the non-/intrusive applica-
tion). This provides the experimenter with insight into both “desirable” and
“undesirable” behaviours that may withdraw themselves from experimental
observation for cases in which the underlying dynamics are obscured by aggre-
gate metrics. This aspect is of analytical value, since it allows the experimenter to
retrace explicit explanatory links between micro-level interaction dynamics and
macro-level phenomena.

Both such aspects have the potential of contributing to building greater confi-
dence in the development and analysis of agent-based models and, consequently,
for the application of agent-based modelling more generally.

Future efforts involve the application of this approach to existing datasets to
explore its usability for real-world applications, both in terms of usefulness and
efficiency. This includes the intent to make this mechanism more readily available,
e.g. as a plugin, to explore its value with new or existing simulation scenarios.
Reflecting on the choice of an institution representation from the area of institutional
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analysis opens up manifold further interdisciplinary application opportunities.
However, whatever the chosen mechanism, the essential argument this paper makes
is that any approach to develop explanatory ABMs will, in one way or another, have
to consider institutional concepts at its basis.

Concluding, we believe that it is important to drive a cross-disciplinary consensus
that agent-based modelling has the capability to explore complex social phenomena
but, unlike other quantitative approaches, can also offer ways to facilitate the
interpretation of its own operation – and which vehicle would be more self-
referential than the agents themselves?
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Chapter 17
Participatory Policy Development
with Agent-Based Modelling:
Overcoming the Building
Energy-Efficiency Gap

Eva Halwachs, Anne von Streit, and Christof Knoeri

Abstract To support the energy transition, making buildings, and in particular
residential buildings, more energy-efficient is a central issue. To develop effective
policies for achieving an increase of the renovation rate, regional and communal
initiatives and policy structures play an important role. Decisions regarding energy-
efficient renovations are characterized by the local interaction of homeowners,
construction experts and regulators with the physical properties of the building
stock. Agent-based modelling is an ideal tool, to display such complex interplay
of socio-technical systems and the interacting actors. Regional-specific models can
therefore support regional decision-makers in the policy development process. This
paper describes (i) how agent-based modelling can contribute to a common system
understanding by simulating different pathways of the regional building stock and
its future energy demand and (ii) how social simulation can support policy actors in
the development of regional policies concerning buildings’ energy efficiency.

Keywords Participation · Policy · Building stock model · Energy efficiency

17.1 Introduction

Energy demand from buildings accounts for about 35% of the total energy demand
globally [1]. Increasing the energy efficiency of the building stock, especially
the residential building stock, is a critical component of national strategies to
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reach climate change targets (e.g. Germany plans to reduce the energy demand
in the housing sector by 80% until 2050 [2]). To achieve these national targets,
it is essential to increase the annual renovation rate [3]. Though a wide range of
initiatives to increase the renovation rate exist in Germany and the total economic
benefits of retrofitting usually outweigh the costs [4], the current renovation rate is
still incredibly low [5]. Recent studies show that the current policy mix is not fully
effective to address the barriers in homeowners’ renovation decision-making and
that noneconomic factors are highly underrated [6, 7]. Due to the complex interplay
of social, technical and regulatory factors and the heterogeneity of actors and their
local interaction, an integrative approach is needed.

To support the sustainable energy transition, regional and communal policies
have gained an important role in the past years. Regional initiatives, aiming
at energy autarky or being independent from fossil fuels, have contributed to
developing new institutional structures [8, 9]. Energy consulting and information
campaigns on the regional level have a better understanding of regional and local
characteristics and have an easier access to important target groups. Policies aiming
at specific target groups (e.g. building or household characteristics) can therefore
be implemented more easily. Also, due to the municipal planning sovereignty in
most European countries, local governments can influence the implementation of
and compliance with building regulations.

The interplay of policies and individual behaviour (e.g. household) and the
effects on regional building energy demand is a challenge regional governments
are currently facing. Agent-based modelling (ABM) can display this interaction of
policies and individual behaviour [10] and has in recent years already been used
successfully to simulate the effect of policies on energy-efficient renovation and
the building’s subsequent energy demand [11, 12]. Also, participatory modelling
has in the meanwhile become a common tool for planning processes and collective
decision-making in various disciplines [13–15]. However, using ABM as a commu-
nication tool and participatory instrument in processes with political actors is not
yet an established practice.

ABM provides a natural description of a system and is easily adapted to current
challenges [16] and therefore offers an ideal basis for participatory processes [17,
18]. We therefore propose to develop an agent-based model that supports regional
decision-makers in developing effective policies for the regional energy transition.
The model is used as an instrument for communication in a participatory process
with regional stakeholders to (i) present and discuss potential energy saving through
renovation and heating system change and (ii) to test regional and communal poli-
cies developed in a participatory process and simulate their effects on household’s
renovation behaviour.

In this paper we briefly describe the case study region, outline the agent-
based model and participatory process, present first results and elaborate on their
implications.
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17.2 Case Study

This study is embedded in the transdisciplinary project INOLA1, which aims at
supporting the transition process to a sustainable energy system in three counties in
Upper Bavaria, Germany. All three counties – Bad Tölz-Wolfratshausen, Miesbach
and Weilheim-Schongau – are economically prospering and expected to experience
population growth, which is likely to lead to a higher energy demand in the future
[19].

The study region set itself the target to become independent from fossil energy2

by 2035. However, currently only 13.8% of the region’s heat demand is covered by
renewable energy [20]. Therefore, the reduction of buildings’ energy demand is an
essential component of the strategy to achieve the regional energy transition.

17.3 Methods

17.3.1 Agent-Based Model

The purpose of the agent-based model is to simulate households’ renovation
behaviour and its impact on regional building energy demand over time. The model
has been developed in two stages. (i) First, a basic bottom-up building stock model
based on [3, 12] was created solely to demonstrate the broad effects of energy-
efficient renovation on regional energy demand. The model portrays the regional
energy demand based on building-relevant characteristics (e.g. building type, age
and heating type) and the development over time. These changes are dependent on
the set of parameters (e.g. renovation rate, construction rate, renovation standard
and new building standard). The model setup was validated on the system level with
consumption data provided by regional and communal energy utilities. (ii) After
a first workshop (see Sect. 17.3.2), this basic probabilistic building stock model
has been extended with a behaviour model based on a survey about household
renovation decision-making (see Fig.17.1). By including empirical data, more
‘behaviourally realistic agents’ [21] can be modelled.

The survey included personal as well as building-related factors, actors involved
in the renovation decision and contextual factors (e.g. interest rate). By using such
detailed empirical data as model basis, it is possible to test policies targeting at
specific households or buildings. These policy measures might, for example, include
a ban on certain energy carriers when renovating or building a house, incentives

1The project INOLA (Innovations for a Sustainable Land Use and Energy Management on a
Regional Level; http://innovationsgruppen-landmanagement.de/en/innovationsgruppen/ inola/) is
funded from 2014 to 2019 within the Framework Programme FONA (Research for Sustainable
Development) by the German Federal Ministry of Education and Research.
2Excluding transport.

http://innovationsgruppen-landmanagement.de/en/innovationsgruppen/


190 E. Halwachs et al.

Fig. 17.1 Model overview

for the application of certain technologies on a municipality level and insulation
campaigns addressing households with certain characteristics or living in certain
building types. Additional outcomes to the basic model are the annual renovation
rate, the scope of renovation measures and more detailed information about heating
systems.
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Table 17.1 Basic building stock scenarios

Scenario Description

Business as usual Continuation of past 10 years
Renovation Increasing the renovation rate to the national aim of 2%
Legislation 1 Tightening of renovation standards
Legislation 2 Ban on new oil heating systems
Subsidies Financial incentives on wood-based and heat-pump heating systems

17.3.2 Participatory Process

Policy scenarios are developed in a two-step participatory process, with two regional
workshops to be conducted. This approach was used to first introduce the concept
of ABM in general and to provide initial basic results as a start for discussion.
Participants of all workshops are regional policy makers, energy advisors and other
regional stakeholders from business or politics and the broader public.

17.3.2.1 Step 1

The aim of the first regional workshop is (i) to present the basic probabilistic
building stock model and its functioning, (ii) to discuss the untapped potential of
buildings’ energy-efficiency improvements in the region and (iii) to discuss possible
regional-specific policy measures to address this potential.

Based on the basic probabilistic model, five different scenarios (see Table 17.1)
representing different policy actions were prepared for the workshop and presented
in the plenum. These scenarios display the potential energy savings and were the
basis for the following discussion: How can the region achieve the reduction of
buildings’ energy demand? What are potential regional policy instruments? How
can existing policy instruments be improved?

17.3.2.2 Step 2

The second and upcoming regional workshop is designed to discuss the impact of
the specific policy instruments which have been developed in the first workshop.
These instruments will be implemented in the behavioural model to test the effects
of each policy. These more detailed results of the extended model are theorised to
support the decision and consensus finding on different policy mixes. The desired
output is consensus on feasible regional measures to be tested in a pilot scheme in
one municipality of the region.
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17.4 Preliminary Results

First results based on the basic probabilistic model show that an increase of the
renovation rate will achieve the highest annual energy savings by 2035. A focus
on the renovation rate is therefore needed. Strengthening the energy standard of
newly built houses had only little effect on the regional energy demand. Therefore,
higher standards for new buildings only are not sufficient to achieve the energy
transition aims. Highest reduction in the buildings’ energy demand per annum
(comparing 2015 and 2035) is achieved when combining a high renovation rate
with high renovation standards. However, there might be a trade-off between the two
measures: for example, a renovation standard that is too high might reduce the rate
of energy-efficient renovations which can be tested with the extended behaviour
model.

Policy makers in the region therefore need to discuss how the annual renovation
rate can be increased without losing out on energy-efficiency and how more people
can be reached through different sets of policies. By presenting the results of the
basic scenarios in the first workshop, a common system understanding between
researchers, policy decision-makers and broad public was enhanced. This helped
to discuss further possibilities of energy-efficiency policies targeted at the regional
energy demand, for example, the importance of renovating buildings with older
construction years.

The next step is the supplementation of the behavioural model with the empirical
survey data and output from the participatory workshop. Through that the ABM
can be significantly improved and is likely to offer further possibilities for regional
policy testing.

Funding statement: Financial support from the German Ministry of Federal
Ministry of Education and Research (BMBF) through grant number 033L155AN
is gratefully acknowledged.
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Chapter 18
Go Big or Go Home? Simulating
the Effect of Publishing Adopter
Numbers for Two-Sided Platforms

Michelle D. Haurand and Christian Stummer

Abstract Two-sided digital platforms, such as eBay, enable the interaction between
two sides of a market, for instance, people willing to sell (supply side) and people
willing to buy (demand side) some item or service. Growth and success of these
platforms are driven by cross-side network effects, as each side is attracted by a large
number of participants on the other side and deterred by a low number. However, it
is unclear whether and when it is beneficial or harmful to inform potential platform
participants about the number of current adopters on the respective other side.
We implement an agent-based simulation of platform development and use it to
gain insights into the effect of publishing the number of adopters. In our sample
application, we found a negative effect that is attenuated when publication of these
numbers is postponed. While our results are limited in their generalizability, they
show the potential of agent-based simulation as a useful tool for analyzing various
strategies in the face of cross-side network effects for two-sided platforms.

Keywords Agent-based simulation · Two-sided platforms · Cross-side network
effects

18.1 Introduction

Today, we live in what one might call the “platform age” [1], in which two-
sided digital platforms have transformed value creation. Two-sided platforms can
be classified into three types: market makers, audience makers, and demand
coordinators, depending on whether they facilitate transactions (like selling old
furniture), deliver messages (advertisements reaching potential customers), or
“make goods and services that generate indirect network effects” [2]. Prominent
platform examples include eBay, Amazon, and Airbnb (market makers), Facebook
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(audience maker), and Visa and American Express (demand coordinators), all of
which have been disruptive in their businesses [3] or have established themselves as
valuable brands [4].

For two-sided platforms, common factors influencing adoption, such as word of
mouth, normative social influence, and advertising, are particularly crucial, as their
impact can be boosted through a special feature of two-sided platforms, namely,
cross-side network effects (i.e., the number of adopters on one side of the platform
influences the number of adopters on the other side) [5]. Still, there is a research gap
with regard to quantifiable information on how cross-side network effects should be
dealt with. Even without informing potential adopters about the number of platform
members on the other side of the platform, there is an implicit cross-side network
effect resulting from an increase in matches having a positive effect on word of
mouth [6]. When explicitly informing them, this cross-side network effect might be
even stronger.

So far, various platform operators appear to act quite differently in this respect.
Market makers eBay and Amazon may serve as examples: while eBay publishes
very recent numbers on the demand side, it publishes few about the supply side [7,
8]; Amazon does not actively advertise any numbers at all, leading to the public
availability of only sparse and outdated information on the global demand side [9].

In the light of this discrepancy between strategies for publishing adopter
numbers, this paper is concerned with two research questions: (1) What effect does
publishing adopter numbers for two-sided platforms have on platform adoption on
the other side? (2) How does this effect vary depending on the timing of releasing
this information? To answer these questions, we employ an agent-based modeling
approach, which is particularly valuable for studying the spreading of information
and product diffusion [10]. We parameterize the model according to an existing
market maker platform as a sample application.

This paper proceeds by introducing an agent-based simulation model of a two-
sided market maker platform in Sect. 18.2. Section 18.3 then presents the results of
our simulation, which are discussed in Sect. 18.4.

18.2 The Agent-Based Model

Our simulation model, which is based on prior work [6], takes into account
heterogeneous agents generating either supply or demand. The two groups of agents
only interact through an intermediating two-sided platform (see Fig. 18.1).

The upper arrows indicate actions of the (potential) adopters on either side of the
platform with regard to themselves or the platform, while the lower arrows designate
actions of platform operators with regard to (potential) adopters of either side of
the platform. It is worth noting the slight asymmetry in the model, which results
from the inherent differences between the supply side and the demand side. The
agents on the supply side of a market maker platform are usually decision-makers
in businesses, while the agents on the demand side are usually individuals who
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Fig. 18.1 Model of a two-sided platform joining supply and demand

are more socially interconnected and therefore likely to be influenced by observing
the behavior of their peers and consequently imitate them in order to fit in. Thus,
social influence is only present for the demand side. Still, agents of the supply and
demand sides both search for a match from the other group through the platform,
engage in word of mouth about it, and are subject to advertising measures by the
platform operator. In our application case, word-of-mouth information is exchanged
at regular conferences at which the (potential) adopters meet their peers. A more
detailed description of agents and their behavior (e.g., with regard to the specifics of
spreading information through word of mouth) in the basic model is provided in [6].
In the extended model at hand, we aim to study the effect of publishing information
about the number of adopters of the platform. To this end, we mirror the real-
life strategy of our sample application platform, that is, the platform operator only
conveys information (if at all) about demand-side adopters targeted at the supply
side (a strategy resembling that of eBay).

Our agents follow two straightforward rules concerning platform adoption:
Firstly, they need to have been made aware of the platform’s existence in order to
consider it when looking for a match. Secondly, the number of agents they assume
(or know, if they have received verified information) to be actually present on the
platform must exceed an individual adoption threshold.

18.3 Results

Our simulation runs consider three scenarios: Firstly, the platform operator pub-
lishes no information about adopter numbers. Secondly, as was reality for our
example platform, the platform operator starts conveying information about the
number of demand-side agents on the platform to the supply-side agents in their
advertising after the platform has existed for about 6 years and they have already
acquired a certain user base. Thirdly, we simulate a scenario in which this number
is communicated beginning with the foundation of the platform.

We carried out a face validation of the results with the platform operator, which
is a highly recommended form of validation [11]. Furthermore, we performed
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Fig. 18.2 Number of platform adopters over time for all three scenarios

extensive sensitivity analyses in order to ensure that our results are not compromised
by the chosen parameter settings [12]. All past data could be verified by the platform
operator to depict actual platform adoption.

The number of platform adopters on the supply side over time for all three
scenarios (as well as the number of adopters on the demand side, which did not
receive any information and thus did not vary significantly between scenarios) is
depicted in Fig. 18.2.

18.4 Discussion

For the application case at hand, the optimal strategy with regard to platform growth
turned out to be to not inform supply-side agents at all, as publishing adopter
numbers had a negative effect on platform adoption. The extent of this effect
depends on the timing of information release, with later provision of information
being less detrimental to platform growth. It should be noted that this particular
outcome should not be used to make generalizations and ultimately strongly
depends on the adoption thresholds of the supply-side agents. While we could
show the applicability of agent-based modeling for investigating the effects of
publishing numbers of adopters for two-sided platforms, further research concerning
the optimal timing of information publication and different adoption thresholds is
still necessary. Moreover, we seek to validate simulation results by comparing it to
the real-world development of other platforms.
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Chapter 19
Simulations with Values

Samaneh Heidari, Maarten Jensen, and Frank Dignum

Abstract Using values as drivers of behavior has already been done in previous
research. One of the most well-known universal theories of values is Schwartz’s
theory of abstract values. According to his theory, a universal set of abstract values
can be imputed to people. As the values used in his system are very abstract,
there is a need to translate the abstract values to more concrete values and assign
the behavioral choices to them. A theory or methodology for this step has not
been developed in a way that is widely applicable. Thus, a precise way of such a
translation is necessary for practical purposes. In this paper, we design a practical
but formal framework that can be used to study the value-driven behavior of agents
in social simulations. We make an agent-based simulation for a fishery village that
uses this framework.

Keywords Agent-based simulation · Policy-making · Policy values · Personal
value · Value-based decision · Value framework

19.1 Introduction

The idea that values are abstract drivers of behavior is not new. What is interesting
about the use of values is that, at least according to Schwartz [1], there is a
universal set of abstract values that can be attributed to people. Differences between
people stem not from having different values, but from giving different priorities
to the values. This makes it possible to use values as a starting point to compare
behaviors. The downside of the value theory of Schwartz is that the values defined
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are very abstract and thus not directly related to behavior. Several steps are needed
to translate abstract values into more concrete values and ultimately into behavioral
choices. The way people concretize abstract values into concrete choices for action
can also differ. Therefore, there is a need to describe this whole system in a precise
and unambiguous way before it can be used for practical purposes. Some work of
formally describing the relation between abstract values and actions, using values
trees, has been done in [2]. In this paper we start from this logical framework
and show how a quantitative framework can be designed that can be used to drive
behavior of agents in social simulations.

A note should be made on the applicability of values as drivers of behavior. Not
all behavior is primarily value driven. In normal life values usually play an explicit
role only in larger (life changing) decisions, while smaller day-to-day behavior
is governed by goals and norms. However, in many social simulations, we are
exactly interested in situations where people do make life-changing decisions, such
as moving houses, changing jobs, change for a more sustainable life style, etc. Thus
it seems that the framework is relevant for many simulations.

In Sect. 19.2, we give some background on the value framework of Schwartz and
the way we can connect these abstract values to concrete values and decisions on
actions as described by Weide in [2]. In Sect. 19.3, we will discuss the framework
that we propose to use to translate this theory into an implementable framework
that can be used in agent-based social simulations. In Sect. 19.4, we illustrate how
this framework can be used and leads to intuitive results in the domain of fishery
management. Section 19.5 gives some conclusions and directions for future work.

19.2 Related Work

Schwartz et al. proposed ten basic values according to the universal needs of humans
[1]. The Schwartz values are defined in the most abstract way that includes all the
core values of every human all around the world.

As shown in Fig. 19.1, Schwartz value theory describes the dynamic compati-
bility and conflicting relation between all the value types by positioning them in
a circle. Values close in the circle are more compatible than values on opposite
sides. For example, pursuing T radition and Hedonism are conflicting values, as
T radition is about restraining owns actions to conform traditions and Hedonism

is about self-oriented need for pleasure. However, pursuing T radition value is
compatible with pursuing Conf ormity (to not violate social expectations in groups
usually with close others) as both stress self-restraint and submission. In other
words, the compatibility level of values in the Schwartz value circle decreases when
the distance of them increases in the circle. The least distance belongs to two values
next to each other, and the most distance belongs to two values that are on opposite
position of each other.

Values and value systems such as from Schwartz have been used in many
research efforts to explore the behavior of a complex system, studying human
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Fig. 19.1 Schwartz value
circle, categorization and
dynamicity of abstract
personal values [1]

argumentation, managerial decisions, land-use behavior, and adaptation to climate
change [3–6]. For example, the effects of individual values of a society on the
general behavior of a complex system (including society, ecology, and economy)
are studied in [7].

Bench-Capon et al.[8] show that promoting different values will lead to different
arguments. Dechesne et al.[3] investigate how personal values (and other social
phenomena) affect the behavior of people when introducing a smoking ban rule.

Mercuur [9] categorized usage of values in regard to doing an action into three
main categories: pre-condition, post-condition, and deliberation navigator. In other
words, values might be used as a measurement function to evaluate an action (post-
condition), values can be used as a motivation to do an action (pre-condition) [10],
and they can be used for justifying a decision of doing an action [2, 11].

Van der Weide [2] provides a formal model that can be used for modeling value-
compliant decision-making. He shows how to form concrete values out of actions
that can influence the abstract values. However, the relation between compatible and
opposite values in the Schwartz value circle is not included in his model. Inspired
by his formal model, we propose a framework for Schwartz value theory which not
only considers translating Schwartz values into concrete values, but also the relation
of values in the circle (Fig. 19.1), using values as pre-condition (filter) and justifying
an action at the same time.

19.3 Framework

In this section, we propose a framework to make value-based decisions. Values can
be used at different places in the deliberation cycle of the agents to select options
(goals, plans, actions, etc.). If agents use goals and norms, then the values can be
used to prioritize between those. Once goals are chosen and pursued, the values can
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be used to guide which plan is most in line with values. In this paper we focus on
the motivational aspect of values which implies that they are at the basis of action
selection. We start with the set of all salient actions (i.e., actions that can be taken
at that moment because their pre-condition is true). If more actions are available the
value tree and the current satisfaction of values are used to determine the highest
priority of values. Then, the set of actions that are in line with the highest priority
values will be chosen. From the resulting set of actions, one action is selected based
on the current goal, the norms, and motives of the agent. In our current example,
only social, economic, and ecological goals are used in this step. By performing an
action, the agent updates his status. In what follows we explain the step in more
detail.

In order to model the value circumplex of Schwartz, we define two sets.
One of the input sets is a collection of Schwartz abstract values; V alues =
{V1, V2, V3, V4, V5, V6, V7, V8, V9, V10}, where V1 = Universalism, V2 = Self -
direction, V3 = Stimulation, V4 = Hedonism, V5 = Achievement , V6 =
Power , V7 = Security, V8 = T radition, V9 = Conf ormity, V10 =
Benevolence. We need the indexes to consider the position of each value in the
Schwartz circle in the framework.

The second set is the amount that each Vi ∈ V alues can get which is defined
as Importance = [1, 100]. Any member Vi ∈ V alues can get any value from
Importance to identify its importance (which determines how often the value Vi

has to be satisfied).
Assume that we define a function τ : V alues → Importance in which τ(Vi)

gets the importance of value Vi . For each Vi ∈ V alues, if τ(Vi) = 0, then value
Vi is silent and not playing a role in the system; if τ(Vi) = 100, it is one of the
important values if there are other values with the same importance.

To consider the relation of values, inducing the conflicting opposite values in the
circle, we defined the following condition that shows how the importance of any
members of V alues is related.

Condition 1 :∀i, j ∈ 1..10 : 0 � |τ(Vi) − τ(Vj)| � |i′ − j ′|
10

∗ 100,

where:

i′ =
{

i if 1 � i � 5

10 − i if i > 5
j ′ =

{
j if 1 � i � 5

10 − j if j > 5

in which 5 is the number of abstract values in one half of the Schwartz circle.
Regarding symmetric distances of abstract values in the Schwartz circle, we slightly
transform the formula by changing some variables.

Researchers used different version of Schwartz value system with various
number abstract values. For example, Schwartz used seven abstract values to study
the meaning of work in different cultures [12]. Also, it is possible to define
different distance for items. In the current formula for Condition 1, we assumed
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the same area of each sectors. As an instance, the distance between Universalism

and T radition is the same as the distance between any other successive values
in the circle. However, it is possible to change the formula to adapt different
distances for items. For instance, according to this condition, it is possible to
have this setting: |τ(Universalism) − τ(Self direction)| = 15, |τ(Power) −
τ(Achievement)| = 5, and the distance of the other successive values remains
10. It would be the modelers preference to make such a decision according to their
research requirements.

Condition 2 :
{

if τ(Vj ) = 0 τ(Vi) > 50

if τ(Vj ) �= 0 0 � τ(Vi) + τ(Vj ) � 100
, wherej = (5 + i)%10.

According to Condition 2, when value Vj is not included in the model (τ(Vj ) =
0), the opposite value of it in the Schwartz value circle should be high enough
to have effects on the behavior of the system; otherwise, it can be ignored. All
conditions can happen in extreme cases as well. For instance, it is possible to have
all values with the same Importance. Also, having some values that do not play a
role in the system (τ(Vi) = 0) is possible.

In addition to the importance, values have level of satisfaction. In other words,
people need to satisfy all of their values from time to time. But, the frequency of
satisfaction differs due to their personal values. Function τ(Vi) shows how often
value Vi should be satisfied. Therefore, there is a need to consider satisfaction level
in the framework as well. To model changing in needs over time, we use the water
tank model that determines the priority of satisfaction requirement for each value in
Sect. 19.3.1.1.

19.3.1 Value-Based Selection

19.3.1.1 Value Satisfaction

In the Schwartz theory, all humans have ten introduced values, they consider their
values in their life. Their life is consistent with their values. However, it is possible
that in some conditions of the life, some values are not applicable. What makes a
different personality is a different importance of values. As an example, consider a
CEO of a multinational and an employee of an NGO. The NGO employee will do
more activities that are in line with the Universalism value, and the CEO will do
more activities that satisfy Power . But, it does not mean that the NGO employee
does not do any activity toward Power . The difference is the frequency and types
of actions of satisfying the values. But, all the values need some level of satisfaction
from time to time.

To model these dynamics, we use the water tank model represented in [13].
We consider one tank for each Vi ∈ V alues. Each tank has the following base
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Fig. 19.2 Example figure of the water tank model for an agent

parameters: fluid level λi where 0 ≤ λi ≤ 100 to indicate how much the value is
satisfied and threshold τ(Vi) where 0 ≤ τ(Vi) ≤ 100 indicating when a value gets
salient. The fluid drains every time step with a fixed amount of 10 to indicate that
the value satisfaction is time dependent and increases when the agent does an action
which is in line with the value. To be able to model the differing priorities of values
of an agent, we use the threshold and calculate the priority. Agents try to fill up the
tanks with the highest priority first. Priority of values is determined by using the
following equation:

ρ = −((λ − τ(Vi))/τ(Vi)) ∗ 100

We use negative sign as the priority of value satisfaction has reverse relation with
its filled level. Filling up the tank can be done by performing actions that satisfy
the abstract value connected to the tank. The increase amount is given by (100 −
τ(Vi))∗σ . This formula makes more important values fill up slower, thus increasing
the frequency of performing actions relating to those values. It is possible to assign
different values to multiplier σ for different actions. For example, buying a house
usually has a larger effect on your values than buying an ice cream and thus has a
larger multiplier σ for more impact.

A sample of the water tank model for an agent is shown in Fig. 19.2. Each agent
has ten tanks, each with the same capacity and the same draining level. Though, the
value thresholds are different for various agents.

19.3.1.2 Value Tree

The water tanks are used for determining which abstract value has to be satisfied. As
mentioned prior, the abstract values do not directly impact the behavior of people,
but rather through a series of perspectives that link the abstract values to concretized
values that are directly related to behavioral choices. To make values work, we need
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to define more concrete values. Concrete values are easier to implement, and it is
easier to track their contribution to a decision.

Several steps might be taken to translate an abstract value to its concrete values.
One possible solution of formally describing the relation between abstract values
and concrete values is through defining value trees [14]. The root node of the tree
is an abstract value from Schwartz values. Nodes that are closest to the leaves are
more concrete.

To view a simple example, one could look at Sect. 19.4 Fig. 19.4a in which the
abstract values are Power , Self −direction, Universalism, and T radition. The
abstract values are the roots of the trees. As the values get more concrete, the further
we go down from the root. Leaves of the trees are the most concrete values that
related actions are assigned to them. By looking at the parent nodes of an action, we
can determine which values it can satisfy and vice versa. Different path from each
action to the root is deliberation that an agent uses to justify his action. For example,
being a fisher as an action can satisfy T radition and/or Universalism.

People generally have different perspectives which can be modeled by giving
only a subset of the total value tree to individuals. For example, to satisfy the
Universalism value through caring for the environment, agent A might buy an
electric car because the emission of an electric car in use is less than a petrol car.
Agent B might think electric cars are actually worse for the environment than petrol
cars because of the chemicals used to create the batteries. He will instead go with
public transport instead of his own car. This illustrates that two agents might perform
different actions to satisfy the same abstract value. It can also be the case that
agents perform the same action to satisfy two different abstract values. For example,
playing a sport for one person can satisfy the Achievement value (trying to win),
while for the other, it satisfies the T radition value (play a game with friends as a
way to be together). In other words, it is possible to assign different subsets of value
trees to agents.

Some actions (and therefore their related concrete values) can be linked to more
than one abstract value. Considering definitions of types of values introduced in
[15], we can assign actions to abstract values for our case of interest, which is
studying the behavior of a fishery village. For example, people in a fishery village
might go fishing because they like nature (Universalism), they like adventure
(Stimulation), they want to make money to promote their social status (Power),
or they want to comply with their family traditional profession (Conf ormity).

Actions that are linked to compatible values might be positively interrelated. For
example, actions that satisfy Benevolence might have a positive effect on satisfying
Universalism as well. In contrast, if an action promotes a value, it can hardly attain
the value opposite of it in the Schwartz circle.

19.3.1.3 Value-Based Filtering

Using values agents makes initial selections among the available actions to perform.
We find the highest priority value that needs to be satisfied using the following
formula:
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arg min
Vi∈Values

ρ(Vi) = {Vi |Vi ∈ Values,∀Vj ∈ Values : ρ(Vj ) > ρ(Vi)}

This formula returns the most preferred value (highest priority) in the current
situation that needs to be satisfied. Then the actions promoting the highest priority
value that are available are selected first. To compare the priority of each two values
in order to find the highest priority, we use the following formula:

∀Vi ∈ Values, Vj ∈ Values : ρ(Vi) = ρ(Vj ) if ρ(Vj ) − ρ(Vi) < δ

Meaning that ρ(Vi) and ρ(Vj ) differ very little. Then all the actions that promote
either Vj or Vi and are available get chosen.

The rules and conditions provided earlier are defined for abstract values in the
Schwartz value system. All the concrete values in the value trees have the same
importance as their root value. Therefore, all the rules and conditions of the abstract
values (roots in value trees) are applicable to their related concrete values (leaves of
the value trees).

It should be noted that it is possible to have some actions that are com-
mon between different value trees. For example, an agent can satisfy Power or
Universalism by choosing to be a Captain as Captain is a shared action in
these value trees (Fig. 19.3). However, the agent only satisfies one of the values
by choosing action Captain which depends on which deliberation he did before

Tradition

Work outside
village

TeacherFactory
boss

MayorElderly
Caretaker

FisherCaptain

Teacher Fisher Factory
worker

UnemployedElderly
Caretaker

MayorFactory
boss

Captain

Not bound to village jobs

FreedomIndependent

Self-direction

Care for the weak

Social justice
Unity with nature

Universalism

Respect for tradition

Be part of the communitySustain villageWealthAuthority

Power

Fig. 19.3 Value tree of getting a job
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picking up the possible actions. For example, if the agent wants to satisfy his
Universalism by doing related actions and picks being Captain, he only satisfies
his Universalism value (increasing the water level of Universalism water tank)
and not the Power value.

19.3.2 Making Decisions

After filtering the actions by values, we have a list of actions that are value
consistent. Any of these actions that get chosen by the agent comply with his value
system. Among all the value-consistent action, the agent needs to pick an action
that can be done at the moment. Therefore, other filters can be applied. These filters
can be motivations, social norms, goals, plans, etc. The number of filters and how
those filters filter down the value-consistent action set is the modeler choice. But, the
result of this function is making decision about which actions have to be performed
at the moment.

19.4 Validating Value Framework

In this chapter, we validate and discuss the proposed value framework, how values
play an important role in human decision-making, and how decisions of individual
people in a society change the overall behavior of the society. We use an agent-
based model of a fishery village and show two scenarios with different abstract
value settings. As it comes from the field of exploring personal values, the whole
study and therefore proposing a framework for it is a qualitative study. In [9],
validating a qualitative model is defined as the ability of the model to replicate the
relations between variables. For instance, if the Universalism value gets promoted
in a society (τ(Universalism) is high), the probability of hurting the environment
decreases accordingly. As described in our previous study [7], one point that we
want to include in our experiments is to consider the feedback loop between society,
environment, and economy. Therefore, we develop all parts and feedback between
them in our simulations. The attributes and mechanics of the simulation are denoted
in Table 19.1.

19.4.1 Abstract Values Implementation

There are three main action sets that use the value framework; these are job selec-
tion, event organizing/attending, and donation/not donating. We developed value
trees for those actions and for the values Power , Self −direction, Universalism
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Table 19.1 General simulation components

Age There are four different age categories: children under 18, adults 18–64, elderly
65-74, and eldest 75 and older

Status Adults have a status that reflects their employment the set is {unemployed,
captain, fisher, factory worker, factory boss, teacher, caretaker, worker outside,
mayor}

Ticks There are 4 ticks per month, which makes a total of 48 ticks per year

Buildings The buildings in the village are {houses, school, council, factory, social care,
elderly care, event hall}. Outside the village there is another school and a
company where agents with the status worker outside work

Work Every month agents adults pick a job according to the value they want to satisfy.
The value watertank level is increased when they keep the same job and when
they switch their job

Event Every tick adults and elderly can organize or attend an event. The organizing
agents can choose between a free event (costs money) and a commercial events
(generates money)

Donate Every tick adults and elderly can choose if they want to donate to the council or
not

Council The council gets money from tax and donations and distributes it among the
school, social care, elderly care and factory

Migration Agents migrate when they are homeless and they are not happy (i.e., half of the
values or more are below the threshold). A higher self-direction value then gives a
higher probability of migrating

and T radition. The job selection value tree is shown in Fig. 19.3. Here we see
that some jobs are capable of satisfying many values like a mayor (T radition,
Power and Self − direction), while other jobs have only one connected value,
e.g., unemployed or factory worker (both T radition). The value increase multiplier
of job picking is σ = 1.

The event trees are denoted in Fig. 19.4b and show four possible actions.
Organizing an event has a value increase multiplier of σ = 2 as only a small number
of agents can organize an event (the maximum of events is 1 per 11 residents).
Attending an event has a lower value increase multiplier; it is σ = 0.2.

The donation trees are shown in Fig. 19.4a; there are only two possible actions
here. The value increase multiplier is σ = 0.2, which is also low since donations
actions can be done every tick (which is more frequent than job picking at every 4
ticks).

19.4.2 Results

We consider four values out of ten Schwartz values: T radition, Universalism,
Self − direction, and Power . These four values have been chosen because we
can show that our framework works to show the dynamic relation between values.
For example, Fig. 19.5 shows the dynamic behavior of the systems in two different
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Fig. 19.4 (a) Value tree of donation. (b) Value tree of social events

settings. Figure 19.5a–c, g show the system output with setting (1) when there
is a high priority of Power (τ(Power) = 90, τ(Self − direction) = 50,
τ(Universalism) = 10, and τ(T radition) = 50). Figure 19.5d–f, h show
the behavior of the system when Universalism is promoted (τ(Power) = 10,
τ(Self − direction) = 50, τ(Universalism) = 90, and τ(T radition) = 50).
Having high priority for Universalism means that agents need to do actions
that satisfy Universalism more. As shown in Fig. 19.5e, agents satisfy their
Universalism through donating public benefits, and there is almost always a
maximum amount of fishers and captain, since this also satisfies Universalism. As
agents have low priority for Power (they do not need to satisfy Power value very
often), they organize commercial events and attend free events which are enough to
keep them satisfied of Power value.

As shown in Fig. 19.5h, most of the agents make money as they have job. So,
a lot of them earn enough money that makes them capable of donating. Therefore,
they satisfy their Universalism value by donating in public benefits, working as
a fisher, a captain, or elderly caretaker. As Power importance is low (as it is the
opposite value in the Schwartz value circle), the other two values need to be satisfied
with the same frequency; Self − direction and T radition. These two values
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(g) Work distribution, setting (1) (h) Work distribution, setting (2)

Fig. 19.5 Results of simulation with two settings: (1) p = 90, s = 50, u = 10, t = 50 and (2)
p = 10, s = 50, u = 90, t = 50. (a) Human age distribution, setting (1). (b) Value motivation of
donation, setting (1). (c) Value motivation of social event, setting (1). (d) Human age distribution,
setting (2). (e) Value motivation of donation, setting (2). (f) Value motivation of social event, setting
(2). (g) Work distribution, setting (1). (h) Work distribution, setting (2)

can be mostly satisfied with picking relating jobs. Working in the factory inside
the village and working in the company outside the village satisfy T radition and
Self − direction, respectively. That is the reason we can see a fluctuation between
workers in the company outside of the village and workers in the factory inside the
village. There is a balance since both have free vacancies. The company outside of
the village has no limit, and the factory can have a high number of employees since
there is a high amount of fish coming in, because of the maximum amount of fishers.

One of the interesting simulation results is when a society is more into the Power

value. As we can see in Fig. 19.5g, the number of employees for the jobs factory
worker, fisher, and work outside the company fluctuates but follow a general trend.
The amount of fishers is lower since people hardly ever need to satisfy universalism
so they mainly become fisher because of tradition. The difference in average amount
of factory workers and workers in the company outside is caused by a lower amount
of vacancies as factory worker because there is less fish being caught. People satisfy
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their Power value by organizing commercial events and having well-paid jobs. In
this case the maximum possible number of commercial events happens all the time.
So, there are more chances to attend events for villagers to satisfy their T radition

value by attending the events. Besides, people tend to keep their paid job as they can
make enough money to cover their living cost. The importance of Universalism

(as the opposite value of Power in the Schwartz value circle) is low, and there
is no need to put more effort than donating in public benefit to satisfy this value.
Therefore, people who do not have chance of finding a job inside the village will
look for a job outside. This justifies the higher number of people who work in the
company outside. The simulation code is accessible via GitHub [16].

19.5 Discussion and Future Work

Different factors impact human behavior such as values, social norms, and envi-
ronmental and economic factors. However, introduced models to study human
behavior rarely considered social, environmental, and economic factors altogether.
Many factors are involved to capture human behavior including personal, social,
environmental, and economic factors. Values are strongly connected to behavioral
choices of people among personal factors. One of the well-known theories in
personal values is the theory introduced by Schwartz, and it has been used by many
researchers. Schwartz came up with ten general values by studying people all around
the globe. Though, using Schwartz values necessitates interpreting the abstract
values to concrete values related to the case study. To the best of our knowledge,
there is no standard way of using Schwartz values and transform them from general
to concrete values. As of yet, researchers used them and translated them according
to their taste. We introduced a framework of personal values that can be used as
a guideline for those who consider values to study, model, implement, and reuse
previous efforts regarding values. Using the introduced framework, it is possible
to model heterogeneous agents in terms of their personality and deliberation and
consider various statuses consciously. For example, two different people can do the
same action for different reasons, or they can react differently in the same (social,
environmental, economic) situation. In our framework, we make a value tree for
each value in Schwartz value theory. The root of the tree is a general value, and
value gets more and more concrete till the leaves of the tree are the most concrete
values that are directly linked to implementable actions. A possible actions set is
assigned to each concrete value. The result of doing one of the actions in the action
set is satisfying the assigned value.

In the framework, there is a relation between Schwartz values that play an
important role in decision-making. Such a relation is used to capture the circular
relation of Schwartz values. The framework contains making decisions according to
personal values. To make a decision at each time and determine which value is more
important, we used the water tank model. We assigned a water tank to each value
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which drains in each time step and fills whenever the assigned value is satisfied.
Using such a model, agents need to satisfy all the values during the simulation
time. By changing the amount of draining and filling and therefore changing the
satisfaction frequency of values, we can capture different personalities. We illustrate
the use of the framework by using it to build a normative architecture for developing
a socio-ecological complex system. The normative architecture is a modular one that
proposes developing flexible socio-ecological complex models. This architecture
includes social, environmental, and economic factors, as well as decision-making
process of agents. Therefore, it is possible to make a model both for micro- and
macro-analysis depending on the decision of the modeler. Another aspect of this
is that manipulating different factors is possible. A model may include any of the
social, ecological, and economic factors. As an example of social factors, a model
might contain personal values, social norms, motives, social practices, etc.
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Chapter 20
To Stay or Not to Stay? Artificial
Sociality in GRASP World

Gert Jan Hofstede and Chutao Liu

Abstract This paper describes an agent-based model that investigates group
longevity in a population in a foundational way, using theory on social relations
and culture. The model is the first application of the GRASP meta-model for social
agents, containing elements of Groups, Rituals, Affiliation, Status and Power. It
can be considered an exercise in artificial sociality: a culture-general, content-free
baseline trust model from which to engage in more specific studies. Depending
on cultural settings for individualism and power distance, as well as settings for
xenophobia and for the increase of trust over group life, the GRASP world model
generates a variety of patterns. Number of groups ranges from one to many,
composition from random to segregated and pattern genesis from rapid to many
hundreds of time steps. Parallels are discussed between patterns found in GRASP
world and patterns found in societies that differ on individualism, power distance
and heterogeneity.
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20.1 Introduction

Issues of group cohesion are being studied in various fields and at various scales:
mergers and acquisitions, small group dynamics, organizational behaviour, conflict
management, politics, geopolitics, etc. In this paper we look for common ground
between all of these domains. We aim for a bottom-up way of growing groups
and modelling their composition and existence through time, using the technique
of agent-based modelling. Our self-confidence for attempting such a generic model
is based in empirics: the cultural differences found across the world that touch all
walks of life in a society, from the family to the school, workplace and political
arena [1]. However, below culture there is another layer: relational life [2]. Our
agents need relational motivations. I call this relational logic in agent-based models
‘artificial sociality’, a term coined by Gilbert and Conte [3]. In artificial sociality,
both individual motives, formal social structure and cultural ‘unwritten rules’ matter.
Cross-cultural issues turn out to be important in many socio-technical systems,
because they imply different unwritten rules of the social game [1] and therefore
different norms and values. When people differ in their values, norms, beliefs and
rituals, but have to collaborate in a single technical environment, or using a single
formal organizational structure, misunderstandings that lead to malfunctioning
systems are very likely. Real life abounds with examples about the unanticipated
side effects of changes in technology or in policy. Examples in socio-ecological
systems include unintended pollution or environmental degradation. In socio-
technical systems, they include altered opinion dynamics in networks dominated by
social media versus face-to-face interaction. For instance, social media are changing
opinion dynamics, while culture also shapes social media usage [4].

We draw our agents’ relational drives from Kemper’s generic status-power theory
[5]. Since this is the first implementation of such a model, and truth emerges more
readily from error than from confusion, it is kept very simple; our hope is that
others will take these ideas further. While the thinking behind GRASP is available
[6], implementations are not. This is why the theory development covers a bit
more ground than the implemented model; it shows potential areas for development
of GRASP world. Still, we omit important areas: there are no content issues, no
cognitive complexity of individuals, no cross-group status-power relations and no
evolution.

As far as we know, GRASP world is the first model of its kind. It is close to
abstract social models that rely on a limited set of concepts and mechanisms for
modelling emergence of system-level pattern, e.g [7–9]. It differs in its reliance on
existing social science theory. GRASP paints with a slightly finer brush, trying to
add cultural variation to a model that is generic across all people. It does not pretend
to be anything more than a first attempt. This means that no validation beyond
plausibility is possible. Any real-world application will contain features that are
absent from GRASP world, which could affect the dynamics.
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20.1.1 To Stay or Not to Stay?

To resolve collective action issues, actors frequently have to invest effort in
cooperation. The willingness of actors to cooperate is strongly related to their
expectations about whether others will cooperate [10]. The absence of trust leads
to lines of reasoning such as ‘if I preserve this common resource, someone else will
take it, so I might as well take it myself’. This could lead to a vicious circle. Partners
would then be forced to either stop collaborating altogether or try to subdue others
into compliance.

People do not just engage in collective action with anyone; they can choose their
partners to some extent, for instance, within a fixed in-group. A second mechanism
is that people can negotiate the extent of their pro-social behaviour in promises or
contracts and thus voluntarily mutually expose themselves to compliance. This is
what happens in a commons [11], avoiding the selfish overconsumption that results
in a ‘tragedy of the commons’.

How do actors know whether they have the right partner? Perhaps their most
crucial option, relying on their experience, is leaving a bad partner or group.
This is the main focus of the model to be discussed here. Often the question of
whether to stay with a group is framed as ‘trust’, certainly in individualistic cultures,
where changes in group membership are frequent. However, trust is a multifaceted
phenomenon, and its meaning could vary across cultures [12]. GRASP world is
naive about the question whether the agents themselves would think of ‘trust’.
Neither does it model any shareable resources. Only the agents’ action counts: they
leave, or they stay. How difficult this decision is, many readers will know from
their own experience in jobs or personal relationships. At the level of nations, it is
apparent from issues such as boundaries and fission and fusion dynamics between
empires and states. As an illustration, consider the history of Europe, with EU
membership being the latest in an endless succession of changes.

This first implementation of GRASP world uses the main GRASP components
(Groups, Rituals, Affiliation, Status, Power). Agents need the following:

• A motive for gathering in various groups (Groups, Affiliation)
• A way of conferring status (in this case a content-free mutual exchange of

status; Ritual, Status)
• A motive for leaving a group (being ‘unhappy’: receiving less status than one

deems oneself worthy of; this motivates an agent to search for alternative groups
that might confer more Status)

• A way of settling a status offence (picking a fight: Power contest). The outcome
changes their social status: the winner gains status, the loser goes down in status
(as in Hemelrijk’s DomWorld; see [9, 13]).

Additionally, GRASP world contains constructs for dealing with culture and trust
in the simplest ways, discussed below. These modify the strengths of the motives.
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20.1.2 Groups Across Cultures

The organization of society into groups and institutions, companies and govern-
ments differs across cultures. This depends on many factors, of which in GRASP
world only culture remains, since its world is undifferentiated. For a bird’s eye
perspective on culture, we take Hofstede’s model with its six dimensions: individ-
ualism, power distance, masculinity, uncertainty avoidance, long-term orientation
and indulgence. Two of these are of obvious relevance for the probability of leaving
a group. These are individualism and power distance [1, 14]. Other dimensions may
play a role too; of these we shall discuss uncertainty avoidance in the context of
xenophobia and familiarity.

A society’s individualism is a measure of the independence of individuals.
It ranges from voluntarist, often volatile relationships in individualistic societies,
versus life-long interdependence of group members in collectivistic ones. In the
former case, leaving a group is easy; in the latter, it is almost impossible.

A society’s power distance has to do with acceptance of differences in social
status and power. In a hierarchical (i.e. with large power distance) culture, individ-
uals that receive less status are likely to accept this as natural. Powerful members
in societies of large power distance also feel entitled to using their power: ‘might
makes right’. Thus, in a culture of large power distance, those who receive less
status are likely to accept this and not have a motive for leaving the group. They
might wish to leave in their hearts, but not feel empowered to do so; or they might
simply not consider the option. In an egalitarian (i.e. with small power distance)
culture, everyone is empowered to decide for themselves.

The plausibility of these ideas is corroborated by cross-cultural comparative
findings. We shall mention a few across domains. This also makes the point that
GRASP world is applicable across many application domains.

Consider, e.g. Fig. 4.1 in Hofstede, Hofstede and Minkov [1] that plots coun-
tries on the dimensions of individualism against power distance. Countries with
open political systems that change smoothly over time are concentrated on the
side of egalitarian, individualistic cultures. Countries with long-standing regimes
interspersed with revolutions are found on the side of large power distance and
collectivism. Or consider the findings on consumer behaviour in de Mooij [15],
who found, e.g. a strong relationship across EU countries between collectivism and
brand loyalty. Trying a new brand apparently has a connotation of leaving one’s
group.

A more proximate phenomenon is the behaviour of tourists or reception guests
in multinational settings. Those from more collectivistic cultures are more likely to
be found in in-group clusters.

The fact that differences in group behaviour are culture-mediated is also borne
out by studies among children showing that for them too, the probability of leaving
a group varies with individualism and power distance [16, 17].
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Table 20.1 Hypothesized sources of continued group membership according to culture

Individualism

Individualistic Collectivistic

Power distance Small Bonus schemes, certification,
contract, empathy, legal
enforcement, monitoring, perceived
match, price premiums, social
norms, transparency

Identification
Kinship
Obligation
Perceived match
Reputation
Social norms

Large Dependence, hierarchy, honour,
sense of duty, social norms

Allegiance, hierarchy,
kinship, reputation, sense of
duty, social norms

20.1.3 Trust Across Cultures: Individualism and Power
Distance

In collectivistic cultural settings, trust in formal, impersonal institutions tends to be
low [1]. Instead, sources of trust are found in the relationship in the in-group or
in informal institutions such as norms. If the societal context is also hierarchical,
implicit hierarchy will determine loyalties.

In individualistic societies, everybody is a priori supposed to be equally trustwor-
thy. Trust can be based on incentive control or on positive emotions. Impartial third
parties and institutions will be accepted, especially if the society is also egalitarian.
If the society is also hierarchical, a sense of filial duty could play a role.

A cross-European study on trust placed in sellers in food supply networks [12]
yielded a typology that is useful for our purposes. The typology was inspired by
Nooteboom [18]. It opens the way to a discussion of relationships between trust and
the culture-bound organization of society. Table 20.1 is based on it, with additions.
It shows that many of the contemporary trust mechanisms such as contracts fit an
individualistic, egalitarian culture that describes the prototypical Western, highly
institutionalized society. To the extent that the society is less egalitarian and more
collectivistic, other forms of trust enforcement will be important in practice, even
if they are not codified in laws. Social norms exist everywhere, only not the same
ones.

Table 20.1 uses term charged with content matter. In our GRASP world, there
is no content. Therefore, we ‘zoom out’, leaving only the most basic feeling of
‘happiness’. This is meant in Kemper’s sense as ‘having received appropriate
status’. The various sources of trust from Table 20.1 are collapsed onto agent
‘happiness’. Table 20.2 shows the influence of individualism and power distance
on leaving a group in GRASP world.
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Table 20.2 Reasons for leaving a group depending on individualism and power distance. A ‘big
shot’ is the group member with the most social status, if above one’s own

Individualism

Individualistic Collectivistic

Power distance Small Leave if unhappy Leave if very unhappy
Large Leave if unhappy and no ‘big shot’ present Do not leave

20.1.4 Social Identity, Xenophobia and Familiarity,
and Uncertainty Avoidance

Trust is related to social identity and shared practices [19]. Predictable behaviour
by others and trust in them go hand in hand. This is observed even in individualistic
societies or in mixed-culture settings: one tends to trust people of the same social
identity, regardless of the culture that they might have. The difference is that social
identity is visible on the outside, while culture is not.

The dimension of culture Uncertainty Avoidance is relevant here. An uncertainty
avoiding culture is one in which people feel anxious in situations that they are
unfamiliar with. This has the effect of making them slow to adopt unpredictable
changes, such as accepting members from unfamiliar groups, and more rigid in
their rituals. Strong uncertainty avoidance in a society is associated with distrust
of strangers and love of familiar ritual. For the dynamics of trust in a group,
the above means that people could be expected to become less likely to leave a
group the longer they have already been in it. This effect should be stronger in
more uncertainty avoiding societies, where familiarity is more strongly reassuring
[1] (Chap. 6). Still, these two trust-related aspects of group life (xenophobia and
familiarity) are conceptually distinct. We shall take them both on board separately.

To model xenophobia we introduce a simple scalar parameter that denotes
different practices or social identities, visible to outsiders. In the real world, one
could think of hairstyle, colour, clothing, greetings, food habits and so forth. We
call it ‘norm meme’ for ‘Nexus of Relational Memes’. The acronym ‘norm’ could
be confusing, and neither ‘social identity’ nor ‘practice’ fit the bill, so we refer
to it as ‘shade’, since agents’ shade is its visible form in the interface. In any of
the quadrants of Table 20.2, xenophobia could lead to two potentially opposing
trends. If we have a homogeneous society, uncertainty avoidance could be associated
with smoothly oiled operations in which all take pride in being predictable. If,
on the other hand, we have a heterogeneous society with varying practices and
social identities, xenophobia could be associated with segregation along the lines
of differences in behaviour or in visible group affiliation.

Familiarity depends on experience in a group. Agents only interact within their
group, until they leave it and join a random other agent or group. Agents in a group
acquire the same ‘aura’ colour. Depending on the weight of the parameter ‘dyadic-
trust-factor’, groups can generate familiarity-based trust, making their members
progressively less likely to leave.

http://dx.doi.org/10.1007/978-3-030-34127-5_6
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20.2 The Model: GRASP World

20.2.1 Description

For reasons of space, the following more technical description is incomplete; more
details can be obtained from the authors. GRASP world is built with NetLogo
(Wilensky 1999, version 6.0.2) and is available on COMSES [20], including an
ODD + D description [21]. Model interface is shown in Fig. 20.1. Space limitations
prohibit showing the details in this chapter.

Agents with different shades randomly scatter on an undifferentiated ground.
One tick represents one time of interaction, and simulation is run for 1000 ticks. The
length of a tick is deliberately undefined. It could be a second, and the simulation
could show a schoolyard or a reception. It could be a year, and the simulation could
represent a political landscape or a social network. For each tick, each individual
goes through the process ‘Play with group mate’, during which an individual and
his/her communication partner for this tick confer status to each other and perceive
status affront. This mutual status-conferral and perception process affects the pair’s
emotions (‘happy’, ‘neutral’ or ‘angry’) and consequently influences the group
dynamics.

The status conferral for each is determined by picking a random number from
a normal distribution with a mean of 0.5 and a standard deviation set by ‘status-
conferral-stdev’. Perceived status affront is calculated as follows (‘my’ and ‘mate’
symmetrical):

Fig. 20.1 Model interface at t = 0. All agents have equal status indicated by avatar size, and there
are five shades
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My − perceived − status − aff ront

= (my-status-conferral–mate-status-conferral)

+ norm -misunderstanding–submission–dyadic-trust.

where

Norm-misunderstanding = xenophobia-factor * | my-shade – mate-shade |
Submission = power-distance/100 * (mate-status – my-status)
Dyadic-trust = (dyadic-trust-factor/10) * time-in-group-together

For the ‘decide to leave or not’ process, the group member with highest status
(‘bigshot’) will decide first. The decision mechanism is the same for everyone and is
based on individualism, person’s own emotion and other group members’ emotions.
If the bigshot decides to leave the group, then other ‘ordinary’ members in the group
can make their decisions and leave as they want. If the bigshot decides to stay, then
other members have to overcome their submission to the bigshot to be entitled to
leave. The group will be dismissed if less than two members remain.

20.2.2 Model Analysis

Sensitivity analysis was performed using one-factor-at-a-time method (OFAT) on
all parameters, with non-varied variables at default value. Due to limited space, we
present only the two most sensitive ones. Number of groups and status distribution
(standard deviation) among agents are selected as outcomes. Their sensitivity to
xenophobia-factor (with a population consisting of 5 norm shades) and dyadic-trust-
factor are presented in Figs. 20.2 and 20.3, respectively.

Fig. 20.2 The sensitivity of ‘number of groups’ (left) and ‘standard deviation of status among
agents’ (right) to xenophobia-factor. Each data point is the average value of 20 repetition runs of
1000 ticks at corresponding parameter settings
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Fig. 20.3 The sensitivity of ‘number of groups’ (left) and ‘standard deviation of status among
agents’ (right) to dyadic-trust-factor. Each data point is the average value of 20 repetition runs of
1000 ticks at corresponding parameter settings

Table 20.3 Results across culture in the absence of xenophobia

Individualism

Individualistic Collectivistic

Power distance Small One happy group Many stable happy
groups

Large One group with status fights that can
break up ultimately after >1000 ticks

Many stable groups
with infighting

Both outcomes are sensitive to xenophobia-factor and dyadic-trust-factor. The
increase in xenophobia leads to fewer groups and more obvious status differenti-
ation. Since xenophobia positively contributes to agents’ perceived status affront,
higher xenophobia-factor will cause more fights and consequently lower group
stability. Under frequent fights, winners are able to accumulate high status, while
losers tend to be suppressed over time, which intensifies status differentiation.
In contrast, higher dyadic-trust-factor reduces the possibility of fights and thus
stabilizes groups. When dyadic trust is high, nearly no fights break out and agents
seldom gain or lose status during their interactions with each other. Hence, the status
differentiation and model dynamics in general are less with higher dyadic-trust-
factor.

20.2.3 Model Results

Table 20.3 gives the trends observed when only considering individualism and
power distance. Since tick 1 always yields a large number of small groups, which
may or may not evolve subsequently, Table 20.3 shows that ability to leave boosts
evolution of groups. Xenophobia leads to more fighting if there are different shades,
while in combination with dyadic-trust, it can still yield stable, usually shade-
segregated groups.
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Fig. 20.4 (a–d) Group dynamics at t = 1000 under different parameter settings. The aura around
the individuals marks their group. Individuals with same aura colour are in the same group. The
longer an agent stays in a group, the larger its aura size grows, until 20 ticks. Individuals with no
auras are alone at the moment

Depending on the settings of trust-factor, xenophobia-factor and the two cultural
factors and the shades, a number of patterns can occur. Some are stable; some show
periodic upheaval. We show five of these patterns in Figs. 20.4a–d and 20.5. All
non-mentioned parameters are at their defaults.

• Pattern 6a: low individualism (10), large power distance (90), no xenophobia,
no dyadic-trust

• Pattern 6b: high individualism (90), large power distance (90), no xenophobia,
no dyadic-trust

• Pattern 6c: high individualism (90), medium power distance (50), no xenopho-
bia, no dyadic-trust
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Fig. 20.5 Pattern e, Happy
Segregation. The picture
shows part of the interface at
t = 600. This population with
two widely different norm
shade subpopulations
self-organizes into a
segregated system, with
usually two groups per shade,
agents staying in a group for
more than 40 ticks, little
fighting, but occasional
breakdowns

• Pattern 6d: high individualism (90), small power distance (10), medium
xenophobia (0.2), low dyadic-trust-factor (0.1)

• Pattern 7e: high individualism (80), medium power distance (50), medium
xenophobia (0.2), medium dyadic-trust (0.3)

Pattern a: Many long-standing groups Under low individualism, agents are
likely to stay in groups. Large power distance further contributes to group stability
by keeping low-status members in. Hence, many small groups created in tick 1
sustain themselves over time. Status differentiation occurs among agents within
groups, due to fights.

Pattern b: Stable elite groups, volatile others Under high individualism, agents
tend to leave the group easily. Even large power distance is not strong enough to stop
them. Fewer but larger groups are formed, with clear status differentiation between
them. If there is medium xenophobia, agents of high status tend to form all-elite
groups with similar shade. These groups tend to be longer-lived than others, since
other groups can be ‘blown up’ when they are colonized by an escapee from an elite
group.

Pattern c: One happy group Without xenophobia, and under small power dis-
tance, highly individualistic agents generally form one single group, even when
dyadic trust = 0. Such a large group is stable over time and inclusive regarding
different shades. There are hardly any fights. As a result, status differentiation occurs
slowly, and the majority of group members are happy.

Pattern d: Nothing lasts for long This can occur when xenophobia is increased
in parameter settings that show pattern c, regardless of power distance. High
individualism plus small power distance makes it easy for agents to leave the group,
so many agents are alone. The lack of trust also leads to less cohesive groups that
do not last long.
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Pattern e: Happy segregation Figure 20.5 highlights one more pattern across
time. Hierarchy establishes within 100 ticks, although not yet linked to shade.
Gradually, fighting and group splitting has the side effect of coupling status
with shade. Then, the system stabilizes as a ‘class society’. The system remains
metastable. Runs with the same settings but more shades often either default to
pattern c or d.

Depending on settings and number of shades, other patterns obtain, e.g. smaller
single-shade groups circling around large melting-pot groups, and various dynamics
occur.

20.3 Discussion and Conclusion

GRASP world and culture Recognizable group life patterns are generated by a
rather simple model based on foundational social scientific theory. They bring to
mind societal patterns that are particularly apparent to people with cross-cultural
experience.

Individualism: Perhaps counter-intuitively, individualistic agents find it easier to
unite, because they can leave a prior group in which they received bad treatment.
There are phases of chaos in a simulation run in which every agent moves around
from one to the other. This allows the agents to self-organize until finding acceptable
configurations. These could be status- or shade-sorted, depending on settings. There
could be a parallel in the spontaneous forming and dissolving of all kinds of groups
in individualistic societies, with usually limited lifetime.

Power Distance: The long-term patterns generated by status formation, in which
initially stable groups become undermined, are interesting. If, in a real-world
analogy, the status hierarchies were destroyed during such upheaval, this pattern
could repeat itself, in analogy to revolutions and finite periods of stability following
them. This is indeed what is argued by Turchin [22].

GRASP world, social identity and trust The number of ‘norm meme’ parameter
values indicated by shade and perceived through xenophobia is sufficient to modify
the base patterns from Fig. 20.4 considerably. This yields patterns a through e.
Similar patterns can be recognized in group dynamics in organizations and societies.
Experimenting with scale of norm difference and number of groups could lead to
other plausible patterns.

The familiarity parameter for trust emanating from a group’s age seems less
interesting, since it just tends to freeze any pattern that occurs.

Interpreting the patterns A theory-based, content-free virtual world such as
GRASP world cannot reproduce any specifics of any situation. Yet it can show
the recurrent patterns in societies that are captured by Blaise Pascal’s famous
phrase ‘Plus ça change, plus ça reste la même chose’ (the more things change,
the more they stay the same). Let us interpret the five patterns with some freedom
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of imagination. The various proximate mechanisms and value-laden words used in
these interpretations are not implemented in GRASP world; but the idea is that they
are all manifestations of status-power dynamics under cultural variation, and those
two actually form the heart of GRASP world. So from a mental helicopter, we can
recognize our real world in GRASP world.

Pattern a: many long-standing groups is characteristic of most societies in
the world. Families or clans are long-lived almost everywhere. Only in Western
societies, and more so in higher than in lower socio-economic classes, is there a lot
of mobility between groups. If there are differences in social identities between
subgroups, there will either be segregation, or the differences will be strongly
suppressed.

Pattern b: stable elite, volatile others characterizes many societies with affluent
elites and a large, rather impoverished, working class. The elite form stable networks
and ‘pass the ball to one another’. Temporary contracts force the working class into
a volatile, often migratory existence, although they might, if given the chance, prefer
to stay in pattern a.

Pattern c: one happy group describes societies in good times. Here we find
the ‘Global Village’ metaphor enacted. This is particularly likely to happen in
individualistic societies. For instance, at a major sports victory, or when a king is
crowned, Scandinavian societies and the Netherlands feel like one happy family.
Individualistic societies can also join in bad times and be ‘happy’ in terms of giving
one another positive feeling or other forms of support.

Pattern d: nothing lasts for long characterizes individualistic societies in the
absence of a reason for group solidarity. There is a lack of loyalty. Opportunism
leads to volatile marriages, job-hopping and other forms of cross-group mobility in
search of social status. Typical Western business practices of top-level executives or
venture capitalists can show this pattern.

Pattern e: happy segregation has occurred and still occurs across religious or
ethnic factions that coexist in the same society, but have inhibitions when it comes
to mixing. In the Netherlands, these were called pillars, ‘zuilen’. The two sexes
could also coexist in this way to some degree.

We conclude that if a simulation requires human population with credible group
dynamics over time, GRASP world citizens, given appropriate parameters, could fit
the bill.

Further work Among myriad possible enhancements, these seem promising to us:

1. The model itself can be enhanced, e.g. with individual differences between
agents, or with multicultural populations. Notably, differences in status worthi-
ness (attractiveness) of agents, possibly including heterogeneity in perception
(‘beauty is in the eye of the beholder’), could alter the dynamics; or agents could
differ in cultural traits within one run.
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2. The relationship between dimension of culture and model concepts can be further
investigated. This includes thinking how other dimensions of culture could play
a role [23]. However, adding model complicatedness exacerbates validation
difficulties.

3. Cross-group status-power dynamics can be added. Here, dynamics between
groups similar to those currently implemented between individuals could obtain;
groups would also have a sense of social status worthiness and be motivated to
use power if they felt they received too little status.

4. We could give the agents something to do. In other words, the model’s
mechanisms can be re-used for more targeted studies in more realistic simulated
worlds that include context. This would yield an avalanche of richer concepts,
for instance, on the mechanisms in Table 20.1, where a closer fit between model
concepts and empirical attributes of the situation could be attempted. One such
attempt has been made by giving the agents a common pool to govern. They have
norms over how to use the resource. This shows intriguing emergent patterns.

The agents could reproduce, and culture could be modified across generations,
based on a mix of parental and societal influence. This would open up a whole new
area of research into culture’s causes [24].

Conclusion It seems promising to develop GRASP world, as a tool for furthering
the development of artificial sociality. It can throw light on societal dynamics and
on group dynamics within societies. GRASP world agents could also be useful for
researchers needing to populate their virtual world with simple, socially plausible
virtual agents.

Acknowledgements The paper benefited from the comments of anonymous reviewers.
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Chapter 21
Simulating a Direct Energy Market:
Products, Performance, and Social
Influence

Sascha Holzhauer, Friedrich Krebs, and Christoph Nölle

Abstract We present modelling results of a direct, high-frequency energy market
(DEX) where many heterogeneous (individually configured), situated (distributed),
generation and consumption units of various types (photovoltaic systems, combined
heat and power plants, heat pumps, wind energy converters, etc.) are able to trade
energy and react to fluctuations in real time. These prosumers utilise so-called
energy management gateways (EMG) which automatically interact with the DEX,
following bidding strategies and preferences chosen by their owners. We simulate
the market performance with an agent-based model representing prosumers as
heterogeneous, autonomous entities. Results indicate that the direct market is well
able to reflect scarcity through prices promptly, and sets of market products can be
defined to suit participants’ needs.

Keywords Energy system · Energy market · Bidding strategies · Prosumer ·
Agent-based modelling · Demand side management

21.1 Introduction

The future energy system is characterised by a substantial increase of distributed
power generation by renewables [1], meaning a shift of the system’s core character-
istics: Whereas in the past, energy was generated by relatively few power plants as
demanded and distributed through a hierarchical and unidirectional grid, nowadays
more and more distributed PV plants and wind turbines generate fluctuating energy
as they depend on meteorological conditions. Households become “prosumers” as
they not only consume energy but also generate, e.g. by PV plants. At the same
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time, the demand for electricity rises as the mobility and heat sector are going to
be decarbonised. Besides investments in renewable power generation and storage,
increasing demand and fluctuating generation require demand side management, i.e.
means to align energy consumption to energy generation.

Energy prices may indicate surplus and scarcity and incentivise according energy
consumption. However, due to access restrictions, the current energy market is
characterised by few participants dealing large volumes of energy for relatively long
intervals. Therefore, most consumers are cut off from price fluctuations and unable
to react to volatile generation in real time. The integration of prosumer entities into
future electricity markets requires a shift from centralised control to decentralised
self-organisation [2].

We develop a software architecture design for the deep integration of the
technical and economical processes of the future energy system. By harmonizing
and standardisation, presently loosely connected software solutions in the different
sectors of the energy system could be merged into a “Self organising energy
automation system” (SOEASY). An experimental platform allows us to study
the complex interplay of economic and technical processes of generation and
transmission of electric energy in a close-to-reality simulation, utilizing agent-based
modelling.

While ABM has been widely applied in the diverse subdomains of energy
systems [3, 4], the research focus was either on actor behaviour in wholesale
electricity markets [5, 6] or on the opposite end of the electricity supply chain,
namely, electricity-related (household) behaviours [7–9]. The investigation of the
market integration of decentralised generation and flexible consumption combines
the two perspectives and is an emerging field of energy-related ABM studies.
For instance, in [10], mobility behaviours are assigned to electric vehicles that
seek to minimise charging costs by reacting to variable prices. The neighbourhood
exchange of electricity to reduce electricity costs by dynamical demand adjustment
has been analysed by [11].

In the paper at hand, we report early simulation results of a direct, high-
frequency energy market (SOEASY-DEX) where many heterogeneous (individually
configured), situated (distributed), generation and consumption units of various
types (photovoltaic systems, combined heat and power plants, heat pumps, wind
energy converters, etc.) are able to deal energy and react to fluctuations in real
time. These prosumers utilise so-called energy management gateways (EMG) which
automatically interact with the DEX, following bidding strategies and preferences
chosen by their owners. We simulate the market performance with an agent-based
model representing prosumers as heterogeneous, autonomous entities.

21.2 Method

Figure 21.1 gives an overview of the system’s architecture. The SOEASY-DEX
server allows clients to submit their asks of energy supply and demand via a
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Fig. 21.1 Schematic overview of the direct market exchange (DEX) including the client-
controlled, automated energy management gateway (EMG) and protocols to communicate asks

REST interface, performs uniform clearing, and provides an interface for clients
to obtain results of the clearing process. It furthermore controls the real net energy
consumption by processing metre readings and determines fees for untraded energy
and missing meter readings.

The DEX provides a set of market products with different delivery periods and
auction settings, including auction opening and closing times as well as auction
intervals. Consequently, auctions may take place several times for the same delivery
period, allowing clients to adjust their requests if not successful.

Clients are assigned a set of components that either generate energy (PV plant,
wind turbine), consume energy (load profile), or store energy. The EMG is able to
forecast consumption and generation and then buys and sells electricity at the DEX
as required in an automated, optimal way. It considers provided market products
and follows bidding strategies as selected by autonomous agents who represent
human actors. The EMG may consider user preferences such as price sensitivity,
comfort, and eco-friendliness to shift loads such as charging electric vehicles or heat
pumps.

The simulation framework allows the analysis of clearing prices and traded
energy as well as individual evaluations of bidding strategies and performance of
scenarios that differ regarding client configuration (i.e. expansion of heat pumps)
and client preferences.

21.3 Results

We simulated the market behaviour of 30 heterogeneous clients on the direct energy
exchange with different market products. The products vary by the delivery interval,
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Fig. 21.2 Constant load, generation (modelled as negative load), and residual of requested energy
as well as clearing price for 30 clients and a market product with delivery interval = 15 min

i.e. clients may bid a certain amount of energy generation or consumption during 5
or 15 minutes.

Whereas loads are constant for reasons of easier analyses, generation follows a
time-variant profile to simulate volatile energy sources from wind turbines and PV.
Both are calibrated with an annual energy figure which is randomly assigned each
client.

As shown in Fig. 21.2, the resulting, increasing clearing price reflects the volatile,
here decreasing electricity generation well.

The benefit of a flexible definition of market products is illustrated by Fig.
21.3. The market with two products allows participant to react to fluctuations in
consumption and generation: they may forecast and ask for longer delivery products
accordingly and then balance deviations in nearly real time by short-term products.
With more product options, the resulting clearing price is slightly lower.

21.4 Discussion

Innovative, decentralised, high-frequency markets have a great potential to boost
demand side management, but the complex nature of the energy system requires
thorough analyses of the interplay of the technical infrastructure and their human
users. The presented simulation environment enables assessments of effects such as
market frequency, number of participants and social influence on bidding strategies.

In terms of the market server, we are going to implement more innovative
mechanisms besides uniform clearing. The energy management gateways are
extended in order to better reflect their users’ preferences such as comfort, economic
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Fig. 21.3 Comparison of clearing price between a market with only one product (15 minutes
delivery interval) and a market with two products (5 minutes and 15 minutes delivery time)

performance and social norms. For instance, some users prefer a high degree of
comfort, meaning rather small intervals or fixed times when they expect certain
applications like dish washers, heat pumps or charging electric vehicles to operate.
Others put more weight on a sustainable lifestyle and seek to consume energy when
it is available. Nevertheless, such considerations evolve in a social context, and that
is why we also investigate effects of social influence on these preferences when
individuals interact with each other in their neighbourhood and on social network
topologies.

To test the impact of real-world performance, we are currently setting up a dis-
tributed environment of 60 Raspberry Pi 3B+ and Zero machines that independently
communicate with the market server.
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Chapter 22
Looking into the Educational Mirror:
Why Computation Is Hardly Being
Taught in the Social Sciences, and What
to Do About It

Wander Jager, Katarzyna Abramczuk, Agata Komendant-Brodowska,
Anna Baczko-Dombi, Benedikt Fecher, Natalia Sokolovska, and Tom Spits

Abstract In the current digital era, with an increasingly complex and turbulent
society, demand is rising for social scientists capable of analysing behavioural
dynamics. Studying behavioural dynamics is a valuable lens, both in public policy
making and community planning and in scientific projects on how human behaviour
affects ecosystems. Computational social science (CSS) offers a framework for
this type of studies, as it connects a complex networked systems perspective with
a suite of computational tools and methodologies. Despite its potential and fast
growth, CSS is still hardly found in programmes at bachelor and master levels
in Europe. We would like to take a closer look at this discrepancy. We discuss
why there is a need to develop computational education in the social sciences and
why it is a challenge. We consider two perspectives. In the students’ perspective,
there is the problem of mathematical anxiety and gender inequalities in STEM
education. In the academic teachers’ perspective, there is the problem of a split
within social sciences, inadequacy of statistical models for analysing dynamics,
and insufficient educational resources at an appropriate level of difficulty. We
build a case for creating a MOOC programme addressed specifically to social
sciences students to fill in the existing gaps, facilitate the organisation of learning
communities, and advance computational thinking within social science. Creating
such a MOOC programme is the goal of our Erasmus+ project “Action for
Computational Thinking in Social Sciences” (ACTISS).
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22.1 The Need for Computational Education in the Social
Sciences

In the current digital era, with an increasingly complex and turbulent society,
demand is rising for social scientists capable of analysing behavioural dynamics.
Studying behavioural dynamics is a valuable lens, both in public policy making and
community planning, as in scientific projects on how human (economical) behaviour
affects ecosystems. According to EU Commission documents [1], “the knowledge
economy needs people with the right mix of skills: transversal competences, e-skills
for the digital era, creativity and flexibility and a solid understanding of their chosen
field (such as in Science, Technology, Engineering and Maths)”.

Computational social science (CSS) partly answers this need for skills by
offering a framework that connects a complex networked systems perspective
with a suite of computational tools and methodologies. CSS covers collecting,
processing, and visualising large data sets and simulating the dynamics of behaviour,
ranging from processes within the individual to society at large. It provides an
interdisciplinary approach to the social sciences [2] and allows for a more precise
testing of behavioural mechanisms in a dynamic setting [3]. Thus, it offers tools
to address the current problems in the social sciences regarding lack of replication,
artificial and non-representative laboratory settings, and the fundamental limitations
of statistical analysis [4]. Furthermore it allows linking to other formal models,
such as ecological and economical models. This contributes to bringing social
scientific knowledge into projects addressing multidisciplinary challenges, such as
adaptation to climate change, opinion dynamics, transitions in energy use and food
consumption, and the adaptive capacity of societies dealing with migration (see,
e.g. [5]). Computer simulations of artificial societies are increasingly being used as
a tool to systematically explore the complex behavioural dynamics in social systems
[6, 7].

Whereas all of the above leads to an increasing demand for computational
social scientists, both public and private employers, including in research intensive
sectors, increasingly report mismatches and difficulties in finding the right people
for their evolving needs. For example, PhD students and postdocs working on SCC
projects usually origin from outside the social sciences. Despite its potential and fast
growth, CSS is still hardly found in programmes at bachelor’s and master’s levels
in Europe, be it social psychology, cognitive psychology, or sociology. Hence, most
students are not aware of developments in modelling societal dynamics, automated
information extraction (big data), and modelling the complexity of individual
behaviour and cognition. It seems that – in contrast to research – teaching social
sciences students’ computational thinking is lagging a bit behind. In other words, in
the current educational landscape, there is a missing (or insufficient) piece, and there
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is still a lot to do in order to meet the increasing demand for computational social
scientists. Integrating CSS tools into the curricula would help to enhance problem-
solving capacities of social scientists but also offer the necessary approaches
in dealing with new kinds of data that are available and relevant for analysing
behavioural dynamics, for example, automatically extracted data that allow us to
observe individual behaviour, as well as interactions on a large scale of extended
periods of time [8].

22.2 Why Are We Less Successful in Education Than We
Hoped for?

Looking in the mirror, we may not like to see that CSS teaching has not developed
the muscle that we had hoped for. In a survey among 4026 teachers of methods
and/or statistics in social sciences (31 per cent of which cover big data analytics
or data science methods in their courses), the level of programming and statistical
knowledge that the students possess was indicated as the biggest problem [9]. A
key question we face is why is CSS – despite its relevance – not being widely
taught in social scientific educational programmes. Two main reasons we identify
are (1) students feeling uncomfortable with more computational approaches and (2)
teaching staff having only limited experience and resources to teach CSS and limited
support from managing boards.

Concerning the student perspective, many students of social sciences do not
feel capable enough to study subjects which require competences in mathematics
and/or ICT. In a typical social studies curriculum, students attend obligatory courses
in statistics and quantitative methods. These are usually perceived as difficult,
and computational social science is often associated with bad experiences with
those courses. This problem is described in the literature as “mathematics and
statistics anxiety” [10–12]. Several studies about social sciences students show a
high prevalence of statistics anxiety among them (75–80%). This has an impact on
students’ subsequent educational and professional paths (e.g. [12]). Considering that
CSS relies on programming skills, it is obvious that this anxiety for computing may
constitute a first barrier to address.

This problem is related to gender composition of population of social sciences
students. Girls are often conditioned from an early childhood to doubt their STEM1-
related abilities. As a consequence, perceived self-efficacy in advanced ICT and
mathematical skills for girls is significantly lower than for boys [13]. At the same
time in all the European countries, a student of social sciences is typically a woman.
Differences in gender shares of men and women in this group reach even 23 pp. [14].
It is a manifestation of disciplinary segregation, which creates an impression that

1Science, technology, engineering, and math
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STEM and SSHA2 are mutually exclusive and contributes to underrepresentation
of women in STEM disciplines [15]. At later stages of education, this restricts
educational options for young women.

A second barrier resides in the fact that within social sciences faculties, only
few – often junior – scientists are familiar with CSS, and if they are familiar, this
does not always translate into CSS education. One reason is pretty simple, and it
is the division into two almost separate worlds of researchers: using qualitative
and quantitative methods, which does not occur in case of STEM disciplines.
Therefore, some researchers do not use quantitative methods and are not familiar
with CSS methods. More importantly, traditional social science is relying very much
on statistics, whereas CSS is focussing more on dynamics of behaviour. Because
it is very difficult to translate, for example, regression equations into agent rules,
discussion on a theoretical level is often avoided. We do, however, see an increase
in field projects where statistical methods are used in parameterising simulation
models. Slowly we observe an increase of publications in reputable social scientific
journals. This contributes to the acceptance and uptake of CSS in future research
projects. Moreover, together with the simulation models that are often available,
this provides educational material for societal-relevant SSC projects and classes.

Summarising, to stimulate CSS teaching at social scientific faculties, we need to
address computational anxiety in students and support teaching staff with an easily
available high-quality material tailored to the needs of students of social sciences.

22.3 How to Change That

A growth can be observed in the number of projects that use CSS as a methodology.
These projects are often interdisciplinary, bringing in computational methodolo-
gies in domains of, e.g. ecological systems and planning. Hence, an increase is
expected in the numbers of PhD students and postdocs that are experienced with
these methodologies. However, they are often located outside of social scientific
faculties. Using methodologies that are still quite uncommon for many regular
social scientists, these young scientists often face a hard time when they aspire
a position within a social scientific faculty. It is also worth noting that CSS are
also facing a challenge related to its usually interdisciplinary character. Research
that is not strictly connected to one discipline but crosses the boundaries (e.g.
between sociology, psychology, and educational sciences) can be more difficult
to publish, and it also translates to worse access to funding. It has been argued
that interdisciplinary character is often a disadvantage when it comes to research
evaluation and this claim is supported by qualitative and quantitative studies on
research policy (e.g. [16, 17]). If so, researchers may be discouraged to choose a

2Social sciences, humanities, and arts
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CSS-centred path in their academic career which also leads to a lowered motivation
to engage in teaching CSS.

On the other hand, when students become aware of the capacities and demand
for CSS methods, they may not be only curious, but may also consider this as an
opportunity to develop skills that are increasingly in demand. To help the social
scientific community in absorbing the CSS approach, it would be good to offer
educational material that supports students in getting an accessible introduction
into CSS. This material could be studied independently, but preferably local
learning communities emerge around this educational material, especially when
exercises address programming issues. Especially here peer support is important,
and universities could support such learning communities by allocating support
staff.

Much material is already freely available on the web, facilitating the organisation
of learning communities. For example, within NetLogo [18], a rich library of
exemplary models is available, organised along different scientific disciplines,
including the social sciences. NetLogo offers a number of standard models that
are inviting to play with, which naturally raise an interest in the computations in
the model and its dynamic outcomes. The CoMSES computational library3 offers a
growing collection of executable models that have been used in published research.
Many videos can be found on the web explaining computational methods and
platforms. To connect with this material, massive open online course (MOOC)
modules can be developed addressing different theoretical concepts, applied cases,
methodology, and tools. We aim at creating such a modular MOOC within the
project “Action for Computational Thinking in Social Sciences” (ACTISS), co-
funded by the Erasmus+ Programme of the European Union.

For this endeavour to be successful, several conditions should be met. First,
it is especially important that educational materials are designed specifically for
students of social sciences. For example, they should not require prior knowledge of
advanced maths and should rely on examples that are relevant for social problems.
Second, in a modular MOOC, we can bring together videos with basic explanation
of a phenomena, papers with the full details, models to exercise with, and a worked-
out learning path to build up and test students’ knowledge and experience. This
opens up the possibility for students to follow more individual learning lines. Third,
we should give students the opportunity to get a better understanding of future
applicability of computational models in different professional fields. By presenting
them real-world cases from public policy, marketing, economy, finances, or others,
where computational models are being used to analyse or improve problem-solving
capacities in general, a MOOC can inspire students to deepen their knowledge
in CSS. Offering a basic introduction to CSS in a comprehensive MOOC for
students could be the first step of a broader strategy leading to an increased use
of computational thinking in social sciences. By gaining the first experience in CSS
and realising the benefits for own research and studies, as well as by identifying

3CoMSES computational library: https://www.comses.net/codebases/

https://www.comses.net/codebases/
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the potential to provide enhanced problem-solving capacities and the connectivity
to real-world problems, social science students might develop a greater interest in
acquiring CSS skills in the future.

At the same time, for teaching staff, it becomes easier to organise various courses
when such educational materials are available. MOOCs in particular fit well in
new educational formats such as community learning and flipping the classroom.
Working in small groups on exercises, watching and discussing the videos on social
phenomena, and studying and reflecting on papers contribute to a vivid learning
environment where students help each other in mastering the computational skills.

MOOC is an educational format that is well defined and that can reach large
audiences – e.g. on FutureLearn platform, dedicated for such courses, an average
MOOC has approx. 5000 participants in 1 edition, and it is possible to have multiple
reruns of such courses. When we look in the mirror, we may see more possibilities
to make our work accessible for various types of learners. Perhaps we could
develop exciting computational challenges for high school projects or even primary
education. And hopefully they may witness CSS reaching a scientific adulthood.
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Chapter 23
Effects of Heterogeneous Strategy
Composition on Cooperation in the
Repeated Public Goods Game

Marie Lisa Kapeller, Georg Jäger, and Manfred Füllsack

Abstract We investigate a heterogeneous environment of strategic choice in the
modelled repeated public goods game. Our objective is to assess the emergence
and resilience of cooperation in respect to the coexistence of competing strategies
while engaging in cooperation influencing interactions and possible change of
strategic behaviour. The chosen strategies follow a simple design, mimicking
human behaviour choices while being of strongly reduced complexity. Engaging in
different scenarios, we show strategy type distributions where cooperation is stable
while for other distributions, specific decay patterns emerge that lead to an overtake
of defective strategies. Moreover, we use local effect measurements to examine an
individual strategy impact on its environment and how positively or negatively a
strategy type behaves. In the light of social contagion, this holds information on
how positive or negative a strategy type is for the collective cooperative behaviour.

Keywords Cooperation · Public good · Networks · Agent-based model ·
Heterogeneity

23.1 Introduction

Heterogeneity is a key factor for many successful populations [1, 5, 11, 21, 23]. The
combination of population shares of different strategies can have a positive effect
on the achievement of population goals, such as hunting and sharing in packs of
predators [17], cooperative nesting and breeding in birds [20], the production of
open-source software and refraining from downloading music from the internet [13,
18]. Generally, the coexistence of cooperators and defectors is a typical outcome of
most social dilemmas, resulting in a mixed equilibrium state [2].
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A particular important issue in modern times is the handling of public goods or
common goods [7]. Public goods, which are non-excludable and non-rivalrous, can
be found in situations ranging from family issues to global warming [9, 12, 19].
However, evolutionary game theory predicts that without additional mechanisms
such as punishment or reward [8, 22], the temptation to forgo the public good mostly
wins over collective cooperation.

In this study, we investigate the effect of strategy composition on the resilience
and sustainability of cooperation in a networked public goods game (PGG). Due
to interaction and switching to more successful strategies, networked public good
games are highly dynamic, and the initial strategy mix and average cooperation
are bad indicators for the overall success of the group in the long run. Thus we
use an interdisciplinary approach of complexity research, game theory, agent-based
modelling and social sciences in order to simulate the time development of the PGG,
both in terms of average cooperation and in terms of strategy composition. We study
different initial strategy distributions and find out which mixes are sustainable and in
which the cooperation collapses over time. Additionally we introduce measurements
to gather information about how each strategy influences its neighbours, giving more
insight into the reason behind a collapse or a stable system.

There are several studies that investigate the evolution of the willingness to
cooperate in repeated cooperation games. In [10] the prisoner’s dilemma was
expanded from a two-person to an n-person game. The goal of this investigation
was to find the most successful strategies in a multiplayer environment using a
tournament setup. In contrast to that, our focus is not the success of individual
players, but the sustainability of cooperation in different strategy mixes. A recent
study [23] investigated the evolution of cooperation in an evolving PGG. However,
the strategies investigated there are simple instantaneous reactions to the behaviour
of other players, while the memory of our model makes it possible to investigate
more sophisticated strategies. Additionally, we are not limited to groups of players
playing against other groups, but our network approach enables us to simulate more
complex connections between agents, allowing for a deeper understanding of the
evolution of cooperation in various systems.

This paper is organized as follows: In Sect. 23.2 we introduce the model used
to simulate cooperative behaviour. Our results are presented in Sect. 23.3 and
concluded in Sect. 23.4.

23.2 Model

We use a software modelling approach to create a population of decision-makers
playing the repeated public goods game. The model consists of N software agents,
who have to decide how much they want to contribute into a common pot. Players
are positioned on a network indicating their social contacts (nearest neighbours or
link neighbours), which have an influence on individual decisions and ultimately
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shaping the spread of cooperative and defective behaviour. We use a toroidal lattice
topology, where all players are connected with four link neighbours.

Each round, the sum of investments is multiplied by an enhancement factor;
afterwards, the resulting dividend is equally divided among all players, irrespective
of their invested amount. The payoff of an individual i is given by

pi = G/N − Ii (23.1)

with Ii being the individual’s investment and the common good

G = f ∗
∑
j

Ij (23.2)

consisting of the sum of all investments multiplied by an enhancement factor f > 1.
In that sense, all the players in the network play the PGG together. However,

the topology is important when they make their decision: They can only observe
the behaviour of their direct link neighbours, so when trying to judge the overall
cooperation or defection status of the whole group, they have only limited informa-
tion. Each player knows how much their link neighbours invested last turn and the
dividend they received from the PGG and update their own investment with regard to
their strategy based on this information each round. With Ii ∈ [0, 1], an investment
choice is cooperative if Ii ≥ 0.5; otherwise the individual chose to defect.

23.2.1 Strategy Types

The development of different strategy types is based on well-known strategies of
cooperation games [3, 6, 14–16]. Strategies range from very cooperative to very
defective orientations. Individuals of the same strategy type form a population share.
Cooperation updates of each strategy type are listed in the following:

– UNCONDITIONAL-COOPERATOR (UC) invests maximum each round,
– UNCONDITIONAL DEFECTOR (UD) does not invest in any round,
– RECIPROCATIVE (R) updates investment according to the mean of their neigh-

bourhood’s investment of the previous round (related to tit-for-tat),
– CONDITIONAL COOPERATOR (CC) updates investment according to the PG,

increases investment if the received dividend is sufficiently large and decreases
investment if dividend is below a threshold,

– ENVIRONMENTALIST (E) updates investment according to the PG, selfishly
decreases investment if the PG is sufficiently large and voluntary increases
investment when the PG is below a threshold,

– VINDICTIVE (V) starts with full cooperation but loses permanently in its
willingness to cooperate for each neighbour that defects even once (related to
Friedman strategy).



250 M. L. Kapeller et al.

23.2.2 Evolution

Starting in an optimistic situation, the initial investment for all strategies (except for
UD) is very high. Following the game dynamics, agents invest each round according
to the investment rule of their strategy. Investment updates are limited to 1% of
the population, chosen randomly after each round. If the received payoff of an
individual is negative, pi < 0, these individuals have a 0.1% chance to change their
current strategy. If players switch their strategy, the new strategy is chosen from
strategies of their individual link neighbours who have a different strategy type.

23.2.3 Measurements

Regarding heterogeneous populations, the impact on the collective cooperation
state varies for different strategy types. While the global system state is given by
the dividend, local activities of each individual are important for social contagion
effects, leading to emergent collective behaviour patterns. To quantify the impact of
different strategy types, we use two measurements to assess the local influences:

(i) Local mean investment (mean investment of a player’s neighbourhood)

lmij = 1

4

4∑
k=1

I
(k)
j (23.3)

with I k
j being the investment of the kth link neighbour of the player j .

(ii) Local investment gap (difference in investments of a player and its neigh-
bourhood)

ligj = Ij − lmij , (23.4)

with Ij being the investment of the player j .

To analyse typical impacts of each strategy, we denote the average lmi of all
individuals of a strategy s as LMI(s) and the average lig of all individuals of a
strategy s as LIG(s).

23.2.4 Simulations

We investigate the time evolution of the behaviour of the strategy types by analysis
of the (i) mean investment of each population share, (ii) population share sizes, (iii)
local mean investment and (iv) local investment gap of each population share. We
use a population size of N = 10,000 individuals, randomly positioned on a toroidal
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lattice network. The setup leads to an initial situation of high overall investment
(I = 0.98, std = 0.02) of the different population shares, except for unconditional
strategies which have an initial investment of I = 1 (UC) and I = 0 (UD),
respectively. The enhancement factor of the public goods game is f = 1.6, and
the threshold for the investment update of the PG oriented strategies (CC and E) is
set at 40% of the maximal possible PG.

Behavioural pattern formation in heterogeneous populations is typically inter-
twined with population share ratios of the initial configuration. By implementing a
small chance for a strategy type change, this impact of initial population share sizes
is minimized as well, such that a wide range of possible initial distributions leads to
similar outcomes in the collective cooperation. Generally, scenarios ranging from
stable collective cooperation to cooperation breakdown are possible. To address
differences in the development of collective behaviour, four different scenarios of
initial population share sizes are investigated, which are outlined in Sect. 23.3.

A few typical aspects of the cooperation dynamics can be discussed on the simple
case of a population consisting mainly of Reciprocative players (NR = 5000)
and two equally large population shares of Unconditional-Cooperators (N(UC) =
2500) and Unconditional-Defectors (N(UD) = 2500). As shown in Fig. 23.1, the
collective cooperation gradually declines due to the decrease of UC individuals.
Since strategy change from UC to R and UD is the prevalent change, an increase
of the population shares of R and UC is visible up to t � 2500. The increase of R
individuals is followed by a decline until all population shares are equilibrated and
total defection has spread through the entire network (Fig. 23.1 (top)). While the
collective cooperation declines, the positive impact on a player’s neighbourhood
declines likewise. Figure 23.1 (bottom left) depicts this phenomenon that with
decreasing share of cooperative players, the positive impact of the UC individuals
LIG(UC) also decreases, even if they continue to invest the maximal amount into
the PG.

Regarding R individuals in a situation where cooperation fails, this population
share does not die out, even though some individuals engage in cooperation in
the beginning. Due to their investment dynamics, this population share serves as a
good transmitter of social contagion processes, as shown in Fig. 23.1 (bottom right),
where the transient of the initial positive state is towards no investment gap between
R individuals and their neighbourhood. However, without the positive influence of
UC, defection spreads through the R population share.

23.3 Results

Our main focus is to examine the impact of strategy type composition on the
collective cooperative behaviour. To understand this connection, we tested different
scenarios by variation of initial population share sizes. When combining the
presented six strategy types (general case) in one population and testing different
ratios, we found two main scenarios of cooperation evolution, one leading to
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Fig. 23.1 Cooperative behaviour of strategy population shares UC, UD, and R: (tl) mean
investment, (tr) population share size, (bl) local mean investment LMI(s), and (br) local investment
gap LIG(s) for all three population shares s. Initial distribution of N(R) = 5000, N(UC) =
2500, N(UD) = 2500, population N = 10,000

cooperation failure and the other to stable cooperation. Moreover, we show a
scenario with less strategy types to bring light to cooperative behaviour under direct
competition between opposing strategies.

23.3.1 General Case

Regarding general scenarios of mixing the six population shares UC, UD, R, CC,
E, V, an essential observation of the decay patterns is the intersection of the decay
by a short plateau, where collective cooperation is nearly stable. The position of
this plateau strongly correlates to the initial population share sizes. If the formation
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Fig. 23.2 Unstable cooperation: effects of typical decline pattern of cooperative behaviour shown
for (tl) mean investment, (tr) population size, (bl) local mean investment, (br) local investment
difference for each population share UC, UD, R, CC, E, and V. Initial conditions: equal population
share sizes N(s) � 1666, population N = 10,000

of the plateau is near or below 50% of the maximal investment, after a short
duration, the cooperation breaks down, and subsequently the collective cooperation
is approaching a non-cooperation state. If the initial cooperation decay is less strong,
instead of the formation of a cooperation plateau, the cooperation is stable.

Figure 23.2 shows the cooperation failure for equally large initial population
share sizes N(s) � N/6. Decay patterns of the collective population state follow
the decay pattern of the Reciprocative population share closely (Fig. 23.2 (top left,
blue line)), while other strategies show a unique development. While the initial
decrease in investment of the Environmentalist population share is even more rapid
than the investment decrease of the whole population, the following increase causes
the formation of the cooperation plateau and, thus, delays the cooperation collapse.
In correlation to their cooperative behaviour, after a first increase in the population
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Fig. 23.3 Stable cooperation: example of non-vanishing cooperation shown for (tl) mean invest-
ment, (tr) population size, (bl) local mean investment, (br) local investment difference for each
population share UC, UD, R, CC, E, and V. Initial conditions: N(R) = 4000, N(UC) =
1500, N(UD) = 500, N(CC) = 1000, N(E) = 1000, N(V ) = 500, population: N = 10,000

share of strategy E, this population is, next to Unconditional Cooperators, the only
strategy that dies out when cooperation fails.

Figure 23.3 shows a different initial composition of strategy types where
cooperation becomes stable shortly after the first decay. Here, strategies are constant
since all individuals receive a sufficiently high dividend and obtain a positive payoff.

23.3.2 Special Case

To outline direct competition of two opposing strategy types, we investigate popu-
lations consisting of Unconditional Cooperators, Environmentalists, and Reciproca-
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Fig. 23.4 Special case: example of Environmentalists competing against Unconditional-Defectors
shown for (tl) mean investment, (tr) population size, (bl) local mean investment, (br) local
investment difference for each population share. Initial population share sizes of N(R) =
8000, N(UD) = 1000, N(E) = 1000 and population size of N = 10,000

tives, the latter serving as transmitter of social contagion processes. Figure 23.4
shows the results for an initial distribution of 10% UD and E each. Here, the
cooperation plateau is transformed into a short cooperation increase in the R
population, which again closely reflects the mean cooperation of the population.
Similar to the general case, cooperation is lost after this short delay and the
population of Environmentalists goes extinct. Regarding the local measurements,
the fast increase of cooperative behaviour of Environmentalists is reflected by the
LMI(E) but is not visible in the LIG(E), which peaks shortly before this strategy
type dies out.
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23.4 Conclusion

In this study we presented a model to investigate the time development of coopera-
tion in a public goods game. Using heterogeneous populations, we observe, next to
the collective cooperation, the non-trivial development of the shares of each strategy.
Moreover, we provide local effect measurements that give insight into positive or
negative influences of each strategy type on their direct neighbourhood.

An essential result of our investigation on strategy composition was the partition
in successful populations, which show stable cooperation above 50% overall
cooperation, and unsuccessful populations with complete cooperation loss. We
found that the crucial point in the time development is the cooperation plateau that
forms after a while. If cooperators still benefit during this plateau, cooperation will
most likely remain stable. However, if cooperators experience a net loss, they will
start looking for alternative strategies and find that less cooperative strategies offer
an advantage. This information is transmitted through the network, and after a while
none of the players invest anything anymore and a Nash equilibrium is reached.

Another important aspect we observed was the different manifestation of the
cooperative behaviour and the underlying strategy. While cooperative behaviour
of individuals might be similar in a nonthreatening situation, this behaviour can
diverge when tension in the collective arise. Thus, gaining knowledge on underlying
strategies of behaviour to cope with dissimilar situations might be fundamentally
important for systems approaching unstable regions. We believe that the willingness
to cooperate is only a small part of the complete information, since the time
development of certain sustainability measurements can be completely different
from the time development of the willingness to cooperate itself.

When investigating processes involving social contagion, an important aspect is
the local influence of a given behavioural pattern. We captured these effects by using
the local mean investment and local investment gap as measurements to distinguish
strategy type impacts. Here, we find that the time development of a potential positive
or negative impact can evolve fundamentally different than the investing behaviour.
Even though each strategy type produces unique local effects, this correlation is non-
trivial such that the current collective cooperative state and the population share size
of a strategy are influencing the effective local impact.

Even though the PGG is an abstract game, it shares many features with coop-
eration behaviour in real life. A prominent example is climate change mitigation,
where mitigation efforts have to rely on the willingness of individuals to contribute
voluntarily [4]. In that sense, many of the insights we gained could also be translated
to development of cooperation in real-life systems.
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Chapter 24
A Health Policy Simulation and Gaming
Model of Ebola Haemorrhagic Fever and
Zika Fever

Setsuya Kurahashi

Abstract This paper proposes a gaming and simulation model of Ebola haem-
orrhagic fever and Zika fever. The mathematical modelling of infectious diseases
such as SIR (susceptible, infected, recovered) model and SEIR (S, Exposed, I, R)
has been widely used to understand the epidemic of influenza, smallpox, to name a
few. Recently, an agent-based model has been adopted to represent the behaviour of
each person on the computer. The study designs a model in which health policies are
considered such as vaccine stocks, antiviral medicine stocks, the number of medical
staff to support overseas and so forth. The infectious disease model of Ebola fever
and Zika fever is also implemented in the model. Besides, based on these simulation
models, we developed a medical policy decision game that dealt with infections as
serious games and verified the effect. As results of experiments using the model, we
found that preventive vaccine, antiviral medicine stocks and the number of medical
staff are crucial factors to prevent the spread. Also, a modern city is vulnerable to
Zika fever due to commuting by train. And it has also been found that self-control
and restraint on immigration are essential, in addition to the vaccine reserve amount
and the timing of decision-making for medical support to the partner country where
the occurrence of infection has spread.

Keywords Infectious disease · Ebola haemorrhagic fever · Zika fever

24.1 Introduction

SIR model and SEIR model have been used to analyse such diseases. These models
have a powerful ability to make a real-time estimation. The SIR model, however, has
difficulty to decide which measures are effective. The model has a few parameters
as an infection rate to represent infectiveness. Therefore, the SIR model has limited
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ability to evaluate the effect of the temporary closing of classes at school. Even
though SEIR model has several parameters, it is difficult to make a model of various
inhabitants or routes of infection. The agent-based approach or the individual-based
approach has been adopted to conquer these problems in recent years [1–11]. The
model enables to represent the behaviour of each person. It also reveals the spread
of infection by simulation of the contact process among people in the model.

In this study, we developed a model to simulate smallpox and Ebola haemor-
rhagic fever and Zika fever based on the infectious disease studies using agent-based
modelling [12, 13]. This paper builds upon previous work as reported in [14, 15].
What we want to know is how to prevent an epidemic of infectious diseases not only
using mechanisms of the epidemic but also decision-making of health policy. Most
importantly, we should make a decision in our modern society where people are on
the move frequently worldwide, so we can minimise the economic and human loss
caused by the epidemic.

24.2 Cases of Infectious Disease

24.2.1 Ebola Haemorrhagic Fever

The Ebola epidemic began in Guinea in Dec. 2013. The authorities of south-west
African countries have launched a state committee of emergency. They have taken
measures to cope with the situation. In the measures, Guinea adopted the prohibition
of entry over the boundary.

24.2.2 Zika Fever

Zika fever is an infectious disease caused by Zika virus through the bite of
mosquitoes [16, 17]. Most cases have no symptoms, and present are usually mild
including fever, red eyes, joint pain and a rash[18]. The Zika fever can cause
microcephaly that crucially affects babies by small head circumference.

24.3 The Health Policy Simulation Model of Infectious
Disease

A health policy simulation model of infectious disease was developed based
on Burke’s model. Our model has functions to simulate smallpox and Ebola
haemorrhagic fever. In addition to the previous model, however, inhabitants of our
model commute their offices by train every day. It consists of interaction with the
agent population. Each interaction results in contact, and then the contact results in
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a transmission of the infection. It is caused from the contacted agent to the active
agent stochastically.

24.3.1 The Base Model of Ebola Haemorrhagic Fever

In the event the active agent contracts the disease, she turns a stage from non-
infection to latent infection and her own internal clock of disease progression begins.
After 7 days, she begins infecting others. However, her disease is not specified
in this stage. After 3 days, she begins to have vomiting and diarrhoea, and the
disease is specified as Ebola. Unless the infected individual is dosed with antiviral
medicine within 3 days of exposure, the medicine is ineffective. This is an imaginary
medicine to play the policy game. At the end of day 12, individuals are assumed to
hospitalise. After 4 more days, during which they have a cumulative 90% probability
of mortality, surviving individuals recover and return to circulation permanently
immune to further infection. Dead individuals are placed in the morgue. Immune
individuals are returned to their home. Other settings are the same as smallpox. The
upper limit vaccination a day is set at 100, and the coverage rate of trace vaccination
is set at 0.7.

24.3.2 The Base Model of Zika Fever

About 80% of cases have no symptoms which are called latent infection, but the
latent patients can transmit Zika virus to other mosquitos. The incubation period of
Zika virus disease is not clear, which is likely to be 3 to 9 days. After the incubation
period, the symptoms including fever, skin rashes, conjunctivitis, muscle and joint
pain, malaise and headache occur and last for 6 days. Zika virus disease is relatively
mild and requires no specific treatment, so any strategies are not selected in the
model [19, 20].

In this model, a mosquito is designed as an agent as well as an inhabitant agent.
Zika virus is transmitted to people via the bite of an infected mosquito, the Aedes
genus. This process is the same as dengue. Therefore, we adopted the process of
dengue disease such as the life and habits of mosquitoes that transmit dengue.
Mosquitos transmit viruses by bite. The infection is spread at any time of day.
Humans are also the primary host of the virus. An infection can be acquired via
a single bite. About 10 days later, the virus can be spread to other humans. An adult
mosquito can live for 30 days with the virus.

Mosquitoes live around each town, office and school in Zika fever model.
The areas they live in overlap with human areas. Therefore the Zika virus can
be transmitted between mosquitoes and human. Additionally, mosquitoes also
live around a rail station in another Zika fever model. Inhabitants in the model
commute their offices by train every day. We are concerned about the possibility
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Table 24.1 Summary of Zika infection

Model Habitat No infection Infection Freq. Max infection

Base All without station 0: 88% 1–20: 12% 21

Railway All 0: 77% 1–40: 22% 127

Railway Station 0: 92% 1–35: 8% 34

Railway School 0: 91% 1–20: 9% 21

Railway Town 0: 92% 1–15: 8% 14

Railway Office 0: 97% 1–10: 3% 3

Railway All without station 0: 82% 1–35: 17% 61

that mosquitos are infected with Zika virus from people in both towns. Therefore,
we conducted an experiment on whether the train station can be the new source
of infection or not. A mosquito bites human once per 4 days. An infection rate
from a mosquito to human is set at 0.5 and from human to a mosquito is set at
1.0. Table 24.1 shows experimental results of Zika infection model. The worst case
of experimental outbreak was the railway model where station, towns, offices and
schools are mosquito habitats. When a station habitat was eliminated, the number
of infection decreased by half of all habitats case.

24.4 Infectious Disease Medical Policy Game

In the experiment so far, we have seen that it is difficult to prevent the spread of
infection in areas with many railway users. A contemporary society faces the risk
of the infection spreading across borders like Ebola haemorrhagic fever and new
influenza. In this case, international cooperation of medical policy team is important.
The World Health Organisation (WHO) is promoting international cooperation for
measures against infectious diseases and frequently taken up at the G7 Summit and
other conferences. Therefore, in order to expand the model so far, we developed a
cooperative game for countermeasures against infectious diseases and conducted an
experiment to promote cooperation between two countries or regions.

In this game, it is supposed that a new type of infectious disease occurs in
which the disease is similar to smallpox and Ebola haemorrhagic fever. Vaccine
and antiviral medicine for the disease are already developed and provided to the
market in this model. Players as authorities of two countries decide the amount of
both medicine stocks according to their restricted budget. They also need to decide
the number of medical staff, blockade and restrictions on outings. The players
should consider giving support medicine and staff to countries to prevent or control
its epidemic for his/her own country while taking account of economic cost and
loss. Travel restrictions have a huge economic impact, while it is very effective
in stopping an outbreak. Supporting to another country means decreasing its own
preparations. Thus, this game has a complicated structure of trade-offs among cost,
effect, cooperation and defence.
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24.4.1 Medical Policy Model

The medical policy leaders of both countries will make decisions on the following
policies. (1) Number of vaccines ordered for stockpiling (2) Number of antiviral
drug orders for stockpiling (3) Employment of medical staff who can respond to
Ebola haemorrhagic fever Discussions on the collaboration of infectious disease
countermeasures with neighbouring countries are underway, and policies that sup-
port each other can be implemented. (4) Number of vaccine support to neighbouring
countries (5) Number of antiviral drugs supported in neighbouring countries (6)
Number of support for medical staff who can cope with infectious diseases to
neighbouring countries However, since this assistance will reduce the stock and
medical staff of their country, duty of support is exempted if danger is approaching.
On the other hand, as an emergency response, it is possible to instruct the residents
to go out and to order restrictions on entry and departure with neighbours. (7) Rate
of voluntary ban on leaving home (8) Rate of restrictions on immigration (9) Mass
vaccination for all residents (10) Trace vaccination for infected people (11) A dose
of antiviral drug to a contact with an infected person (12) A dose of antiviral drug
to a contact getting fever with an infected person.

Players get a report of infection status including her/his own country and a
neighbouring country every 10 days. Although they make a decision to avoid
pandemic in their own country as they cooperate together when they get each report,
they have to cope with a difficult situation within a predetermined budget. They are
admitted to using additional budget by the government, but the smaller they use the
budget, the more advantage they get to win the game. For the sake of their budget
management, the following parameters are pre-defined in a game; budget, vaccine
price, antiviral drug price, personal expenses of medical stuff, economical cost of a
voluntary ban on leaving home and economical cost of restrictions on immigration.

As the first experiment of medical policy game, S town was a little delayed to
order enough vaccine and supported C town in too much medicine. Therefore, S
town failed to stop its own epidemic. C town quickly decided to order plenty of
vaccines, antivirus drug corresponding to the epidemic, and then C town succeeded
to stop it. The second experiment in which players experienced the first game
showed that S town ordered vaccine twice as much as the 1st game when the
epidemic was found. C town decided to send stuff to Square town and a partial
voluntary ban on leaving home and blockade. As a result, both towns succeeded to
stop the epidemic.

24.5 Conclusion

In this study, we developed the infection process of Ebola haemorrhagic fever and
Zika fever as a deductive model based on ABM. Symptoms after infection and each
parameter were defined based on actual data, and residents and regional models were
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defined as two simple regional models as possible. Experimental results showed
that trace serum administration is most effective in the case of Ebola haemorrhagic
fever, and complete suppression of infection is difficult when railway use is assumed
for commuting as public transportation. In addition, as international cooperation by
medical authorities is indispensable today, we have constructed a medical policy
game that encourages bilateral coordination and conducted experiments. As a result,
the experience of the game prompted cooperative action among players. It also gave
the opportunity for them to learn the prevention effect by forced policies such as a
partial voluntary ban on leaving home and border blockade.
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Chapter 25
A Toy Model for Tertiary Educational
Choices in Italy

Silvia Leoni

Abstract This work explores the determinants behind university enrolment deci-
sions, by modelling the choice of young Italians to attend university or to drop out
and enter the labour market, by making use of an agent-based model. Determinants
behind this choice include expectations on income gathered through interaction with
network, as well as peers’ influence and perceived effort of education.

Keywords Agent-based modelling · Education · Earnings · Italy

25.1 Introduction

Although the low level of tuition fees and absence of other access barriers, Italy is
characterized by low educational attainments at university level.

Within the 10-year European strategy Europe 2020, the European Commission
elaborated five targets to be reached by 2020, among which the goal concerning
education includes reaching a share of 40% of 30–34-year-old completing a third
level education. These common goals translate into national targets for member
states. Italy, in particular, aims at reaching 26–27% of people aged between 30 and
34, having attained a tertiary education degree. Indeed, according to Eurostat, in
2017 the 26.5% of Italians aged between 30 and 34 has obtained a higher education
degree, placing Italy in line with national targets. Nevertheless, Italy performs badly
when compared to the other EU countries: a lower share is registered only in
Romania (26.3%).1

1See [6] for an overview of the tertiary education attainment in the EU countries, as well as of
national targets.
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Moreover, [4] who investigated earnings gaps across generations in Italy, find
that the generation born between 1975 and 1979 suffered of a remarkable earnings
loss from the first entry in the job market, with respect to the previous generations.
In particular, high-skilled workers of the 1975–1979 generation, who completed a
tertiary educational level, have been affected by a decrease in their earnings in a
much larger measure than low-educated workers, without a catch up of this gap in
the following years.

Based on these observations, this work wants to analyse the determinants behind
university enrolment decisions by means of an agent-based model and explore
whether and in what measure these determinants could explain the low educational
attainment characterizing Italy; in particular, a special focus is devoted to the income
distribution in order to understand whether the earning loss for high-skilled workers
observed by [4] might have discouraged young Italians in pursuing a university
degree.

The ABM allows for modelling the decision of individuals to attend university
or to drop out and enter the labour market, by taking into account heterogeneity of
agents, social interactions and exchange of information, as it is better explained in
Sect. 25.3.

25.2 State of the Art

This work contributes to the existing literature in an original way by means of
the methodology adopted. The application of ABM in the field of economics of
education is relatively new, especially in the evaluation of determinants of schooling
decisions. A valid example can be found in [1] who develop an agent-based system
in order to model school decisions in French-speaking Belgium; his aim is to assess
the impact of school choice on school segregation. The closest example to this work
can be found instead in [3]. Using empirical data for France, [3] proves that among
the determinants of the distribution of educational choices across social groups,
social influence among agents of a network cannot be ignored.

25.3 The Model

25.3.1 Agents

In this model, agents’ population is constituted by two generational groups: juniors
and seniors. Juniors have completed secondary education and have to decide
whether to enrol or not at university. Seniors are in the labour market and can
be skilled or unskilled, depending on whether they attended university in their
previous period. Juniors are provided with a monetary endowment deriving from
their parental income, which can be spent in education or in the transition from
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school to the job market. Agents also own a certain ability, capturing innate talent
and personal skills. One may take into account skills differentiation, by identifying
different groups of agents in such a way that the distribution of agents’ ability has
common variance σ 2 but different mean across groups.

25.3.2 Environment

The agent’s set is organized in a social environment with N neighbourhoods
representing agent’s social relations: family, friends and acquaintances. Agents’
population is modelled as a social network structured in social circles. As stated
in [2], the idea of social circles is able to embed the key characteristics of real
social networks, such as low density, high clustering and assortativity of degree of
connectivity, which other network types fail to reflect. Circles help define agents’
neighbours as each agent’s circumference creates a cut-off limiting the size of
personal network and includes all the agents within a given radius as neighbours.
Figure 25.1 shows a representation of the social circles structure, drawn from
NetLogo.

In order to consider family effect, the model allows to consider stronger ties with
parents with respect to the other connections, by assigning a weight w to them, that
allows to account for up to double a standard unweighed connection.

To take into account the social context, agents are not randomly located in the
world space, but they are placed according to a certain level of initial segregation,
so to reflect the possibility that individuals with similar educational level will tend
to have friends and acquaintances with their same educational level.

Fig. 25.1 The circle around
the blue agent defines her
personal network that is
represented by the green
agents. The red ones outside
the reach of the circle radius
are not agent’s neighbours
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25.3.3 Budget Constraint

Juniors will ponder the choice to enrol at university if the following budget
constraint is satisfied:

Xi,t − CostEdu > 0 (25.1)

where Xi,t represents the endowment agents are provided with and CostEdu is the
cost of education, which is assumed to be exogenous and fixed according to the
educational system taken into account.

To replicate real features of the Italian university system, a possible extension of
the constraint would be to add the possibility to receive a full scholarship from the
government2 when parental income Ypi,t does not exceed a certain threshold c:

Ypi,t < c. (25.2)

In this case, the cost of education would be totally funded by the government:

Costedu = 0. (25.3)

25.3.4 Consumption

If the budget constraint (25.1) is satisfied, then real expected consumption for skilled
workers at time t + 1 will be:

Ce
iskilled,t+1 = Xi,t − CostEdu + Y e

iskilled,t+1, (25.4)

while real consumption for unskilled workers will be:

Ce
iunskilled,t+1 = Xi,t + Y e

iunskilled,t+1 (25.5)

where Y e
iskilled,t+1 and Y e

iunskilled,t+1 are, respectively, the average expected income
for skilled and unskilled workers.

2Scholarships to fund tertiary educational studies are provided by regional bodies devoted to study
rights and they can include up to total exemption from tuition fees, daily meals at the university
restaurant, free accommodation in a student dorm or a contribution for rent payment. At the
entrance at university the scholarship awarding is generally only income-based and requirements
are usually related to the level of ISEE, an indicator for the economic situation of households.
Reductions or total exemption from tuition fees could also be offered by the university itself
depending on the level of ISEE as well as on the final grade obtained with secondary school
diploma.
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By taking the difference between (25.4) and (25.5), the extra consumption expected
to bear when enrolling at university will be:

�Ce
i,t+1 = �Ye

i,t+1 − Costedu, (25.6)

where �Ye
i,t+1 is the expectation on the extra income made by skilled workers with

respect to unskilled workers. These expectations on future income are modelled as
naive expectations based on the information set of senior neighbours:

Y e
i,t+1 = Et(Yt+1|�n,t ) =

∑nw
i=1 wYnsen,t

nw
(25.7)

�Ye
i,t+1 =

∑nw
i=1 wYS

nsen,t

nw
−

∑nw
i=1 wYU

nsen,t

nw
(25.8)

Income is exogenously modelled using data from the Survey on Household
Income and Wealth (SHIW) provided by the Bank of Italy every 2 years. Alter-
natively, the expected extra consumption can be written in the following way and in
this case can be interpreted as the percentage of benefits over costs:

�Ce
i,t+1 = �Ye

i,t+1 − Costedu

Costedu
(25.9)

25.3.5 Preference for Enrolling

Preference for enrolling is an additive function, depending on a materialistic term
represented by expectations on extra consumption, a social term SIit and an
intangible term, given by the disutility for the effort of education:

Pit = �Ce
i,t+1 + SIit − Effortedu (25.10)

where SIit represents social influence, given by the fraction of the number of peers
within one’s neighbourhood deciding to enrol over the total number of peers in the
neighbour. Its purpose is to reflect a merely imitative behaviour:

SIit = Npeersenrolling

Nnpeers
, (25.11)

Effortedu stands for the effort necessary to obtain a university degree. It is assumed
to depend only on individual ability through a concave function: with higher
individual ability ait , the less the effort to get a university degree.

EffortEdu = (1 − ait )
γ (25.12)
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where ait , measuring individual ability, as in [5] is assumed to be included between
0 and 1, and γ > 1 measures the concavity of the function.

The function for the preference for enrolling allows to consider solely the
economic motivations guiding the enrolment decision, i.e. the function for the
expected extra consumption �Ce

i,t+1 and/or the intangible motivations identified
in the rest of the equation.

Agents enrol at university with a probability increasing in the level of prefer-
ence P ,

Prenroll = f (Pit ). (25.13)

Building on [3], this could be written as:

Prit (enroll) = exp(Pit )

1 + exp(Pit )
(25.14)

25.4 Potential Results

The model developed in this work explores the factors influencing educational
choices at tertiary level and takes into account both economic and social motiva-
tions. By considering the ability of agents to interact and adapt their choices to
their neighbours, this work could bring light on the decision-making process of
young Italians facing the decision to enrol or not at university and help understand
whether and in what measure income distribution, family and peers influence, as
well as heterogeneity in personal skills could play a role as push or pull factors in
the choice considered. The analysis could also highlight the necessity for further
elements to be included in the construction of the model, which could better explain
low educational attainment levels in Italy.
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Chapter 26
(Ir-)Rationality of Teams: A
Process-Oriented Model of Team
Cognition Emergence

Iris Lorscheid and Matthias Meyer

Abstract In today’s competitive environment, companies rely increasingly on
teams and their flexibility. While effectively working teams may accomplish great
results, ineffective teams may fall short of their potential and can even be a
risk for the organization. Little is known about the socio-cognitive processes of
team decisions and particularly the emergence of knowledge from individual to
team level. This study addresses this process by analyzing team cognition as
an emergent property. The here presented research approach allows for a deeper
analysis of the underlying processes. A laboratory experiment provides information
about quantitative patterns of individual and team cognition. For the analysis of
these patterns, we introduce the team cognition matrix. By applying this format
to the results of the laboratory experiment, this study identifies four categories of
typical emergent team cognition structures. These four categories are the basis for a
simple decision algorithm that was analyzed in an agent-based model. The resulting
simulation shows that 67% of all simulated group decisions are very close to the
empirical group decisions (ranking position distances ≤3) and 89% are close on a
medium range (ranking position distances ≤6). The article contributes to the current
literature by showing an innovative research approach that further is applied to open
up the black box of successful team behavior beyond well-known static attributes.
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26.1 Introduction

The cultural anthropologist Margaret Mead formulated “never doubt that a small
group of thoughtful committed people can change the world. Indeed, it is the only
thing that ever has” ([23], unit 3). The corporate world is indeed shaped by group
decisions, such as by management boards or project teams. Teams are an important
element in organizations in order to ensure the necessary flexibility and adaptability
of organizational behavior facing competitive challenges [7]. There is common
sense on the fact that groups can make better decisions than individuals, because
groups may bring diverse information, skills, and perspectives together and at the
same time reduce individual limitations through biases or personal preferences [8,
19]. Consequently, group decisions are a central element in organizational decision-
making.

But groups do not always outperform individuals. Groupthink theory, for exam-
ple, describes dysfunctional patterns of interaction that may result in poor group
decisions [9, 11, 12]. Pressure toward uniformity, group homogeneity, or other
social and contextual influences may suppress individual contributions or effective
group decision-making [19]. Social and applied psychology literature formulates
determinants of effective team decision-making with reference to social, behavioral,
cognitive, and contextual factors ([17], p.271). The literature also discusses proper-
ties of effective teams. For example, Katzenbach and Smith [13] describe effective
teams as teams with an appropriate number of members with diverse skills and
viewpoints, clearly defined goals, explicit roles, and rules for members.

Interactive team cognition theory emphasizes team cognition as an activity, not a
property, and describes teams as cognitive (dynamical) systems in which “cognition
emerges through interaction” ([4], p.256). The call for an emphasis of research
studies on the socio-cognitive interaction processes in teams is supported by many
[6, 10, 18, 24]. The processes and mechanisms of how team cognition emerges
from individuals are still a black box. However, these dynamic processes determine
team performance. In line with this stream of research, this study contributes to the
exploration of “how and why organizationally relevant outcomes emerge rather than
focus only on differences in what has already emerged” ([10], p.45).

Further, this research relates to research on social ties and team reasoning in
experimental economics and social psychology. This literature stream analyzes the
effect of social connectedness in teams on coordination tasks [1–3]. Given the
results from these studies, teams may improve their group performance by team-
reasoning strategies or through perceived high values of social ties to the group
members.

This study uses a laboratory experimental setup to explicate individual and team
cognition structures and to analyze the processes triggered by these structures to
identify dominant patterns of team cognition emergence. On this basis we use
an agent-based model to model the processes how team cognition emerges from
individual team cognition. The fit between the simulation results and the team
results is analyzed and is used as an assessment whether the hypothesized dynamic
processes are a possible explanation for observed team performance [14, 22].
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26.2 Laboratory Experiment

The core of the laboratory setup is a team building game [15]. The task is to rank 15
listed items. The story behind this ranking task is a hypothetical accident at sea. Fire
leads to an emergency in which the team has to leave a sinking ship. The 15 items
on the list are possible things to carry from the sinking boat to a lifeboat. The task is
to evaluate these items regarding their relevance for survival. A handout describes
the story, together with the list and explanation of the pieces.

The groups consist of three, four, or five participants. In the first round, the
participants are asked to rank all items individually on a ranking chart handout,
without talking to each other. They have 10 minutes for this task and may not see
the ranking results of others. Afterward, the group is asked to discuss and agree
on one group ranking, which is noted on another ranking chart. This round has a
time limit of 20 minutes.1 The group discussions are audio recorded. These records
provide information on the interaction dynamics in the group, such as conversational
turn-taking or leadership. After the group discussion, the game is over,2 and the
individual and group rankings may be evaluated.

The experimental setup allows for the evaluation of the performance of the
individual and team. A ranking of the US coast guard is the basis for this evaluation.
This ranking provides an expert evaluation of the listed items with a description of
the reasoning behind. Given this, we calculate individual and team scores.

The scores measure the individual and team performance by calculating how
close the individual and team decisions match the expert opinion. The individual
score is the sum of the absolute differences between the individual ranking positions
and the expert ranking positions. For example, if the participant ranks one item to
position 7 and the coast guard ranking has the same piece on ranking position 3, the
absolute difference for this item is 4. The sum of this calculation for all 15 items
results in the individual score. The group score is calculated accordingly by the
sum of the absolute differences between the group ranking positions and the expert
ranking. The smaller the score, the better the performance.

These scores allow for a comparison of individual and team performance regard-
ing this task. For the quantification of this comparative evaluation, we introduce
the performance measures (P1) team result, (P2) team intelligence, and (P3) team
stupidity (see Table 26.1). These measures were adapted and extended from Cooke
and Kernaghan [5].

The performance measures evaluate the group result with regard to the average
results of the team members (P1), the best team member result (P2), and the worse
team member result (P3). The average of the individual scores provides a benchmark
to analyze whether the group interactions result in a gain or a loss in comparison to

1The time limits for the game rounds are set according to the team building game.
2Further adaptations could include another individual ranking after the group discussion to analyze
the change of individual decisions and explicate the hidden knowledge that was not part of the
group ranking.
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Table 26.1 Team performance – performance measures

Performance measure Calculation Interpretation

(P1) Team result team_score – median(individual_scores) <0 → gain

>0 → loss

(P2) Team intelligence team_score – min(individual_scores) <0 → team intelligence

(P3) Team stupidity team_score – max(individual_scores) >0 → team stupidity

the individual results. If the group score is lower than the best individual score, the
team succeeded in achieving a better result than all group member alone. In this
case we identify a case of team intelligence. If the group score is higher than the
highest individual score, the group performed worse than all group members, and
we identify a case of team stupidity.

Looking at the results of the laboratory experiments (see Fig. 26.1), we identify
varying results regarding team performance. 23 of 26 groups gain through the
group interaction (see P1). The groups have a better score than the average of all
individual scores. We identify team intelligence (P2) for nine groups. Here, the
group performed better than the best performing individual. In three of these groups,
we even see big jumps, from −10 up to −18 in comparison to the best individual
score (see groups X, A, and I). The three worst performing groups in the data set
have a loss in team performance, meaning that the team score was worse than the
average score of all individuals. For group T the group score even matches the
weakest individual score.

These findings raise questions, such as the following: What makes one group
perform better than others? What were the interaction processes that lead to the
emergent phenomena of team intelligence? What hinders less successful groups in
the decision process to achieve the better results of strong groups?

The setup of the laboratory experiment is a step forward opening the black
box of the decision process. The available data allow for a structured analysis of
the ranking patterns behind the aggregated evaluation measures. The individual
and group rankings explicate decisions on both levels and provide the basis for
the analysis of the emergent group decision dynamics. In the next section, we
introduce the team cognition matrix as format to analyze the processes behind the
performance.

26.3 Team Cognition Matrix

The ranking patterns of the laboratory experiment explicate the individual and
team cognition structures underlying the group decision-making process. This
structure provides a data basis for the analysis of the emergent process from many
perspectives, such as the relative ranking positions in a group or the distances of
ranking positions per item. For the evaluation of the team structures for each of the
15 ranking items, we developed the team cognition matrix (see Fig. 26.2).
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groupID group size

median of 

ind. scores

min ind. 

score

max ind. 

score

(P1) team

result

(P2) team

intelligence

(P3) team 

stupidity

X 5 60 48 68 -30 -18 -38

A 4 53 38 58 -25 -10 -30

Z 5 64 34 94 -22 8 -52

I 5 60 58 90 -20 -18 -50

Y 5 56 34 86 -20 2 -50

S 3 56 52 64 -18 -14 -26

K 4 69 56 74 -17 -4 -22

M 4 57 28 96 -17 12 -56

Q 4 67 54 102 -17 -4 -52

E 4 64 36 74 -16 12 -26

N 4 61 44 82 -15 2 -36

W 4 59 34 72 -13 12 -26

D 4 70 44 82 -10 16 -22

L 4 62 58 66 -10 -6 -14

C 4 55 36 70 -9 10 -24

J 4 51 42 68 -9 0 -26

B 4 54 44 72 -8 2 -26

F 4 73 64 82 -7 2 -16

H 4 78 48 80 -6 24 -8

P 4 52 50 56 -6 -4 -10

O 4 46 38 50 -4 4 -8

R 3 46 44 52 -4 -2 -10

U 5 58 40 74 -2 16 -18

G 5 56 46 76 0 10 -20

V 4 68 42 78 0 26 -10

T 5 68 38 80 12 42 0

groups team performance

Fig. 26.1 Team performance results (N = 109 participants, 26 groups, sorted by (P1) team result)

individual

distances to

group

individual

distances to

benchmark

0 a1,2 a1,3 a1,g a1,g+1 a1,g+2
a2,1 0 a2,3 a2,g a2,g+1 a2,g+2
a3,1 a3,2 0 a3,g a3,g+1 a3,g+2

individual distances

ag,1 ag,2 ag,3 0 ag,g+1 ag,g+2

ag+1,1 ag+1,2 ag+1,3 ag+1,g 0 ag+1,g+2
ag+2,1 ag+2,2 ag+2,3 ag+2,g ag+2,g+1 0

Fig. 26.2 Team cognition matrix (TCM) – overview of the cognitive structure of one group with
group size g, filled for one ranking item

This matrix gives an overview of the group characteristic per ranking item in a
condensed manner. The matrix is quadratic, with n rows and n columns. The order
n of the matrix depends on group size g. The matrix elements are absolute distances
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individual 

distances 

to group

individual 

distances to 

benchmark

0 13 3 4 4 6
F1 1 F 5 13 0 10 9 9 7
F2 14 3 10 0 1 1 3
F3 4 4 9 1 0 0 2
F4 5 U.S. Coast Guard 7 4 9 1 0 0 2

6 7 3 2 2 0

individual distances

individual rankings

Item: Fishing kit, group-ID: F

group ranking

benchmark ranking

Fig. 26.3 Example – ranking results and the resultant team cognition matrix for the item “fishing
kit” and group-ID “F,” with four team members

between ranking positions. Rows and columns with indices from 1,1 to g,g contain
distances between two individual ranking positions for all group members and all
possible pairwise combinations. The elements in the row and column g+ 1 show the
distances between the respective individual ranking position and the group decision
and the elements in row and column g + 2 the distances to the benchmark ranking,
here defined by the expert ranking. Because the direction of deviation is not in the
focus, but only the information of how far away the positions are from each other,
the matrix contains absolute and unsigned distances. The main diagonal has zero
values as these elements are self-referential. The entries in the matrix are filled
symmetrically identical over the main diagonal, to simplify the analysis process.

Figure 26.3 shows an example of the calculation of the team cognition matrix.
The left hand of the figure shows the individual rankings and group ranking
for the item “fishing kit” and the group with group-ID “F,” as given from the
laboratory experiment data set. The experimental setup specifies 15 ranking items.
Consequently, the range of possible distance values in the matrix is the interval of
[1,14]. The group in this example has four members. Group member F1 ranked the
item on position 1. This ranking position leads to the following distances to the
other group members: 13 to group member F2, 3 to group member F3, and 4 to
group member F4. These values are the first four elements of the first row in the
team cognition matrix (the right part of Fig. 26.3). The next value of this row shows
the distance of F1 to the group decision, being four positions away from the group
ranking position 5. The expert opinion on the relative relevance of the fishing kit is
ranking position 7. The last value of the first row shows the distance of the individual
ranking by F1 to this benchmark ranking, being six positions away from each other.
The matrix contains all distances for all group members accordingly. Additionally,
the element on a g+ 1, g+ 2 shows the distance between the group ranking position
(here: 5) and the benchmark ranking position (here: 7).

Looking through this exemplary team cognition matrix, we identify two individ-
uals being very close to each other in their ranking positions (F3 and F4), while
another team member is far away to the other individual ranking positions (F2).
The fourth individual F1 has a small- to medium-range distance to F3 and F4.
Given these distances, we can identify a general heterogeneity of individual ranking
positions for the fishing kit in this group. At the same time, there is a majority with
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individual 

distances 

to group 

ranking

individual 

distances 

to 

benchmark

individual 

distances 

to group 

ranking

individual 

distances 

to 

benchmark

0 0 0 0 0 2 0 10 11 12 12 1
0 0 0 0 0 2 10 0 1 2 2 9
0 0 0 0 0 2 11 1 0 1 1 10
0 0 0 0 0 2 12 2 1 0 0 11
0 0 0 0 0 2 12 2 1 0 0 11
2 2 2 2 2 0 1 9 10 11 11 0

Case 1: Consensus
Group 23/W, item: water 

Case 2: Majority
Group 4/D, item: map 

individual 

distances 

to group 

ranking

individual 

distances 

to 

benchmark

individual 

distances 

to group 

ranking

individual 

distances 

to 

benchmark

0 1 7 7 0 1 0 5 7 9 3 8
1 0 6 6 1 0 5 0 2 4 2 3
7 6 0 0 7 6 7 2 0 2 4 1
7 6 0 0 7 6 9 4 2 0 6 1
0 1 7 7 0 1 3 2 4 6 0 5
1 0 6 6 1 0 8 3 1 1 5 0

Case 3: Parties
Group 17/Q, item: radio 

Case 4: Compromise
Group 23/W, item: mosquito net

individual distances 

within group

individual distances 

within group

individual distances 

within group

individual distances 

within group

Fig. 26.4 Team cognition structure – identified categories

very close ranking positions of 4 and 5, and the group agreed on ranking position 5.
This indicates a possibility that a majority decision to this ranking position took
place. The majority and group decision was also closer to the benchmark than
the other team member ranking positions. Thus, the better decision prevails in this
example.

The matrix structure allows for such an evaluation of emergent team results by
analyzing and identifying individual and team cognition structure characteristics,
their frequency of occurrence, and their explanatory power.

26.4 Results

For the analysis, we created team cognition matrices3 for each group and item. The
set of matrices provides information on the distances among group member rankings
(representing the homogeneity of individual cognitive structures), the distances
between individual and group rankings (representing the degree of consensus
between individual and group rankings), and the distances to the benchmark
(representing the individual and team performances). On closer inspection, the
matrices reveal four typical and reoccurring cognition structures (Fig. 26.4).

3In total 390 matrices for 15 items and 26 groups.
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The individual distances among group member rankings (the areas within the
dotted lines) represent the divergence of positions regarding the item in the group.
In the example of case 1 (consensus), all members of group 23 (W) individually
ranked “water” as the most relevant item for survival. Consequently, all values are
zero; the cognitive structure among the team members is homogeneous.

The distances between individual rankings and group decisions reveal the degree
of consensus between the individual rankings and group ranking. In case 1 these
values are zero for all team members. The group agreed on the most relevant
item and ranked water on the top. We often identify such consensus decisions for
homogenous individual team member rankings. Case 1 shows an example of this
situation. It is easier to come to an agreement when individual positions are close
to each other or even equal, which is reflected in this example. We observe this
situation frequently for the item “water” in the laboratory experiment. Given the
qualitative data from observations and audio records, the decision concerning this
item is usually the first and easiest agreement in the group discussion. Regarding
the performance, this decision reached individual and team scores of 2, as the expert
opinion ranked water on position 3.

More complicated situations occur if positions are far apart from each other. Case
2 (majority) shows the team cognition structure for group 4 (D) and the item “map.”
As one can see, there is a majority of 3 team members with close ranking positions
and 1 team member with high distances being 10–12 positions away from the group.
Looking at the distances between individual and group ranking, we see that the
majority determined the group decision. We find this majority structure frequently.
Often, but now always, the majority defines the group ranking position.

Interestingly, the majority of group 4 (D) was not right in comparison to the
expert opinion for the item “map.” We identify a team score of 11. The individual
with the single opinion, however, was very close to the benchmark with an almost
perfect individual score of 1. We find both right and wrong majority decisions in the
data set.

Case 3 (parties) shows another typical team cognition structure. The team
members split into two parties. Here, two parties of two team members have close
ranking positions, but the two parties are far away from each other (by 6 and 7
ranking positions). Group 17 (Q) ranked the item “radio” close to one party. This is
a frequently observed structure for this case. One party gets its way and defines the
group decision. In this example, the winning party of group 17 was also the party
with the better scores. In our data set, we again identify both, winning successful
and winning unsuccessful parties.

Finally, we identify situations in which the individual ranking positions scatter, so
that no majority and no party of ratings establish. If no majority evolves, groups find
a compromise between individual ranking positions. Case 4 (compromise) shows
such an example for group 23 (W) and the item “mosquito net.”

To further explicate the possible connection between team cognition structure
and performance, we implement the identified patterns as decision dynamics in a
simulation study. By this we aim to test the explanatory power of these structures
for the emergent group outcome and performance. For this, we apply agent-based
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Fig. 26.5 Simulation model analysis of group decision dynamics

simulation [16, 20, 21] and endow the agents with group decision dynamics that
use the team cognition structures as criteria for the group decision-making and
agreement on group ranking items. For the implementation of the simulation model
and the analysis of the empirical and simulated data, we use the programming
language R. The data analysis of the laboratory experiment and the simulation
output analysis run through the same code lines in R. This reduces errors and
facilitates the validation process.

Figure 26.5 provides an input-output diagram and description of the main process
elements of the simulation study. The individual rankings from the laboratory
experiment serve as model input. Given these rankings, the simulation model fits
statistical distributions to the input data. In the result of this first step, we have
a specification of distributions and distribution parameters for each item that best
represent the empirical distribution of individual rankings.

In the second step, the model uses the distributions to create artificial agents
with simulated individual rankings. For this, the algorithm chooses random ranking
positions for each item out of the statistical distributions. To avoid duplicates or
not assigned ranking positions, the algorithm sorts the resulting random values and
assigns the ranking positions 1–15 to this sorted list of items. In case of equal
random numbers, one is randomly chosen first in the simulated individual ranking.
As a result of this step, the simulation model creates agents with individual rankings
with characteristics according to the empirical data of the laboratory experiment.

After the individual rankings are generated, the agents are assigned to teams of
four and enter the group decision process. The group decision dynamic has three
phases: (phase 1) identification of the team cognition structure per item, (phase 2)
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decision for a group ranking position per item, and (phase 3) ranking refinement per
group. The model runs through all these phases for every group.

The parameter consensLimit supports the identification of the team cognition
structure category. A distance between two individual ranking positions has to be
smaller or equal than consensLimit, so that this distance is evaluated as “close
enough” for evaluating consensus between two positions. This comparison of
distances to consensLimit is the core decision for the structural evaluation of each
team cognition matrix in the simulated group decision. In the current simulation
experiments, we set the value of consensLimit to 3, which will be further analyzed
in robustness tests.

In phase 1 the algorithm evaluates if the cognitive structure represents the
category consensus, majority, party, or none of these three. If all individual ranking
position distances are smaller than consensLimit, all group members have close
ranking positions, and the program identifies consensus in the group. If this is
not true, the algorithm continues and checks if a majority of group members has
close ranking positions below this limit. If so, the algorithm identifies a majority
structure for this item. Otherwise, if no majority structure was identified, the
program proceeds to check if the group splits into two parties of ranking positions.
In this case, the model evaluates a party structure. If the simulation does not find
a party structure, none of the three chosen categories matched and the cognitive
structure for the item is assigned to the fourth type labeled with others.

The identified category of phase 1 determines the group ranking position for
each item in phase 2. If the group shows consensus in the individual ranking
positions, the group agrees on one randomly chosen4 individual ranking position
within the consensus range. Otherwise, if the group has a majority, one of the
individual decisions out of the majority determines the group decision. If there is
no majority but a party structure in the group for an item, one randomly chosen
party wins, and one of the individual rankings in the winning party defines the group
ranking position. If the cognitive structure belongs to others, the group chooses a
compromise, being the average of all individual ranking positions for this item.

The resulting group ranking positions from phase 2 need to be refined in the third
phase of the group decision dynamic. Phase 2 may potentially result in duplicates as
well as in not assigned ranking positions. However, each of the 15 ranking positions
should only occur once, without leaving one ranking position out. For keeping this
requirement, the ranking positions are sorted and re-ranked in the same logic as the
simulated individual rankings are (see before). This refinement process may lead to
small deviations from the group decision dynamics, but keeps the overall, relative
relevance of items.

This group decision dynamics of the simulation model can be applied in
two ways. In one type of application, the simulation model only considers the
groups from the laboratory experiment and their individual empirical rankings.

4In further research, we aim to consider alternative selection strategies, such as choosing the
individual ranking position that appears most frequently within the consensus range.
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The algorithm simulates the group decisions, which can be then compared to the
data from the lab. In the other type of application, the simulation model simulates
the group decisions for the artificial agents and their rankings. As a result, we
may derive more general knowledge about the characteristics of the emergent team
cognition structures under a wide variety of individual structures and combinations.

We apply the decision algorithm to simulate the group decisions in the labora-
tory experiments. Figure 26.6 shows the empirical distribution of group ranking
positions. Figure 26.7 shows the distribution of the simulated group ranking
positions. The algorithm uses the individual rankings and groups from the laboratory
experiment and applies the group decision dynamics as implemented to calculate
the group rankings. The violin plots provide an aggregated view on the resulting
distributions over all groups. Looking at the distributions, we identify for most
items the same tendencies regarding high, medium, or low median values over the
elements. The item “mosquito-net” (mosq_net), for example, has higher-ranking
positions in both results, while the item “nylon-rope” (nylon_r) has distributions
around medium-range ranking positions in both figures. However, we also identify
broader distributions in the simulated data set than in the empirical data set.

For evaluating the fit and explanatory power of the decision dynamics, we go
beyond the aggregated distributions and compare every empirical and simulated
ranking position for each group and item (see Fig. 26.8). For this analysis, we
calculate the absolute distances between the result of the laboratory experiment and
the simulation output. Having these distances, we create limits of distances (see the
first column of Fig. 26.8) and count the number of observations per item in which
we identify distances within these limits.

Finally, we express the number of observations relative to the total number of
observations per item (26 observations per item, 1 observation per group). Thus, the
value 0.12 for sextant and distances of 0 means that in 12% of 26 group rankings, the
simulated ranking position for sextant matches precisely the empirical result. The
last column (all items) expresses the relative number of observations with distances

Fig. 26.6 Output distribution of empirical group rankings – empirical data from laboratory
experiment (26 groups)
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Fig. 26.7 Output distribution of simulated group rankings – simulated group decisions with
empirical individual rankings from laboratory experiment (26 groups)
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Fig. 26.8 Evaluation of fit between empirical and simulated group rankings – entries: relative
number of observations with distances within the limits (cumulative). Distances are calculated
between empirical and simulated ranking positions for all groups and items (26 groups)

within limits. Thus, in 17% of all observations (390 for 26 groups and 15 items), the
simulation output matches the empirical result exactly, in 67% of all observations we
find a distance of smaller or equal 3, and so on. The quality of the simulated group
rankings is in particular remarkable for the items with an overall wide distribution of
ranking positions. For the item “oil,” for example, we identify all possible ranking
positions between 1 and 15 in the empirical data set. Nevertheless, the decision
algorithm replicates the exact ranking position in 19%, a close ranking position in
65% of all cases, meaning in absolute values that in 5 out of 26 observations the
algorithm was exact and in 17 out of 26 observations the algorithm was successful.
Overall, this result improves for items with more narrow empirical distributions.

The simulation results show that the simple decision dynamics can already
explain 67% of all group decisions. The results have to be revised with more
data from further laboratory experiments and more simulation runs. With more
observations, we aim to identify further cognition structures and refined group
processes that improve the explanation of the emergent team cognition and, in the
end, team performance.
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26.5 Conclusion

Little is known about the socio-cognitive processes of team decisions and partic-
ularly the emergence of knowledge from individual to the team level. This study
addresses this process by investigating team cognition as an emergent property.
We introduced the team cognition matrix that explicates the underlying cognitive
structure in groups. By applying this format, we identified four categories of group
decision dynamics. These categories were the basis for a decision algorithm that
we implemented in an agent-based simulation model. Our approach shows a way of
how to find possible explanations for the “how and why organizationally relevant
outcomes emerge” ([10], p.45) and identifies underlying patterns. The good fit
between the simulation results and the empirical results supports the hypothesis
that the modeled dynamic processes partly explain the observed team performance.
Future research has to test and to refine the hypotheses about the four identified
constellations and the decision processes triggered by them. Also, alternative or
refined process models have to be developed and tested. In further research with
additional data sets and more analyses of resulting team cognition matrices, we
hope to identify more details concerning team cognition patterns and micro-level
processes of relevance.
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Chapter 27
Early Holocene Socio-Ecological
Dynamics in the Iberian Peninsula: A
Network Approach

Sergi Lozano, Luce Prignano, Magdalena Gómez-Puche,
and Javier Fernández-López de Pablo

Abstract Late Glacial and Early Holocene environmental changes affected dif-
ferent domains of human demography, settlement, and subsistence patterns. The
variable spatial patterning produced by the prehistoric hunter-gatherers’ archaeo-
logical record demands new approaches for analysing the multi-scalar nature of
human-environmental interactions. In this contribution, we presented part of a
long-term research programme aimed to cover this gap in the context the Iberian
Peninsula from the Late Magdalenian to the end of the Late Mesolithic.

PALEODEM (“Late Glacial and Postglacial Population History and Cultural
Transmission in Iberia (c.15,000–8,000 cal BP)”) is a Consolidator Grant ERC
project that addresses the role of human population levels and geographical
distribution over the relationship between climatic events and cultural dynamics
in our context of study. To do so, it will develop a three-level (micro-regional,
regional, and macro-regional) analysis. In this contribution, we will focus on the
macro-regional scale, which is addressed through a combination of network analysis
and computational modelling.

Keywords Archaeology · Paleodemography · Networks analysis · Modelling of
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27.1 Introduction

Late Glacial and Early Holocene environmental changes affected different domains
of human demography, settlement, and subsistence patterns. The variable spatial
patterning produced by the prehistoric hunter-gatherers’ archaeological record, from
local bands to larger regional groups, demands new approaches for analysing the
multi-scalar nature of human-environmental interactions. In this contribution, we
present different aspects of a long-term research programme aimed to decipher the
relationship between demographic dynamics and cultural transmission in the Iberian
Peninsula from the Late Magdalenian to the end of the Late Mesolithic.

The contribution had two parts. First, we briefly introduced PALEODEM (“Late
Glacial and Postglacial Population History and Cultural Transmission in Iberia
(c.15,000–8,000 cal BP)”), a Consolidator Grant recently awarded by the European
Research Council (ERC) to support part of this research programme. PALEODEM
addresses the role of human population levels and geographical distribution over the
relationship between climatic events and cultural dynamics in our context of study.
To do so, it develops a three-level (local, regional, and macro-regional) analysis.
First, at a local scale, PALEODEM is studying the impact of climate change and
hydrological stress on different human settlement areas. Second, it is reconstructing
population patterns at four different Iberian regional units analysing summed
probabilities of radiocarbon dates. Finally, it will conduct network analysis and
modelling at a macro-regional scale to examine longitudinal variations in settlement
networks affecting the overall connectivity amongst hunter-gatherer populations.

The largest part of our contribution to this session focused on PALEODEM’s
macro-regional approach, which studies how changes in population levels and the
spatial network linking human communities across regions could have influenced
different cultural macro-phenomena.

In particular, we address the following two interrelated questions:

1. What was the role played by human groups in the diffusion of innovations across
regional units, depending on their population, geographic location, and position
within the network structure?

2. To what extent the changes in the spatial configuration and density of social
networks could influence macro-phenomena like the rapid diffusion of certain
technological innovations or the loss of technical skills?

27.2 Methodology

We aim at answering these questions by analysing two cultural macro-phenomena
previously identified in the archaeological record of our context of study: the loss
of technical skills during the Epipalaeolithic and the rapid diffusion of compound
projectile points with trapeze shape during the Late Mesolithic.
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In order to study these phenomena, we have designed a methodology based
on the use of regional population estimates (previously generated as part of
PALEODEM’s efforts) and a methodology combining network analysis and multi-
agent computational modelling. Specifically, for each one of the two phenomena,
we will:

1. Construct spatial networks corresponding to the scenario before and after the
corresponding temporal windows, where nodes represent archaeological sites
(i.e. human groups) and links are defined from chronological overlapping, spatial
proximity, and/or cultural attributes [1, 2].

2. Compare the two snapshots based on different structural characteristics [3]. In
particular, such a study will include both properties addressing networks as a
whole (e.g. degree distributions, assortativity, centralities, and brokerage roles),
as well as local features (e.g. clustering coefficient and motifs’ identification).

3. Conduct experiments to model dynamics on and of networks [4]. If the structural
comparison in the previous step does not reveal significant differences, our model
will consider the network as a static substrate supporting cultural transmission
processes (i.e. basically, adoption of cultural traits) among agents (human
groups). Thus, our goal in this case would be assessing how the structural
aspects of this static network could have influenced the macroscopic cultural
phenomenon under study (i.e. modelling on static networks). On the contrary,
if the network comparison in the second step uncovers significant differences
between the two snapshots, we will consider a more complex (and realistic)
modelling scenario where both cultural attributes and structural features evolve
along time (modelling on dynamic networks).

27.3 Expected Impact

By developing the proposed research programme, we expect our work to contribute
to the integration of network analysis and computational modelling of cultural
dynamics into a fast-growing literature on quantitative studies of demographic
processes in pre- and proto-history1. More generally, this work aims at contributing
to the consolidation of a rather unexplored application of network science to the
study of prehistoric long-term cultural dynamics.
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Chapter 28
Influences of Innovation in Market Value

Nuno Trindade Magessi and Luis Antunes

Abstract Innovation has a great and sometimes decisive influence on companies’
competitive advantage. However, innovations based on artificial intelligence such as
robotics or computerisation can destroy jobs. All jobs are at risk. In this sense the
lack of jobs will affect the market value of the companies that heavily invested in
innovation. Based on this preoccupation, a multi-agent model denominated INOV-I
has been developed to replicate this tendency in labour markets. We ran the model
with three issues into consideration: (a) the proportion of innovative companies
present in an artificial economy, (b) speed-to-market and time to delivery, and (c) the
mobility effect. Several simulations yielded preliminary results that demonstrated
that innovation has indirect negative impacts on both real and potential market value.

Keywords Robotics innovation · Market value · Speed-to-market effect ·
Workers’ mobility effect · Labour market

28.1 Introduction

One of the issues behind innovation is the dissemination of value and the knowledge
of the working force in developed countries. Progress in the sector of artificial
intelligence has also been generating unemployment [1]. The alarms have started
to ring, in response to recent innovations such as a machine capable of replacing
most the accountants’ tasks [2] or the case of the Tesla car factory which lacks any
human workers in production. These facts and other cases like artificial managers
or lawyers are transforming our societies and putting in risk people’s value and
the knowledge acquired all over the years. There are additional risks to countries’
social security systems. The value generated by innovation is becoming an issue for
not only lower-skilled but also more technically advanced workers, many of whom
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have invested money into their knowledge. The greatest challenge now faced by top
executive managers is what impact innovation will have on the value of the markets.
The reasoning behind it is simple: if the current innovation processes either do not
contemplate people or even replace them, then the reverse effect will take place
for their companies, and they will naturally lose customers directly or indirectly.
Clearly at this moment, we are facing a stand-off between the market value created
by innovations and the potential risk to decrease its value represented by these same
innovations [3].

This scenario leads us to ask if there is an ideal speed for implementing
innovation. Is it possible to achieve a balance between AI innovations and market
value? This article analyses the potential effect of this issue on the future of millions
of workers all over the world. The risk exists that current-day efforts of the business
sector to achieve efficiency through AI may end up destroying the very markets they
want to achieve and grow.

To this end, it was designed a simulator under multi-agent-based systems
methodology to assess the impact of the speed of innovation on market value.

This article has the following structure: the next section and Sect. 27.3 revise
recent literature dealing with the effects of innovation velocity on market value.
Section 27.4 looks at the multi-agent model developed to tackle this issue. Section
27.5 shows and discusses the results and then. Finally, Sect. 27.6 spells out our
conclusions and suggestions for introducing future research.

28.2 Critical Advances in Innovation

A review of the literature regarding critical advances in innovation literature has
pointed that innovation planning is often useful because it enables researchers to
broaden their understanding of previously understudied areas of knowledge.

This type of research, however, is not particularly effective in detecting novel
opportunities for innovation [4]. Executives tend to allocate innovation resources
in a biased way, towards strengthening pre-existing business models. They can be
overly focused on promoting innovation mainly regarding production. However,
several researchers have identified that truly innovative breakthroughs arise when
business explores new concepts and ideas rather than solutions from based on past
experiences [4, 5]. They argue for the importance of healthy internal competition
within innovative organisations, as do [6]. This competition breaks through inertia in
order to find outlier ideas that might “to open up a new direction” [5]. Businesses are
often observed spending many of their resources developing innovative processes or
products to add value to the clients and, of course, to improve profit margins. This
type of innovations is normally expensive and time-consuming and requires signifi-
cant upfront investment, which means that “future returns on these investments are
always uncertain” [5]. The researchers argue that “In the operations area, much of
the innovations and cost savings that could be achieved have already been achieved”.
This is not true, because several improvements in production performance are
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currently underway that lead to cost reduction. Artificial Intelligence promises to be
the ultimate frontier of substantive gains and increased efficiency and effectiveness
(e.g. quality) within organisations. This represents a high-impact transformation
with great impact, in terms of improvements on product quality, but also in scaling
production and even in the innovation of business models. The latter is relevant
because it potentially explores an unused source of future value. It is also more
difficult for competitors to imitate and replicate this innovation, as compared to
that of products or processes. Business model innovations may lead to sustainable
performance advantages. Finally, there is the probability of creating a very powerful
competitive tool that can be used to mitigate the risks of competitiveness and control
the forces of competitors on market [5].

28.3 Innovation Speed and the (R)evolution in Labour
Markets

Nowadays managers are highly aware of the need for speedy innovation [7] due
to great competition to carry innovations to market as quickly as possible. The
authors conducted a survey on the state of innovation worldwide and concluded that
“overly long development times” were seen as the principal limitation to obtaining
return on innovation and product development. This is an obstacle with capacity
to compromise all the companies’ efforts in innovation and respective success.
So, there is a special focus on developing new products and services quickly and
delivering them to market as soon as possible [7]. They defend that although size
can provide scale, constant innovation yields sustainable market competitiveness.
Unfortunately, this research only focuses on the advantages for companies, while
neglecting the collateral effects, in terms of innovative automatic processes and the
labour market.

However, and in addition to the relevance of speed-to-market, time-based
strategies are implemented nowadays in order to come up with important tools for
obtaining competitive advantage [8]. The fact is that being faster sometimes is not
always the best option [8]. Speed-to-market is also important due to fast-changing
technology and meeting customer needs. It is normally positively associated with
the success of new products success but market risks control the direct effect [8].
Instead it might be less relevant to the new product success when market conditions
point to low market uncertainty. The authors’ results reveal that technological
uncertainty does not influence the speed-success relationship. Innovation strategies
are dependent on market value uncertainty. Specifically, there is a consensus
that innovation speed (1) is most propitious in environments characterised by
competitive intensity, technological and market dynamism, and low regulatory
restrictiveness; (2) can be positively or negatively affected by strategic-orientation
factors and organisational-capability factors; and (3) has an impact on development
costs, product quality, and ultimately project success [9].
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Meanwhile, recent developments in artificial intelligence have prompted a debate
about the repercussions of innovations on labour markets. For example, one working
paper [1] discussed the effects on labour markets in the United States. They
highlighted the current concern about the increased replacement of workers by
robots and computer technologies and the probable impact on the future of jobs
and salaries [1]. They analysed the increase in the use of industrial robots during
1990 and 2007 on US local labour markets and created a model that represents
the competition between robots and human labour in managing different activities.
Their work demonstrated that robots are highly likely to reduce the available
number of jobs and salaries, potentially pushing workers into unemployment. They
estimated that “one more robot per thousand workers reduces the employment
to population ratio by about 0.18–0.34 percentage points and wages by 0.25–0.5
percent” [1].

This is a critical concern, because the real or the potential value of a market
derives from the quantity of jobs created and respective salaries. Individuals
without jobs cannot buy products or services. This concern is being overlooked by
executives.

Along a similar vein, another article [2] underlines the impact of artificial
intelligence on the labour market. The big question is: “Will smarter machines cause
mass unemployment?” This question speaks to the tendency to increase the levels
and quality of automation and improve it, as well as the anxiety that workers now
face.

The risk of replacement is not limited to unskilled workers but ranges across
all sectors. Radiologists, doctors, or even lawyers, for example, now run the risk
of seeing their expertise dispensed by computers. Unfortunately, this possible
displacement is not on any political agendas. Instead, it is the owners of large
companies who are sounding the alert of this systemic issue. The problem is not that
all types of work in various sectors of activity are affected, but in routine work [2].
There is a simple explanation for it. In fact, there is a collusion of interests between
companies and employees. Humans are not prepared to perform highly routine tasks
with perfection. They become demotivated and the quality of products and services
decreases over time. That is why robots can easily outdo humans in regard to quality
standards, efficiency, and cost reduction. Machines can already perform many forms
of routine manual labour and are now able to perform some routine cognitive tasks
as well. This scenario is only like to increase. So we must ask: What are the jobs
most susceptible to replacement by robots? A 2013 study of the likelihood of the
computerisation of 702 occupations found that in the United States 47% of jobs
were at risk of potential automation [10]. The researchers concluded that “recent
developments in machine learning will put a substantial share of employment, across
a wide range of occupations, at risk in the near future”. Similar studies estimated at-
risk jobs make up 35% of the workforce for Britain (where more people work in
creative fields that are less susceptible to automation) and 49% for Japan [2]. These
numbers give the dimension of “job polarisation” [11].
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28.4 The INOV-I Model

The INOV-I Model is a multi-agent model built using the NetLogo software [12]
intended to analyse the impact of innovation through artificial intelligence, where
products or services are primarily produced by robots rather than people, and the
impact of this innovation on market value. It is an adaptation from the work of [13].

In this particular model, companies represented by patches invest in robots in
order to fulfil production orders or to provide services which they have in the
pipeline. In these cases, workers can only find jobs in companies that are not
completely automated. After multiple interactions, we can verify the impact of
robotics on market value. It is also possible to identify the dilemma for executive
managers: efficiency provided by robotics vs. loss in market value.

28.4.1 INOV-I Model Parameters

The INOV-I Model is composed of a set of parameters which characterises each type
of company and their respective behaviour. Another set of parameters establishes the
attributes of workers which influence their market behaviour.

Some parameters are controlled by the researcher and others were totally outside
investigator control. In the second case, the parameters were settled randomly where
their variations depended on dynamics arising from interactions between companies
and agents or among agents.

This simple artificial economy is composed of two types of economic agents:
companies and workers. Companies represented by NetLogo patches are labour
suppliers, and workers are the agents who demand jobs in exchange for income.
The symbol η represents the number of workers participating in this. As happens in
real life, those agents have a set time period in which to carry out their tasks. The
minimum age at which workers start in a company is given by the parameter “ma”
and represents the youngest age at which a worker can legally enter into this market.
On the other hand, the model sets the maximum legal retirement age at “MA”. This
age is the longest age (ticks) that an agent can work on this economy. This parameter
has the goal to represent the restrictions imposed by the laws, in terms of retirement
age.

Companies vary significantly in terms of innovation. Parameter φ indicates the
initial proportion of companies which are completely robotic. Basically, these are
the firms with best efficiency ratios in the market with high levels of quality in
production and with zero defective products or high standards of services provided.
Consequently, these are companies focus on reducing costs, even those arising from
human resources.

Like [13, 14] independently of being workers or stockholders, both stakeholders
receive an income represented by parameter ϕ. In truth, this parameter should
be split off, since it represents distinct sources of money with different levels of
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taxation. For the purposes at hand, however, the data gathered under this parameter
is sufficient considering the information needed. Income grows from time to time
“due to dividend distributing, to attract better stakeholders, or even as a result of
negotiations between government, labour unions and employers’ associations, in a
context of social agreement” [14]. The time interval of this growth is given by δ,
and in accordance with [14, 15], this parameter determines the frequency of these
negotiations. If the cycle is long, the labour market may be nearing full employment.
If the cycle is overly short, it means the labour market is boiling up. Increases in
income lead to a subsequent increase in market value. The parameter g represents
growth during the interval of time and reveals the dependency of companies’
productivity. Thus, there is an upper salary limit which each company can afford,
and this, in turn, influences the value of this specific market. This maximum salary
is represented by “ς” in this model. Parameter “sm” represents speed-to-market,
while “td” indicates time to delivery. Another important attribute of workers is the
fact that they are averse either to changing jobs, within companies, or to taking
jobs at new companies which might require them to move far away, even if this
move might enable them to find a job with more recognition of their value, relative
to robots. Therefore, the model includes a parameter π that reflects the maximum
mobility that workers are willing to accept. In truth and from another perspective,
this parameter reveals the capacity of workers to adapt to new circumstances, when
their work loses value vis-à-vis robots.

Parameter “c” represents workers’ participation in the market as consumers, due
to the income received. This parameter influences companies’ market value. We
must not forget the market is powered by workers’ salaries.

Taxes are equally important in establishing market value. If income taxes over
work are high, consumers’ purchasing power is considerably reduced. If taxes
are low, then consumption and consequently market value should rise. In modern
societies, agents have the accountability to pay taxes, like what happens today in
modern societies. The model provides for three levels of income taxes, low, average,
and high, based on the Portuguese Tax System.

The INOV-1 Model accounts for workers’ expectations of wealth, using, as did
[15], a parameter called maximum wealth expectancy, �. Workers may choose
to move abroad when salary levels do not meet workers’ expected consumption
patterns and tax obligations.

28.4.2 INOV-I Model Description

The model was designed and built to analyse the impact of innovation arising from
robotics and respective speed on market value. The model represents a simplification
of a market economy and consists of companies that invest in robots to improve
their levels of efficiency and to offer jobs. The number of workers depends on the
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innovative capacity of those companies that opted for this strategy. On the other
hand, we have workers demanding jobs and investors who invest in potentially
profitable companies from which they expect to receive dividends. Those agents
have the goal to maximise their wealth during their working or investing life. For
this reason, agents switch to companies offering better salaries, having higher value,
or distributing attractive dividends, in order to increase their wealth. Therefore, at
each turn, each agent consumes and saves part of his/her income, in order to improve
his/her wealth (ω).

Companies are represented by NetLogo patches. A dark patch symbolises a
company who opted to invest more in robotics and consequently does not need to
hire employees. On the contrary, a light yellow patch symbolises a company lacking
an innovative focus or without capacity to invest in robots. This company opts to use
more workers, because of the scarcity of resources. However, the same company is
normally less efficient than its competitors. It provides, however, greater potential
for workers to find employment.

28.5 Preliminary Results

The results in this work came from experiments using version 5.0.4 of the NetLogo
framework [12]. NetLogo is a programmable modelling environment that allows
us to simulate natural and social phenomena. It is particularly recommended for
modelling complexity and artificially reproduces these phenomena.

At this stage of research, the main goal is strictly committed with the scope of
this article. This section presents the results of the simulations and then analyses
their impact on different aspects of society. It next simulates the variation in speed
of innovation and its impact on market value. Speed is measured during periods of
innovation defined for this exercise to be 1 week, as time unit.

28.5.1 Initial Percentage of Innovative Companies

When we started to analyse the initial percentage of innovative companies that
participate in this artificial economy, we can see that, when the percentage is
small (about 5%), the proportion of innovative companies decreases and most
workers in the market are fundamentally from low-income class. The percentage
of market value increases from 0.214 in the first period of time to 0.455 in the latter
simulations. It can also be seen that workers are more dispersed throughout the
market (see Figs. 28.1, 28.2, 28.3, and 28.4).
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However, when the percentage of innovative companies is high, we can identify
greater numbers of medium-income workers and investors [34–345] in the market
after 1240 months of simulation. It is also visible that workers are more concentrated
in the market and that market value growth varies from 26.4% at the beginning of
simulation to 39.3%.

It is evident that the impact on market value growth is higher, when the
proportion of innovative companies is higher (25%). This suggests that the higher
the investment in robotics, the lower the value of the market. Turbulence in the
labour market is also obvious (see Figs. 28.1, 28.2, 28.3, and 28.4).

Fig. 28.1 Proportion of innovation – 5%

Fig. 28.2 Proportion of innovation – 25%
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Fig. 28.3 Market value growth for 5% (From 21.4% to 45.5%)

Fig. 28.4 Market value growth for 25% (From 26.4% to 39.3%)

28.5.2 Speed-to-Market Effect

As mentioned earlier, speed-to-market effect also influences the relation between
robotic innovation and market value (Figs. 28.5, 28.6, 28.7, and 28.8).

Results for development intervals of 10 years demonstrated that (1) the lower
the time-to-delivery innovation, the lower the number of jobs available and conse-
quently the lower the market value and (2) most workers are from low income which
reveals the value of the work under this scenario.

Another important output retrieved is the fact that market value grows more at
the beginning of the simulation (short run) than in the long run (see Figs. 28.3 and
28.4 or 28.7 and 28.8) (Figs. 28.9, 28.10, 28.11, and 28.12).

Finally and regarding speed-to-market, we verified that the faster the implemen-
tation of innovation, the fewer the number of jobs created. This fact is perfectly clear
in the simulations illustrated in Figs. 28.9 and 28.11. The artificial economy is seen
to be completely black after simulation, and the growth of market value decreased
over time. This result totally contradicts the previous ones. It is also important to call
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Fig. 28.5 Speed-to-market (Innovation developed interval 10 years; Time to delivery: 2 months;
Innovation proportion: 12%)

Fig. 28.6 Speed-to-market (Innovation developed interval 10 years; Time to delivery: 10 months;
Innovation proportion: 12%)

attention to the rise in the number of workers/investors of medium and high income.
These results prompt a hypothesis that the gains obtained from cost reductions and
distributed by dividends may compensate for the loss in market value growth. It is a
highly unique case.
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Fig. 28.7 Market value growth for TD 2 m (From 24.8% to 47.6%)

Fig. 28.8 Market value growth for TD 10 m (From 20.7% to 53.1%)

Fig. 28.9 Speed-to-market (Innovation developed interval 2 years; Time to delivery: 2 months;
Innovation proportion: 12%)
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Fig. 28.10 Speed-to-market (Innovation developed interval 2 years; Time to delivery: 10 months;
Innovation proportion: 12%)

Fig. 28.11 Market value growth for TD 2 m (From 22.1% to 34.3%)

Fig. 28.12 Market value growth for TD 10 m (From 25.5% to 49.7%)



28 Influences of Innovation in Market Value 303

28.5.3 Mobility Effect

The next step was to simulate variations in the agent mobility parameter which
indicates workers’ willingness to relocate in search of a job far away from where
they live. The obtained results revealed a positive correlation between workers’
propensity to relocate and medium-income levels of workers/investors. The growth
in market value is superior when mobility is high and inferior when the mobility
is small (residual). A point to call attention to is that when mobility is limited, the
number of companies investing in innovative robots is high (see Figs. 28.13, 28.14,
28.15, and 28.16).

Fig. 28.13 Mobility effect (Mobility parameter: 1 patch)

Fig. 28.14 Mobility effect (Mobility parameter: 15 patches)
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Fig. 28.15 Market value growth – 1 patch (From 27.6% to 40.7%)

Fig. 28.16 Market value growth – 15 patches (From 24.6% to 42.1%)

28.6 Conclusion and Future Work

In this work, under the multi-agent-based systems methodology, a model was
developed to study the indirect influence of innovation in robotics on the growth of
market value for companies. Results have revealed a couple of interesting findings:
(1) innovation through robotics negatively affects the market value of companies
and there is no balance between innovation and companies’ market value; (2) the
higher the proportion of innovative companies, the lower the market value; (3) the
relation between speed-to-market and market value is negative; and (4) the mobility
effect interferes on a smaller scale with market value. Future research should address
combined simulations of the various parameters, since the standard adopted was the
ceteris paribus.
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Chapter 29
Making Use of Fuzzy Cognitive Maps
in Agent-Based Modeling

Sara Mehryar, Nina Schwarz, Richard Sliuzas, and Martin van Maarseveen

Abstract One of the main challenges in Agent-Based Modeling (ABM) is to model
agents’ preferences and behavioral rules such that the knowledge and decision-
making processes of real-life stakeholders will be reflected. To tackle this challenge,
we demonstrate the potential use of a participatory method, Fuzzy Cognitive
Mapping (FCM), that aggregates agents’ qualitative knowledge (i.e., knowledge co-
production). In our proposed approach, the outcome of FCM would be a basis for
designing agents’ preferences and behavioral rules in ABM. We apply this method
to a social-ecological system of a farming community facing water scarcity.

Keywords Knowledge co-production · Participatory modeling · Fuzzy cognitive
mapping · Agent-based modeling

29.1 Introduction

Agent-Based Modeling (ABM) is a dynamic method for understanding and pre-
dicting the collective behavior of multi-agent systems, given the motives and
preferences of individuals [1]. In principle, ABM requires specifying agents’
available actions, behavioral rules, and decisions’ impacts in each specific situation.
To employ ABM in real-world applications, one main challenge is to formalize
these three aspects (i.e., actions, rules, and impacts) such that the qualitative and
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quantitative knowledge and decision-making processes of stakeholders will be
reflected. Many ABMs avoid addressing this challenge by relying on rational choice
theory to describe their agents’ behavior [2, 3]. However, stakeholders’ behavior is
usually not purely rational and often far more complex than assumed in such theories
[4]. In particular, this is a problematic assumption in cases where preferences and
decisions of agents highly depend on environmental dynamics, emerging social
norms, and information accessibility. An alternative approach in such cases would
be to inform ABM with participatory methods that collect qualitative data from
stakeholders.

In this paper, we employ a Fuzzy Cognitive Mapping (FCM) method [5] to
formulate and parametrize the qualitative knowledge gained by stakeholders (i.e.,
co-produced knowledge) and translate the FCMs to be used in ABM (Sect. 29.2).
This methodology is demonstrated with the case of a farming community facing
water scarcity.

29.2 Methodology

In general, FCM method enables collecting and representing stakeholders’ knowl-
edge about a particular problem [6]. More specifically, stakeholders’ perception
about influential variables and causal relations among these variables are rep-
resented in a directed graph structure. In this graph, variables appear as nodes
(concepts) and causal relations as weighted links (connections) [7]. Below, we
introduce a method that enables translating the knowledge represented in FCM for
ABM development.

29.2.1 Collecting Knowledge

FCM models are usually developed with a participatory approach. Stakeholders
who are familiar with the operation and behavior of the system or specific problem
of the system are asked to mention the most important concepts (environmental,
social, ecological, or economic variables), their causal relations, and weights of the
connections (i.e., how much a change of one concept causes a change in another
concept) [7]. To be able to use FCM results for ABM, stakeholders should also be
asked about their (1) responses (actions) to the system or that specific problem and
(2) causes and impacts of their actions from/on environment variables (conditions
and impacts).
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29.2.2 Representing Knowledge

The data gathered during the interviews can be categorized and represented in a
graph structure as follows (Fig. 29.1):

1. Action concepts: which are the concepts mentioned by stakeholders as their
responses to the system. For ABM use, they represent the set of possible actions
that can be taken by agents. Size of concepts in FCM can be shown by the
number of times they have been mentioned by stakeholders. Therefore, size of
actions in FCM can represent order (preferences) of agents required in ABM.

2. Impact concepts: which are output concepts of each action along with their
causal network, i.e., direct and indirect impacts of that action. Impact concepts
are usually dynamic variables (with changing states), e.g., agriculture produc-
tion, precipitation, or population change.

3. Condition concepts: which are input concepts of each action representing driv-
ing forces or causes of that action. Condition actions can be either dynamic—
e.g., access to groundwater—or fixed (true/false) variables, e.g., having docu-
ment or legal permission.

4. Driving connections: connections linking conditions and actions. These connec-
tions are not accompanied with causal weights, rather they represent implication
and are interpreted as may “lead to” [8].

5. Impact connections: connections linking actions-impacts and impacts-impacts.
These connections have causal weights, which reflect direct and indirect impact
of actions on dynamic variables.

Having such information, for each action a set of Conditions-Action-Impacts
(CAI) can be extracted from FCMs to be used in ABM development. In addition

Fig. 29.1 Translating FCM model into the CAI map. Red and black arrows show driver and impact
connections, respectively. A action, C condition, I impact



310 S. Mehryar et al.

to the sequence of actions and their conditions and impacts, ABM development
requires timing of certain actions (frequency of actions and one time actions vs
repeating actions), randomness (in behavioral rules of agents), and spatial dimension
(in case of varying spatial attributes). Since these aspects cannot be represented in a
FCM, they should be added via quantitative data, complementary literature review,
and local knowledge of experts collected during interviews.

29.3 Case Study and Preliminary Results

To illustrate the proposed methodology, we used the case study of a farming
community facing water scarcity in Rafsanjan, Iran. Farmers take different kinds
of adaptive actions (based on their social-spatial situation) to satisfy their water
demand for pistachio production. Farmers’ actions have different impacts (based
on location and size of farms) on environmental properties as well as on other
farmers decisions and actions. The main objective is to simulate the impact of
aggregated farmers’ adaptive actions on overall groundwater use in the region. For
this objective, we used the FCM data collected in our previous study [9].

Therefore, the individual FCMs were developed by interviewing 60 farmers from
different locations and social-economic situations. The farmers’ knowledge about
the main causes and impacts of water scarcity in their regions, their adaptive actions
toward water scarcity, and influence of those actions on other variables of the system
have been collected.

Although agents have the same preference, i.e., satisfying their water access,
their decision-making mechanisms to achieve this goal are significantly different
based on their economic situation. Therefore, the farmers’ FCMs were developed
within three groups of small, medium, and large farmers. The group-specific FCMs
represent the set of farmers’ actions to adapt with water scarcity in the order of
farmers’ preferences (node size in FCM). For example, large farmers’ set of actions
are buying small farms from medium and small holders, desalination, purchasing
water from medium and small holders, deepening wells, reducing farm’s area,
and relocating farms in order. While medium farmers do not afford first three
actions of large farmers, their set of actions include deepening wells, integrated
farming with other medium farmers, irrigation system change, and reducing farm’s
area (Fig. 29.2). Small farmers have few options in their set of actions, which
are basically irrigation system change or turning off their well pumps during the
night or over winter. In addition to the set of actions and order of actions, CAI
maps gave us the conditions for each action as well as the impact weights of each
action on environment variables. As Fig. 29.2 shows, each action has condition
concepts along with driver connections and a network of impact concepts along
with impact connections. Thereby, the set of CAI for all actions have been extracted
and combined with (1) time scale, (2) randomness, and (3) spatial diversity of
the system to be used in an ABM model development. For example, randomness
has been used for the actions with the same priority—e.g., integrated farming
and irrigation system change in medium farmers’ FCM—and time scale and
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Fig. 29.2 CAI map of medium farmers based on their FCM. Red and black arrows show driver
and impact connections, respectively. GW ground water

Table 29.1 CAI table of medium farmers

Conditions Actions Impacts

Pr
io

ri
ty

1

Well depth < allowed well
depth
Farm location is not in high
subsidence and poor GW
quality areas

Deepening wells Direct impacts: GW use
Indirect impacts: GW level,
land subsidence, and GW
quality

Pr
io

ri
ty

2

Medium land in neighbor
Neighbor medium-farmer is
willing to integrate his/her
farm
Action has not been exe-
cuted

Integrating farming Direct impacts: GW use and
quality
Indirect impacts: GW level
and land subsidence

Farmer has land document
Action has not been exe-
cuted

Irrigation system change Direct impacts: GW use and
quality
Indirect impacts: GW level
and land subsidence

Pr
io

ri
ty

3 Land size >= 70% initial
land size

Reducing farm area Direct impacts: GW use
Indirect impacts: GW level,
land subsidence, and GW
quality

spatial heterogeneity have been added to the conditions of actions to specify the
frequency of actions, e.g., integrating farm as a one-time actions vs deepening
wells that may happen several times before reaching the permitted wells depth,
and the place of actions, e.g., desalination only happens in areas with poor quality
of groundwater (Table 29.1). Preliminary results of this model show aggregation
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of groundwater use in different regions of this case study considering different
farmers’ actions, adaptations, and interactions with changing environment. Having
the current situation of groundwater use by farmers, impacts of different policy
alternatives can be simulated on changing overall groundwater use of region.1

29.4 Conclusion

We presented a method that enables translating qualitative co-produced knowledge
(from FCM outputs) as an input for ABM development. Our proposed method
includes aggregating individual interviews into group-specific FCMs and setting
up CAI diagrams that provides inputs for ABM development. We also illustrated
the applicability of this method using a case study in a farming community facing
water scarcity. However, this method does not provide all information required
in an ABM (e.g., temporal and spatial dynamics, stochasticity, . . . ). Therefore,
quantitative and objective data (e.g., from literatures, reports, surveys, historical
data) is complementary next to FCM to provide data for ABM.
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Observation, University of Twente, Netherlands, the Grantham Foundation for the Protection of
the Environment, and the ESRC via the Centre for Climate Change Economics and Policy, United
Kingdom (grant number: ES/R009708/1).
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Chapter 30
Policy Option Simulation in
Socio-ecological Systems

Sara Mehryar, Richard Sliuzas, Nina Schwarz, and Martin van Maarseveen

Abstract Social-ecological systems (SESs) i.e., systems linking human behavior
and environmental dynamics, are characterized as complex, dynamic, and hetero-
geneous systems. A comprehensive policy simulation in SESs has to consider all
these properties. In this paper, we present a conceptual analysis on key aspects
of policy simulation in SESs and introduce a combined use of fuzzy cognitive
mapping (FCM) and agent-based modeling (ABM) methods as an approach to cover
those aspects. We illustrate the applicability of this combined method for policy
simulation in the case of a farming community facing water scarcity.

Keywords Social-ecological systems · Policy making · Fuzzy cognitive
mapping · Agent-based modeling

30.1 Introduction

In a broad perspective, social-ecological systems (SESs) are characterized as
complex adaptive systems [1] in which wicked problems [2] may arise. While com-
plexity refers to being nonlinear, causally interactive, heterogeneous, and temporally
dynamic [3], wickedness refers to data-scarce/data-uncertain, multivariable, and
multi-stakeholder issues [4, 5]. Accordingly, policy making in SES has to consider
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all these features for a holistic policy option analysis prior to their implementation
in the real world [3].

Therefore, based on our experience in SESs and following complex systems’
and wicked problems’ literature [1–3, 6], we categorized three main aspects that
are essential to be considered in an effective policy analysis in SESs: (1) including
consensus knowledge of stakeholders and their acceptance in policy simulation
(2) considering individual and spatial heterogeneity of SESs, and (3) taking into
account the time scale, causal relationships, and feedback loops of social-ecological
interactions.

In this paper, we first present these three main aspects. Second, we introduce
a combined use of fuzzy cognitive map (FCM) and agent-based modeling (ABM)
as an approach of policy option simulation that covers all these aspects.1 Finally,
relying on the results of a 4-year project, we present findings of policy option
analysis in a SES with combination of these two methods.

30.2 Conceptual Analysis

30.2.1 Consensus Knowledge

In general, using consensus knowledge of stakeholders in policy simulation—
known as knowledge co-production—is a collaborative process that integrates (1)
different stakeholders’ knowledge and perceptions of their environmental issues and
(2) possible stakeholders’ response (e.g., acceptance and rejection) to that policy
[5, 9]. This is particularly useful in policy simulation for SESs’ wicked problems,
i.e., ill-formulated problems because of their multivariables/multi-stakeholders
environment and lack of available data for the whole system [4, 5]. Moreover,
knowledge co-production helps to cover divergent knowledge of stakeholders with
strong conflicting interests, i.e., another feature of SESs’ wicked problems [5, 9].

Hence, using knowledge co-production in policy simulation may result in
improving policy effectiveness by considering important features of complex and
wicked SES problems, i.e., lack of data, multivariable environment, and multi-
stakeholders with conflicting interests.

1See [7, 8] for a detailed discussion on technical aspects of our proposed approach. A comprehen-
sive framework that integrates the conceptual and methodological aspects will be presented in the
long version.
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30.2.2 Individual and Spatial Heterogeneity

Individual heterogeneity refers to various types of involved stakeholders in SESs
and highlights their different preferences, available actions, and long-term goals
[10]. Moreover, spatial heterogeneity refers to the various environmental properties
in different locations [1]. In policy making for SESs, it is important to not
only aggregate knowledge of heterogeneous stakeholders but also represent their
heterogeneity in policy impact analysis. Since, impacts of different policies may
vary in different locations and on different individuals. For example, in a water
scarce situation, different groups of farmers may have different adaptive actions
based on their locations and social-economic situation, i.e., from buying water and
irrigation system change (expensive options) to shrinking farm area (affordable
option) or well deepening where aquifer situation allows (location-specific option).
Considering social-spatial varieties in such cases results in a policy toolbox that
corresponds to the individual and spatial heterogeneity of SESs.

30.2.3 Time-Scale, Causal Relationship, and Feedback Loop

Next to the heterogeneity, these are the main features of complex systems—
including SESs:

– In a SES, there are different time scales in variables’ changes and agents’
actions. For example, slowly changing variables (e.g., population change) vs fast-
changing variables (e.g., government policies) or high-frequency actions (e.g.,
farm irrigation) and low-frequency actions (e.g., buying lands).

– Causal relationships in human-environment interactions represent how a network
of social and ecological factors influences humans’ decisions and actions and
vice versa. For instance, if farmers start to adapt a new irrigation technology,
how much this adaptive action impacts on their groundwater use at first place and
thereby, on overall groundwater level and production of region, and eventually on
vulnerability and emigration of farmers. Capturing causality of SES variables is
not possible via empirical correlations or a snapshot of causal relationships at one
moment in time [12].

– Feedback loops in SESs are fundamental to understand both direct interaction of
agents, i.e., how individual-level behavior and actions influence other individuals’
actions, and indirect interaction of agents, i.e., how the outcome of performed
behavior or actions impacts other factors of SESs which indirectly reinforce the
same or other individual actions.

Considering these three properties in a policy simulation results in capturing the
dynamicity of complex SESs.
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30.3 Policy Simulation Models and Results

In this section, we illustrate how the consensus knowledge of stakeholders can be
captured using a participatory method, i.e., fuzzy cognitive map (FCM). Then we
show how social-spatial heterogeneity can be addressed using a dynamic modeling
method, i.e., agent-based modeling (ABM). Finally, we present how a combined use
of FCM and ABM methods can capture all important aspects of policy simulation
in SESs. To illustrate the applicability of these methods, we rely on the results of a
4-year project that studies a farming community facing water scarcity in Iran [11].

30.3.1 Fuzzy Cognitive Mapping and Aggregated Knowledge

FCM uncovers the causal relationships between social and ecological factors by
representing the SES with nodes (concepts), weighted links (connections), and
many feedback loops. Methodologically, it collects the rich qualitative knowledge
of stakeholders, aggregates them, and represents a semiquantitative outcome.
This makes FCM an appropriate methodology for knowledge co-production. We
developed 2 FCM models of 40 policy makers and 60 farmers in a farming
community, to capture their knowledge of causes and impacts of water scarcity
as well as farmers’ adaptive actions toward water scarcity [4]. Then, the impacts
of different policy options (e.g., economic diversification, technology adaptation,
and monitoring policies) on the SES were simulated. Results of FCM model and
simulation in this case study showed that among four policy options suggested by
the government in Rafsanjan, farmers strongly believe in the impact of economic
diversification on reducing water shortage, whereas the policy makers focus on the
role of government control and monitoring policies to deal with water scarcity [4].
This methodology was useful for knowledge co-production in data-scarce situations
as well as comparing the acceptability of different policy options. However, it does
not represent the individual heterogeneity nor the spatiotemporal dynamics of the
SES.

30.3.2 Agent-Based Modeling and Interactive Agents

Farmers’ decisions and adaptive actions toward water scarcity in Rafsanjan can be
very different based on their location and economic situation (heterogeneity). For
example, large farmers tend to expand their lands and production by buying small
farmers’ lands and water. On the other hand, medium farmers look for collaborative
farming and irrigation mechanisms with other medium farmers to increase efficiency
of their groundwater use. Finally, small farmers prefer to sell off or shrink (dry
off) their lands to adapt with water shortage. In this case, ABM [1, 13, 14] has
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been used to model farmers’ collective behavior and simulate its impact on overall
groundwater use. However, ABMs often have the problem of identification and
justification of agents’ behavioral rules as well as the causal relationships and
nonlinear feed backs in human-environment interactions [3, 12]. Hence, we used
the FCM’s output knowledge for ABM model justifications and to provide causal
relationships and feedback loops of SES for ABM development.

30.3.3 Combined FCM and ABM Methods and Results

While FCM covered consensus knowledge and ABM enabled modeling our het-
erogeneous farming community, only a combination could cover the last aspect,
i.e., time scale, causal relationship, and feedback loop. Time scale in agents’
actions and environment variables could be represented by ABM, whereas causal
relationships and feedback loops in social-ecological interactions were shown
by FCM. Moreover, with this combined method, we could simulate impact of
policies considering preferences, interactions, and dynamic response of farmers
over time which resulted in different outcomes comparing with those of FCM
simulation. For example, real impact of the irrigation system change policy, i.e.,
subsidizing new irrigation system for farmers, depends on priority of this action for
farmers comparing to their other possible adaptive actions. Results of policy option
simulations with a combined FCM-ABM modeling methodology showed that (1)
policy options (i.e., government control and monitoring, adapting new technologies,
and participatory water management) have different long-term impacts in different
locations of our case study and, (2) overall, policy of facilitating people participation
in management and control of their groundwater use has the highest impact in
reducing groundwater use. Surprisingly, adapting new irrigation technologies does
not have any significant impact on reducing overall groundwater use in the region.

30.4 Conclusions

Policy option simulation in SES has to consider various features of complex
adaptive systems and wicked problems. It is essential for an effective policy analysis
in a SES to (1) include consensus knowledge of stakeholders and their acceptance
in policy simulation, (2) consider individual and spatial heterogeneity of SESs, and
(3) take into account the time scale, causal relationships, and feedback loops of
social-ecological interactions. FCM can cover the first aspect, ABM the second, and
only combination of these two can provide all three aspects. However, some social-
political aspects, e.g., cultural differences and power relations, can be investigated
in future studies.
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Chapter 31
An Integrated Model to Assess
the Impacts of Dams in Transboundary
River Basins

Kavin Narasimhan, Nigel Gilbert, and Corinna Elsenbroich

Abstract This extended abstract presents an integrated agent-based and hydrolog-
ical model to explore the impacts of dams in transboundary river basins where
riparian nations have competing water uses. The purpose of the model is to explore
the effects of interactions between stakeholders from multiple levels and sectors
on the management of dams and its subsequent effects on the water-energy-food-
environment (WEFE) nexus in river basins.

Keywords Dams · Coupled human-natural systems · Transboundary water
management · Agent-based modelling · Hydrological modelling

31.1 Introduction

Dams are a critical component of water resources management in river basins.
There are over 800,000 dams across the world, and 3700 dams are currently being
planned in developing nations [1, 2]. These engineered systems often serve multiple
purposes such as energy production, irrigation, water supply for industrial and
domestic uses, downstream navigation, recreation, etc. In doing so, dams embed
infrastructure into the water, energy, food, and environment nexus. On the other
hand, by storing, diverting, and controlling the flow of water, which in turn affects
sediment and nutrient transport in rivers and alters water temperature and chemistry,
dams pose limitations that could negatively impact natural ecosystems, biodiversity,
and the people whose livelihood depend on them [3]. Growing concerns about
climate change and natural resources depletion have motivated decision-makers and
authorities to prioritize the environmental and social impacts of dams.

The beneficial and negative impacts of a dam are governed by the interactions
between dam structure (engineering dimension), its operation and management
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driven by multisectoral socioeconomic needs and geopolitical factors (human
dimension), and the hydrology (interaction of water with the physical and biological
environment through processes such as precipitation, evaporation, infiltration, etc.)
of watercourses (natural dimension). The impacts of dams vary across sites based
on the nature and characteristics of the engineered, human, and natural systems
unique to each site [3]. Understanding these relationships, which impose profound,
complex, and multiple societal and ecosystems impacts, is essential for stakeholders
and decision-makers to plan the management of water resources in an integrated and
sustainable way. Computational modelling offers one way to plan the management
of environmental resources, especially in the context of being useful for informing
policy making [4].

31.2 Modelling Water Resources Management: A Short
Review

The common approach of modelling water resources as scarce goods and ascrib-
ing economic value to them has been widely used to inform and assess water
management policies, e.g., hydro-economic modelling [5]. Although monetizing
in this way is often useful to convert a multi-objective management problem into
a single-objective problem (e.g., profit maximization), it does not allow assessing
the qualitative or hard-to-quantify aspects of water demands, management methods,
and institutions, e.g., issues related to environmental and ecological values and
benefits, social equity, and the interdependencies between ecological, hydrological,
and social systems [3, 5, 6]. A purely economic assessment also does not consider
the inherent complexity of integrated human-environment systems such as dams.

On the other hand, agent-based modelling (ABM) is a method useful for
representing and simulating the inherent complexity of coupled socio-ecological
systems, which have interdependent natural and social components. It does so by
defining and implementing complexity mechanisms such as nonlinearity, feedback,
uncertainty, causality, and heterogeneity [4, 7]. These capabilities have contributed
to the continued popularity of ABM as a viable approach to investigate the effect
of decisions and strategies for managing coupled socio-ecological systems (also
referred to as coupled human-natural systems or coupled human-environment
systems) or more specifically socio-hydrological systems (coupled human-water
systems) [7–9].

There are two main ways in which ABM has been used in the context of
modelling human-water interactions. Firstly, agent-based models are intended as
a form of science-policy/modeller-expert interface tools that modellers (e.g., aca-
demics), decision-makers (e.g., policy makers), stakeholders (e.g., actors in the river
basin), system experts, and domain experts can develop and validate collaboratively,
making sure everyone develops a shared understanding of the system and the
issues being examined [10, 11]. Secondly, in an integrated model that includes
other modules (e.g., hydrological, economic, engineering, etc.) and techniques
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(e.g., optimization, Bayesian belief networks, etc.), agent-based models are used
to (1) model bottom-up decision-making, learning, and adaptation of actors, (2)
consider nonlinear relationships between system components, (3) model spatially
explicit representations of systems and their evolution over time, (4) represent
self-organization of systems, and (5) model emergence of macro-level phenomena
from micro-level behavior. It is also possible to combine the two applications,
whereby an agent-based model is developed in a participatory context involving the
relevant stakeholders, and is integrated with other social science (e.g., economic)
and/or physical science (e.g., hydrological) modules to emulate specific real-world
applications [6, 12]. ABM has also been used to generate scientific evidence that
can be validated by stakeholders and experts using participatory processes [13].

In the following section, we present an integrated model to explore the effects of
stakeholder interactions on the management of dams and its subsequent effects on
the water-energy-food-environment (WEFE) nexus in the Volta River Basin (VRB)
in West Africa. The novel aspect is the focus on the human dimension, which
complicates the management of dams owing to the many layers of social, political,
and economic institutions involved in river basin management and manifold end
users even at the sub-basin level, e.g., small-scale farmers, large-scale farmers,
hydro-electric power companies, industrial users, tourism and recreation users,
and municipal water users [14–16]. As conflicts in river basins mostly arise at
regional or local levels, which could then escalate into national conflicts, it is
important to involve stakeholders from multiple levels and sectors when formulating
water management decisions [17]. Decision-making should result from the lateral
interactions between riparian nations and the vertical interactions starting from
grassroots stakeholders (e.g., farmers, herders, village chief, etc.) through to national
agencies (e.g., water resource commissions) and international agencies (e.g., river
basin authorities) [18]. Another novel aspect of the model is the implementation
described in the following section.

31.3 An Integrated Model to Explore the Impacts of Dams

The resources of the VRB, which has a transboundary watershed of approximately
400,000 km2, are shared by six riparian countries: Côte d’Ivoire, Ghana, Togo,
Benin, Burkina Faso, and Mali. A major part of the watershed lies in the coastal
Ghana and land-locked Burkina Faso (around 42% each), while a minor part lies in
the remaining four countries [19]. The differing economic priorities of the riparian
countries in the VRB have an important role in the water management of the
basin, e.g., Burkina Faso relies heavily on irrigation for farming, whereas Ghana’s
increasing electricity demand has made hydropower generation a priority. At the
basin level, domestic water supply and irrigation for farming are key priorities for
water [20]. The Volta Basin Authority (VBA) water charter was signed by the VRB
riparian nations in 2006 as a means to support collaborative water management,
enable coordination to resolve transboundary water conflicts and tensions, influence
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joint development, and achieve policy harmonization. However, the VBA is yet to
become fully functional in terms of achieving its mandates and objectives [18, 21].

The differing economic priorities of the riparian nations and the lack of adequate
governance mechanisms are both critical issues affecting transboundary water man-
agement in the VRB. Therefore, we conceptualize an integrated model to explore
the possibilities of coordination among stakeholders in making water management
decisions by considering their competing sectoral priorities and preferences. We
consider the following sectoral priorities relevant in the context of the VRB:
irrigation, hydropower generation, domestic water supply, and ecosystem health.
In terms of preferences, we consider stakeholders’ willingness to cooperate with the
requests of other stakeholders in the system and contribute to capacity building in
the basin, which are both important to avoid water conflicts [22]. The element of
capacity building we consider is knowledge exchange between stakeholders which
has been shown to improve the confidence of stakeholders, overcome mistrust, and
enable cooperative action [17].

The integrated model illustrated in Fig. 31.1 has a hydrological model and an
agent-based model. The former simulates the impact of stakeholders’ dam operation
decisions on the quality and quantity of water in the river basin. The latter consists
of two layers: a network layer and a decision layer. The network layer defines
the relationship between a diverse set of local, regional, national, and international
stakeholder agents. The decision layer simulates the decision-making of individual
stakeholders using a rule-based system. Below is a high-level description of each of
these components.

The agent-based modelling component controls stakeholders’ decisions associ-
ated with dam operations on a monthly time step which is a reasonable timescale
for water management decisions [13]. First, a prespecified network configuration is

Fig. 31.1 An integrated model to assess the impact of the management of dams in the VRB
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used to model the interactions between a diverse group of stakeholders with regard
to willingness to cooperate on dam operations and knowledge exchange on water
management issues. The VRB is divided into geographically and politically similar
sub-regions, each of which is influenced or governed by a local stakeholder agent.
Local stakeholders who have common water use needs are grouped under a regional
stakeholder agent. The main water allocation and management bodies in each of the
six riparian nations are the national stakeholders. The VBA and other relevant actors
(e.g., financial institutions and NGOs) are the international stakeholders [18, 21].

Based on the interactions with other connected stakeholders in the system, each
stakeholder agent makes a dam operation decision (or a decision that influences a
dam operation decision of a higher-level stakeholder in its network). Decisions are
derived using a rule-based system, developed by organizing real-world stakeholder
inputs within the modelling framework, which in turn improves the effectiveness
of the participatory approach used to develop and refine the model. A rule-based
system includes (1) a working memory initialized with a set of facts relevant
to the beginning state of each agent, (2) a rule set describing the actions to be
performed under different conditions, (3) a matching scheme to decide which
rules are applicable, and (4) a conflict resolution scheme to choose the most
applicable condition-action rule among alternatives. The rule-based system enables
each stakeholder agent to make appropriate dam operation decisions for different
sectoral priorities (irrigation, hydropower generation, domestic water supply, and
ecosystem health) based on individual targets (set based on historical data) and
interactions with other stakeholders in the system.

The dam operation decisions of stakeholders are subsequently fed into a hydro-
logical model developed using the Soil and Water Assessment Tool (SWAT1), free
software used to explore and quantify the effects of human intervention (in our case,
dam operation decisions) on the quality and quantity of water resources in a river
basin. The outputs of the hydrological model (discharge, nutrient data, sediment
data, crop yields at the sub-basin level, etc.) are fed into the agent-based model,
which in turn affects the priorities and thereby the dam operation decisions of
stakeholders at the next time step. In the last time step of a model run, a summary
is generated describing the performance of the different sectoral priorities and
instances of successful cooperation and knowledge exchange among stakeholders
at different levels of governance. The model can be applied to different scenarios
of stakeholder interaction (with regard to cooperation and knowledge exchange)
and decision-making (with regard to dam operations based on individual water use
needs and interactions with connected stakeholders) to assess the impact of dam
operations on the WEFE nexus in VRB.

The inputs required for the integrated model are as follows. (1) The configuration
of the VRB stakeholder network and data about the nature of the interactions
between stakeholders are obtained from existing literature in the first instance. (2)
The rule sets and priorities for the rule-based system specified are based on available

1https://swat.tamu.edu/

https://swat.tamu.edu/
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data (e.g., the Transboundary Waters Assessment Programme database,2 the Global
Reservoir and Dam database,3 the AQUASTAT database4) and stakeholder inputs.
(3) The SWAT hydrological model requires input data on weather, soil properties,
topography, vegetation, etc., most of which are commonly available as open source
datasets (e.g., the WaterBase dataset5).

31.4 Discussion

This paper presented an integrated model to be useful for exploring the impacts of
multi-level stakeholder interactions and decision-making related to dam operations
on the WEFE nexus in the Volta River Basin. We will implement the integrated
model by linking a hydrological model developed using SWAT and an agent-
based model developed using NetLogo.6 We will use the JESS rule engine7 to
implement the rule-based system governing the decisions of stakeholders. Although
the proposed implementation is specific to the VRB, the integrated model can be
easily adapted to other river basins.
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Chapter 32
Norms in Social Simulation: Balancing
Between Realism and Scalability

Cezara Pastrav and Frank Dignum

Abstract Agent-based modelling (ABM) has been used to study the dynamics of
complex systems, including human societies. However, the design of such models
often fails to capture one of the key features of human behavior: norms. While
norms and normative behavior are extensively studied in artificial intelligence (AI),
especially in the context of multi-agent systems (MAS), their approaches are often
very complex and formalized, going against the prevailing discourse of ABM, which
advocates keeping the models as simple as possible and pruning any unnecessary
complexity. Nevertheless, norms are relevant and integral to many social contexts,
and capturing their effect and dynamics often requires agents that, while not as
complex as those developed for AI, are capable of sophisticated cognition. We
present a normative architecture that attempts to capture the ways norms affect
cognition and behavior, while at the same time being lightweight enough to be
suitable for ABM use in simulations.

Keywords ABM · Norms · Normative architecture · Policy · Social simulation

32.1 Introduction

In 1990, Norway changed its fishing policy to limit fishery expansion and relieve the
pressure on recently collapsed cod stocks by introducing a quota system. While this
new policy had the desired effect overall, it actually had some paradoxical effects
on the small-scale fisheries, which ended up expanding their fishing effort, not only
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in size catches but also in time spent at sea. Where before fishers were content to
fish during the autumn or the spring season, or both, now they fish year-round with
unknown long-term effects on the stock. The previous fishing policy amounted to
open access fishing in the case of small-scale fisheries, and fishers limited their
activity based on social and economic constraints, with young fishers with larger
debts fishing the most and then decreasing their activity over time as they paid back
their debts, preferring to spend their time with their family or engaged in other
activities. This is at odds with the assumption that the larger and more technically
capable the boat, the larger the catch. It is also at odds with the economically
rational assumption that fishers would try to maximize their profits. When the new
quota policy was introduced, based on these erroneous assumptions about fishers’
behavior, small-scale fishers became incentivized to fish more in order to meet their
allotted quota or lose access to the fishery. For details on this particular case of
fishing policy backfiring in unexpected ways, see [1].

This is just one of many instances where the models used to inform policy
making ignore or misrepresent the behavior of the people being managed. In the case
of fisheries, the focus is on mathematical stock assessment models and economic
models simplified to be mathematically tractable. It is not surprising they leave
out the particular complexities present in the behavior of distinct groups such
as small-scale fishers. However, fisheries are complex systems with ecological,
economic, and social components, and ignoring or oversimplifying any one of these
elements is bound to lead to unexpected and, likely, undesirable results. It is in
these situations that agent-based modeling (ABM), with its ability to handle so
much more complexity of behavior and interaction than mathematical models, is
suggested as a better alternative for studying complex systems. But would ABM
have done much better had it been applied to the aforementioned example, where
“to do better” means “to lead to better understanding of the fishers’ behavior and
motivations, and how policy might interfere with the already established patterns”?

Human behavior is motivated largely by social values and norms. Fishing
behavior in the open access version of the Norwegian small-scale fisheries was
regulated by social values and norms which dictated fishing effort should be
measured based on need (debt to be repaid) and not on ability (technical capacity,
experience). Spending time on shore with friends and family was more important
than fishing as much as possible. Investing in better boats and equipment, too,
meant better working conditions rather than the ability to catch more fish. ABM
is known for preferring the simplest possible agents that appear to fit the model.
While keeping the model as simple as possible works well enough in many cases,
it has been criticized as under-exploitation of the possibilities afforded by the ABM
approach, especially the generative aspect of it [2], and calls have been made for
abandoning simplicity for more descriptive models which would allow the use of
richer empirical data, including qualitative data [3]. In this case, using the simplest
agents, built on the simplest assumptions, would likely result in rationally bounded
utility-maximizing agents or simple ad hoc heuristics-driven agents. These agents
are driven by rules directly, rather than some higher order internal motivation. The
behavior we want to observe is built directly into them from the beginning.
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To go beyond the limitations of such simple agents, models must employ more
complex cognitive agents that are able to reason about their values, norms, and
goals and modify their behavior accordingly. Unsurprisingly, such an approach
involves far more time and effort, and therefore normative agent architectures are
far more prevalent in fields such as multi-agent systems (MAS), where the focus is
on agent cognition, than in ABM, where the focus is on the emergent behavior of
the system. Nevertheless, agents capable of normative deliberation are still desirable
for at least some classes of ABMs. One of them, the interaction between norms and
policy, illustrated by the Norwegian small-scale fisheries example, is of particular
interest. Designing policy that modulates human behavior in some desired way in
a population is often complicated by the fact that usually the population is already
governed by a system of norms. If the new policy being implemented clashes with
well-established norms, people may choose to ignore, skirt, exploit, and generally
find surprising and creative ways to not comply. When they do comply, the side
effects may still be surprising and undesirable and, what’s more, can vary wildly
from one population to another, as is too often the case in fisheries policy.

In order to be able to implement models with agents capable of normative
deliberation and behavior that are scalable to meaningful agent population sizes
for simulation, we develop a lightweight architecture that captures the essential
aspects of normative behavior and deliberation, while allowing future modelers to
add or subtract functionality as needed for their own applications. We are aware that
there is little agreement on what constitutes a norm, let alone what is essential to
normative cognition, and we explain and argue for each element while highlighting
the fact that our approach is by no means meant to be definitive. Because of page
limitations, we only describe the individual agent cognition in this chapter, leaving
the social aspects of the architecture for a future paper.

The chapter is structured as follows: Sect. 32.2 provides more information on
normative agents and norms in ABM and MAS. Section 32.3 provides a description
of the architecture elements and the justifications for the choice to include them
over other candidates. Section 32.4 presents an example of an agent built with
this architecture and its capabilities. Section 32.5 presents a discussion of further
requirements for the architecture to become truly social. Section 32.6 is the
conclusion.

32.2 Literature

In MAS, the focus is on agent cognition. Normative MAS agents are designed to
operate in open systems of heterogeneous agents, and norms are seen as a method
of helping the agents behave in ways that are individually and collectively beneficial
in the absence of a central regulatory authority, much in the way norms help regulate
human behavior. For a good description of what is expected from a normative
agent in MAS, see [4]. A lot of effort is invested in formalizing all aspects of the
architecture, but for a conceptual approach, which also describes and explains the
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role of many social motivators of behavior in the agent’s cognition, see [5]. For
a good example of a normative framework for use in MAS, see [6]. Finally, for a
comparative review of MAS architectures, see [7].

As for ABM, a few illustrative examples of models that include norms include
[8], which studies the emergence of norms using a game theoretical approach, and
[9], which studies norm diffusion through memetic contagion. The model in [10]
focuses on norm adoption based on the cognitive effort it takes to keep conforming
to the current norm vs. adopting a new norm, while [11] looks at the role of norms
in controlling aggressive behavior in groups. With such a diversity of approaches,
it’s difficult to produce a classification of approaches to modeling norms in ABM,
except maybe in the broadest terms. For such a comparison of normative behavior,
in terms of obedience, conformity, and compliance, see [12].

32.3 Architecture

MAS agents are endowed with complex cognitive abilities based on solid theory and
thus safe from the ad hoc criticism ABM agents tend to attract. This does not mean
they are suitable for ABM. In fact, it is their complexity and theoretical formalism
that makes them unattractive for social simulation. First of all, the complexity
of MAS normative architectures requires significant computational resources to
operate, making them impossible to scale simulations to sizes demanded by ABM.
Second, the ad hoc quality of ABM agents has persisted for so long for a reason:
the systems being modeled are far too complex to ever be properly formalized,
as opposed to the virtual environments in which MAS agents operate, which can
be designed and formalized to a much higher extent. ABM modelers are forced
to choose which of the characteristics of that system are the most relevant for
their research questions and thus for the model and agents they’re building. Some
components present in MAS architectures may be irrelevant to the model, and
including them can generate unwanted complexity which would make the results
harder to interpret [13], not to mention the time and effort wasted parameterizing
and calibrating said components.

A normative architecture suitable for ABM should, therefore, be light enough to
be scalable and formalized enough to include the essential components and struc-
tures of normative behavior, while allowing the modeler to modify them or add new
ones as needed. At the very least, such an architecture needs to separate motivation
from behavior and include the possibility to deliberate about motivations and relate
them to desired behavior. The go-to architecture for separating motivation from
behavior is the BDI architectures, and normative extensions of BDI architectures
(aimed at MAS) exist in literature [14, 15]. We extend the BDI template to include
norms and normative deliberation, while remaining relevant to ABM.
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32.3.1 Drivers of Behavior

The behavior of an agent can be said to come down to choosing what to achieve
and how or choosing goals and the plans to achieve them. The choice of goals can
be influenced both internally, through values, motives, and norms, and externally,
through limitations imposed by the environment or externally imposed rules, such
as policy rules. Internally, values and motives are usually used for selecting goals,
while norms can both influence goal selection and act as goals themselves. Values
and norms can also influence the type of behavior the agents selects if some (or all)
actions are directly related to values, either by promoting or opposing values or by
fulfilling or violating norms.

Since we can set goal priorities directly, without resorting to values or motives,
and norms themselves can serve to prioritize goals, we only include goals and
norms as minimal requirements for internally driving the behavior of agents in
this version of the architecture. Values play an important role in deciding conflicts
between norms or whether a norm is internalized or not, but these dynamics are not
included for now. We leave it to the modeler to decide whether to add another level
of motivation when designing their model.

32.3.1.1 Goals

Goals are simply states the agent wants to bring about. Some states are preferred
over others, whether by definition or through norm influence, so there exists a
preference ordering over all goals. As such, a goal is represented by one or more
features of the environment and/or the internal state of the agent together with their
desired values, called the condition set of the goal.

In our fishery example, fishers have goals about paying their debt and covering
household costs, how much time to spend on shore versus fishing, and how much
comfort to work in. A subset of fishers is also driven by the profit motive, as shown
by the percentage of fishers who fish considerably more than others.

32.3.1.2 Norms

We take norms to be constraints on behavior that are socially agreed upon, rather
than imposed by a central authority. Norms affect behavior by requiring certain
conditions be met in order for a particular behavior to be acceptable, by dictating
the effects a behavior should have or by requiring a specific behavior be performed.
As such, norms can act both as conditions and goals and can introduce their own
specific actions. Norms are also context specific, becoming active in certain contexts
and remaining inactive otherwise.
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We define a norm N as a structure [Ca, Ce, G, A, P, C], where:

• Ca is a set of pairs (a, c), where a is an action and c is a set of preconditions that
must be fulfilled in order to execute action a without breaking the norm.

• Ce is a set of pairs (a, e), where a is an action and e is a set of postconditions (or
effects) for a.

• G is a set of goals.
• A is a set of actions.
• P is a set of punishments for not complying with the norm.
• C is the context of the norm, defined as a set of conditions that must be true in

order for the norm to apply.

The conditions follow the same structure as goal conditions. If a normative
condition overlaps an existing action condition, it replaces it. Otherwise, it is added
as a separate condition to the action. The goals in G replace or modify existing goals
if their condition sets overlap or are added to the goal pool as new goals. At least
one of Ca, Ce, G, A, C must be nonempty in order for the norm to exist. If C is
absent, the norm is considered to be always active.

The norm regulating fishing behavior in the example fisheries dictates fishers
should fish enough to cover their needs and no more and that their fishing effort
should be proportional to the amount of debt they have. It only applies to small-
scale fishers; hence, the context of the norm includes all fishers who own boats that
fall under the category of “small boat.”

32.3.1.3 Policy

The structure of policies is similar to that of norms. Policy can condition actions, or
the effects of actions, and can impose their own actions and goals. At least one of
Ca, Ce, G, A, C must non-empty in order for the policy to exist. If the context C is
absent, the policy is considered to apply to everyone at all times. However, policies
and norms are deliberated about differently. For details, see Sects. 3.3 and 4.5.

The policy being introduced in the second part of the example, conditions access
to the fishery by requiring fishers to own quota. It also limits the amount of fishing to
the amount of quota owned by the fisher, who is obliged to fish all of it, or gradually
lose it and, with it, his access to the fishery.

32.3.1.4 Roles

Roles are used to determine agent type and group membership with regard to the
norms and policy that apply to them, as well as which actions the agents are able to
perform. As such, a role R is a structure [A, N, P], where A is the set of actions, N
is the set of norms, and P is the set of policy rules that apply to the role. Agents can
have more than one role and can change roles over time.

http://dx.doi.org/10.1007/978-3-030-34127-5_3
http://dx.doi.org/10.1007/978-3-030-34127-5_4\#Sec5
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32.3.2 Actions

Actions transform environment states/internal state of the agent into other environ-
ment states/internal states. They have a set of preconditions and a set of effects,
defined, similar to goals, by sets of conditions. There are three types of preconditions
and effect sets: physical, normative, and policy. We define an action as a structure
[f, Cph, Cn, Cp, Eph, En, Ep] where:

• Cph, Cn, Cp are the sets of physical, normative, and policy preconditions,
respectively.

• Eph, En, Ep are the sets of physical, normative, and policy effects, respectively.
• f: S → S, S = {s | s is an environment/internal state} is the function that

transforms one state into another state.

The normative precondition and effects are added to an action once the corre-
sponding norm has been adopted and are activated depending on context. The policy
preconditions and effects are added once a policy comes in effect.

In our example, both normative and policy condition sets cannot be active at the
same time. See Sect. 32.5 for details.

32.3.3 Deliberation

The deliberation process is split between the different manager components of the
architecture (see Fig. 32.1). The managers are called in the order below:

The norm manager keeps track of which norms are active, decides whether the
agent complies with a norm, and when a norm is internalized. An agent will comply
with a norm if it doesn’t conflict with its goals. In case of conflict, the norm manager
weighs the cost of punishment for noncompliance versus the cost of compliance in
order to decide whether to follow the norm or not. An agent always complies with
an internalized norm.

The algorithm for deliberating about norms is as follows:

foreach(norm in Norms)
if(norm.isActive)

if(norm.isInternalized)comply with norm
else foreach(goal in Goals)

checkCompatibility(norm, goal)
if (norm is compatible with all goals)

comply with norm
else

costOfCompliance = calculateCostOfCompliance
costOfNonCompliance = calculateCostOfNonCompliance
if(costOfCompliance >=costOfNonCompliance)

comply with norm

Norms can conflict with a goal in three ways: the norm may define an alternative
to the goal that is incompatible with the preferred version of the goal, the norm may
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Fig. 32.1 Conceptual diagram of the architecture showing the more relevant modules and
connections between them. The context manager updates the agent’s beliefs and motivations, both
external (environment states, policies) and internal (norms, goals). The execution manager executes
the plans and actions. In between, site the four main deliberating modules (the norm, policy, goal,
and plan managers)

impose conditions on actions that render plans unfeasible and the goal unreachable,
and the norm may impose conditions on actions that alter plans in such a way that
the goal is no longer met. For a goal to conflict with a normative goal, there must be
partial or total overlap between the condition set of the goal and the condition set of
the normative goal. When checking for goal compatibility, the manager checks for
all three types of conflicts.

Punishments can conflict with goals in the same three ways; thus, when
calculating the costs of compliance and noncompliance, the manager checks for
all three types of conflicts. As a rule, goals becoming unachievable because plans
have become unfeasible carry the highest cost of all three possible outcomes.

The policy manager keeps track of which policy is active and applicable to the
agent and decides whether the agent complies with the policy by weighing the cost
of punishment for noncompliance against the cost of compliance and probability
of getting caught. Unlike norms, policies are not internalized, which means the
temptation to not comply is always present. Its algorithm is very similar to the one
of the norm manager, with additional checks for policy-norm conflicts, which are
decided by comparing the noncompliance costs of the norm and the policy.

The goal manager keeps track of the goal queue and goal ranking. It has access
to a list of active norms and policies and activates the appropriate normative and
policy goals in the goal queue. Then, it selects the next active goal in queue and
sends it to the plan manager. When the goal is achieved, it moves the goal to the
end of the queue and selects the next one. If the plan manager cannot find a plan to
achieve the current goal, the goal manager moves the goal to the end of the queue
and selects the next one.
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The plan manager keeps track of the plan library and can make new plans if
needed. It has access to the list of active norms and policies the agent complies with,
activates the conditions and effects sets on the relevant actions, and adds relevant
norm- and policy-specific actions to the action pool. It receives a goal from the goal
manager and selects appropriate plans from the library, ranks them by score, and
submits the one with the highest score to the execution manager. If no plan exists, it
attempts to build new plans. If successful, the new plans are scored, ranked, and the
highest scoring one is sent to the execution manager. If unsuccessful, it declares the
goal not achieved and requests a new goal from the goal manager.

The execution manager executes the plan received from the plan manager. It
checks the feasibility of each action before executing it. If the action cannot be
executed, it requests a new plan from the plan manager.

32.4 Example

In this section, we detail the example we presented in the paper in informal terms
so far. We focus on some of the more relevant aspects of the example. The abridged
version asks: how do the goals, norms, and policies influence an agent’s decision
about how much fishing effort to exert over a predetermined period?

32.4.1 The Goals

The fishers in the small-scale Norwegian fisheries largely fall into two categories:
those who fish enough to cover their debts and living costs and those who fish to
maximize their profit. Both these goals refer to the money one expects to make from
fishing over a period of time; thus, we can write the two goals like this:

goal1 = {money > min_debt}
goal3 = {money = max_money}

Money obtained from fishing depends on fishing effort (measured in days at
sea), the efficiency of the boat (as a function of size, gear, and the experience of the
fisher), and the value of the catch. It is calculated as:

money = days_at_sea * efficiency * fish_value

Min_debt is the minimum costs the agents need to cover over a given time period
and includes both the percentage of their total debt that needs to be repaid and their
living costs for the same period. Max_money is the maximum amount of money that
can be obtained through fishing over the given period. To maximize their income,
fishers need to spend the maximum amount of time at sea. The income can also be
increased by acquiring more efficient boats or by fishing more valuable fish, but for
the purpose of this chapter, maximizing the time spent at sea is sufficient.
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32.4.2 The Norm

The norm regulating this fishing behavior dictates fishers should fish enough to
cover their needs and no more and that their fishing effort should be proportional
to the amount of debt they have:

Nfishing = [G = {money = current_debt * repayment_rate},
C = {boat = small_boat}]

All other elements of the norm are empty.

32.4.3 The Policy

In our case, policy dictates an agent must have quota in order to fish and must fish
its quota or lose access to the fishery. We can write the policy rules like this:

Pfishing =
[Ca = {(fishing_action, {remaining_quota > 0)},
Ce = {(fishing_action, remaining_quota -= fished_quota)},
G = {money = quota_depletion_rate * initial_quota * fish_value},
P = {fishing_action, {remaining_quota = 0}]

All other elements of the policy are empty.

32.4.4 Actions and Plans

In our example, the condition sets of the fishing action can be represented as:

fishing_action =
[Cph = {boat != null, days_at_sea > 0},
Eph = {money = days_at_sea * efficiency * catch_value}],

where days_at_sea is time spent fishing measured in days and efficiency is
determined by the type of boat and gear the agent has, as well as its experience in
fishing. If the agent follows the norm that dictates time spent fishing is proportional
to the debt, we add the corresponding normative precondition:

fishing_action =
[Cph = {boat != null, days_at_sea > 0},

G = {money = current_debt * repayment_rate}]
If the quota policy comes into effect, the action becomes:

fishing_action =
[Cph = {boat != null, days_at_sea > 0},
G = {money = quota_depletion_rate * initial_quota * fish_value},
Cp = {remaining_quota > 0},
Ep = {remaining_quota -= fished_quota}]
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32.4.5 Deliberation

During the deliberation phase, the agents decide whether to comply, first with
the norm, then with the policy. During deliberation, three conflicts arise and are
resolved: between the norm and the profit maximization goal, between the policy
and the norm, and between the policy and the profit maximization goal.

32.4.5.1 About the Norm

The norm conflicts with the profit goal because both the goal and the norm attempt
to attach incompatible values to the money obtained through fishing. The norm
manager identifies the conflict when checking whether the norm interferes with
the goal by assessing the condition sets of the goal and the normative goal and
comparing the results. The norm requires a money value that is less than the one
required by the profit goal. Since there is no punishment attached to violating this
norm, agents with profit goals choose to not comply with the norm.

The norm does not conflict with the debt repayment goal. The goal allows for
any value for the money attribute, as long as the value covers the minimum amount
required to repay the debt, and the norm ensures debt repayment by definition. Since
there is no conflict between their goal and the norm, agents with the debt repayment
goal decide to comply with the norm, and the debt repayment goal takes the form of
the normative goal.

32.4.5.2 About the Policy

In the case of agents with the debt repayment goal, the policy conflicts with the
norm because, again, they both attempt to attach incompatible values to the money
attribute of the goal. The real-life policy assigned fishers amounts of quota that
required higher fishing effort to fish in their entirety, but even if that weren’t the
case, the fact that debt declines over time, while quota does not, forces the conflict
between the norm and policy eventually. The conflict is resolved by calculating non-
compliance costs for the norm and the policy and complying with the one with the
higher noncompliance cost, in this case, the policy. Interestingly, once the norm is
rejected, the goal reverts to its original form, which only requires that fishing money
covers the minimal debt repayment rate, without an upper limit. As such, the policy
does not conflict with the original goal and is complied with. The goal takes the
form of the policy goal.

In the case of agents with the profit goal, there is no norm-policy conflict since
the agents do not comply with the norm. However, the policy conflicts with the
profit maximization goal since the amounts of quota allocated are calculated to fall
under the maximum capacity of the boats. The conflict is resolved by calculating
and comparing the cost of compliance and noncompliance. Since the punishment
for noncompliance is loss of access to the fishery, fishing becomes impossible and
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the goal becomes unachievable. As mentioned in the previous section, this carries a
far greater cost than mere loss of profit. The policy is complied with and the goal
takes the form of the policy goal.

32.4.5.3 About the Plan

Once the deliberation about the norm and policy is complete and the goal is set
to its final form, the plan manager takes over. For simplicity’s sake, we limited
the plan to the necessary minimum: one action – fish. It’s the plan manager’s task
to parameterize this one action in order to fulfill the goal. As such, it is the plan
manager that, finally, gives an answer to how much effort do fishers need to exert in
order to meet their goals.

In the absence of the quota policy, agents with the debt repayment goal have
lower effort requirements since their goal requires less money be made from fishing,
and, since they comply with the norm, their effort decreases over time. Agents
with the profit maximization goal have the highest effort of all, since they refuse
to comply with the norm and the quota policy is not in place to limit the amount of
money they can aim to make from fishing.

When the quota policy is introduced, the agents with the debt repayment goal are
forced to discard the norm and comply with the policy instead, which raises their
fishing effort and maintains it at a constant level over time. Agents with the profit
maximization goal are also forced to comply with the policy, and their effort level
is lowered.

If the overarching goal of the policy is to lower the total effort in small-scale
fisheries, then it comes down to whether the total reduction in the effort of the profit-
seeking agents is greater than the total increase in the effort of agents that follow the
norm. In the real-life fishery, this was not the case, but it would be interesting to
calculate whether there exists a quota allocation rule that would prove successful.

32.5 Discussion and Future Work

The architecture described in this chapter aims to allow agents to reason about
social norms, while remaining light enough to be scalable for social simulations.
Due to space limitations, we chose to present the individual cognition aspect of the
architecture, but a proper normative architecture must include social cognition as
well. We will briefly touch on this aspect here.

First, the social part of norms. Norms are generally enforced socially, by other
agents. This requires agents to be able to recognize normative behavior in other
agents, specifically whether another agent is not complying with a norm. Once such
behavior can be recognized, the agent must decide whether to punish the offending
agent, which required additional deliberation capabilities.
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Second, agents need to be able to communicate about norms, at least. This is
especially relevant when not all agents are aware of all existing norms and need to
be informed about them.

Third, a social structure connecting agents to one another needs to be in place
over the agent population in order to be able to apply social pressure with regard to
norms. A social network would be very suitable because it makes it easy to define
norm contexts in terms of who is responsible for monitoring, and punishing whom,
as well as for delineating normative contexts (work-related norms apply on the work
network among agents connected by work relations, for instance).

32.6 Conclusion

We have described a normative architecture that attempts to strike a balance between
the formal and rigorous normative architectures of MAS agents and the overly
simplified ad hoc, but flexible, architectures of ABM agents. The goal was to
build an architecture that is capable of deliberating over norms, while remaining
light enough to be scalable and flexible enough that modelers can adapt it to the
requirements of their own models. We also presented a real-life example of a
situation where norms play an important part in the dynamics of the system (small-
scale fisheries in Norway), highlighting the desirability of such architectures in
ABM, and showed how it can be implemented using our proposed approach.
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Chapter 33
Collaborating Like Professionals:
Integrating NetLogo and GitHub

Nicolas Payette

Abstract We are developing an “Online Models” dialogue for NetLogo. It works
like NetLogo’s “Models Library” dialogue but shows every NetLogo model publicly
available on GitHub instead. Our goal is to encourage the sharing of NetLogo
models in a way that brings the advantages of version control systems and open-
source style collaboration to the world of agent-based modelling.

Keywords Agent-based modelling · Simulation · NetLogo · Collaboration ·
Code sharing · Version control · GitHub

It is tempting to argue that the technical challenges that come with managing com-
plex software artefacts are, by and large, a solved problem. Version control systems
have been in common usage since the mid-1980s, and professional programmers
learn, sooner or later, that ad hoc naming schemes like myCode-v2.3_temp_
Jan2018_(edits).java are no viable alternative. Large-scale collaboration
also involves social challenges. While it would be preposterous to claim that these
challenges have all been overcome, the open-source software development com-
munity can boast of many successful collective endeavours. The Linux operating
system and the LibreOffice suite are well-known examples, but a lot of the tools used
daily by modellers are also open-source. This is notably the case for the R, Python
and Julia programming languages and the Repast [8], GAMA [9, 18], MASON [14–
16] and NetLogo [19, 20] agent-based modelling platforms. All of these, except
R, also happen to be hosted on GitHub [3], which provides both version control
(through Git) and social collaboration features.

Additional credit goes to Frank Duncan, with whom these ideas were first discussed, and to Uri
Wilensky, without whom NetLogo itself would not exist.
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Fig. 33.1 A screenshot of the “Online Models” dialogue inside NetLogo

In spite of the benefits, academic researchers (modellers included) have not
yet fully embraced the version control/open-source collaboration paradigm. About
the reasons for this, we can only (but still will) speculate. Our main goal is to
offer a contribution which might help take the agent-based modelling community
one step closer to professional-level collaborative software development. For this,
we propose to add an “Online Models” dialogue to the NetLogo user interface
(Fig. 33.1). It shows every single NetLogo model made publicly available on
GitHub. We will suggest future developments of this tool at the end of this paper,
but will first look at obstacles to the use of version control systems in the academic
community and at other possible alternatives for sharing and collaborating on
NetLogo models.

33.1 Version Control Systems and Obstacles to Their Use

Simply put, a version control system is “a system that records changes to a file or
set of files over time so that you can recall specific versions later”. [7] This is useful
for a lone programmer tracking the progress of a personal project, but it borders
on essential when multiple programmers are trying to collaborate on a common
project. Version control systems track what was changed when by whom. They also
offer ways to resolve “merge conflicts” when multiple people tried to change the
same thing at the same time.
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To fully leverage the power of version control systems, the files dealt with must
be plain text files: this allows the user to see exactly what was changed in each file
(by herself or someone else) from one version to another and to make decisions
accordingly. The need for plain text files for version control to be effective might
explain part of the academic community’s reluctance to embrace it: after all, the
quintessential academic artefact today is arguably a paper written in Microsoft
Word, a piece of software infamous for the inscrutability of its file format.1 Users of
Word somehow manage to collaborate using the “Track Changes” feature, but their
proficiency with this feature is not transferable to something like an agent-based
model written in NetLogo.

The learning curve that comes with the use of version control systems might
be the single biggest impediment to their adoption. Some graphical user interfaces
exist for them, but most version control systems still require occasional trips to
the command line: a land of text and keyboard shortcuts that can seem daunting
compared to icons and mouse clicks. The conceptual model associated with some
version control systems also requires some getting used to. In Git, for example,
the underlying model is a directed acyclic graph of commits, with branches and
merges, and changes move from your working directory to the repository via a
staging area. These concepts, unknown to most users, need to be added on top of
a simple understanding of the computer’s file system. Version control also requires
a deeper conceptual shift: you must realize that the artefacts that you are dealing
with are not just mutating over time, they carry their whole history with them. Once
you have made that conceptual shift, however, the idea of working without version
control becomes unbearable.

The NetLogo user experience, by virtue of its “low threshold, high ceiling”
philosophy, has some elements in common with a WYSIWYG2 tool like Word: your
model is (usually) a self-contained file that includes its visual interface in addition
to its documentation and code. This is both a blessing and a curse. It allows users
to immerse themselves in a friendly environment with everything they need at their
fingertips, without having to juggle multiple heterogeneous external tools. It does
mean, however, that unless they are already familiar and comfortable with them,
they tend to forfeit the power of these tools.

One of the purposes of the “Online Models” tool that we are proposing is
admittedly to act as a Trojan horse: by making NetLogo models stored on GitHub
easily discoverable and loadable from within NetLogo, we give users an incentive
to integrate version control and collaboration using Git and GitHub through their
whole workflow.

1The possibility of using version control systems with LATEX is one of the advantages it has over
Word.
2“What You See Is What You Get.”
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33.2 Alternatives for Sharing and Collaborating on Models

Model description protocols like ODD [10, 11] are useful, but not sufficient. Models
should not only be described, they should be shared. It is the only way to ensure that
results can be reproduced and checked. It is also the best way to increase the chances
that other people use and improve the model.

The closest thing to an adopted standard for sharing models in the agent-based
modelling community is the OpenABM website of the CoMSES network [1]. At the
time of writing, it hosts a library of 621 models with their associated documentation,
sometimes giving access to multiple versions of the models. It also offers a peer
review service where models are checked for “structural completeness and fulfilling
community standards”. As long as the sole purpose is to make models publicly
available, a site like3 OpenABM is perfectly adequate.

Our goal, however, should not only be to share models, but also to collaborate on
them. The NetLogo Modeling Commons [12, 13] goes many steps beyond simple
sharing. Its features are too numerous to be exhaustively listed here, but it allows
users to modify and comment on each other’s models and to (crudely) compare
model versions. The fact that it allows models to be uploaded from within NetLogo
is also a big advantage.

There are two ways in which the Modeling Commons fall short, though. The
first is that model discovery is not integrated into NetLogo. If you want to look at
shared models, you have to open your browser, navigate to the website, use their
search tools to find an interesting model, download it, save it locally, and then open
it in NetLogo. In our “Online Models” tool, by contrast, new models are accessible
in just a few clicks or keystrokes, without ever leaving the NetLogo interface. The
second downside is that the Modeling Commons only work for NetLogo models.
GitHub and Git, by contrast, are language agnostic and bring together most of the
open-source development community. It means that models developed on GitHub
are potentially discoverable by a lot more people. It also means that the proficiency
acquired with Git can be extended to other project artefacts (e.g. analysis code in R,
papers in LATEX, etc.).

33.3 Future Developments

The tool, in its current state of development,4 is pretty straightforward: it’s very
much like NetLogo’s Models Library dialogue, except that the models are stored

3The “User Community Models” section of the Center for Connected Learning’s website [4] plays
a similar role, and non-ABM-specific scientific archiving sites [2, 5, 6] can also be used for that
purpose.
4The tool is currently being developed in a fork of the NetLogo codebase [17], but the plan is to
make it available as a plugin that can easily be installed in the official distribution of NetLogo.
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online on GitHub. A browsable tree appears on the right, and the currently selected
model’s “Info tab” appears on the left (see, again, Fig. 33.1). If you click on the
“Open” button, the model is loaded into NetLogo. GitHub users don’t need to do
anything out of the ordinary for their models to appear in the dialogue: as soon as
the model is pushed to a public repository, it shows up in the dialogue.

We believe this sharing/discovery-enabling feature to be sufficient to justify the
existence of the tool, but it is the potential for further integration with GitHub that
makes it exciting. Here are a few features that could be made easily accessible from
within the NetLogo interface:

– Uploading the current model to a new repository on GitHub
– Committing changes to the current model and pushing them to GitHub
– “Forking” (i.e. making a modifiable copy of) someone else’s model
– Opening “pull requests” (i.e. proposing changes) for someone else’s model
– Showing the differences between two versions of a model in the code tab

Taken together, these features would significantly lower the barrier to the
adoption of version control for NetLogo models. Combined with the incentive of
making a model easily available to all users of our tool, this might help to kickstart
the adoption of open collaboration practices for agent-based modellers. In a not
so distant future, perhaps our community will also be able to boast of collective
achievements on the level of the greatest open-source successes.
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Chapter 34
Kickstarting Cooperation:
Experience-Weighted Attraction
Learning and Norm Conformity in a
Step-Level Public Goods Game

Nicolas Payette, Áron Szekely, and Giulia Andrighetto

Abstract We present a version of the experience-weighted attraction (EWA) rein-
forcement learning model that integrates norm conformity into its utility function
that we call “EWA+Norms.” We compare the behavior of this hybrid model to the
standard EWA when applied to a step-level public good game in which groups of
agents must reach a threshold level of cooperation to avoid the risk of catastrophe.
We find that standard EWA is not sufficient for generating cooperation, but that
EWA+Norms is. We aim to compare simulation results with human behavior in
large-scale experiments that we are currently running.

Keywords Simulation · Public good games · Reinforcement learning ·
Experience-weighted attraction · Social norms · Cooperation

Recent work [12] has shown that, under some circumstances, reinforcement learn-
ing (RL) algorithms—specifically the Bush-Mosteller (BM) and Roth-Erev (RE)
models—can account for human behavior in social dilemma experiments like
prisoner’s dilemma and public goods games (PGG), matching experimental human
data as well or better than traditional “conditional cooperation” (CC) [7, 8, 13] and
“moody conditional cooperation” (MCC) models [10]. Other work [14] has shown
that combining reinforcement learning—the experience-weighted attraction (EWA)
model, a more general model encompassing many other models (including RE) as
special cases—with norm-based approaches like CC and MCC can match human
data better than RL alone for a large-scale prisoner’s dilemma experiment [9].
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We are in the process of running large-scale experiments for understanding
human cooperative behavior in a step-level public goods game. In this game,
participants have the option of contributing part of their initial endowment of tokens
to a public pot. Tokens from the pot are not given back to the participants, but if the
pot reaches a known threshold, participants are protected from a catastrophe that
has a fixed probability of occurring. If the catastrophe occurs without participants
reaching the threshold, participants lose all their tokens for the round. Participants
are organized into fixed size groups that are periodically reshuffled. Our treatments
examine the behavior of agents under different probabilities of the disaster occur-
ring, which we refer to as the risk level. We also look at what happens when the risk
is modified after a given number of rounds.

Our goal is to investigate the ability of different models to match the behavior
observed in this step-level PGG experiment. Ultimately, we will compare a pure RL
model (EWA) and pure norm-based approaches (CC and MCC) to a hybrid model
that integrates the normative component in the reward function: EWA+Norms.
Decades of theoretical and empirical work, both observational and experimental,
show that when deciding whether to cooperate, humans do not always make choices
that maximize their individual material payoffs: they also care about complying
with the norms of their group. Social norms are informal rules that prescribe what
individuals ought or ought not to do and are typically enforced through informal
sanctions, such as ostracism, negative gossip, shame, or disapproval [1, 5, 6]. In
order to account for this twofold motivation driving human cooperative behavior,
we extend the EWA algorithm—which is specified exclusively by individual
considerations—to incorporate normative considerations. Our hypothesis is that this
hybrid model will outperform the pure approaches.

This abstract reports on preliminary work being done on the simulations. The
empirical data is not yet available for matching the simulation results, and we have
so far concentrated our efforts on exploring the properties of the EWA+Norms
algorithm. The key result so far is that even in high-risk settings, where incentives to
cooperate are very high, EWA by itself is unable to generate cooperation, but giving
our agents a bit of normative motivation is enough to kickstart cooperation.

34.1 The EWA+Norms Model

First proposed by Camerer and Ho, the EWA model has been fairly successful at
replicating human behavior for a variety of games [2, 3]. The core idea of EWA
(and of reinforcement learning models in general) is that agents maintain a set of
“attraction” values for each possible action that they can take in a given situation.
Actions that lead to positive outcomes get reinforced and are thus more likely to be
chosen in subsequent rounds. Equation (34.1) shows how the attraction for an action
j is updated for agent i at time t . The basic mechanism is that, following each round
of the game, agents use the payoff they got to update the attraction of the action they
chose, but they also use the payoffs they would have gotten, given the actions taken
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by other players, to update the attractions of the actions they did not take (see [2, 3]
for details).
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The generality of the EWA model comes at a price; however, it has a lot of free
parameters, which makes it vulnerable to overfitting. To remedy this situation, Ho
and Camerer [11] developed a “self-tuning” version of the model, where all but one
of the parameters are either fixed or “set by a function which depends on observed
experience.” This is the version we use in our simulations.

As in [14], we explicitly incorporate people’s sensitivity to social norms, their
norm psychology [4], into EWA. To account for conditional cooperation, agents’
decisions to comply with norms are positively affected by the share of peers that
complied with them. To account for moody conditional cooperation, agents are
also more likely to comply with norms and to be influenced by the compliance
of others if they obeyed norms themselves in the previous round. To capture these
ideas, we replace the payoff in Eq. 34.1 by a utility function adding a normative
component to that payoff, where the norm to be followed is the norm of cooperation.
In Eq. 34.2, we let c = 1 if agent i cooperated in the previous round and c = 0
otherwise, and we let o be the proportion of other agents that cooperated. In the
context of our step-level PGG, “cooperating” means contributing at least the amount
needed for the group to reach the threshold if all players contribute in equal parts.
The crucial parameter in Eq. 34.2, however, is wn, a unitless, unbounded quantity
constituting the “normative weight”: the importance given to social norms by agents
when making their decisions. For high values of wn, the potential monetary payoffs,
while never completely ignored, are dwarfed by the agents’ tendency to follow
social norms of cooperation. Setting wn = 0 gives us back the pure EWA model.
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34.2 Preliminary Results and Discussion

In the results we report here, we simulate four groups of six agents each. We use an
initial endowment of 100 tokens and a threshold of 300 tokens. Since each group
has 6 participants, each of them must contribute 50 tokens for the group to reach
the threshold. Each simulation lasts 28 rounds. Groups are reshuffled every seven
rounds, except for the last seven rounds where they are reshuffled each round.
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We have four treatments with different risks of the catastrophe occurring if
participants do not reach the amount that the group has to contribute in order to
be protected from it. In two of these treatments, the risk is held constant throughout
the simulation, with a risk of 0.25 and a risk of 0.75, respectively. In the other
two treatments, the risk changes mid-simulation (at round 14). In one of them, the
risk goes from low to high (0.25 → 0.75). In the other, it goes from high to low
(0.75 → 0.25). For each of the four treatments, we ran 100 simulations for each
value of wn ∈ [0 . . 100], for a total of 40,400 runs. The results are summarized in
Fig. 34.1, where we show the mean contribution of players over time and normative
weights for different risk levels.

The first thing to notice is that, in all four treatments, a normative weight of zero
leads to defection across the board. In the case where the risk is 0.25, this is rational
behavior: the expected individual payoff, when not contributing, is 75 tokens—
better than the best possible payoff when contributing 50 which, assuming that
everyone else also contributes or the catastrophe does not occur, is 50 tokens (see
Fig. 34.2). With a risk of 0.75, however, everyone would be better off cooperating
since the expected payoff of defection is 0.25 tokens while the payoff when everyone
is cooperating is 50 tokens. This makes full cooperation a Nash equilibrium, since
no one would be better off by defecting, but unlike in the PGG and PD games,
in which RL algorithms have been shown to achieve cooperation, EWA fails to
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Fig. 34.2 Payoff at different contribution levels when all other players contribute 50

reach it. Giving our players some normative motivation, however, is sufficient to
kickstart cooperation: at wn = 22, some players start to maintain cooperation until
the end of the run; at wn ≥ 28, all players do. With a risk of 0.25, agents don’t start
cooperating unless wn ≥ 62 and don’t fully cooperate until wn ≥ 76. Assuming
that human players would cooperate when risk is 0.75, but not when risk is 0.25,
this gives us a range of plausible values for wn. We also looked at what happens
when the risk level changes mid-run. We find a limited range of wn values where
agents are able to adapt their behavior to that change (53 ≤ wn ≤ 71 when risk
goes up, 23 ≤ wn ≤ 37 when risk goes down). It will also be interesting to see if
the behavior that we will observe in experiments falls into that range.

At the present stage, we can only explore the abstract behavior of our
EWA+Norms model, but we will soon have empirical data to compare it too.
How well will the model be able to fit the data? How does this model compare to
other models of human cooperative behavior? Which value of wn will give us the
best fit? Can we assume that all human players pay the same attention to social
norms, or will we find that players can be clustered into different types? Answers to
these questions, whether positive or negative, should be obtained in the near future.

References

1. Bicchieri, C.: The Grammar of Society: The Nature and Dynamics of Social Norms. Cambridge
University Press, New York, USA (2005)



354 N. Payette et al.

2. Camerer, C., Ho, T.H.: Experience-weighted attraction learning in coordination games:
probability rules, heterogeneity, and time-variation. J. Math. Psychol. 42(2), 305–326 (1998).
https://doi.org/10.1006/jmps.1998.1217

3. Camerer, C., Ho, T.H.: Experienced-weighted attraction learning in normal form games.
Econometrica 67(4), 827–874 (1999)

4. Chudek, M., Henrich, J.: Culture–gene coevolution, norm-psychology and the emergence of
human prosociality. Trends Cogn. Sci. 15(5), 218–226 (2011)

5. Conte, R., Andrighetto, G., Campennl, M.: Minding Norms: Mechanisms and Dynamics of
Social Order in Agent Societies. OUP, New York, USA (2013)

6. Elster, J.: Nuts and Bolts for the Social Sciences. Cambridge University Press, Cambridge, UK
(1989)

7. Fehr, E., Gintis, H.: Human motivation and social cooperation: experimental and analytical
foundations. Ann. Rev. Sociol. 33(1), 43–64 (2007). https://doi.org/10.1146/annurev.soc.33.
040406.131812

8. Fischbacher, U., Gächter, S., Fehr, E.: Are people conditionally cooperative? Evidence from a
public goods experiment. Econ. Lett. 71(3), 397–404 (2001)

9. Gracia-Lázaro, C., Ferrer, A., Ruiz, G., Tarancón, A., Cuesta, J.A., Sánchez, A., Moreno, Y.:
Heterogeneous networks do not promote cooperation when humans play a Prisoner’s Dilemma.
Proc. Natl. Acad. Sci. 109(32), 12922–12926 (2012). https://doi.org/10.1073/pnas.1206681109
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Chapter 35
Using Agent-Based Simulation to
Understand the Role of Values in
Policy-Making

Antoni Perello-Moragues and Pablo Noriega

Abstract We propose to explore the role of values in policy-making and the use
of ABS for elucidating this role. In this paper we outline a conceptual framework
for value-driven modelling of public policies and illustrate it with an agent-based
simulation of irrigation practices.

Keywords Agent-based simulation · Policy-making · Policy values

35.1 Introduction

It is generally acknowledged that policy-making is about achieving a better state of
the world, and, consequently, at design time, it implies that policy-makers make
choices based on values [14, 45]. However, the actual effects of those choices
are difficult to assess, since the real world is complex [25]. Moreover, policy-
makers need to address trade-offs between the conflicting interests of the several
stakeholders. We postulate that one way to deal with this complexity is to elucidate
how values are involved in those decision-making processes.

For this purpose, we are following a threefold strategy: (i) first, we develop a
theoretical framework that articulates the interplay between the activities involved
in the policy-making cycle and the value-based choices of the main stakeholders;
(ii) second, we propose to use agent-based simulation (ABS) to visualise the
relationships between policy goals and instruments, on one side, and the behaviour
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of those agents for whom the policy is intended, on the other; (iii) third, we focus
our attention on a specific policy domain—the use of water in agriculture—in order
to draw inspiration from realistic examples, have access to empirical data and expert
advice, and develop guidelines for a wider application of our proposal.

In this paper we show how ABS may be used to explore the role of values in the
agenda-setting stage of the policy-making cycle. More specifically, we outline our
conceptual framework in Sect. 35.3 and its background in Sect. 35.2. In Sect. 35.4
we discuss a model that illustrates the gist of our proposal. The model is based on
actual agricultural data and practices, but we present a simplified version to illustrate
the interplay between two policies—based on different values—for regulating
irrigation practices in a community of farmers whose individual decisions are guided
by different value sets. After the discussion of this example, we identify some key
challenges and sketch our future research plan.

35.2 Background and State of the Art

35.2.1 Values and Behaviour

Values are at the core of decision-making, motivations, preferences, and attitudes—
although they are not the same concepts [18, 34]. Schwartz et al. [41] defined values
as “concepts or beliefs, about desirable end states or behaviours, that transcend
specific situations, guide selection or evaluation of behaviour and events, and are
ordered by relative importance”.

Rohan [37] pointed out the definitional multifariousness of the “value” construct.
Nevertheless, there is a consensus that values play an active role in the intentional
human behaviour and decision-making—regardless of whether the reasoning about
them is conscious or not [34].

This leads to postulate that individuals hold different rationalities [42]: decisions
are made because they serve the values of an actor as the actor sees them. Besides
values, they use other constructs, such as mental models, that are used to understand
and interact with the environment [26], that provide explanations and inferences
about diverse phenomena [10], and often are incomplete and biased [6, 17, 26].
We assume, therefore, that agents hold mind-frames, containing values and other
constructs that support decision-making. They are often collectively shared, like
other socially developed constructs [17, 18, 28].

There is no consensus on the categories of values. We identify, as fundamental
categories, (i) individual values and (ii) social values (see [38]). Individual values
refer to those values towards satisfying needs and self-esteem [39]. In contrast,
social values are values of society at large, concerning public interest or contribution
to well-being, that emerge from the society or social group [28] and that would
include also desirable properties with regard to governance [49]. However, this
emergence is not trivial. When referring to social values of a single agent, one
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may assume that such emergence is based in the agent’s consideration of the other
agents’ minds in the group (even if this social value is not consensual) [15]. In short,
individuals have beliefs about what defines the well-being of a society altogether and
how public affairs should be governed in order to achieve a good social outcome (i.e.
many individuals live well), and these may be incompatible with their individual
values.

35.2.2 Values in Policy-Making

In broad terms, we understand policy-making as a process through which a group of
agents, that we call policy-makers, design, enact, and evaluate a set of instruments to
govern the activity of other agents, that we call policy-subjects, within some domain
of activity [45]. A policy is devised in order to govern the activity of policy-subjects
towards a state of the world that is deemed desirable by policy-makers as well
as other relevant stakeholders [29]. Hence, governance is achieved through means
like norms, incentives, and programmes, towards ends or intended outcomes of the
policy. These policy ends are usually represented by some performance indicators
or metrics that serve to assess whether the policy means are being successful [24].

According to Stewart [45], “policy design has a value-based component because
the ways we attempt to change or influence behaviour depend on, in turn, beliefs
about the reasons for that behaviour”. In other words, the choice of policy means
and ends reflects the mind-frames of policy-makers [14, 16, 45]. The adoption of
a policy, on the other hand, depends on the decisions that policy-subjects make,
thereby involving their mind-frames and, in particular, their values [13, 27, 29].
Thus, we assume that policy values are instantiated as means and ends according to
their makers’ mind-frames [45, 46].

35.2.3 Reasoning with Values

We adopt a consequentalist approach, that is, we reason about values through
their effects: choose means because of the effects they achieve and ends through
indicators that reflect those values (see [35]).

Moreover, we recognise that values may be prima facie incommensurable and
thus lead to value conflicts [35]. Trade-offs may be based on the assumption of
an ordering of values by relative importance invoking some form of “satisficing”
combinations [44].

Finally, we assume that policy-makers reason on values by means of argu-
mentation. Some works have approached practical reasoning in argumentation
frameworks (for instance, [3, 48]). Not to mention the role of values in design (as in
policy-making and computational modelling [5, 30, 35]).
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35.2.4 Simulation in Policy-Making

Because of the complexity of policy-making, the use of simulation in policy design
has been advocated to reproduce the dynamics of an artificial system so as to observe
their behaviour and afterwards draw inferences and conclusions [21]. It enables to
explore alternative policies without committing resources and disturbing the real
social system, which produces useful evidence in order to identify successful and
counterproductive pathways [4, 25].

Basically, an agent-based model (ABM) generates an “artificial society” from
empirical knowledge that will be deployed for computational simulation [20, 22].
Ideally, these models capture the variety of decision-makers that interact within the
system, which is particularly useful to model agents with distinct mind-frames as
aforementioned.

Agent-based simulation has been used to study diverse policy domains: water
resources management [8], land-use changes [33], agriculture [7, 40]; environmental
programmes enrolment [43], and R&D policy [1], among others.

35.2.5 Water as a Policy Domain

Water, as an essential resource, has an impact across the whole socio-economic
and ecological system. Not surprisingly, water is at the heart of several social
and ecological conflicts—which are aggravating due to the global change [12]—
and thus involves a rich repertoire of challenges in value-driven decision-making,
argumentation, negotiation, collective agreement, and, in general, value-driven
policy-making. Consequently, water management implies value-charged decisions,
trade-offs, and ethical judgements of many sorts [9, 11, 16, 23, 32, 47, 50]. We
believe that ABS is well fitted to address those challenges.

35.3 An Outline of a Conceptual Framework

We presume that values play a substantial role in policy-making. To this end, we
propose to develop a conceptual framework to represent policy-making as a value-
driven social coordination process. The core of this proposal is outlined in Fig. 35.1.

In broad terms, we postulate that policy-making involves collective processes
where policy-maker agents institute means and ends in order to influence the
behaviour of policy-subjects so as to achieve a better state of a relevant part
of the world. We say that these processes are value-driven because the choice
and assessment of means and ends reflect the values of policy-makers, while the
behaviour of policy-subjects responds to their private values.
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Fig. 35.1 Distinctive features of policy-making as a value-driven socio-cognitive system

We can be more precise:

1. Policy-making processes are a subclass of socio-cognitive technical systems
(SCTS) [31]. Consequently, a policy-making process P has the following
features:

s.1 P is situated in a physical/socio-economic context, and it organises and
refers to activity and entities of a limited relevant fragment of that context:
the policy domain.

s.2 Involves a class of stakeholders that contains at least two distinctive agent
roles: policy-makers and policy subjects.

s.3 Agents behave according to their own mind-frames, which include personal
values among other cognitive constructs.

s.4 A policy domain ontology that is the same for all stakeholders
s.5 An observable shared state of the world that is altered by events and actions.
s.6 Actions are conditioned by physical and normative constraints, but they

may be further constrained by norms and conventions whose compliance
and enforcement is determined and applied by stakeholders.

s.7 Agent interactions are organised in policy-making action arenas [36]
(“scenes” [19]). We distinguish three arenas (that reflect the “policy-making
cycle”):

(i) Policy definition: policy-maker factions negotiate their preferred
policy means and policy ends and agree on their instrumentation
(actions, norms, messages) and assessment (metrics, indicators).

(ii) Policy enactment: policy is proclaimed, policy-subjects perform
afforded actions in the world of interest subject to the policy-
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related norms and alter the state of the world. Policy-subjects
may act individually or collectively. Each agent has its own
mind-frame that conditions its behaviour. In particular, indi-
viduals have their own values and metrics associated to their
individual actions and the social outcome.

(iii) Policy evolution: policy-subjects may become aware of desirable
changes in policy ends and means and negotiate among them-
selves and eventually with policy-makers.

2. Policy-making processes are value-driven (see Sect. 35.2):

v.1 Assumptions about values:
– We hold a consequentialist view of values. This entails that values

are meant as their effects and thus may be projected by individuals or
groups onto policy means (i.e. a norm φ or an action μ that promotes
value α and demotes value β) and policy ends (i.e. world state σ is
better than state τ according to value α).

– We distinguish between private values that are held by individual
agents and collective agents and are involved in their decision-making
and public values that are involved in the assessment of the “goodness”
of actions, events, facts, governance means, and states of the world.

– For both types above, we distinguish between individual and social
values. The first refer to individual agents, and the second are attributed
to social groups.

– We do not require that values are commensurable and do not commit
to the existence of forms of aggregating individual and social values.

v.2 Policy schema: is the explicit expression of the use of values in the way
a policy will be instrumented and assessed. We distinguish two main
constructs:

– Policy means are meant to foster activity of policy subjects towards the
policy objectives. They essentially define, regulate, and motivate a set
of institutionally affordable actions that are supported by instruments
such as incentives, norms, and persuasion discourses.

– Policy ends define desirable future states intended to be achieved by
the policy and are specified through a set of metrics and indicators to
measure the evolving state of the social space.

v.3 Policy evaluation: policy-makers will draw on the policy schema to assess
the success of a policy; however, agents may formulate additional ends and
metrics (possibly kept private) and using the schema metrics and their own
obtain a different assessment of the outcomes.

3. Paradigms and mind-frames:

p.1 Paradigms [13, 32] consist of social values, norms, and practices, as well
as a shared ontology that recognises facts and actions and allows for
intelligible representations of the world. A paradigm is somehow assumed
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by society and its members and is thus reflected in individual mind-frames
and collective worldviews.

p.2 Paradigms are instantiated as policy paradigms that constitute legitimised
worldviews adopted by policy-makers and policy-subjects. They prescribe
means and ends seen as suitable for specific issues, as well as proscribe
others.

p.3 In the policy definition and evolution arenas, policy-maker factions and
organised policy subjects strive to steer public policies according to their
mind-frames. Factions may try to redefine paradigms.

4. Uses of the framework:

u.1 To model a policy-making process in a given domain (we refer to this as
the real-world model). Roughly, it serves for structuring the elements of the
SCTS: policy-maker factions, policy-subjects with their values and frames,
policy domain governance infrastructure, and policy schemata. It may have
descriptive (understand the policy domain) or prescriptive roles (support
the implementation of a policy schema).

u.2 A specification for an agent-based simulation that may be used to
understand a policy domain, to explore potential interventions, and to
argue about policy schemata. Although all arenas may be part of the
implementation, the policy enactment arena is the one where ABS has
proven most useful. Figure 35.2 depicts the core elements of the conceptual
framework involved in the simulation of enactments.

u.3 The implementation of the model may provide the grounds for a policy-
support systems that may be used in the different stages of the policy
cycle. Note that once the policy is active, the implemented model may still
work for monitoring actual outcomes.

Fig. 35.2 Simulation components in the policy-enactment arena
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35.4 An Illustrative Exercise

We model a crude agriculture environment and simulate the enactment of two
simplistic policies with policy subjects that conform to different value profiles. The
point of the exercise is to exemplify the notions of policy schema, means, and ends
and to illustrate the interplay of policy-maker and subject agent values.

Model The model represents a community of farmers who draw water from a
watercourse, use it to irrigate a crop, and sell their production for profit. Rain
provides both farmers and the watercourse with resources.The purpose of the model
is to test policies (introduced as norms and actions). That is, to observe their effects
on the socio-economic environment and their acceptance by stakeholders.

Scales The model simulates three decades of activity through discrete time steps.
Each month it rains, water flows, and farmers irrigate. Each year, farmers harvest
and sell their production and evaluate their happiness.

The spatial scale of the model represents a watershed where farmers share a
water source. The land is represented with square patches. Patches have coefficients
that are used to calculate the water runoff and the percolation. Precipitation and
evapotranspiration are constant, uniform across the watershed, and distributed over
the year by months (e.g. in summer, it rains less and evapotranspiration is higher).
We model the watershed as two inclined rectangular planes that discharge into a
water channel in the middle. The whole watershed discharges into a point where a
flowmeter is placed.

Policy-makers We have two factions. One supports policy P1; the other sup-
ports P2 (see below). Both factions agree that irrigation agriculture is desirable for
the public interest—which is the shared paradigm.

Policy-subjects Farmers are characterised by the following attributes: (i) mind-
frame; (ii) farm size; (iii) money; and (iv) crop water requirement. Also, farmers
are able to (a) grow crops; (b) expand their farm; and (c) leave the farm. With
regard to action (a) farmers demand water to complement the water required by
the crop they grow—calculated as the reference evapotranspiration multiplied by a
crop coefficient [2]—that is not supplied by the soil of their location.

Farmers’ mind-frame can be either environmentalist or productivist. Farmers that
subscribe to productivist values focus on their income and the satisfaction of their
irrigation demands. In contrast, environmentalist farmers focus on the environment
(i.e. on the volume of water in the watercourse) and, to a lesser extent, on their
income. We assume that policy-subjects have private metrics.

Mind-frames (and values) determine the farmers’ happiness, which is modelled
as a dichotomous state. Happy farmers irrigate complying with applicable water
constraints. However, unhappy farmers adjust their behaviour in order to improve
their chances to be happy: productivist farmers ignore water constraints according to
a probability, as long as they have less than a minimum amount of money; moreover,
when they have enough money, they invest to increase their farm size, insofar as it is
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allowed. In contrast, environmentalist farmers always comply with constraints, and
when they have enough money, their water withdrawal is only half of their actual
demand.

Policy schema Policies include as means the action that farmers can irrigate their
crops and sell their production for their own profit.

Policy P1 embraces values like productivity and wealth. It focuses on the rural
development of the basin, understood as the growth of farm industries and the wealth
they generate (end). It considers that promoted values may be measured as the
average economic resources of farmers (metrics)—although there are other options,
for instance, the total farming area of the basin. In parallel, the policy posits that the
desired state is achieved when farmers can irrigate with low restrictions and they are
able to expand their farms at will (means).

Policy P2 holds environmentalist values like conservationalism and fairness. It
aims at keeping the watershed in good environmental conditions (end). It establishes
that the flow of the watercourse should be regularly monitored (metrics), and they
support this statement with scientific studies that define an environmental threshold.
Consequently, farmers can irrigate, but they cannot expand their farms (means).
Also, they cannot extract more than a certain amount of resources. Additionally,
their turn for irrigation will be determined according to their money amount, and
not by their location, as it was by default (instruments).

35.4.1 Simulations

Experiment 1 focuses on the comparison between policy (factional) values.
Both policies are tested on an environment inhabited by a mixed population

of policy-subjects. Let us assume that the value profile of the population is 50%
productivist and 50% environmentalist. Policy values of P1 and P2 are input into
the simulation model as shown in Table 35.1 (three instruments and one metric for
each policy).

The evolution of the simulated effects of both policies, according to the estab-
lished metrics, are plotted in Figs. 35.3 and 35.4. As expected, the watercourse
flow under P1 has more acute seasonal variation, falling under the environmental

Table 35.1 Comparison between policy values (as input for the simulation)

Input P1 P2

Water constrainta (m3/ha/year) 10,000 1,000

Farm expansion Enabled Disabled

Turn system (based on) Distance Money

Main metrics Money (per capita) Flow (m3/month)
aDistributed equally per month



364 A. Perello-Moragues and P. Noriega

Fig. 35.3 Monthly flow
evolution under both policies

Fig. 35.4 Money (average
and standard deviation bands)
evolution under both policies

Fig. 35.5 Minimum monthly
flow of the year according to
the water constraint

recommendation repeatedly. In contrast, the average of the money of farmers rises
faster under P1, although the deviation is lower under P2.

These simulation results would be used to negotiate instruments in order to reach
an end that satisfies both factions in a policy definition arena. For example, one may
assume that both factions reach an agreement with regard to the other means, and
therefore the negotiated policy (i) must enable the expansion of farms and (ii) must
base the irrigation turns on farmer’s worth. They focus on the long-term effects
(in this case, after 30 years) to negotiate water constraints (Figs. 35.5 and 35.6).
Observing the effects of policies, policy-makers could negotiate for a suitable water
constraint, which would lead to the emergence of a consensual social value, as
defined in Sect. 35.2.
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Fig. 35.6 Money (average)
according to the water
constraint

Fig. 35.7 Happiness (%)
with respect to mind-frames
mix, under policy P1

Experiment 2 contrasts the values of policy-makers and those of policy-subjects.
That is, given a policy, how policy-subjects’ support varies when altering their value
profiles.

In this case, we do not care about the effects on the world, but rather the
acceptance of policy-subjects, measured as the percentage of happy farmers. With
P1 as input (Table 35.1), we change the population of productivist (M) and
environmentalist (E = 100 − M) farmers to observe the outcome.

Not surprisingly, the more productivist the farmers are, the happier (Fig. 35.7),
since the policy values of P1 match productivist values. However, the point of
these experiments is to gauge acceptance in populations with mixed mind-frames.
Curiously, when the population is completely environmentalist (M = 0 %), the
amount of happy farmers is nearly 50%. The reason is that farmers do not disturb
the ecosystem in spite of having a low water restriction—remember that they irrigate
only a fraction as long as they have a certain amount of money. However, whenever
there are productivist farmers (M > 0 %), they use more resources—and even more
when they increase their farms—driving environmentalist farmers unhappy.

We also compare farmers’ acceptance (happiness) with water constraints for var-
ious population profiles (Fig. 35.8). Predictably, opposite population profiles have
curves with slopes of opposite sign. When the population subscribes completely
to environmentalist values, the constraint that leads to full happiness is the one
promoted by P2. On the contrary, a productivist population is happier with the lower
constraints of P1. Nevertheless, the latter does not achieve full happiness, because
when all farmers increase their farms, the aggregate demand depletes the ecosystem.
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Fig. 35.8 Happiness (%)
according to the mind-frames
and the water constraint

35.5 Closing Remarks and Future Work

We are interested in understanding the role that values play in the policy-making
process and propose the use of agent-based simulation to support value-driven
policy design. Our underlying assumption is that policy-makers can achieve a
crisper understanding of the consequences of their proposals by making explicit the
links between their values and the instruments and expected outcomes they choose.
With that assumption in mind, we are convinced that the use of ABS to explore
value-driven policy-making will provide a practical tool to support the complex—
and usually messy—policy cycle.

In this paper we intend to start substantiating those claims by addressing two
specific objectives: first, to outline a conceptual framework that represents the
policy-making process as a type of socio-cognitive system, specifically, a type
where values are projected onto policy means (afforded actions and their governance
mechanisms) and policy ends (metrics and performance indicators that evaluate the
effect of agents behaviour on the state of the world). The second objective is to
illustrate how agent-based simulation may be used within this framework to model
a policy domain; in this case, water use.

Our intention is to further explore policy-making and values in the water policy
domain, as it is a rich domain where all the essential components of policy-making
are present and, with respect to our research focus, it involves multiple values and
multiple stakeholders with different values and the possibility of exploring varied
policy schemas [46]. We assume that the socio-hydrologic space can be modelled
as a socio-cognitive technical system [31], and therefore the opportunities and
challenges in the development of socio-cognitive agents are substantial and non-
trivial [15, 31].

In order to further substantiate our claims, we identify the following lines of
work:

Reasoning with values and about values: Value aggregation, value comparison,
values and norms, values versus goals and preferences.
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Developing the notion of policy schema: What are the useful instruments to
model? How can means and ends be represented in order to simulate reasoning
about them? How are norms related with values?

Modelling the policy definition arena: Choosing a reference case. Use of value-
based argumentation. Negotiation as conflict resolution? A coherence-based
analysis of faction values and actions.

Explore second-order phenomena: Policy adoption generally involves interplay
between individual policy subjects and other stakeholders—political factions,
special interest groups, and politicians—that react to emerging behaviour and
may influence the social space, by sending rhetorical messages to influence
other stakeholders, advocating policy changes, introducing incentives, and so on.
These phenomena justify bringing some second-order affordances like macro-
perception, collective illocutions, and instrument revision into the meta-model.

Addressing empirical questions: Identify domain-specific values, instruments,
and indicators. Validation of stakeholder profiles. Development of a “scoring
methodology” and value-aggregation models. How to make a simulation model
useful.

Explore the usability of the framework: The interplay between the number of
afforded actions and values in dispute. Negotiation with ABS support.

Ethical aspects of the use of agent-based models for policy-making: We identify
three basic types of issues: (i) Issues involved in the selection and implementation
of values for the policy and for the agent’s reasoning models (ii) Issues related
to the construction of the model itself: assumptions, functionality, and range of
application (iii) Issues associated with the use of the agent-based model along
the policy cycle. Awareness of the policy-makers about the limitations and scope
of system, commitments associated with the use of actual simulations, and so on.
Awareness of other stakeholders of the use and validity of the model

We are aware that the design and assessment of public policies entail a multi-
disciplinary approach. We trust that our value-driven simulation approach will be
attractive to professionals from different fields.
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Chapter 36
A Philosophical Framework of Shared
Worlds and Cultural Significance for
Social Simulation

Tom Poljanšek

Abstract In this chapter, I sketch a philosophical framework of shared and
diverging worlds and cultural significance. Although the framework proposed is
basically a psychologically informed, philosophical approach, it is explicitly aimed
at being applicable for agent-based social simulations. The account consists of three
parts: (1) a formal ontology of human worlds, (2) an analysis of the pre-semantic
significance of the objects of human worlds, and (3) an account of what it means
for agents to share a world (or to live in diverging worlds). In this chapter, I will
give a brief and concise summary of my account. At the end, I will briefly outline
how the proposed framework might be put to use for multiagent social simulation
of complex social interaction scenarios involving diverging (cultural) backgrounds.

Keywords Cultural significance · Shared worlds · Social context · Cultural
background

36.1 Shared Worlds and Cultural Significance

36.1.1 Motivating the Problem of Diverging Worlds

Within the last few years, the idea that humans live in varying (cultural) worlds has
gained growing attention among social scientists [1], philosophers [2], and social
simulators [3, 4]. However, to date, there is no agreed-upon account of (1) what
(cultural) worlds are and (2) how they might or might not be shared by different
agents.

My current work focusses on developing such an account from a philosophical
perspective in order to supply social simulators with a valid framework of shared
and diverging worlds which might be implemented in the future to improve social
simulations of complex social interaction scenarios.
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36.1.2 A Philosophical Account of Shared and Diverging
Worlds

Based on results and considerations from phenomenology, biosemiotics, perception
theory, and cognitive science, I developed an account of shared worlds which
consists of three parts:

1. An ontology for human worlds
2. A theory of the ecological or cultural significance of the objects which belongs

to human worlds
3. An account of shared and diverging worlds

Ad 1) An ontology of human worlds Human worlds are constituted by the objects
given to human subjects in ordinary (direct) perception. It is crucial, however, not
to identify the phenomenal objects of perception with the mind-independent objects
causing the perceptual givenness of phenomenal objects. The objects constituting
human worlds are not to be misconstrued as ontological ready-mades awaiting to be
grasped by perception. The spatial and temporal boundaries of phenomenal objects
are not fixed mind-independently. Rather, the objects constituting human worlds are
a positive “achievement” of the subpersonal dispositions and processes underlying
human perception [5–7]. Within these subpersonal processes, the sensory stimuli
reaching a subject from its nearby physical environment are parsed and amended
into meaningful chunks (i.e., things, contexts, and events) which are the phenomenal
objects of perception [8]. To mark this difference between phenomenal objects given
in direct perception and mind-independent physical objects, we have to discriminate
two types of ontologies: ontologies of givenness (OGs) and ontologies of existence
(OEs), where the former represent types of objects which constitute the world of a
specific subject or a specific type of subjects (e.g., human worlds, animal worlds),
while the latter aim at representing types of (physical) objects which exist mind-
independently [9, 10]. Accordingly, we must distinguish two ontologically distinct
types of objects: phenomenal objects, which can (only) be given to subjects in
(direct) perception (OOGs), and physical objects, which exist mind-independently
(OOEs). As I argue elsewhere [10], OOGs neither consist of nor are they reducible
to OOEs, although the perceptual givenness of the former depends on the mind-
independent existence of the latter. Under normal circumstances, the perceptual
givenness of certain OOGs indicates the existence of certain OOEs, but OOGs are
not comprised of OOEs.

As can further be shown, OOGs given in perception are almost always instances
of object types the subject in question is already familiar with [10]. Material objects,
for example, are immediately perceptually grasped as either (1) mere material
objects (e.g., a rock), (2) as artefacts with a certain function or affordance (e.g.,
a coffee mug, a flight of stairs, or a door), or (3) as living things (e.g., a dog or a
person), where the subpersonal classification of OOGs results in the subject having
certain expectations about the way an object is normally prone to “behave” with
respect to the object type it instantiates (e.g., rocks fall, liquids drip, doors open,
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and dogs bark). The same goes for the perception of action and event types or for
the perception of social contexts and situations: The subject immediately perceives
certain types of behavior of other agents as greetings, as fights, as a conference, or
as a breakfast, where, again, these different types of objects are characterized by
specific horizons of expectations comprising the typical developments and “habits”
[11] characteristic of the object type instantiated.

A crucial aspect of OOGs is that they are directly and without any conscious
reasoning perceived and grasped by human perceivers. A simple example: If you
buy some goods in the local supermarket, you do not implicitly or explicitly agree
with the cashier that you will now perform a collective action together which consist
in you paying and him receiving the money. And nevertheless, without any deferral
or complication, you and the cashier realize this collective action. How is that
possible? The answer should be obvious: You both immediately and without any
consideration grasp what is going on, what to expect of each other, what to do next,
and so on. The process of socialization and cultural habitualization has shaped your
respective dispositional backgrounds in a sufficiently similar manner, so that you are
both disposed to immediately perceive the same OOG (a “payment”), constituted
by sufficiently similar (or reciprocal) horizons of expectations [12, 13]. These
horizons of expectations also include your respective roles and parts for realizing
the interaction type in question [14]. Buying goods is something that you regularly
do, taking the money is something the cashier regularly does. That’s why both of you
are disposed to routinely fulfill what can generally be expected of you, as far as you
were raised in a cultural context where paying for something is a common action.
Thus, in cases such as these (recurring and familiar types of objects, events, contexts,
and actions), subjects rely on their tacit cultural backgrounds which prestructure
their expectations concerning possible developments of situations and anticipations
of their own responsibilities and possibilities for action [10]. Subjects sufficiently
familiar with the OOG types in question immediately see OOGs as manifestations
of these OOG types: They see a dog as a dog, a cashier as a cashier, money as
money, a wedding as a wedding, and so on. On the level of experience, the structure
of this perceiving-as can be explicated through the specific horizons of expectations
which are immediately (co-)perceived and thus constitutive for the respective OOG
types. I call the typical horizon of expectations constitutive of an OOG type its
significance. OOGs and their significance have thus an anticipatory structure.

Ad 2) The significance of OOGs OOGs are characterized by their significance
which is best understood as a form of pre-semantic meaning. As stated above, the
significance of a given OOG (may this be a material object, a social context, or an
event) can be explained as the specific horizon of typical expectations, propensities,
or possibilities constitutive of the OOG type in question. Thus, for example, part of
the significance of a chair as an OOG is that you can sit on it, that it will hold your
weight, and so on [15]. Similarly, the cultural significance of a certain gesture or an
action type is determined by the way it is normally (or reliably) performed within a
certain cultural context, for this reliability enables subjects to internalize respective
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perceptual dispositions to adequately anticipate what might happen or be done next
whenever a specific OOG is perceptually registered.

Generally speaking, the significances of OOGs are ontologically grounded
in regularities or structural invariants which hold in a certain physical, mind-
independent environment. The dispositional backgrounds of subjects continuously
exposed to a specific environment are shaped by such regularities, which thus
codetermine the range of OOGs a subject is able to perceive. While a lot of
OOGs owe their significance to “higher order structural invariants” in the physical
environment (e.g., physical laws) [16], part of the significance of some OOGs –
like in the case of gestures, social contexts, and action types – is itself grounded in
regularities and reliably performed patterns of human action. In a cultural context
like ours, for example, a hand wave can typically be expected to be perceived as a
kind of greeting (or farewell) and to be reciprocated by another hand wave of the
subject addressed. This is simply the way a hand wave is reliably performed within
this cultural context. Thus, the significances of OOGs are not something a subject
has to infer consciously, although it must be tacitly familiar with the OOG type in
question.

To explain this immediacy of our grasp of OOGs and their significance in more
detail, we have to distinguish two types of concepts – explicit concepts (ECs)
and tacit concepts (TCs). ECs and TCs fulfill different functions concerning our
epistemic access to the world and reality. While TCs constitute the dispositional
background of a subject and thus shape the way it immediately perceives the world
and the OOGs constituting it, ECs enable subjects to form explicit propositional
attitudes and beliefs concerning states of affairs in the world (as well as in
mind-independent reality). TCs fulfill two functions concerning the way OOGs
are immediately given in perception: On the one hand, they dispose subjects to
immediately (re)identify different types of objects in perception – call this the
(re)identification function of TCs. On the other hand, they prestructure the horizon
of expectation which is constitutive for the significance of an OOG – call this the
projective function of TCs. Thus, if a subject has internalized a TC of a certain OOG
type, it is able to immediately (re)identify instances of the OOG type perceptively
and immediately grasp the respective horizon of expectations that it calls for. This
holds for TCs of types of material objects, social contexts, action types, as well as
for events. Someone reaches out to you with her right hand, for example, and you
directly see a handshake and react by immediately reaching out with your hand
(where the impulse to do so is realized by the projective function of the TC).

At the same time, to have internalized a TC of a certain OOG type does not
necessarily involve having an EC for and the respective beliefs about this object
type. To have an EC for a certain object type, you have to be able to form
propositional beliefs about the object in question, which is not a necessary condition
for perceiving an object as an object of a certain kind by means of your dispositional
background. Thus, a dog might have a TC of some kind of handshake while not
having an EC for whatever it is doing when it is reaching out with its paw toward
a human hand. TCs shape the way we immediately perceive the world, while ECs
shape the way we may or may not judge the world and mind-independent states
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of affairs to be. One important consequence of this idea is that there is always the
possibility that the way a person directly perceives a situation and the way the same
person judges the situation to be may come apart. A person might, for example, be
an avowed anti-racist but still shows immediate aversive reactions toward persons
who seem to be foreigners [17].

Ad 3) Shared and diverging worlds Now, the range of OOG types a subject is able
to perceive depends on its individual background of perceptual dispositions which
is, at least in part, the result of its ontogeny and habitualization. Its dispositional
background shapes the way the world and its OOGs are immediately perceptually
given to a subject. And it also predetermines the typical horizons of expectations
which are constitutive for these OOGs. Thus, its dispositional background circum-
scribes the world of a subject. Now, as far as subjects have similar dispositional
backgrounds, they live in the same world, comprised of the same (or sufficiently
similar) OOGs bearing the same (or sufficiently similar) significances. Nonetheless,
dispositional backgrounds can, at least to a certain degree, differ from subject
to subject, depending, for example, on the respective environments they were
socialized and habitualized in. Thus, as far as their dispositional backgrounds differ,
the worlds subjects live in and the OOGs they perceive do so as well: Subjects
might perceive and parse social situations differently, the expectations and tacit
rules constitutive for certain action and event types might differ, as might the cultural
significance of other OOGs. This, again, can lead to misunderstandings and conflicts
emerging from the fact that subjects tend to implicitly assume that the OOGs they
perceive in a given physical environment are also the OOGs other subjects do or
should perceive under the same circumstances. On the one hand, humans often tend
to reify their direct perception instead of accounting for the possibility of diverging
worlds. On the other hand, two or more agents partially share their world as far
as their backgrounds overlap. Thus, worldsharing comes in degrees [18]. It can be
shown, however, that there is a core of the human world (or OG), which is shared by
all human beings [10]. However, we should not underestimate the degree to which
individual worlds of different agents can nevertheless diverge.

36.1.3 Implementing Shared and Diverging Worlds in Social
Simulations

Current implementations of cultural dynamics and diverging worlds in social
simulations ignore significant aspects of the way human worlds are shared, diverge,
and change over time, although important steps into the right direction have already
been made within the last few years [1, 3, 4]. However, to adequately model complex
social interaction scenarios and cultural dynamics in groups of agents with respect
to shared or diverging worlds, the agents in simulations must be endowed with
distinct dispositional backgrounds (i.e., sets of TCs), which predetermine the range
of OOGs and their respective significances agents are able to perceive. To simplify
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matters a little bit, the function of TCs might for this purpose be spelled out in
a rule-like manner, so that, for example, if an agent perceives a social context
as a funeral (because she has internalized the respective TC), she changes her
behavior (lowers her voice, etc.), while another agent, who has not internalized the
respective TC and thus does not “see” a funeral, does not do so. By exposure to
unfamiliar contexts, event types, or objects, agents might over time internalize new
TCs, or the significances associated with existing OOGs might be changed, thus
gradually changing their dispositional backgrounds. The second important idea to
be implemented in social simulations in order to improve their empirical adequacy
is the distinction between OEs and OGs. To simplify matters again, one should
distinguish between the mind-independent objects (OOEs) and the OOGs, whose
givenness to specific subjects is caused by the former: One and the same hand
gesture (thought of as an OOE) might be perceived as an insult by one agent or
as an invitation by another, if their dispositional backgrounds differ, respectively.
Thus, we need to model the mind-independent object as well as the diverging OOGs
perceived by the agents involved if we want to adequately account for such diversity.

Thus – depending on the specific aim of a social simulation – it becomes neces-
sary to take into account diverging cultural backgrounds as well as their dynamics
of experience-based change in order to make social simulations empirically more
adequate. I am convinced that the framework, which I develop in more detail
elsewhere [10], could be a solid and viable step in this direction and that it is able
support social simulators in further improving their most promising approaches.
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Chapter 37
Students of Religion Studying Social
Conflict Through Simulation
and Modelling: An Exploration

Amrit Bahadur Poudel, Pauline Vos, and F. LeRon Shults

Abstract Researchers at our university use modelling and simulation (M&S) to
study religious conflicts, and we wanted to introduce undergraduate students of
religion to this research approach. Hence, we started a three-year educational design
research project to empirically study ways to introduce these students to M&S as a
viable research method in their discipline. The research project will entail several
iterations, which aim to have a feasible and effective design of lessons and a better
understanding of the learning processes. The first iteration was exploratory and is
reported here. For this exploration, we organised a seminar, which was videotaped
for post hoc analysis. The seminar started with an introduction of research methods
to study violent human behaviour, comparing experiments in which people are
exposed to violence in real and virtual worlds. Afterwards, the students explored an
agent-based simulation based on Schelling’s segregation model. The seminar was
concluded as a plenary discussion. After the seminar, follow-up interviews were
held with three students. The results suggest that this brief intervention enabled
students to gain a good understanding of the way in which M&S can be used to
study social conflicts and opened them up to the possibility of adopting the method
in their future research. We also found that for an initial understanding of the use of
M&S in social research, no knowledge of computational methods is required.

Keywords Students of religion · Research methods · Social conflicts · Social
simulations

37.1 Introduction

Research in the social sciences has traditionally been limited to methods such as
literature reviews, interviews, observations and surveys. These are also the research
methods typically taught to students at universities. However, at our university, we
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have a growing group of researchers studying social phenomena through modelling
and simulation (M&S) [1]. It would be beneficial for students to also learn about
M&S and not have their courses trail behind innovations. Thus, at our university,
we wondered how to introduce students of religion to ways of studying religious
conflicts using M&S. We started a three-year educational design research project
to study emerging educational approaches that help students reason about how to
study violent behaviour in artificial societies (without harming real people). How
can we as research practitioners introduce students of religion to new M&S research
methods and to inspire some to use these methods in their future research?

Educational design research is a research methodology for designing learning
environments in cases where one needs new teaching methods to deal with
new content [2, 3]. It enables a scholarly exploration for creating new learning
environments, in particular in the area of educational innovation. The intent of the
research is to produce design principles of feasible teaching practices and increased
understanding on both of those practices and of students’ learning. The approach
is to start small, evaluate and then iteratively increase the scale of the educational
intervention. Each iteration consists of a plan of a sequence of learning activities,
which are enacted and formally evaluated. This leads to new reflections, conjectures
and improvements of the design. In this chapter, we will present the first iteration of
our study.

We hypothesised that an accessible entry into M&S research methods for
students of religion would not be through the learning of coding and a crash course
on the creation of M&S [4]. Instead, students of religion could better think of
M&S as virtual worlds of social phenomena, which can imitate or reproduce real-
world processes. We hypothesised that they could imagine that virtual worlds can
support social researchers to run social experiments or to see what future scenarios
could occur. We selected a digital simulation based on authentic research of human
behaviour (described below) to serve as an example of M&S research. We planned
it to potentially engage students in critical thinking, imagining alternative actions
and problem-solving skills.

In our research on learning, we perceive students not only as actors in a learning
context (as learners and as peers within a university course), as members of the
university community, but also as social beings with extra-institutional experiences
in the society. Within the narrow learning context, we use probing questions and
a simulation to mediate student thinking, participation and communication. We
perceive M&S as cultural tools that carry knowledge about social phenomena
and hence capable of incorporating a social history into any learning activity in
which religion students engage. We study their learning not simply as an interplay
between minds and simulations; rather, we frame students learning in light of three
sociocultural contexts: (1) the course, (2) the world of academic researchers using
M&S in social research and (3) wider society in which there is a need to understand
and limit conflicts. This theoretical frame of learning is inspired by Engeström’s
Cultural–Historical Activity Theory (CHAT) [5], which was developed to analyse
the relationship between what people think, what they do, how they use tools and
how different contexts interact in this. Our questions were: What are the strong and
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weak points in our educational design? To what extent can the students understand
how others (social researchers at their university) use M&S in their research? Would
they using this approach in their future research?

37.2 Materials and Participants

In this first exploration of our design-based study, we created a learning context that
consisted of a three-hour seminar that students could attend on a voluntary basis.
It was an ‘extra’ within the compulsory bachelor’s course ‘Religious radicalisation,
extremism and violence’ taught by a group of lecturers from the department. The
seminar was conducted by the second author. All students had been asked to bring a
laptop. Those who hadn’t brought one were paired to a peer with one. All activities
in this seminar were filmed by the first author. All three authors participated in data
analysis.

The seminar consisted of three sections. The first section was a lecture, in
which different research methods in the social sciences were reviewed. This was
followed by a discussion of the problem of carrying out live laboratory experiments
with people. We presented the Zimbardo prison experiment carried out at Stanford
University, designed to investigate whether random volunteers had dispositions
associated with abusive behaviour [6]. This prison simulation has become famous,
because it had to be stopped due to the excessive abuse that arose. It serves as an
example of how live experiments can have serious ethical issues. Alternatively, in
artificial societies, where individuals are not actual people but virtual entities, we
can experiment with scenarios in ways that would be unethical in real societies with
real people (Fig. 37.1).

In the second part of the seminar, we gave students hands-on experience with
a simulation. For this, we selected a simulation that was freely available online,
had a limited number of parameters (sliders) and connected to a theme that

Fig. 37.1 Simulation based on Schelling’s model of segregation (left) and classroom scene (right)
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was likely to be of interest of the students: the social inclusion and exclusion
of people. The simulation was based on a model of segregation created by
American economist Thomas Schelling (http://nifty.stanford.edu/2014/mccown-
schelling-model-segregation/). This simulation engages a user in understanding the
processes of the segregation of two recognisable groups. The bottom line of this
model is that segregation can emerge even in relatively tolerant populations. It
shows connections between micro-motives and macro-behaviour and reveals hidden
causal architectures in social systems. The third part of the seminar consisted
of a discussion guided by probing questions such as: Why do researchers use
M&S? What questions could be answered by creating a virtual Norway? What are
limitations of M&S? Are you interested in doing research using M&S?

In the weeks after the seminar, the first author conducted follow-up interviews
with three students, who volunteered to be interviewed. They were asked to evaluate
the seminar and describe what they recalled from it.

The video recordings of participants’ interaction in the seminar (with the
simulation and with each other) and the videos of the follow-up interviews were
analysed in light of the CHAT framework with the goal of answering the research
questions.

37.3 Results

Interaction of the students during the seminar Students fully engaged in the
hands-on activity and discovered how small individual bias can lead to large
collective segregation. They interacted with the simulation by using the sliders and
click buttons. We observed wonder, excitement and sorrow on their faces. They
played with the parameters to explore future scenarios, and without exception, they
tried to create positive, unsegregated outcomes. This shows that within a short time,
the simulation had become a tool, which students manipulated to reach a certain
goal, and that it appealed to their social feelings. Thus, the simulation created a
connection between the students, their goals and social life beyond the university.

In the third part of the session, the teacher posed probing questions. To the
question on what could be studied using M&S, students came up with several
examples. It could be applied to forecasting elections, to predicting unemployment
rates, ‘to understand criminality by understanding people’s behaviour’ or to discover
‘what would happen if radical religious groups came into power’. These varied
answers indicate that the students were able to connect M&S to doing social
research. Additionally, two students expressed interest in using M&S in future
research.

Follow-up interview with students In the follow-up interview, one student said:
‘It is easy to find answers to hypothetical questions in social research using social
simulation..... we may not be able to afford experiments like Zimbardo, which has
a high cost value as well it as affects peoples’ personal lives. Instead, if you run

http://nifty.stanford.edu/2014/mccown-schelling-model-segregation/
http://nifty.stanford.edu/2014/mccown-schelling-model-segregation/
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computer simulations, it is less harmful and more cost effective.’ Another student
reflected: ‘It made me easier to understand when LeRon talked about computer
simulations later on in the course.’ These answers indicate that the students were
able to connect the simulations to researchers who use M&S. Moreover, when
a student uses the pronoun ‘we’, this suggests he considers himself a potential
researcher.

37.4 Conclusions, Discussion and Recommendations

We observed that the students of religion showed an understanding of the oppor-
tunities M&S offer to understand hidden architectures of social phenomena. They
were very aware that live experiments with people have disadvantages, and they
could imagine questions that only M&S can answer. During the seminar, there
was increased understanding that M&S can be a tool in research on religious
conflicts. Some students showed a keen interest in M&S for their future research. We
conclude that the M&S approach to studying social phenomena offers a pedagogical
innovation for dealing with topics such as religious radicalisation, extremism and
violence. Of course, it remains speculative whether this first encounter with M&S
will motivate them to take up a course in programming. We will further explore this
in the next iterations of our research.
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Chapter 38
Using Cognitive Work Analysis to Inform
Agent-Based Modelling of Automated
Driving

Gemma J. M. Read , Paul M. Salmon , and Jason Thompson

Abstract Cognitive work analysis is a systems analysis framework from the field
of human factors. The framework provides information about the constraints of
agent behaviour that can potentially be useful for the development of agent-
based models. This chapter discusses a current programme of research which aims
to integrate cognitive work analysis with agent-based modelling to identify and
manage emergent risks to safety associated with the introduction of automated
vehicles into the road transport system. A proposed approach to the integration of
the methods is described.

Keywords Agent-based modelling · Cognitive work analysis · Complex
systems · Automated vehicles

38.1 Introduction

The aim of this chapter is to propose the use of a framework from the field of human
factors to inform the development of agent-based models (ABMs). Specifically, we
discuss a current programme of research which aims to integrate cognitive work
analysis (CWA) with ABM to identify and manage emergent risks associated with
the introduction of automated vehicles (AVs). Road transport systems continue to
move towards fully automated driving. However, the shift towards full automation
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is occurring within already complex and poorly understood road systems that kill
people on a scale comparable with other major public health issues such as cancer
and cardiovascular and respiratory diseases.

Whilst it is expected that automation will create safety and efficiency benefits, it
also poses risks [1]. Importantly, little is known about how other road users (e.g.
human drivers, cyclists, and pedestrians) will respond and adapt to sharing the
road with AVs. Indeed, the introduction of advanced automation in road transport
brings new challenges, different to those faced in other safety critical domains,
such as aviation, which have already transitioned. For example, in road transport,
automated entities will interact directly with members of the public who do not have
specific training, nor close supervision, to manage their reactions and behaviours. It
is questionable the extent to which AV designers can take account of the openness
and complexity of the road system, making this an important area for exploration.

38.1.1 Cognitive Work Analysis

CWA provides a framework for analysing complex systems [2]. It was developed
at the RISØ National Laboratory in Denmark within a wider research programme
aimed at supporting the development of safe electricity from nuclear power.
The researchers found that even where reactors could be designed to exhibit close
to perfect technological reliability, accidents still occurred. The studies at RISØ
culminated in the emergence of the CWA framework of tools to assist in the design
of adaptive systems that enabled the worker to ‘finish the design’ [2].

The CWA framework is unique in its formative, constraint-based approach
that models the possibilities for behaviour within complex systems, rather than
describing actual behaviour (i.e. how work is done) or prescribing normative
behaviour (i.e. how work should be done) [2]. It has been widely used to analyse
complex systems including in nuclear power generation, military command and
control, air traffic control, health care, road transport and rail transport. CWA uses
five phases of analysis to analyse the constraints on agent behaviour (both human
and non-human) within a system:

1. Work domain analysis which uses the abstraction hierarchy or abstraction–
decomposition space to identify and describe the functional purpose and struc-
ture of the work domain.

2. Control task analysis which uses the decision ladder and contextual activity
template to identify and describe the activities and tasks performed in the system.

3. Strategies analysis which applies information flow diagrams to identify the
strategies that can be employed to perform the activities and tasks.

4. Social organisation and cooperation analysis which uses annotated versions of
the above-mentioned representations to identify how tasks and activities are
distributed across agents within the system.
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5. Worker competencies analysis which uses the skills, rules and knowledge
taxonomy to identify the cognitive skills and processes employed during task
performance.

CWA enables the analyst to identify the constraints or boundaries on the
possibilities for action within a given system. These can be hard constraints (e.g.
those imposed by the laws of physics) or soft constraints (e.g. road rules, social
norms). Although the constraints identified by CWA are situation dependent and
dynamic [2], CWA is not able to formally represent this dynamism. Further, analyses
to identify the full range of behavioural strategies available in a given situation
using CWA tools can quickly become large and unwieldly. Instead, the constraints
analysed with CWA could be used to define aspects of dynamic models (such as
rules for interaction), enabling emergent behaviours to be identified. Also, being a
qualitative approach, CWA could be enhanced through integration with quantitative
modelling approaches.

38.1.2 Agent-Based Modelling

By contrast to CWA, ABM uses a bottom-up approach to modelling complex
systems. In ABM, rules are applied to direct the behaviour of individual agents
who then interact, enabling the identification of emergent patterns and phenomena.
ABM demonstrates how agents self-organise based on relatively simple rules of
interaction, providing unique insight into how interactions can be changed or
managed to avoid emergent patterns that can lead to road crashes. The approach
is highly suited to forecasting patterns of behaviour in future road systems where
vehicles operating at different levels of automation will interact with one another
and with vulnerable road users (e.g. pedestrians and cyclists). ABM has previously
been applied to transportation systems [3–5]. Applications of ABM to the area of
AVs are emerging, yet tend to focus on a homogenous fleet. For example, ABM
has been used to develop and test algorithms for efficient and safe interactions
between AVs [6]. There have been calls for improving the theoretical underpinning
for understanding interactions between agents during the transition period and for
improving the integration of human factors within models [7].

38.2 Proposed Approach to Method Integration

Both CWA and ABM seek to understand adaptation in complex systems and how
phenomena emerge from interactions between system agents (both human and non-
human). It is expected that combining the two approaches will provide improvement
over existing methods as it will describe agent interactions from a constraint-
based systems perspective (enhancing the capability of ABM approaches) and
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dynamically modelling interactions to identify emergent risks with the introduction
of new technologies (enhancing the capability of CWA). Indeed, previous work has
taken steps to use CWA to define agent-based simulations of agent activities [8].
Using the two approaches also provides an opportunity to validate the output of
each (i.e. are the emergent risks identified by ABM also identified by CWA).

Our approach to integrating ABM and CWA is both high level and detailed.
Initially, we have identified a high-level conceptual model to underpin the modeling
(Fig. 38.1). The variables included in the model were derived from a work domain
analysis of the road transport system [9], adapted for AV introduction into the road
system. The conceptual model describes key relationships between model choice,
which either increases or decreases heterogeneity in the traffic fleet, which impacts
on the extent to which there are inconsistencies in interactions between road users.
For example, where pedestrians encounter very few AVs, their expectations regard-
ing interactions will only be potentially violated in small number of interactions.
As there is more uptake of AVs, the number of inconsistencies in interactions will
increase; however, this will be mediated by learning through experience, which
will change expectations and reduce inconsistent interactions. Compliance will also
impact on the inconsistency of interactions. AVs will comply with road rules which
should assist other road users to predict their behaviour. However, this may lead
other road users to take advantage of AVs, such as pedestrians crossing in front of
traffic, knowing that AVs will stop for them. This has implications for efficiency of
AVs and of the road network in general, which could reduce trust and their uptake
by consumers. Finally, some types of inconsistent interactions could lead to crashes.
These incidents will also reduce trust and the uptake of AVs.
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The conceptual model will be used to develop a high-level model to explore the
broad mechanisms behind crashes and the kinds of scenarios/combinations of sce-
narios that lead to crashes. Then, more detailed models will be created to understand
key areas of risk. For the more detailed models, we are developing subsystem CWA
models of various road environments such as signalised intersections, roundabouts,
and motorways. The CWA outputs will be used to specify the agents to be included
in the model, their attributes and the environment within which agents will interact.
Importantly, the analysis will identify the rules determining interactions between
agents and between agents and the environment. For example:

• Work domain analysis (Phase 1 of CWA) identifies the environmental con-
straints on agent behaviour. This can assist in defining environmental elements
of models, such as the use of lane markings as a constraint on agents’ movement
through space.

• Strategy analysis (Phase 3 of CWA) identifies the different behavioural strate-
gies that agents can use to undertake tasks. This can assist to define potential
agent behaviours such as the various ways in which cyclists can proceed through
intersections (in traffic flow behind AV, alongside AV, on footpath, via hook
turn).

• Worker competency analysis (Phase 5 of CWA) identifies the cognitive capa-
bilities (skill, rule and knowledge based) that agents require to undertake tasks.
This can assist to define agent rules, such as ‘IF vehicle approaches from right
THEN give way at intersection’.

A key challenge will be to avoid overspecifying the detailed models, such that
it becomes simply a dynamic simulation of what was found through the CWA.
The careful selection of key constraints and attributes will be important. Further,
CWA currently operates on the basis of the system at a point in time. Whilst it
allows for dynamic shifts in behaviour, it does not necessarily attempt to predict
or model them. Within the ABMs, learning algorithms, based on human factors
theories such as the perceptual cycle model [10], will be incorporated to understand
how interactions might change over time.

38.3 Conclusions

The introduction of AVs into the existing road transport system poses potential
safety challenges. We propose the integration of ABM and CWA to understand
potential system phenomena and safety risks to support the safe introduction
of AVs.
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Chapter 39
Modelling the “Captain’s Nose”:
Exploring the Shift Towards Autonomous
Fishing with Social Simulation

Jorge Santos, Melania Borit, and Loïs Vanhée

Abstract With the rapid advances in the development of autonomous vehicles, the
fishing industry might be faced in the near future with a shift to (partially or fully)
autonomous fishing vessels or operations. Large-scale utilization of autonomous
fishing practices will lead to a reorganization of society in many respects, with criti-
cal challenges related to conservation, economy, governance, and ethics. This study
focuses on some relevant topics to reflect on with social simulation approaches.
These topics will have to be revisited when exploring the possible challenges and
opportunities of moving from traditional to autonomous fishing activities.

Keywords Fishing industry · Human-agent interaction · Interdisciplinary
approaches · Maritime robotics · Multi-agent systems · Social modelling

39.1 Introduction

Even though partially or fully autonomous vehicles are present-day technology
in several land based or marine transport modes (e.g. [3, 5, 17, 35]) and are also
explored as a possibility for maritime operations (e.g. [12, 27, 28, 31]), for various
reasons, notably cultural [26], the domain of fishing has never been explored until
now from this perspective. Fishing can be defined as any activity that involves the
catching, taking, or harvesting of fish [13], and it basically involves the existence of
a prey (i.e. the fish) and of an operator (i.e. the fisher) who uses some form of fishing
gear. At sea, fishing operations are typically supported by specialized vessels.
Fishing is the core activity of fisheries, which is a concept analysed lately from the
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perspective of socio-ecological complex adaptive systems [21]. Regardless of the
challenges of sustainable fisheries management [7], fish is one of the most traded
food commodities in the world [10]. By, among others, increasing human safety,
providing access to remote or difficult areas (e.g. rough weather spots, deep sea),
or decreasing costs associated with ship size, moving towards autonomous fisheries
might be seen as beneficial, especially in fisheries targeting valuable species where
envisaged profits might just push new technology through the cultural barriers
mentioned by [26]. The future of such autonomous fishing (AF) operations can be
easily imagined from a technical point of view, with multi-agent approaches called
in to address the difficulties rising from transforming a classic fishing vessel into
a partially or fully AF vessel, operating alone or together with supporting marine
autonomous vehicles (underwater, surface, or aerial vehicles) in an AF operation
system (AFOS) [37]. However, many of the challenges of the transition from
traditional fishing to AF stem from the dynamics of social interaction and the fine
mechanisms of social processes and, thus, can be explored using social simulation
(SocSim) approaches. Without focusing on a specific type of fisheries, we analyse
here several classic SocSim topics that we consider immediately relevant.

39.2 Historical Background and a Look into the Future

The history of fisheries in the twentieth century shows that technology adoption
in this domain was quick, but that it took different paths in different ecosystems.
For some of the new technologies, the fishing industry was not only an early taker,
but also a strong pressure group for their consolidation (e.g. differential GPS).
All the technology build-up (e.g. gradual adoption of radars, echosounders, sonars,
GPS), combined with deficient regulations or policies, had the downside of the large
increase in industrial fishing power [30] with a corresponding dwindling of many
important fish stocks. The increased regulation of the last 30 years has led to the
decommission of many old vessels (and fishers), which have often been replaced by
fewer, but larger vessels. This upscaling is also an innovation, with comprehensive
changes in labour relationships, financial organization, processing, and marketing.
It became soon clearer that technology was replacing tradition, skill, and human
intuition (the famous “captain’s nose” [6]): in modern fishing it is not the skipper’s
skill and gut feeling, but more the size of the boat and experience of the crew that
contribute most to fisher’s success [25]. With the advent of autonomous vehicles in
many other related areas, the fisheries system might be facing a revolution with far
reaching environmental and social consequences. Despite social and technological
developments, fisheries are still, and will be, very diverse activities owing to
the different ecological and geographical settings. The new type of AF will be
increasingly embedded with marine aquaculture, but also with all other social and
economic activities happening at sea and on land, with technology augmenting the
capacity of humans to deliver niche products. The use of this new technology might
lead to setting the ground for a renaissance of clusters along the coasts, a vision that
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is more related to peer-to-peer economy and a decentralized, regional territoriality
[14] (though the opposite might also happen, with stocks being exploited by supra-
national shing conglomerates).

39.3 Topics to Be Revisited

Technological shifts and acceptance of new technology Innovation and accep-
tance of new technology depend on the cultural context (e.g. kinship), the markets
and the value chains under which fishers operate, the age of the operators and
their long-term commitment to the fishery, as well as the regulatory environment
[1, 22, 33]. For thousands of years, fisheries were dominated by seasonal activities
where traditional knowledge and kin relations in coastal communities played a
central role. Early in the industrialization of fisheries, by the 1930s, fishing operators
still possessed a general all round set of skills and knowledge, which were passed
on within families and communities, but they were being embedded in a new
technological and institutional complexity. By the year 2000, in the industrial
countries, and increasingly around the world, the main activity of a fisher is to
run a business, control finances and investments, and understand fishing legislation
[18]. The fishing knowledge itself is more embedded in technology systems, and
organizations, and the important roles of kin have been replaced by technical
education and often imported labour. Technological innovation and adoption goes
hand in hand with the development of new processing technology and markets,
as well as institutional innovation (e.g. cooperatives, mutuals, or other forms of
future governance). There is clearly a pressing need to understand the cultural and
social relations that will hinder, allow, or favour the adoption of new technology
and (full) autonomy in the different fisheries and ecosystem settings. SocSim offers
a strong approach for evaluating the consequences of this technological transition on
societies [23], and previous research in areas such as social norms, social influence,
values/culture, trust, social psychology, reputation, and social networks will play an
important role here (e.g. [9, 24, 34]). Moreover, serious gaming and participative
modelling could facilitate this transition [4].

Resource exploitation In future fisheries, production might be more demand-
driven (probably for top-quality live fish) and autonomous agents will have to take
decisions as to how and when to search for fish (i.e., prey). Once a patch of prey
is encountered, decisions will have to be made as to how long to stay there before
moving on. Predator-prey models have a long history in ecology and have been
amply dealt with in individual-based modelling [16]. This includes dealing with the
typical patch decision models that play an important role in the optimal foraging
theory [8]. Like any other predator, automated agents will have to compound the
benefits and costs, including opportunity costs, of staying or leaving a patch, as well
as of cooperating with other agents in a competitive market economy. Differently
from traditional resource exploitation models, the agents must deal, or learn to deal,
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with different types of prey, regulations, variable order flows, information sharing,
and new governance structures. This socio-techno-ecological complex adaptive
system of fisheries constitutes a relevant opportunity for establishing new agent-
based models, which can be applied for predicting the relevance of combinations of
agents, policies, and institutional structures.

Governance AFOSs will include multiple sensors and nearly perfect knowledge
of their local environment (e.g. schools of prey). It will be important to match
production capacity of a legion of competing AFOSs, spread over a large area, to
the stock size and productivity of the whole prey stock. Owing to the efficiency of
autonomous agents as predators, the information and (backward) control flows must
happen in real time, to ensure environmental sustainability. This raises issues about
the veracity and asymmetry of the information shared in the network, as well as
trust and maintenance of trade secrets (commercial advantages) within competing
firms. Should networks be controlled by a principal (the government) or multiple
principals (agencies) or delegated to trusted agents or to peer-to-peer mechanisms?
Application of design thinking to the study and development of optimal governance
structures is a relatively recent field, and SocSim is a promising approach to
experiment and compare these different control regimes [19].

Value chains/network AF will, in principle, be less constrained by time or weather
limitations. This could be suitable for establishment of small supplier firms and for
the production and trade of live fish and top quality products. This translates into
better welfare for the fish and a superior market for the supplier. In a globalized
world, there is less competition between individual actors than between value
chains. These chains tend to become shorter and demand-driven. The configuration
of the chains, type of product, and markets will dictate whether these chains will
be dynamic or stable, and this can be explored by SocSim [2]. It is relevant to
analyse in which conditions vertical integration, marketing and private certification
schemes, strategic alliances, or horizontal arrangements, such as cooperatives, peer-
to-peer networking, or other hybrid models, will be most suitable. Previous SocSim
research in areas such as negotiations, coordination, cooperation, reputation, social
networks, or learning will be highly relevant here (e.g. [11, 32, 36]).

Values/morals/ethics Stakeholders and consumers are increasingly conscious of
other values than just business or social economics (such as social responsibility,
animal welfare, or valuing nature for its own sake). Simulations on AFOSs supply
chains should go further and highlight new dividing issues, some of which might
have unexpected features. How long should the fish be kept alive after capture and
before final consumption to ensure freshness and value, but avoid prolonged stress?
Should AF only target the highly valued species for the rich consumer markets?
What balance of opportunities do we want between large-scale industrial and small-
scale community fisheries?

Modelling Focusing SocSim efforts on this complex physical, social, and techno-
logical system in transition could contribute to learning how to make better models.
From this perspective, one key challenge would be eliciting the necessary (and many
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times implicit) information from the fishers in order to (1) programme the AFOS
and its interaction with humans and (2) programme the SocSim models needed to
explore the topics mentioned above. Participatory modelling (e.g. [20]) and efforts
towards devising methodologies for using qualitative data for informing agent rules
(e.g. [15]) would play a crucial role here.

39.4 Conclusion

The transition to AF both depends on and is consequential on society as a whole.
Thus, designing social simulations could be a useful tool for a variety of purposes,
from making decisions about, for example, policies or investments, to exploring the
consequences on society and organizations of the evolution of fishing techniques
and fishing activities towards autonomy. Such endeavours might need better social
theories and data [29]. Nevertheless, they could also contribute to formulating new
theories and uncovering undesirable outcomes and promising futures.
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Chapter 40
Conceptualising Artificial Anasazi with
an Explicit Knowledge Representation
and Population Model

Frederik Schaff

Abstract Using the case of the artificial Anasazi, it is shown how an explicit
population model may be linked with an explicit network model. This network
model is then used for the diffusion of knowledge, including the preservation of
knowledge over generations. Knowledge is represented by an explicit model of
cognition, in which each agent holds simulacra corresponding to entities in (virtual)
reality, at the time when they were perceived. Heuristics exist to explore the artificial
world in order to extend the cognitive model. In the selected example, knowledge
items refer to land patches and attributes as well as fellow households, persons and
settlements. The current status is work-in-progress. The original model without an
explicit knowledge representation is already reimplemented and validated. The code
is available via Github.

Keywords Agent-based modelling · Archaeology · Population model ·
Endogenous network · Explicit knowledge representation

40.1 Introduction

In current agent-based models (ABM), in archaeology individuals often do not
interact directly. Instead, the environment acts as a mediator [5], similar to the price
mechanism in neoclassical economics. Complete, although not necessarily perfect
information is assumed regarding this environment – the economic correspondence
would be prices and quantities. However, ABM offers the opportunity to deviate
from this methodology and to emphasise agent myopia. In [10], the concept of
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an explicit knowledge representation is developed for an economic setting. Here,
this concept of pure agent-based computational economics (pACE) is applied to an
archaeological setting.

40.2 Need for Advancing Artificial Anasazi

The artificial Anasazi project [1, 6, 7] serves as a good starting point: It has all the
relevant aspects (geography, population model, decisions) and is assumed to be a
closed system,1 and it is assumed that a single activity, growing maize, is the only
relevant economic aspect and that the choice of farm-site and settlement-site are
the only variables at the agent‘s fingertip. The archaeological population record
provides a benchmark and target for the model.2 In addition, a very good data base
exists regarding the geographical aspects of relevance for each year of the relevant
time (800-1350 CE).3 Based on the reimplementation by [9], which has a more
accessible code than the original model (being written in NetLogo), we reimplement
the model in LSD, a c++ based open-source cross-platform IDE.4

As has been noted before (e.g. in [9]), the original artificial Anasazi model is
strongly driven by the environmental data, and some strong assumptions need to be
in place in order to allow the model to produce its high fit with the archaeological
data. Some of these assumptions relate to the population model. For example, there
will only be new households if the environment has the capacity to support them.
Other assumptions relate to the knowledge. For instance, it is implicitly assumed

1The Kayenta Anasazi lived in the Long House Valley in Arizona, USA. In previous modelling
efforts, no external trade was assumed. To our knowledge the Anasazi had complex trade networks,
and these might have been relevant to deal with local climate variance (cf., e.g. [11]). This might
be a relevant future work. In fact, it is likely that the current model will not be sufficient to
(completely) explain the archaeological record.
2This double-role is problematic for it can be argued that an equation with enough complexity can
always be calibrated such that it replicates the desired time series. This can be countered by limiting
the flexibility of the equation based on theoretic conditions. The explicit knowledge representation
is a way to do so.
3The availability of drinking water, the hydrology that tells whether or not an area lies in a
floodplain, a combined source called average Palmer Drought Severity Index that, together with
some specific capacity of the soil that is distinguished in zones, provides input for the maize yield
model.
4Laboratory for Simulation Development, see https://github.com/FrederikSchaff/Lsd/ for the
current version used. You may find the Artificial Anasazi in the example model sections under
GIS/Archaeology/ArtificialAnasazi. LSD is vividly developing recently and offers an easy to
learn macro language that emphasises modular approaches. At the same time, the full power of
modern c++ is used, both in terms of performance and versatility, allowing the complexity of
models to be scaled with the experience of the user. Among the features are an automatic model
documentation (hypertext and latex), several options for sensitivity analysis, parallelisation, cross-
platform compatibility, an analysis of results module, export to R, integrated network capabilities
and of course high performance, utilising, e.g. c++11.

https://github.com/FrederikSchaff/Lsd/
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that the agents know the exact productivity of each land patch in the Long House
Valley (where the Anasazi lived), as well as whether or not there is (currently) a
water source, etc. Although the relative proximity of the valley, 80 times 120 km,
makes extensive exploration reasonable, it is nonetheless unreasonable that the exact
attributes of each single patch of land are known at any given point to any agent. For
example, agents know the current potential productivity of a patch of land even if
they never farmed it. And even if that would be given, it is further assumed the
Anasazi – each household individually and updated by the decision of the others –
used a mechanism that allowed them to choose optimally among those 9,600 options
(in model scale). Finally, a closer analysis of the code from [9] shows that there are
some implementations in conflict with the written account in [1].5 For example,
households may farm at a spot that is not within 1600 m of a water source, and they
may settle in a floodplain area. Also, households will not resettle if a water source
vanishes or an area changes into a floodplain area.

Future plans: In difference to the original model studying the household-level,
we choose the person-level. A number of persons (male and female, relatives) will
form a household, and persons from a household can leave the household to form
a new own household. Several households that reside in the same location form a
settlement. We incorporate the simple statistical model used in [4] as a starting point
to implement realistic age-distributions beyond the solution in [1].6 Another mayor
interest of the current study is the network formation process. It is assumed that
some part of the network depends on the proximity to others (i.e. living in the same
settlement), some part on the family (inheritance) and some part on a probabilistic
interaction model. Furthermore, the heritage network is implemented in a way that
it survives its nodes. The most relevant difference is, however, the representation of
knowledge and the decision heuristics that work with this representation.

40.3 Explicit Knowledge Representation

For a better understanding of, e.g. settlement phenomena in archaeology, we suggest
that each software agent embodies its own representation (i.e. model) of the
geophysical reality but also social and other relevant reality. All its decisions should
be based upon this internal model. This implies, for example, explicit mechanisms
to search/explore unknown territory.

Because this internal representation is a construction based on the personal
history of the agent, sameness becomes an affair of the internal agent‘s “mind”,

5Also noted by [9]. This is highlighted in an adjusted Version of Janssen’s model, included in the
LSD reimplementation. In addition, the LSD reimplementation offers statistics on the number of
cases where single assumptions are not kept.
6See https://github.com/FrederikSchaff/lsd-template-models/tree/master/Population for a template
model already including [4] together with the potential to track family relations and a partner-
search model based on [2, 3].

https://github.com/FrederikSchaff/lsd-template-models/tree/master/Population
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t = t0 t > t0

Fig. 40.1 Knowledge Representation in pACE [10]. The pACE agent may start with a blank model
of the true state-space (the model world). By means of (heuristic) interaction with the environment,
specific elements with their respective state at a specific time are perceived and remembered.
The internal model may structurally differ from the external reality. Also, the state-space itself
is allowed to change. (a) Initial knowledge representation. (b) Later knowledge representation

as demanded by [8, p. 371]. Figure 40.1 technically illustrates this idea from the
concept of pure agent-based computational economics [10]. The items in the agent‘s
model are purely individualised simulacra of the real items.

On the system level, we need to model agent communication and the general
network of interaction to understand the propagation mechanisms for knowledge.
The social network, as a consequence, should be endogenously dynamic. This can
be handled by coupling the initialisation of a new person‘s social network position
with the population model (i.e. ties to family) and basing the evolution of the
network on an explicit interaction model. For example, chances to get new ties and
hinder the degradation of existing ties correlate with the geographic proximity of
the agents. Farming sites or water sources used by different settlements can then,
for example, lead to a connection between those settlements. The transmission of
knowledge is possible, whenever two connected persons visit the geographic area at
the same time.

Some readers might be tempted to argue that a (standard) network approach
instead of the simulacra approach is sufficient and more straightforward. This is,
however, not the same as the approach just described. Here for example, each
agent has its own internal composition of simulacra. The information held for each
simulacra may or may not correspond to real attributes of the current status of
the represented entity. In fact, it is in principle possible that the counterpart of a
single simulacrum, what it represents, does not exist anymore, or never did (e.g.,
because the transmission process is faulty). This would then mean that, in order to
have everything in one network, we needed to have multiple copies of the same real
object; otherwise the handling of links (link attributes as “beliefs”) would become
very complicated. Another example: A single person that learns of another person
X by talking to two different friends may not recognise that it is the same person
referred to each time and will add two simulacra. On the other hand, a person that
knows person Z in its role of a farmer, and now learns that she lives in the same
settlement with person Z, will only add more information to the same simulacrum.
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Also, cultural transmission, i.e. the passing of knowledge from older society
members to younger members, including the ability of knowledge to survive its
inventor, is explicitly considered by this methodology. A qualitative difference
between first-hand knowledge (learned through own experience), second-hand
knowledge (first-order information or knowledge passed to others)7 and cultural
knowledge (knowledge passed more than once, potentially between generations)
can be made. For example, if migration within Long House Valley becomes
necessary, the household may start looking for a suitable spot, where the grand-
grand-parents once lived.
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Chapter 41
Modeling Radicalization and Violent
Extremism

F. LeRon Shults and Ross Gore

Abstract Given public anxiety about radicalization and violent extremism, it is
not surprising that these topics have grabbed the attention of so many scholars
in recent years. However, some have expressed concern over the fact that only a
few studies in this relatively new field contain empirical data or systematic data
analysis or develop causal models of the mechanisms generating these phenomena.
We believe that computational modeling and simulation techniques can make a
significant contribution to this scientific literature and eventually provide new tools
for improving policy analysis. Here we briefly describe (1) an integrative theory of
violent extremism proposed by Kruglanski and colleagues and (2) an agent-based
model that instantiates this theory in a computational architecture.

Keywords Agent-based model · Radicalization · Violent extremism ·
Kruglanski

41.1 A “Needs, Narrative, and Networks” Theory

The work of Kruglanski and colleagues is based on social psychological research
on the role that quest for significance (a microlevel variable) can play in motivating
individuals toward radicalization and violent extremism [1]. However, their model
also accounts for meso- and macro-level variables such as social processes and
cultural ideologies that can promote and justify violent behaviors, which in turn
provide some individuals with a significance gain. They propose that such behaviors
are the result of the conjunction of three factors: a need that motivates one to (re)gain
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personal significance, the availability of a narrative or ideology that can justify
the behavior, and a social network whose group dynamics lead an individual to
embrace the ideology [2]. Finally, their theory also recognizes that an individual
must have the ability (subjective and objective capacity) to carry out the extreme
behavior.

Extremism is “motivated deviance from general behavioral social norms,” which
occurs as a result of “a shift from a balanced satisfaction of basic human needs
afforded by moderation to a motivational imbalance wherein a given need dominates
the others” [3, p., 217]. The authors apply this general psychological theory of
extremism to the special case of violent extremism. All humans need significance,
although this variable is differentially distributed among individuals in a population.
Engaging in extreme behaviors takes a great deal of energy, and most people
maintain their motivational balance by engaging in moderate behaviors that fulfill
a variety of needs. However, motivational imbalance can be triggered by traumatic
experiences or cultural threats, which can increase the quest for significance. If that
need is sufficiently high, and an individual becomes entangled in radicalizing social
networks whose group dynamics lead him or her to accept a violence-justifying
ideological narrative, and that individual has the ability to perform such acts, he or
she is more likely to engage in extremist behaviors.

Elsewhere, our research team has developed models directly or indirectly
related to these themes, including simulations of the dynamics involved in terror
management systems [4], mutually escalating religious violence [5], and existential
security and secularization [6]. Some of these models included variables related to
those discussed by Kruglanski and his colleagues, including identity fusion, sacred
values, and concerns about threat or existential anxiety. The model outlined below
implements the “needs, narrative, and network” theory within a computational
architecture that incorporates the relevant micro-, meso-, and macro-level variables.
This is our first attempt to demonstrate the value of computational modeling and
simulation techniques for predicting and preventing radicalization [7, 8].

41.2 A Computational Model of Radicalization and Violent
Extremism (RAVE)

Each agent in RAVE has a quest for significance level (QS), a level of motivational
imbalance (MI), a cultural threat threshold, an ideological narrative violence level
(INV), a threshold specifying a willingness to commit violence (VE), and a
minimum, mean and maximum ability to commit violence. In addition, each agent
is assigned a social network, which reflects its set of active social relationships.
The number and weight of the links within the network is constructed by an
algorithm that mirrors real human social networks, in which individuals tend to
have ∼135 active relationships [9]. Based on homophily indicators derived from
research in social anthropology, we tie strong relationships within the network to
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higher levels of emotional closeness. In our implementation, emotional closeness is
also correlated with an agent’s INV level. The degree to which the INV of an agent
is correlated to the emotional closeness of its network relations is determined by the
parameter INV-homophily (INV-H).

The model environment produces cultural threats every time step. Every threat
has an intensity determined by a triangular distribution with a minimum, mode, and
maximum parameter. The values of these parameters can range from 0 (no intensity)
to 1 (maximum intensity). Each agent also has a threshold ranging from 0 (no
threshold) to 1 (maximum threshold) that determines how intense a cultural threat
needs to be for them to perceive it. The perception of cultural threats causes agents to
increase their motivational imbalance. By contrast, not perceiving threats decreases
an agent’s level of motivational imbalance. Within each agent, a motivational
imbalance level is represented as a real number.

Figure 41.1 summarizes the interactions and decisions made by entities within
the model at each time step. The left side of Fig. 41.1 represents those actions
that occur if an agent’s MI level is below the agent’s QS threshold. In this case,
cultural threats are created for the agent. The intensity of each threat is determined
by sampling the triangular distribution defined by the model-level parameters. Once

Fig. 41.1 Decisions made by entities within RAVE at each time step
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an agent tests for hazard perception, it interacts with its social network, and its
INV level is updated using a Rescorla–Wagner formula for classical conditioning
[10]. In our implementation, this formula is MIcurrent + [αβ(λ − MIcurrent)]. In the
formula, when hazards are perceived, the rate of the stimuli (β) is set to 1, and the
association value (λ) is set to 1. These parameters reflect the increase of the MI level
of an agent in response to incoming cultural threats. Conversely, when hazards are
not perceived, the rate of the stimuli (β) is set to 0.1 and the association value (λ)
is set to 0. This reflects the decay of the agent’s MI without the presence of the
stimulus. The value of α remains constant in both cases.

The right side of Fig. 41.1 depicts actions that are initiated if an agent’s MI
exceeds its quest for significance threshold (QS). When this occurs, the agent checks
its INV level (the current level of violence associated with the agent’s ideological
narrative), which is influenced by the agent’s social network. If an agent’s INV
exceeds its willingness to commit violence (VE), then the ability of the agent to
commit violence is determined by sampling the triangular distribution with the
minimum, mode, and maximum parameter. The uncertainty within these parameters
reflects the variance in an agent’s capacity to commit violence over time. If the
agent’s ability is over the specified threshold for the model, then the agent commits
a violent act. When an agent commits a violent act, then the simulation checks
to see if the agent will be removed from the population. This check is performed
by sampling the triangular distribution (described above) and testing whether the
sampled number is above the removal after violent act threshold; if so, the agent is
removed from the simulation and no longer affects the run. If not, the agent remains
in the simulation with a motivational imbalance that is above the QS threshold, and
its INV level is updated based on its interaction with its social network.

If (1) an agent’s INV does not exceed their willingness to commit violence or (2)
an agent’s ability to commit violence is less than or equal to the specified threshold,
then the agent does not commit a violent act. In either case, the agent checks to see
whether there are resources in the environment that could provide some other way
to fulfill the quest for significance (e.g., community programs), thereby decreasing
motivational imbalance level. If resources are available in the environment, then
(1) the motivational imbalance of the agent is decreased, and (2) the number of
resources available in the environment for all future agents is decreased by one. If
resources are not available, the motivational imbalance of the agent remains over
the QS threshold. In either case, the agent then interacts with its social network
and updates its INV level. In this interaction, the INV variable within the agent
is influenced by the INV value of other agents within their social network. It is
important to note that Fig. 41.1 shows that the influence of the social network is
exerted every time step of the model on an agent even if she/he does not perceive
a cultural threat. The only way an agent can avoid being influenced by their social
network during a time step is if the agent is quarantined.

The extent to which the variable is influenced is determined by a time-dependent
weighted average. Given a matrix IN that includes an entry for the influence of each
of the N agents on every other agent, the total influence exerted on it is computed
using the equation described next. Total Influence and a set A that includes all agents
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enable us to define TotalInfluencei = ∑N

j = 1
i �= j

INi,j . Total Influence and a set A

that includes all agents enable us to define ASN−INVt,i . Set A contains the value
of INV, at each time step t, for each agent j, throughout the simulation (AINVt,j .).
ASN−INVt,i .is the influence exerted on agent i by his/her social network (SN) for a

given variable v at time t. Formally, it is ASN−INVt,i
= ∑N

j = 1
i �= j

AINVt,j�
INi,j

TotalInfluencei
. An

agent combines the value of the INV variable from their social network with the
agent’s existing value for the respective variable using the Cobb–Douglas function
[11]. We employ this function because it is an established, flexible, and widely
used method to aggregate the influence of the environment with the existing value
of a variable though the parameter β. Formally, this combination is computed as
AINVt+1,i=AINVt,i

β
�

ASN−INVt,i
1−β .

The model has several important assumptions. First, note that resources in the
model cannot be restored or increased. This reflects the assumption that the model
will be used for planning or policy decisions for a fixed period of time. Thus,
the model explores how few resources need to be budgeted for a fixed period
of time (e.g., a year) to minimize the number of violent actions in the artificial
society. Second, a violent action that results in quarantine is assumed to have direct
consequences only on the extremist agent who performed the action. This excludes
effects on the extremist’s network and on the rest of the population. As a result, this
model cannot capture some other dynamics that may play a role in radicalization
processes, such as imitation. Third, the model assumes that the cultural threats
an agent perceives are independent of his or her social network. This assumption
precludes cultural threats that stem from one’s social network.

In future work, we plan to construct simulation experiments within this artificial
society that will allow us to explore the potential impact of various policies for
mitigating radicalization and extremism [12, 13].
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Chapter 42
The Artificial Society Analytics Platform

F. LeRon Shults, Wesley J. Wildman, Saikou Diallo, Ivan Puga-Gonzalez,
and David Voas

Abstract Social simulation routinely involves the construction of artificial societies
and agents within such societies. Currently there is insufficient discussion of best
practices regarding the construction process. This chapter introduces the artificial
society analytics platform (ASAP) as a way to spark discussion of best practices.
ASAP is designed to be an extensible architecture capable of functioning as the core
of many different types of inquiries into social dynamics. Here we describe ASAP,
focusing on design decisions in several key areas, thereby exposing our assumptions
and reasoning to critical scrutiny, hoping for discussion that can advance debate over
best practices in artificial society construction. The five design decisions are related
to agent characteristics, neighborhood interactions, evaluating agent credibility,
agent marriage, and heritability of personality.
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42.1 Introduction

This chapter introduces the artificial society analytics platform (ASAP), a compu-
tational model designed to function as an extensible artificial society for studying
social life in developed western cities. Our purpose here is to discuss some of the
design challenges we faced when constructing ASAP. By surfacing these challenges
and explaining our design decisions, we hope to foster dialogue about best practices
in building artificial societies. In other words, we are addressing the theme of the
2018 SSC by “looking in the mirror” – taking a hard look at how well we are
doing in constructing realistic and functional artificial social worlds. Societies are so
complex that their intricacies may seem to defy computational modeling. However,
we believe that the construction of sophisticated artificial societies is becoming
increasingly feasible – that is, both computationally tractable and materially useful
for scientific research.

A wide variety of general agent-based models have been developed over the
years as scholars in this field have made advances in simulating the emergence of
macro-level societal phenomena from microlevel interactions [1–9]. We believe the
field of social simulation can mature even more quickly if we engage in sustained,
self-critical discussions about how well we are modeling critical aspects of social
complexity.

We designed ASAP to handle a variety of specialized inquiries related to the
evaluation of scientific hypotheses about – and policies for promoting – healthy
social equilibria within urban areas in the developed western world. The platform
features “worldview clubs,” which may be either religious or secular; this is
intended to facilitate the exploration of hypotheses about the dynamics of group life
within and between religious and nonreligious groups. It includes a majority (host)
population group and a minority (immigrant) population group and individual level
variables such as outgroup suspicion, ingroup support, and shared norms, which
make it suitable for extension to models about immigrant integration. Agents in
ASAP are distributed in different neighborhoods and linked to job locations. They
meet in a variety of networks, influence one another’s worldviews, get educated,
seek employment, look for compatible marriage partners, and reproduce, age, and
die. These features render ASAP useful for certain types of policy modeling,
estimating cost-effectiveness of policy proposals, and informing debates among
policy professionals.

In the latter part of this chapter, we describe the agents, agent interactions,
and parameters within the computational architecture of ASAP. We conclude
with reflections on our experience of looking in the mirror. However, we begin
by offering our rationale for some of the design decisions we had to make in
constructing an artificial society that could be extended to multiple case studies. Our
goal is to foster debate about such decisions among those invested in promoting and
improving social simulation methodologies.
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42.2 Design Decisions for Discussion

42.2.1 Agent Characteristics

The first series of design decisions for scrutiny deal with the definitions of agent
variables (which are described in more detail in Sect. 42.3). Without complex agents
in play, an artificial society will be incapable of expressing social phenomena of
interest. If agents are too complex, we risk losing cognitive control over the model
and creating a computational monster too slow to be useful. Finding the sweet spot
depends on the specific inquiry for which the virtual society is being developed and
on available computational resources. We plan to use ASAP to answer a variety of
questions, and so it needs to be extensible in the relevant ways. Our goal was to
identify an ideal set of core agent characteristics that could be used in almost all
specific applications.

We settled on the agent variables portrayed in Fig. 42.1 for several reasons. The
rationale for the demographic variables is that they seem to be those minimally
required to simulate almost any interesting social dynamics. These demographic

Fig. 42.1 Three types of agent variables in ASAP
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variables frequently interact in ways that are useful for policy modeling. For
example, policies aimed at increasing immigrant employment can have negative
effects on majority employment rate in western, urban societies of the sort ASAP is
designed to simulate.

Although other sociological theories were taken into account in framing the
integration variables, the computational architecture was strongly informed by the
work of sociologist of religion David Voas [10, 11]. These variables combine with
some of the demographic variables to help capture the difference between three
distinct dimensions or types of integration: (1) structural integration, characterized
by equality of opportunity in education, employment, housing, civil rights, and
civic participation; (2) social integration, defined as interaction between members
of different groups in ways that range from the superficial (brief impersonal encoun-
ters, e.g., in commercial transactions) to the deeply personal (close friendships and
intimate relationships); and (3) cultural integration, which involves shared norms,
values, worldviews, and cultural capital.

We adopted the HEXACO framework [12] for personality variables, distribut-
ing them in the artificial population in ways that reflect the real world. We
preferred HEXACO because it extends the Big Five framework [13] by adding
honesty/humility, which is an important factor in some interpersonal interactions.
Incorporating personality enables us to enrich the representation of several social
dynamics, including shifts in agent worldviews and switching in religious/secular
worldview club affiliation, since these worldview-related variables are associated
with personality (e.g., religious individuals, especially those in religious worldview
clubs such as churches or synagogues or temples, tend to be higher in conscientious-
ness and lower in openness than the population as a whole).

Beyond HEXACO variables, we settled on three personality features critical
for interpersonal interactions. The intensity of the effect of an interaction between
ego and alter agents is amplified or muted by the susceptibility of the ego and the
charisma of the alter. The worldview variable enables us to characterize an agent’s
religious (supernaturalist) or secular (naturalist) way of thinking and the way it
changes during personal interactions, which is crucial for studying worldview club
affiliation, disaffiliation, and reaffiliation dynamics.

42.2.2 Neighborhood Interactions

Each agent may engage in several sorts of interactions each week. The frequency
of salient interactions capable of impacting ego agent variables is an interesting
question. We settled on weekly interactions partly because interactions that occur
more frequently are rarely significant and partly to simplify computational load. We
know of no quantitative data to answer the frequency question; hence, we relied on
the intuition of our subject-matter experts (SMEs). To focus debate, here we discuss
interactions in an agent’s neighborhood (around the agent’s place of residence),
which are particularly important when ASAP is used to study immigrant integration.
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Fig. 42.2 Dyadic neighborhood interactions in ASAP. Ego = agent possibly changing,
alter = ego’s interaction partner, Rnd [0,1] = random number between 0 and 1, IGS = ingroup
support, OGS = outgroup suspicion, ShNo = shared norms

Figure 42.2 portrays the decision tree for an ego agent interacting with an alter
agent in ego’s neighborhood (this is an enlarged version of the matching part of
Fig. 42.5 below). We made several assumptions. First, we assumed that minor-
ity/majority interactions must be analyzed separately from same-group interactions.
Second, we assumed that effects of interactions would depend on a stochastic
process in which the relative importance of shared norms and outgroup suspicion
govern how well an interaction is likely to go. Third, we assumed that the impact of
neighborhood interactions is adequately captured by changes in the three integration
agent variables. Fourth, we assumed no other considerations were important enough
to include. Each of these assumptions was based on SME intuition, and each is worth
discussing among those who build virtual societies.

42.2.3 Evaluating Agent Credibility During Personal
Interactions

We also use ASAP to study secularization, a process facilitated by a lack of religious
credibility enhancing displays (CREDs) within a population [14, 15]. Research in
this area shows that individuals are more likely to continue believing in the gods of
the religious clubs in which they were raised, and affiliating with those clubs, if they
encountered during childhood costly displays of belief within their families of origin
and religious contexts. When there are inadequate displays to enhance credibility,
a population is more likely to become secular, especially when governmental
institutions satisfy basic human needs without dependence on religious institutions.
This is an example of empirical findings and theoretical developments in the relevant
sciences informing our design decisions. We assume that the cohesion of groups
whose identity is connected to secular ideology is also partially dependent on the
presence of sufficient CREDs in such groups.
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Fig. 42.3 Decision tree for evaluating credibility of behaviors in ASAP. Le = learner (ego) agent,
Ex = exemplar (alter) agent, club type is Boolean (0 = secular, 1 = religious)

We conceived interactions relevant to CRED evaluation in terms of a conceptual
framework from epidemiology of representations: the ego agent is a learner whose
variables are subject to change and the alter agent is an exemplar who potentially
impacts the learner. The worldview interaction is distinct from the six depicted in
Fig. 42.2. We present the learner agent’s decision tree for evaluating an exemplar’s
potential CRED in Fig. 42.3. The learner variables that may change are worldview,
which varies continuously between 0 (fully secular and naturalist) and 1 (fully
religious and supernaturalist), and frustration, which varies continuously between 0
(not at all frustrated with the club ego is in or with being in no club) and 1 (extremely
frustrated with ego’s club or with being in no club).

When frustration passes a threshold, ego will act in one of three ways: (1) joining
the club of the last club-affiliated person who impacted ego positively; (2) switching
from one club to another, joining the club of the last club-affiliated person who
impacted ego positively; or (3) leaving ego’s current club and having no worldview
club. After acting, ego’s frustration variable drops dramatically. The worldview club
joined tends to be compatible with ego’s worldview. It is possible for a secular-
leaning ego agent to affiliate with a religious group or vice versa, but a person with
an extreme worldview value would never join a mismatched worldview club.

Critical to the dynamics of worldview change and worldview club affiliation is
the ego-learner agent’s openness. When ego is in a club, the openness personality
characteristic plays an important role in assessing the impact of a CRED from
someone in a different club. If ego is low in openness, a CRED from a member of a
competitor club will threaten ego, increasing frustration and changing worldview –
we call this the pluralism effect, and it acts on low-openness agents. By contrast,
if ego is high in openness, a CRED from a member of a competitor club will not
trigger the pluralism effect but rather increase worldview confidence and decrease
ego’s frustration with ego’s current group. These dynamics depend on findings in
social-psychological and personality research on religious pluralism.
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Fig. 42.4 The marriage process. WV = worldview values, SD = standard deviation. Tolerance
ranges are set in model parameters

42.2.4 Agent Marriage and Homophily Constraints

Marriage plays an important role in shaping all human interactions and especially in
the integration of cultures. We therefore tried to make design decisions that would
capture the most relevant causes and effects related to marriage that bear on the
social dynamics of urban western societies.

Many traits related to religion and personality affect social interactions and are
also heritable; hence marriage and producing biological offspring are important
conditions for the spread of these traits through a population. Moreover, our SMEs
guided us through what social theorists know about homophily in the process of
selecting a marriage partner. Figure 42.4 presents the homophily constraints on the
left, the variable changes upon marriage in the center, and the handling of heritable
traits in offspring on the right (discussed below). Regarding homophily conditions,
we selected the four considerations our SMEs thought were most important on
average; these assumptions should be debated.

42.2.5 Heritability of Personality

ASAP posits that personality (instrumentalized primarily using the HEXACO
six-factor system) informs most relevant personal characteristics and, being sig-
nificantly heritable, is the principal vehicle for the transmission of traits across
generations. We derive heritability factors from research in twin studies [16, 17].
We round heritability factors to the nearest one-sixth in Table 42.1. Heritability of
personality is critical for social dynamics. For instance, we know from twin studies
that religiosity, conservatism, and authoritarianism are significantly co-heritable
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Table 42.1 Children inherit
personality traits from parents
with heritability (h2) values,
which indicates the extent of
genetic (as against
environmental) influence

Personality trait Heritability (h2)

H – Honesty 0.33
E – Emotionality 0.33
X – Extraversion 0.50
A – Agreeableness 0.33
C – Conscientiousness 0.50
O – Openness 0.67

and that this can be captured through the transmission of personality traits across
generations because religiosity, conservatism, and authoritarianism have strong
personality correlations particularly with openness and conscientiousness.

42.3 Agent Variables in ASAP

The simulated agents in ASAP inhabit a virtual world where they attend school, get
hired and fired, get married, and reproduce (for a full list of variables, see Table
42.2). Agents are categorized into majority or minority groups depending on their
family of origin. They have variables related to their demographic features (age,
group, education, employment, etc.), their level of integration into society (outgroup
suspicion, ingroup support, and shared norms), their personal worldview (ranging
from religious supernaturalism to secular naturalism), and their worldview club
identification (religious club, secular club, no club). The values and settings for
the demographic variables are based on available data and/or subject matter expert
assessment. For example, we believe that immigrants in the contexts we want to
simulate will tend to be more highly educated due to factors such as immigrant
selectivity and the high value immigrant parents place on education as a means
of social mobility. This is the sort of assumption that ought to be debated in the
construction of artificial societies.

Worldview clubs are membership organizations that exist to support people
having specific types of worldview and to advance those worldviews; when an
agent belongs to a worldview club, the agent’s personal worldview variable tends to
match the worldview of the club. Agents have personality (using the six HEXACO
personality factors and several other personality features), memories of salient
interpersonal encounters, the ability to learn from others, and the power to evaluate
the sincerity and consistency or hypocrisy of those around them. In the process
of interpersonal exchange, agents may change their worldviews and their club-
affiliation identities.

On initialization of a simulation run, agents are assigned variables drawn from
suitable distributions that may vary according to whether they are in the majority
or minority. They attend school until they are at least 16 years old; thereafter the
number of years of further education they receive varies. After finishing school,
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Table 42.2 Variables held by agents in the ASAP platform

Variable Description Values [Min,Max]

Status Status of agent Student/employed/unemployed NA
Life expectancy Maj Potential lifespan for

majority
Triangular (min,max,Mode) [65,95,80]

Life expectancy min Potential lifespan for
minority

Triangular (min,max,Mode) [45,85,65]

Total education Maj Years of education Min + Normal (μ;σ 2) [10, 20]
Total education min Years of education Min + Normal (μ;σ 2) [12, 20]
Suspicion Maj Level of suspicion

toward min
Normal (μ,σ 2) or average of
parents

[0,1]

Suspicion min Level of suspicion
toward Maj

Normal (μ,σ 2) or average of
parents

[0,1]

Group support Maj Level of Maj ingroup
support

Normal (μ,σ 2) or average of
parents

[0,1]

Group support min Level of min ingroup
support

Normal (μ,σ 2) or average of
parents

[0,1]

Shared norms Degree of sharing
cultural norms

Normal (μ,σ 2) or average of
parents

[0,1]

Number of children Likelihood of having
children

0 = 16%, 1 = 18%, 2 = 41%,
3 = 18%, 4 = 7%

[0,4]

Level of authority Authority given by
employment

Uniform [0,1] [0,1]

Worldview Worldview
identification

Normal (μ,σ 2) or average of
parents

[0,1]

(H)honesty Personality trait Normal (μ,σ 2) or inherit from
parents

[0,1]

(E)emotionality Personality trait Normal (μ,σ 2) or inherit from
parents

[0,1]

(X)extraversion Personality trait Normal (μ,σ 2) or inherit from
parents

[0,1]

(A)agreeableness Personality trait Normal (μ,σ 2) or inherit from
parents

[0,1]

(C)conscientiousness Personality trait Normal (μ,σ 2) or inherit from
parents

[0,1]

(O)openness Personality trait Normal (μ,σ 2) or inherit from
parents

[0,1]

Charisma Personality trait Normal (μ,σ 2) [0,1]
Susceptibility Personality trait Normal (μ,σ 2) [0,1]

Triangular = values from triangular distribution (with Min = minimum, Max = maximum,
Mode = mode). Normal = values from a normal distribution (with mean μ, standard deviation
σ 2). Uniform = values from a uniform distribution (over an interval) Maj majority, Min minority,
NA not applicable

agents attempt to move into the work force; the likelihood of agents getting
employed depends on their sex and majority or minority group classification. Agents
die with a certain probability or if they reach a natural limit derived from a longevity
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distribution. They have a chance of getting married once they reach the relevant age
threshold. Agents tend to marry agents of their own group, but mixed marriages
(between majority and minority groups) are also possible. To get married, agents
must satisfy age, education, and worldview compatibility conditions related to their
potential partner (Fig. 42.4 above). Once married, agents may have children; newly
born agents inherit the personality traits of one of their parents (randomly chosen)
and the average value of the integration variables (outgroup suspicion, ingroup
support, and shared norms). Other demographic variables are assigned according
to parameter values specified in the model.

42.4 Agent Interactions

Agents have up to six different kinds of social interactions on a weekly basis (see
Fig. 42.5). To interact, agents must be at least 12 years old. A work interaction
requires the agent to be employed. Agents interact with others within their family,
work, neighborhood, online, offline, and impersonal social networks. Family net-
works consist of the father and mother, neighborhood networks are all agents in
the same neighborhood as the ego agent, online networks are two agents selected
at random from the entire population, work networks are all agents working at the
same job location, and impersonal networks are agents within interaction radius
distance from ego. Offline social networks are stochastic with the probability of
being someone else’s alter agent inversely proportional to the spatial distance
between ego and alter. Every week, an alter agent from each network is selected
at random, and an interaction with ego occurs. These interactions result in positive,
negative, or neutral outcomes, which increase, decrease, or leave equal ego agent
variables related to integration: outgroup suspicion, ingroup support, and shared
norms.

Majority/majority interactions produce no changes. A minority agent evaluates
interactions with other minority agents based on the average degree of ingroup
support in the minority group: if average minority ingroup support is higher than a
random number between [0,1], then the result of the interaction is positive (negative
otherwise). The outcome of minority/majority interactions depends on the ratio
between average agreement level (shared norms) and average outgroup suspicion
in the entire population: if the average agreement level is higher than that of the
outgroup suspicion, the interaction will likely be positive (negative otherwise).
There is a stochastic element, which is why random numbers appear in Fig. 42.5.

In work and impersonal interactions, average outgroup suspicion is multiplied by
AntiDis (AntiDiscrimination) and MinFr (Minority Friendly), respectively. AntiDis
and MinFr represent the strength of antidiscrimination laws and multicultural
behavior present at ego’s job or in ego’s impersonal network. Multiplying outgroup
suspicion by these variables increases the likelihood of a positive interaction. In
impersonal minority/majority interactions, the level of authority of the alter impacts
the update of the ego’s integration variables. The rationale is that a positive (or neg-
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Fig. 42.5 Weekly interactions in the model and their effect on the agents’ integration variables.
OGS = outgroup suspicion, IGS = ingroup support, ShNo = average shared norms for agent’s
group

ative) interaction in an unimportant encounter (measured by the level of authority
of the alter) will have a lower impact than one with a more powerful alter. In family,
neighborhood, and offline interactions, women in minority/minority interactions are
more vulnerable and thus more likely (10%) than men to rate interactions positively
(because of pressure from family, friends, and/or neighborhood); in the model, this
is represented by subtracting 0.1 from the random number [0,1].

The update of values after an interaction is shown in Table 42.3. The ego
agent increases (or decreases) its current integration variable value by adding (or
subtracting) a random value drawn from a normal distribution with mean and
standard deviation obtained from the values of the alter agent’s group. In the case
of family interactions, the random value is drawn from a normal distribution with
mean and standard deviation obtained from ego’s parents’ values. Note that these
variables range from 0 to 1; if the updated value goes beyond this range, then the
variable is set to its maximum (1) or minimum (0) value.
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Table 42.3 Update of integration variables (outgroup suspicion, ingroup support, shared norms)
after positive interactions

Interaction Updated value μ,σ 2 from

Family CV + Normal (μ,σ 2) Parents
Neighborhood CV + Normal (μ,σ 2) Agent’s group
Online CV + Normal (μ,σ 2) Agent’s group
Offline CV + Normal (μ,σ 2) Agent’s group
Work CV + Normal (μ,σ 2) Agent’s group
Impersonal CV + (authority impact*Alter’s authority level) + Normal

(μ,σ 2)
Agent’s group

The update of negative interactions is the same, but the plus (+) sign after current value is changed
to minus (−). CV = current value, Normal = values drawn from a normal distribution (with mean
μ, standard deviation σ 2), Authority Impact is a parameter

After a year of social interactions (52 weeks), agents (a) die if they reach their
life expectancy; (b) may die with a certain probability (Death probability, see Table
42.4); (c) may get married and have children; (d) update their online/offline social
networks; (e) if in the work force, may obtain/lose jobs; (f) if students, increase their
education level; and (g) if completing their education, enter the work force and may
obtain jobs.

42.5 ASAP Parameters

Parameters in ASAP are fixed for a given simulation run and can be varied to explore
model dynamics. Table 42.4 lists the parameters. Since we are not reporting on
experiments, we furnish this as contextual information for explaining our design
decisions.

42.6 Verification, Validation, Calibration, Computability

ASAP has been built and we have verified that it conforms to requirements. We are
in the process of working with subject-matter experts to validate it against data. One
validation method is examining a matrix of parameter (input) and variable (output)
values drawn from a parameter sweep, looking for plausible and implausible
correlations. We have not yet attempted to calibrate ASAP to specific contemporary
western cities.

ASAP can be run on a standard 64-bit windows platform with 64 GB of RAM and
an Intel® Xeon® processor at 2.60 GHz. The model is built on top of the AnyLogic®

platform which is a java-based environment for developing hybrid models (discrete-
event, system dynamics, and agent based). We have tested the model with 10,000
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Table 42.4 Parameters for the ASAP platform

Model parameters Description Default [Min,Max]

Population
Population size Number of adults at start of

simulation
10,000 [1000,1000000]

Percentage of females % of female agents 52 52
Maj/min split % of individuals belonging to Maj 60 [60,90]
Neighborhoods Number of neighborhoods 34 34
Death probability Probability of dying each year 0.005 [0,0.1]
Age
Min age Maj Minimum number of living years

for Maj
65 [55,75]

Max age Maj Maximum number of living years
for Maj

95 [70,100]

Mode age Maj Mode value of life expectancy for
Maj

80 [55–100]

Min age min Minimum number of living years
for min

45 [40,60]

Max age min Maximum number of living years
for min

85 [65–95]

Mode age min Mode value of life expectancy for
min

65 [40,95]

Education
Max Edu Maj Maximum education years for Maj 20 [15,25]
Min Edu Maj Minimum education years for Maj 10 [8,15]
Max Edu min Maximum education years for min 20 [15,25]
Min Edu min Minimum education years for min 12 [8,15]
Marriage
Min age marriage Maj Minimum age for getting married

Maj
26 26

Min age marriage min Minimum age for getting married
min

21 21

Marriage rate Likelihood of getting married 0.02 [0.01,1]
Marriage age tolerance Max age difference between

agents
2 [1,5]

Marriage education
tolerance

Max education difference between
agents

2 [1,5]

Endogamy degree Likelihood agent marries opposite
group

0.05 [0,0.4]

Employment
Number of employers Number of job locations 5 [1,100]
Min friendly mode Mode value of min friendly 0.85 [0,1]
Minority friendly Degree of multicultural behaviors

at job
Tri [0,1]

Enforced
antidiscrimination

Degree of antidiscrimination laws
present at job

0.5 [0,1]

(continued)
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Table 42.4 (continued)

Model parameters Description Default [Min,Max]

Per Maj mal employed % of males in Maj employed 1 [0,1]
Per Maj fem employed % of females in Maj employed 0.7 [0,1]
Per min mal employed % of males in min employed 0.85 [0,1]
Per min fem employed % of females in min employed 0.35 [0,1]
Integration
Suspicion Maj/min mean Mean value of suspicion of

Maj/min
0.5 [0,1]

Suspicion Maj/min SD SD of suspicion of Maj/min value 0.25 [0,0.5]
Group support Maj/min mean Mean value of in group support

for Maj/min
0.5 [0,1]

Group support Maj/min SD SD of in group support for
Maj/min

0.25 [0,0.5]

Shared norms mean Mean value of shared norms 0.5 [0,1]
Shared norms SD SD of shared norms value 0.25 [0,0.5]
Personality traits
HEXACO mean Mean value for each HEXACO

trait
0.5 [0,1]

HEXACO SD SD of each HEXACO trait value 0.25 [0,0.5]
WorldView mean Mean value of world view 0.5 [0,1]
WorldView SD SD of world view value 0.25 [0,1]
Charisma mode Agent’s value of extraversion Tri [0,1]
Charisma min/max value Agent’s value of extraversion

±0.25
NA [0,1]

Susceptibility Agent’s value of agreeableness Tri [0,1]
Susceptibility min/max values Agent’s value of agreeableness

±0.25
NA [0,1]

Others
Authority impact Impact of authority level on social

interactions
0.1 [0,1]

Interaction radius Spatial radius within which
individuals interact

500 [1,1000]

Maj majority, Min minority, Tri values from a triangular distribution (with Mode, Min, Max),
SD standard deviation, NA not applicable.

agents interacting for 30 years. At 500 times the speed of a wall clock, it takes
approximately 2.2 hours for a simulation to complete. We believe that we can
enhance performance by improving the code, especially in the area of social network
management.
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42.7 Conclusion

Our research team’s work on the artificial society analytics platform has been
informed by our failures and successes during the process of developing several
other models aimed at simulating societal dynamics [16–20]. We believe we are
making progress. However, progress would be quicker if we could facilitate a debate
on best practices in artificial society design. Such a debate could begin with the five
design decisions presented in Sect. 42.2, but it need not end there. Every aspect of
the construction process should be under consideration as we seek to provide better
rationales for design decisions.

As the field of social simulation enters puberty, critical self-reflection involves
“looking in the mirror” at our own artificial society design assumptions and inviting
scrutiny from other experts. We have tried to foster this process by hosting sessions
on “best practices” at conferences on modeling and simulation such as SpringSim
2019. This sort of self-reflection has the potential for inducing identity crises and
for prompting moments of inspiration and insight. However, that’s what will be
required to guide our relatively new discipline safely through this transformative
period, with its inevitable growing pains, until “social simulation” attains proper
scientific adulthood.
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Chapter 43
Teaching the Complexity of Urban
Systems with Participatory Social
Simulation

Timo Szczepanska, Max Priebe, and Tobias Schröder

Abstract We describe how we use social simulation as a core method in a new
master’s program designed to teach future leaders of urban change to deal with the
complexity inherent in current societal transformations. We start by depicting the
challenges with regard to cross-disciplinary knowledge integration and overcoming
value-based, rigid thinking styles that inevitably arise in the process of solving
ecological, technological, or social problems in cities new and old. Next, we
describe a course based on urban modeling and participatory approaches, designed
to meet those challenges. We reflect on our first experience with this approach and
discuss future developments and research needs.

Keywords Urbanization · Complexity · Systems thinking · Higher education ·
Participatory modeling

43.1 Introduction

For a few decades, academics and policymakers have emphasized the importance
of understanding the complex functioning of urban settlements [1–4]. While much
research has been devoted to (re-)formulating social, regulatory, or environmental
challenges and opportunities of the asserted urban age in respect to particular
fields of interest [5], cross-disciplinary knowledge integration remains an ongoing
challenge.

In this article, we want to focus on how the community of social simulation
scholars can help to equip the next generation of experts in the field of urban
planning and administration with comprehensive tools that foster a systems-oriented
way of understanding, in order to adequately meet the challenges that arise from
an ever-increasing complexity of urban systems. To this end, we propose a course
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outline designed (and tested twice so far) for first-term students in a novel inter- and
transdisciplinary master’s program called Urban Futures at the Potsdam University
of Applied Sciences in Germany [6]. One particular challenge lies in the fact that
the majority of students in said program have undergraduate degrees in the arts and
humanities, mostly lacking a quantitative mindset (despite enthusiasm to learn new
methods); only very few of them have interacted with computer code before.

Our main aim of approaching matters of urban complexity together with a
multidisciplinary group of students by means of a modeling course is to make
different assumptions transparent, replicable, and thus discussable. Here, modeling
is understood as a process of abstraction and construction [7], helping to formulate
statements about properties, relations, and contexts of social phenomena in urban
settings. We follow Epstein’s claim [8] that any given intellectual statement is
underpinned by implicit models, which can only be fully understood by others – and,
ultimately, oneself – if made explicit. Explicitness in this context serves two goals.
First, it encourages interdisciplinary communication between students from various
backgrounds fostering cross-disciplinary knowledge integration. Second, explicit-
ness forces students to distinguish clearly between their conceptual understandings
and their normative assertions. We expect that the latter practice can ultimately
lead the way from an individualistic and normative perspective upon urban topics
to a commonly shared understanding that helps to coordinate actions and prevent
conflicts. Thus, our hope is to use social simulation as a tool to instill in students
a scientific mindset assisting them to overcome the shortcomings of ideological,
closed-minded thinking styles that impede the creation of accurate knowledge about
the future [9].

In the following section, we provide an overview of the concept and objectives
underpinning the Urban Futures program and our aims in approaching urban
complexity through formal modeling and social simulation. Subsequently, Sect.
43.3 provides insights into our rationale to selecting a particular modeling approach
and further depicts the proposed course outline in detail. It is followed by concluding
remarks and an outlook for future developments and research needs.

43.2 Urban Complexity in Higher Education: Knowledge
Integration and Systems Thinking

The twenty-first century is the century of cities. For the first time in the history
of humanity, the majority of our species live in urban environments as opposed to
the small-scale, rural communities that have been most humans’ habitat since the
agricultural revolution [1]. Urbanization is an ambiguous phenomenon. On the one
hand, the close connectedness and related exchange of knowledge and information
that are possible in cities have brought unprecedented wealth, prosperity, and
solutions to the most devastating problems humanity has been plagued with for
its entire existence such as famine, extreme violence, and infectious disease [10].
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On the other hand, the human mind, evolved to be adaptive in a natural, small-
group environment, is not well equipped to deal with the complexity inherent in the
urban way of life [11]. The brain’s limited information-processing capacities, its
preference for coherent narratives and confirmatory thinking, as well as overreliance
on social metaphors and resulting tribal tendencies get in the way of the rational,
scientific ways of thought required for sound decision-making about the future of a
complex system such as a city [9, 10]. However, we cannot train every stakeholder
to be a scientist at the PhD level, and we cannot wait with many decisions that have
long-lasting consequences until they have been studied scientifically from each and
every angle.

With this problem in mind, the Urban Futures master’s program at the Potsdam
University of Applied Sciences was developed to train a future generation of change
agents (or transformation managers) to approach the “wicked problems” [12],
inherent in twenty-first century urban transformations with a scientific approach
that is highly adaptable to context and scale and aimed at methodologically
stringent knowledge integration, both across relevant scientific disciplines and
between academics and practitioners. Building onto ideas about and experiences
with “transformatory science” [13], “research-based learning” [14], and “transdis-
ciplinary case studies” [15] popular in the German higher-education context, the
Urban Futures curriculum is centered around project-based courses. Students work
in small, interdisciplinary groups on mostly self-chosen practical problems related
to sustainable development of cities. Professors provide guidance and support, but
(mostly) refrain from traditional lecture formats. A component of the curriculum
aimed at preparing and supporting the core project-based activities consists of a
series of smaller courses devoted to specific methods that are thought to be useful
not only for the self-organized research projects but also for similar challenges in
students’ later professional lives. One of these courses is a modeling course aimed
at using spatially explicit social simulation to foster scientific thinking and better
inter- and transdisciplinary communication about the city as a complex system.

43.3 Integrating Urban Modeling in the Curriculum

43.3.1 Rationale for the Course

We describe here a course design for a 3 ECTS point course to be offered in the
upcoming Winter term 2018–2019. The course design builds on the experience
gained with a preliminary version of the course offered in the previous 2 years of our
master’s program since its inception in 2016. One major issue for students identified
by evaluating the course consisted in the high level of abstraction of addressed
models, which resulted in some students perceiving modeling a methodological
obscurity rather than a general-purpose tool for understanding. Consequently, our
aim for the redesign of the course is to increase the explanatory value of urban
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modeling approaches by emphasizing their field of application and contextualizing
models with real-world examples from the Berlin–Brandenburg area surrounding
the university.

In preparation for this course, we scouted the landscape of different modeling
approaches to urban systems [16]. Our findings suggest that, similar to the realm
of landscape ecology, one fundamental value of urban modeling consists in its
spatial explicitness. The spatial dimension of urban models enables modelers to
contextualize their work and adequately mimic selected spatial features – both of
locations and relations – of an observed, real system. For urban models, simulating
aspects of autopoietic complex system that are per se constituted by features
distributed in space, spatial explicitness is thus crucial. Additionally, scholars have
emphasized that cities need to be understood not only by their spatial properties but
also as entities pursuing dynamic change in a state of constant disequilibrium [17],
thus calling for an integrated spatial–temporal perspective.

Typically, the modeling concept of cellular automata (CA) is used for studying
these complex dynamics achieving the incorporation of spatial and temporal aspects
at the same time. Urban CA is a discrete model concept consisting of a regular
grid of cells, each of which is capable of expressing different states. It has
originated at the intersection of computer science (John von Neumann’s theory
of self-replicating automata) and geographical science (Tobler’s cellular models)
since the 1960s [18]. Prominent use cases of urban CA can be found for subjects
such as land use change [19, 20], urban growth [21], and urban sprawl [22, 23].
Despite its popularity in the field of urban modeling, developments in state-of-the-
art research suggest a move away from classic CA approaches – with their at-times
disadvantageous reliance on fixed neighborhoods and relatively simplistic decision-
making algorithms – toward a spatially explicit, agent-based paradigm for urban
models [24]. This shift is being supported by a steady increase of computational
performance, newly developed software environments, the increase in availability of
geographical information data, and the growing prominence of agent-based models
(ABM) as a general framework for social simulation.

Our particular rationale behind choosing spatially explicit models for integration
in the curriculum is motivated by calls from students and partners to provide tools
that are suitable for application in real-world contexts as opposed to conceptual tools
designed for debates in academia. Moreover, we consider spatially explicit models
as easier to be understood by stakeholders – a hypothesis we want to test empirically
in the near future by means of supervised student research in the field. Thus, one
major change for the course is a switch from NetLogo to the GAMA Platform [25]
as the primary modeling tool and our ability to rely on existing models of real cities
in the Berlin–Potsdam area, which we have started to develop and expect to grow in
number over time.

The course consists of five working sessions with a duration of 3 hours each
(Fig. 43.1). Additionally, there are two presentation sessions scheduled and the
requirement to develop an individual, written model concept. The purpose of
the course is to join an understanding of ABM logic and learn how to conceptualize
models. At the end of the course, the students of the master’s degree program are
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Fig. 43.1 Roadmap of the course outline

supposed to have gained a comprehensive understanding of urban phenomena as
complex adaptive systems [26]. In addition, they will develop the concept for an
own model idea in the form of a standardized protocol [27]. Students do not learn
to program in the course, but they can choose an optional introductory course on
programming (for data sciences) in the following semester. The logical structure
of the course conveys the different design concepts of an agent-based simulation,
where each session focuses on one specific context that introduces central elements
of urban modeling.

43.3.2 Introducing Complex Systems and Agent-Based
Modeling

The first session is used to introduce the idea of complex adaptive systems
and to show how urban phenomena can be explored by analyzing micro–macro
dependencies. It is subdivided into three sections where the class will approach the
broader topic of agent-based modeling step by step.

1. Section one addresses the general question on why one should model. As
an icebreaker, we read out loud a paragraph of Michael Ende’s book Momo
(a widely known children’s book in Germany) to trigger an open discussion
on the purpose of modeling: The tyrant Marxentius Communus “the Red” was
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disappointed with the whole world of that time. He orders his workers to build
a new one that should be as big as the old one. When the workers started to use
the material from the old globe to build the new one not only the new globe grew
but also the old earth became smaller. One day a worker moved the last pebble
to his new location, and with this, the old world disappeared. Next, we move
from fiction to science. On the basis of the short paper “Why should we model?”
by Joshua Epstein [8], we discuss the “generative method” and the idea to use
models as a communication tool to make implicit knowledge explicit.

2. Section two deals with questions about the nature of ABM [28, 29] by introduc-
ing the idea of emergence and the macro–micro paradigm [29, 30]. To prepare
students to explore agent-based models by themselves, we elaborate on basic
features such as the bottom-up approach to generate social phenomena. At the
end of the section, they have learned how an agent-based model controls a set
number of software agents with predefined rules of conduct that interact on
a local level and how their predefined interaction capacities (micro) generate
emerging phenomena (macro).

3. Section three is dedicated to the question of how one can explore the complex
relationships between physical, socialcultural, and informational fields of action
of urban systems. This question will be tackled using the example of two model
types that cope with social phenomena in urban spaces. First, Thomas Schelling’s
[31] segregation model, a readily comprehensible checkerboard model, is used to
illustrate how microlevel choices of individual agents can lead to the formation
of unintended emergent macro-level patterns. A surprising result of this model
of segregation is that even a slight preference in choosing a place of residence—
namely, the preference of an agent not to belong to a minority in his immediate
neighborhood—is sufficient to generate a distinctly segregated model world [4].
Second, referring to the stylized framework of an urban model (see Fig. 43.2),
the class explores the differences between agent, interaction, and environment.

43.3.3 Hands On

The goal of the third session is the introduction and exploration of the GAMA-
Platform by a combination of playful performance and a computational analysis.
The class starts with the installation of the GAMA-Platform and a brief introduction
of key features of the user interface. After a short break, we continue with a warm-
up game of “Friends and Foes” which was introduced by the Fratelli Group at
the Cambridge conference “Embracing Complexity” in 1999. The game is easily
adaptable for classroom settings and a fun way for students to make own experiences
with the emergence as different behaviors will directly result in different patterns
shown by the entire group. The game was originally implemented as “Heroes and
Cowards” [30] in NetLogo, which we reproduced for the GAMA-Platform. The
combination of a playful approach and the computer model enables the class to
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Fig. 43.2 Stylized framework of an urban model

research their real-world observation in an abstracted model. To start the game, we
instruct the students to prepare a squared restricted playing field in the classroom.
In the beginning, every student has to choose two random classmates and keep their
choice secret until the end of the game. The first choice represents the personal
antagonist, the second the personal friend. Our version of the game consists of three
consecutive rounds with a diverse set of rules. Every round starts with the students
spreading out randomly throughout the room.

In the first round, everyone is asked to behave timidly. The only obligation one
has is to always position oneself in between the friend and the enemy. As soon as a
stable pattern has emerged or looping situation arises, we gather and reflect on the
students’ observations. In the second round, everybody is asked to behave bravely
by positioning oneself between the friend and the enemy. Before the second round
starts, we ask the students what they expect to happen with the new ruleset. After a
stable or repeating situation occurs, we stop the game and compare expectations
with the actual observations. In the last round, we divide the students into two
equal groups. Half of them behave bravely, the other half timidly. Again, we ask
the students what they expect to happen this time and start the new round to gather
observations. Finally, we discuss what happened and if assumptions at the beginning
of each round matched the observation.

Now we turn to the digital version. We open the corresponding “Heroes and
Cowards” model in the GAMA application and repeat the three experiments in
the model. After some playing time, the class comes back to the questions and
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assumptions gathered before and discusses them in the plenum. For the next session,
the students read the article “The dissemination of culture, a model with local
convergence and global polarization” [32].

43.3.4 The ODD Protocol

In this session, we introduce students to the standardized Overview, Design Con-
cepts and Details Protocol, short ODD Protocol [27, 33, 34]. The primary goal
of the session is to work out how to describe model concepts in the form of an
ODD Protocol and to reveal the underlying thoughts in a comprehensible way. When
working with the ODD Protocol, the components and concepts of an ABM already
discussed in the class can be reviewed alongside the subitems of the protocol. The
revisiting helps the students to reiterate the previously learned in a structured and
comprehensive manner. By learning to create model concepts in the framework of
the ODD, we make sure that our students reflect explicitly on the elements of their
model ideas and relevant modeling decisions, allowing them to discuss their models
in the classroom on basis of a shared understanding.

We start with a presentation on ODD Protocol with provided model examples.
In the following, each student is asked to individually work on an ODD draft based
on their understanding of the article “The dissemination of culture: A model with
local convergence and global polarization” [32]. A template for the ODD Protocol
is provided. In the last section of this session, the students present their draft to a
partner. Finally, we discuss in the plenum what information can be easily extracted
from the text and what is missing to complete the ODD. For the next session, each
student gets the task to formulate first thoughts for an own model concept.

43.3.5 Embedding Space

The objective of this session is to implement geographical information data into
a model framework to ensure the integration of spatial dimensions within the
modeling course. The shown model of a partner city (Fig. 43.3) is an example to
explain how to transform a selected area from the OpenStreetMap interface
(www.openstreetmap.org) into a proper model environment. Topics of this course
component comprise an introduction to OpenStreetMap (OSM) including an expla-
nation of the basic structure of OSM files, essential attributes, and how to address
them. The session ends with a hands-on lecture on how to select an area and
implement it into GAMA.

http://www.openstreetmap.org
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Fig. 43.3 Embedding OSM Data into GAMA underlined with population statistics

43.3.6 Participatory Modeling

The aim of this course component is to cooperatively test-play the design of a
participatory workshop for urban modeling. It commences with a brief input on the
objectives of the existing participatory modeling approaches, drawing from group
modeling within organizational studies [35] and selected cases of the companion
modeling approach [36]. Students are given examples that illustrate different steps,
roles, and problems typically involved in participatory modeling workshops. After
a short Q&A session, students are confronted with a campus-related problem.
They are encouraged to collectively develop a solid and shared foundation of a
prototypical domain model. In order to kick-off this “discovery phase” [37], students
are asked to individually identify relevant system elements, share their thoughts
with their neighbors, and finally present them on paper to the whole class. In the
following hour, students are asked to first cluster the identified elements, second
locate the different elements with their corresponding variables on a map (Fig. 43.4),
and third conceptualize agent types together with their decision-making principles.
During the last hour, a visualization table (Fig. 43.4) and a generic GAMA model
of the campus are employed in order to explore and discuss the obtained results
of the prototyping exercise. User–model interaction via the user interface enables
the students to playtest their assumptions and discuss the visualized output without
having to manipulate the code. This process is loosely inspired by serious gaming
approaches that facilitate experimenting and learning in novel ways [38, 39].

The collaborative exercise is supposed to trigger motivation and inspiration for
the homework, that consists of writing an ODD for a GAMA model. At the end
of this lesson, students get the mandatory assignment to develop their first rough
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Fig. 43.4 Locating elements on a map and play-test the model

model idea into a model concept and present it to the course. For this presentation,
20-minute units will be scheduled for the next two sessions.

43.3.7 Presentations of Model Ideas

The last two sessions are designated for the students’ presentations of their model
concepts. During the talks, students can benefit from feedback of both the lecturer
and classmates in the audience. The sessions will be concluded by a Q&A section
where the students can address difficulties that arose during the development process
and latest issues concerning the paragraphs of the ODD Protocol. With the gathered
feedback, students are prepared to finalize their model idea in the form of an ODD
Protocol. Experience with the two preliminary versions of the course carried out so
far shows that the feedback sessions and discussion stimulated through the presented
model concepts are especially valuable for attaining the overarching educational
goal of fostering model-based systems thinking when approaching urban problems.

43.4 Conclusions

With the course presented here, we hope to provide students with an insight into
state-of-the-art social simulation tools for urban modeling. Moreover, we try to
encourage students to apply these tools to contexts they are familiar with and
problems they consider to be meaningful. As we have argued in this chapter, we
see the need to prepare our students to adequately understand urban dynamics
in a matter that promotes scientific reasoning and allows for cross-disciplinary
knowledge integration. By training these skills with cutting-edge participatory
urban-modeling technology, we hope to increase our students’ ability to anticipate,
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successfully respond to, and intentionally shape urban transformations in the future.
The urban modeling course outline presented here is just one of the many pillars in
this venture. Additionally, offered courses cover topics such as data visualization,
forecasting and methods, and transformation management. Following the method-
oriented part of the curriculum, a field study project allows students to apply their
learnings in a workshop-like setting at one of the university’s partner cities. We
regard these field studies not only as an opportunity for participants of the master
program but also as a part of our mission as a University of Applied Sciences to
foster the regional diffusion of knowledge and innovation, providing mid-sized and
smaller municipalities with services and tools that are too often reserved to bigger
and wealthier cities pursuing the objectives of smart-city initiatives.

In order to provide empirical evidence for our claim that the collaborative
process of participatory modeling as mentioned in this chapter can benefit both
higher education and professional practice in the sphere of urban planning and
administration, we are preparing to accompany our activities from 2019 onwards
with rigorous, social science-oriented impact assessments. Thus, future research
will allow us to identify potential pitfalls and iteratively integrate new learnings in
the participatory modeling process. Until then, we are looking forward to receiving
valuable feedback from students and the scientific community.

Acknowledgments We acknowledge funding from the European Funds for Regional Develop-
ment, grant number 85009319.
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Chapter 44
Enabling Innovation Within Public
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Approach
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Davy van Doren

Abstract Over time, the output produced by public research institutes (PRIs) has
become increasingly scrutinised. As PRIs are expected to facilitate the realisation of
innovation policy and align with the grand challenges of our time, they constantly
need to assess their effectiveness. In this chapter, we present a conceptual framework
on how the management of organisational processes and capabilities that enable
innovation can be modelled through combining a system dynamics and agent-
based modelling approach. Focusing on collaboration mechanisms with potential
target groups, we describe how this conceptual framework has been formalised in
simulation based on different empirically observed PRI types and strategies. Our
model could provide PRIs with valuable insights into their role within collaboration
structures and indicate how the operation of different PRIs could be coordinated to
optimise the output of innovation systems.

Keywords Agent-based modelling · System dynamics · Public research ·
Organisational strategy · Innovation

44.1 Introduction and Theoretical Background

With innovation often being a central pillar within public policy for driving
development, there is increased pressure for public research institutes (PRIs) to
demonstrate how they contribute [1]. As such, there is an evolving need how PRIs
can assess their R&D activity and find ways how their roles and effectiveness within
technological trajectories can be optimised. However, due to the diversity of existing
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PRIs – for example, regarding organisational objectives, available resources or
embedded capabilities – there is unlikely to be a one-size-fits-all solution. As such,
to improve understanding on the functioning of PRIs as enablers of innovation, it is
necessary to identify and analyse the effects these institutes have on the dynamic of
innovation externally and how these effects relate to their internal operation.

One process to be considered when analysing the innovation performance of
PRI regards how collaboration with potential clients or target groups is being
managed [2–6]. On the one hand, PRIs are organisations that have explicitly and
consciously created purposes; that are being managed based on resource generation,
allocation and optimisation; that consist of formal competing structures and that
are functioning through processes influenced by strategies, routines, standards
and norms. Leaders and managers are generally well-informed regarding the
organisational capabilities and operations and can control the allocation of available
resources to achieve set goals. On the other hand, PRIs are also strongly dependent
on the needs and demands from various external stakeholders. As PRIs are often
considered as being intermediaries for innovation – through responding to external
R&D initiatives and acting based on impulses provided by target groups – PRIs need
to cope with multiple actors within an environment characterised by uncertainty.
Due to bounded rationality concerning an evolving environment resulting from
stochastic and often uncoordinated activities, PRIs need to develop capacity on how
the often uncertain and changing external demands can best be managed and aligned
with internal operation [7, 8].

To better understand the role that individual PRIs can play in enabling innovation
and how internal operation could be aligned with the activity of other stakeholders
to optimise the overall output of innovation systems, it is likely that PRIs require
the capability to identify and address changing needs of target groups. As such, we
argue that PRIs that invest resources to optimise collaboration with target groups
will increase both individual fitness and the systematic output of innovation.

Hypothesis: PRIs that make explicit investments to optimise collaboration with
target groups increase both individual fitness and the systematic output of
innovation.

44.2 Methodological Approach

Research is conducted within the context of the project ‘Enabling Innovation by
Simulation’ (EIS).1 EIS builds conceptually on the tool ‘Enabling Innovation’,
which is a management methodology previously developed for PRIs to improve the
identification and improvement of organisational capabilities and processes in the

1https://www.iqib.de/de/eis-enabling-innovation-by-simulation-simulation-der-
innovationsfahigkeit-von-instituten.html

https://www.iqib.de/de/eis-enabling-innovation-by-simulation-simulation-der-innovationsfahigkeit-von-instituten.html
https://www.iqib.de/de/eis-enabling-innovation-by-simulation-simulation-der-innovationsfahigkeit-von-instituten.html
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context of innovation [9]. To gain understanding how the performance of PRIs can
be assessed on a more formal basis, the development of a new simulation model was
initiated. Simulation models can be valuable to obtain more understanding regarding
the action and interaction of internal and external processes. Also, simulation
models can provide a space for experiments and can operate on wide spatial-
temporal scales [10, 11].

The developed EIS model contains both a system dynamics (SD) and an
agent-based model (ABM) dimension [12–14]. The SD dimension represents the
metabolism of PRIs. The SD dimension implies that existing relationships, pro-
cesses and resources can be rationally coordinated or allocated within organisations.
Learning and strategy-making processes can either be executed or updated based on
internal decision-making criteria or existing organisational management regimes.
The ABM dimension represents the environment – or innovation system – in which
PRIs operate [15]. With behavioural rules representing the formal internal logic of
PRIs to (inter)act within its environment, it also represents their limited ability to
predict or control the dynamic of innovation systems. The ABM dimension also
constitutes the stochastic and spatiotemporal movement and distribution of agents.

The model has been mainly developed in a deductive fashion – that is, the
use of theoretical assumptions and empirical data in building the logic of a
model. Quantitative data was collected and analysed for identifying relationships
between different actors and for statistically identifying and distinguishing between
actor types. Quantitative data included publications, patents, research projects and
information on organisation size, budget allocation and spin-off activity. Qualitative
data was collected by means of interviews with representatives of different PRIs.
Qualitative data was used for obtaining contextual insights regarding the behaviour
of PRIs, particular regarding the nature and extent of existing organisational
processes, capabilities and strategies used in the context of innovation. Interviews
were transcribed, coded and analysed [16].

Figure 44.1 depicts the ABM dimension representing the innovation system in
which PRIs operate, whereas Fig. 44.2 conceptualises the SD dimension represent-
ing the organisational metabolism of PRIs. The software platform Netlogo2 was
used for model development.

The developed simulation model was applied to assess the impact of different
PRI collaboration strategies. Instead of performing extensive model calibration
steps, the model has been mainly applied in an inductive fashion – that is, the
interpretation of generated in silico data for understanding the performance of
different strategies. Strategies were defined using insights derived from the analysis
of various distinguished PRI types. Selected strategies were then tested by means of
conducted simulation experiments.

2https://ccl.northwestern.edu/netlogo/

https://ccl.northwestern.edu/netlogo/
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Fig. 44.1 Conceptual model for PRI external processes – innovation system (ABM). Within the
modelled innovation system, there are two types of agents: PRIs and target groups. Both PRIs
and target groups strive towards producing innovations. In order to produce innovations, agents
require a certain amount of knowledge, of which there are two types: (1) fundamental knowledge
and (2) applied knowledge. There are various ways how agents can obtain knowledge: (1) agents
can obtain fundamental knowledge by means of investing into internal learning processes, (2)
agents can obtain fundamental knowledge through exploring the environment (innovation system)
or (3) agents can obtain knowledge through collaboration with other agents. To collaborate with
target groups, PRIs need to carry out three procedures to establish a successful collaboration:
(1) find/explore potential partners, (2) assess potential partners and (3) collaborate/exploit with
partners. For PRIs, successful collaborations are the only means to obtain applied knowledge.
There are three modes how collaborations can be established by PRIs: (1) PRIs can simply explore
the environment searching for potential partners, (2) PRIs can find partners through participating
in conferences and (3) PRIs can establish collaborations through networks, which contain previous
collaboration partners. The squared components have agency within the ABM. The model elements
that have been translated into the EIS simulation model are in bold

44.3 Results

The following are the results of three selected investigated strategies:

• Strategy 1 – Invest in internal dedicated organisational processes: A PRI’s
implementation of exploration, assessment and exploitation processes to
improve collaborations with target groups.

• Strategy 2 – Participate in conferences: A PRI’s participation in conferences,
considering both the price of participating in conferences and the consis-
tency/frequency of participation in conferences.

• Strategy 3 – Participate in networks: A PRI’s participation in networks, consid-
ering both the price of participating in networks and the consistency/frequency
of participation in networks.

Overall, the following observations were made:

Invest in internal dedicated organisational processes: When no investments are
made in any of the four investigated collaboration parameters, PRIs perform
weakly. PRI fitness, the amount of collaborations and the amount of created
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Fig. 44.2 Conceptual model for PRI internal processes – metabolism (SD). To optimise collabo-
ration processes, PRIs can invest resources to improve certain capabilities required for successful
collaboration. As capabilities are subject to degeneration, they require investments to remain
functional or to improve. Four capability variables are distinguished: (1) exploration strength:
the ability to move around and explore the environment, (2) collaboration strength: The ability
to initiate a collaboration once a partner has been found, (3) assessment strength: the ability to
assess the collaboration match between a PRI and a found partner and (4) exploitation strength: the
ability to maximise gains obtained from a collaboration. PRIs can follow different strategies how
investments are made in the capability variables. Also, PRIs can change the strategic orientation
to participate in conferences or networks for identifying suitable partners. Followed strategies by
PRIs can be evaluated and adapted over time. The model elements that have been translated into
the EIS simulation model are in bold

innovations are relatively limited. When full investments are made, PRIs perform
strong, in particular regarding the amount of collaborations and innovations
produced. Improving in only exploration processes does not improve the overall
innovation performance of PRIs, as it does not positively influence a PRI’s more
downstream activities.

Participate in conferences: When the cost of conferences is low, it is almost always
beneficial to go to conferences due to an increased likelihood of finding potential
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partners for collaboration. When the cost increases, participating in conferences
becomes less successful compared with non-participation. However, when the
frequency of participation in conferences is reduced, the fitness and innovation
performance of PRIs can be improved. This seems to relate to the spreading of
risks and existing trade-offs between costs and finding partners. In practice, this
could be related to institutes picking selected conferences in which to participate,
even when there are more conferences that could be potentially relevant.

Participate in networks: Institutes that participate in networks are often successful,
especially when the costs for participating in networks are low. As expected,
an increased cost of network participation diminishes the beneficial effect of
networks. However, when networks are only partially utilised by PRIs, the overall
fitness of PRIs can be high, even with relatively high networking costs. This is a
similar pattern as observed for conferences.

A graphical illustration of the simulated scenarios is provided in Fig. 44.3.

44.4 Discussion and Outlook

To model enabling innovation within PRIs, the combination of an agent-based
with a system-dynamics dimension allows the formalised addressing of relevant
(inter)organisational processes and capabilities for assessing PRI collaboration
strategies. Although the calibration of the initiated EIS model remains a daunting
task to be accomplished yet – particularly due to the difficult accessibility of sensi-
tive organisational data – the simulated scenarios have provided some interesting
insights. For example, the model shows that investing in specific organisational
capabilities for improving collaboration with target groups leads to an overall better
innovation performance of PRIs. This is particularly evident when PRIs take an
integrative approach, that is, invest in all explorative, exploitative and evaluative
processes to initiate and manage collaboration. Also, both conferences and networks
can be very beneficial platforms for PRIs for establishing fruitful collaborations.
However, PRIs should consider closely the investments that need to be made when
using these platforms and the frequency these platforms should be exploited.

In order to make the model more practice-based and suited for customised simu-
lation, several steps can be taken for future research. These include the collection of
appropriate organisational data, empirical-based calibration and validation of the
model, the matching of the empirical basis to the model architecture through a
legitimate indicator system, further expansion of potential direct and indirect effects
by the modelled agents and the inclusion of a richer environment to allow improved
contextualised simulation and scenario building. Such steps could bring the model
closer to becoming a valuable tool for PRIs that aim to be enablers of innovation.
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Col.1: Neglect all capabilities for target
group collaboration 

Col.2: Improve all capabilities for target
group collaboration 

Col.3: Improve only the exploration 
capability, neglect the others

Conf.1 Low cost conferences, PRIs go to
all conferences

Conf.2 High cost conferences, PRIs go to all
conferences 

Conf.3 High cost conference, but PRIs do
not go to all conferences

Fig. 44.3 Results Collaboration scenarios. Simulation preliminary results. Top row = size popu-
lations or focus population following strategy within scenario (red) and control population (blue);
Bottom row = amount of collaborations (red = focus population, green = control population)
and amount of innovations (blue = focus population, purple = control population). To assess the
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Net.1 Low cost of networks, networks are 
always used by PRIs

Net.2 High cost of networks, networks are 
always used by PRIs

Net.3. High cost networks, but, 
networks are not always used by PRIs

Fig. 44.3 (continued) viability of specific strategy configuration under certain environmental
conditions, two populations (with equal number of agents) are created from a certain agent
type (i.e. having a certain strategy configuration). For the conducted simulations, one of these
population follows a specific strategy (focus population) – that is, has a configuration of certain
organisational variables that drive the specific strategy during the total run of the simulation. The
other population does not follow this specific strategy and therefore functions as a control group
(control population). The success of a strategy is determined based on the amount of generated
resources, innovations and spin-offs by the two different populations. Scenarios were repeated
a number of times to check the consistency of model output. As the architecture of the model
remains relatively simple, it is still susceptible to some of the random and uncontrolled variation
in agent behaviour. This leads sometimes to different outcomes of repetitions having the same
initialization and modelling conditions. Nevertheless, for all scenarios, a dominant pattern could
be distinguished. The graphs depicted here are selected run repetitions of the defined scenarios that
represent these scenario-specific patterns
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Chapter 45
Using Social Simulations
in Interdisciplinary Primary Education:
An Expert Appraisal

Pauline Vos, Markos Dallas, Amrit B. Poudel, and F. LeRon Shults

Abstract Many people recognize that teaching basic skills in primary schools
(reading, writing, and arithmetic) is no longer sufficient for pupils in the digital
age. Therefore, governments now increasingly ask schools to add other skills (oral,
digital) and to create connections between subjects (e.g., use mathematics in history
lessons). In this study, we explored how social simulations can be used in primary
education to meet these new goals. We conducted an expert appraisal (a qualitative
Delphi method) with four experts specializing in innovating primary education. We
selected three simulations that were freely available on the web, relevant for pupils’
lives and had a limited number of parameters. They dealt with segregation, gossip
spread and population dynamics. We asked the experts to critically discuss these.
Afterward, we analyzed the videotaped discussions in terms of affordances and
constraints. The results showed that the affordances of social simulations include
their broad appeal to students and their capacity to help users explore relevant
concerns through an integrative approach (e.g., interpreting graphs, reasoning with
parameters, predicting). Also, the experts warned that social simulations can touch
on ethical issues that might be stressful for some pupils. If well-orchestrated, the
use of social simulations has great potential to fulfill the new primary school goals.

Keywords Expert appraisal · Interdisciplinary primary education · Social
simulations in schools

45.1 Introduction

In primary schools all over the world, pupils learn to read, write, and calculate.
These three basic skills were considered important when compulsory education was
established. More than a century later, many people question whether these are still
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sufficient and whether other skills (reasoning, presenting, visualizing data, comput-
ing, etc.) should be added. Moreover, some have observed that compartmentalizing
the teaching of these basic skills does not foster the emergence of higher-order
reasoning required for complex problems [1]. Such compartmentalization can also
create dissonance because people seem to “forget” their skills when confronted with
out-of-school problems [2].

In many countries, educational ministries are trying to remedy this situation and
improve learning outcomes. The Norwegian Ministry of Education and Research [3]
has framed five basic skills (oral skills, reading, writing, digital skills, and numer-
acy) and requires these to be intertwined in teaching. For example, visual-numeric
representations (e.g., bar charts) should be part of social subjects (history, geog-
raphy, and religious education). Also, learning experiences should be interactive
(hands-on), related to out-of-school life, and ask pupils for higher-order reasoning
and solving complex problems. Against this background, we were inspired by the
decades of work by Uri Wilensky and colleagues [4, 5], who demonstrated that
pupil’s interaction with digital simulations of complex systems offers valuable
learning experiences. However, their focus is on (1) “learning to code” (e.g., making
robots move) and (2) connecting simulations to learning concepts of the natural
sciences. Alternatively, we focus on (1) students’ meta-knowledge (knowing about)
of simulations, which entails understanding aims, limitations, and when/where/for
what purposes they can be used (or not), and (2) simulations of social phenomena.

Social simulations can connect themes from pupil’s lives to representations of
change (e.g., simulating how a group of kids share news and how the spread
increases and fades). We hypothesized that through social simulations, pupils’
learning experiences could meet the government’s educational goals. Therefore,
we started a study on the use of social simulations with 10–13-year-old pupils.
Applying a sociocultural perspective, we framed pupils as actors within (1) school
and (2) out-of-school activities. In schools, pupils’ activities are prompted by
designed tasks, and simulations can be tools, which have affordances (what it offers
and provides, subjectively perceived by a user) and constraints (the conditions
which guide and limit the activities) [6]. Our research question was: what are
affordances and constraints in using social simulations in primary education to meet
the government’s goals?

45.2 Materials and Participants

We organized an expert appraisal (a qualitative Delphi method) in a session of
3 hours. The program entailed: (1) introduction and goals of the project, (2)
viewing and critically discussing three selected digital simulations, and (3) a
general discussion. We selected three agent-based simulations on the criteria: freely
available on the web, connecting to pupil’s lives, and having a limited number of
parameters (sliders).
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1. A simulation of Schelling’s segregation model with four sliders (similar,
red/blue, empty, size), which can connect to pupils’ experience of peer
group clusters and the inclusion or exclusion of people; see Fig. 45.1 (top
left). Available from http://nifty.stanford.edu/2014/mccown-schelling-model-
segregation/.

2. A gossip simulation with three sliders (speed, message loss, number of initial
messages), which connects to how information spreads among a group; see Fig.
45.1 (top right), http://brucespang.com/bimodal/simulation/.

3. A population dynamics simulation with three graphical representations (a social
network, a population tree, and a time graph), one slider (fertility); see Fig. 45.1
(bottom). The simulation can connect to the pupils’ experience of population
growth and family life. Available from https://runthemodel.com/models/1633/.

Four experts (two women, two men) participated; they will be indicated as
P1–P4. They were selected because of their educational experience with (1) the
age group, (2) educational use of digital tools, (3) inquiry-based learning, and
(4) innovating education. The discussions were open and only slightly guided to
keep the focus on the goals of the project. The experts sat together with one
laptop, on which their activities were screen-captured. Additionally, we filmed facial
expressions and gestures. We analyzed transcripts on affordances and constraints of
including the simulations into primary education. The affordances and constraints
pertained to activities within school (using, reasoning, and understanding) and to
connecting to pupil’s out-of-school life.

45.3 Results

Space only allows us to summarize results. First, we found that the experts
needed more time than anticipated (approx. 30′) to familiarize themselves with the
simulations. This revealed a constraint for first-time users. As for the number of
variables (100 or 900 agents in a simulation), the participants did not appear to
be thrown off by higher numbers. However, a simulation with only one slider was
considered too simple (one can easily see its effect), two sliders were more
challenging, while a simulation with four sliders was considered complex and
required more guidance. Another constraint was the abstractness of parameters:
for example, fertility would better connect to pupil’s imagination if expressed as
“average number of children per woman” rather than as “number of births per 1000
inhabitants.” As for the title of the simulations, they rather had the gossip simulation
have the name “information spread simulation” as the term gossip has a negative
connotation (slandering). Regarding the interface, the experts preferred one field
showing the agents moving or changing color; multiple graphical representations
within one window was considered a constraint.

http://nifty.stanford.edu/2014/mccown-schelling-model-segregation/
http://nifty.stanford.edu/2014/mccown-schelling-model-segregation/
http://brucespang.com/bimodal/simulation/
https://runthemodel.com/models/1633/
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Fig. 45.1 The interface of the segregation simulation (top left), the gossip simulation (top right),
and the population dynamics simulation (bottom)

The simulations afforded a connection between pupil’s lives and the social
subjects in schools. The experts discussed whether a clear connection to mathe-
matics could be made, since mathematics is black boxed [7] in simulations (in part
because sliders are more user-friendly handles for parameters). Thus, traditional
school mathematics is not visible at a surface level in the simulations. However, P3
observed that any simulation has a time scale, which allows for tasks that ask for
quantitative reasoning and making predictions (e.g., “how long does it take to . . . ?”).
Also, the experts noted that the simulations offer opportunities for interpreting
visual representations of change; for example, pupils’ reasoning about a “decreasing
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increase” is a precursor to intuitive understanding of the second derivative. Thus,
the simulations afforded interdisciplinary thinking (combining social sciences and
quantitative reasoning).

The experts also considered social simulations to be appealing to a wide group
of pupils (girls, pupils from disadvantaged backgrounds, etc.), reaching beyond the
pupils who have an interest in science and technology. They indicated a preference
for the “lighter” themes of information spread and fertility over themes such as
segregation, considering the age of the pupils. The latter theme triggered discussion:

P3: But, what in a multicultural classroom some of them will not be motivated at all
(..) It will be confronting.

P1: Yes, also if it is with neighbors rich and poor.
P3: Maybe, . . . introduce first something which is safe like . . . hm . . . are you

supporter of this soccer team or that soccer team or . . . (..) If you look how many
do a certain sport . . . if 60% do the same . . .

The experts worried that themes touching on social or racial discrimination could
wound pupils. They argued that teachers should be aware of delicate issues, use
care when handling ethical themes in classrooms, or begin with less controversial
themes, for example, by replacing racial segregation by rivalry between sports fans.

45.4 Conclusions, Discussion, and Recommendations

In this study, we explored some of the affordances and constraints related to the
use of social simulations in primary education. Through an expert appraisal, we
found that social simulations afford the creation of connections between pupils’
out-of-school experiences and school tasks and between different school subjects
(social subjects, mathematics). An overarching value of adding social simulation
to the curriculum at primary schools is that they are appealing to many pupils,
including underrepresented groups in science and technology. However, the experts
also identified some potential constraints: the usability of the tools (e.g., ease of
understanding the interface), the need for didactical task design (e.g., connecting
the subject of mathematics to simulations), and the importance of carefully handling
ethical themes (e.g., discussing segregation could be risky for some pupils).

We should use caution in interpreting these results because our study was
small-scale and explorative. Clearly, more research is needed especially into the
way in which simulation could be used to facilitate higher-order thinking, how to
scaffold activities, and what transfer takes place from understanding simulations to
understanding real-world scenarios. We argue that social simulations can support
the government’s educational goals, but their implementation will require careful
orchestration. Since primary education is still currently compartmentalized, teachers
will need assistance and professional development as they make the transition and
explore new integrative pedagogical approaches.
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Chapter 46
Switching Costs in Turbulent Task
Environments

Friederike Wall

Abstract Altering the status quo in favor of a new solution may induce particular
extra costs. In organizations such switching costs are assumed to prevent decision-
makers from implementing new solutions and, hence, to cause inertia. Particularly
when organizations operate in a turbulent environment which requires determined
adaptive behavior, switching costs are suspected to unfold detrimental effects on
the performance of an organization. This paper studies the effects of switching
costs for different levels of turbulence in the task environment and controls for
the complexity of interactions within an organization. For this, an agent-based
simulation based on NK fitness landscapes is employed. The results indicate that
the effects of switching costs subtly vary with the complexity and the turbulence
of the task environment. Moreover, contrary to the prevailing view, the study leads
to the conjecture that switching costs may increase efficiency of adaptive processes
particularly in turbulent and complex task environments.

Keywords Agent-based simulation · Complexity · Cost of effort · NK fitness
landscapes · Turbulence

46.1 Introduction

In various domains related to organizational thinking, it is well recognized that
changing the status quo in favor of an alternative may induce one-time costs (e.g.,
[1–3]). These costs may comprise, for example, of cognitive effort for learning,
opportunity costs due to the scarce attention of management during reorganizations,
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costs for the changeover of technical equipment, costs for dealing with resistance of
certain stakeholders, or (emotional) costs for loosing old and building new relations
(e.g., [4–7]). These costs often are captured by the term “switching costs.”1

While it is well recognized that switching costs occurring on the site of market
partners may have their positive effects for a firm (e.g., in customer retention
strategies, [10]), they are suspected to have detrimental effects when occurring
within the organization. In particular, a reasonable conjecture is that switching costs
reduce the propensity that new and, potentially, superior solutions are implemented
and, thus, may cause that organizations stay with the status quo instead of changing
in favor of the new [1]. Hence, switching costs often are regarded as one of
the inertial pressures on organizations besides, for example, the complexity of
the task to be performed by an organization. From an organizational ecology
perspective, it has been argued that inertia might be particularly devastating in
turbulent environments (e.g., [11, 12]). However, not only is the subtle interrelation
between inertia and adaptability a field of ongoing research (e.g., [12–14]); rather,
has the particular role of switching costs in the field of organizational inertia and
adaptation to environmental change, so far, received little attention.

Against this background, the paper seeks to contribute to the following research
question: Which effects on organizational performance result from switching costs
in turbulent task environments? However, not only switching costs but also the
complexity of the overall task of an organization may be a predominant inertial
force in organizations (e.g., [1]); therefore, the study also takes complexity of the
task environment as contextual factor into account.

For investigating the research question, the paper makes use of an agent-based
simulation. A simulation-based research method appears appropriate to capture a
longitudinal perspective which is required for studying environmental turbulence
and to systematically control for different levels of task complexity and switching
costs. An agent-based simulation allows to consider the collaboration of various
interacting parties (e.g., units) within an organization [15]. In the model, the task
environment of the organizations is represented according to the framework of
NK fitness landscapes [16, 17] which was originally introduced in the domain
of evolutionary biology and, since then, broadly employed in managerial science
[18]. A key feature of the NK framework is that it allows to easily control for the
complexity of the task to be performed [19].

In the remainder of the paper, after the simulation model is outlined, Sect. 46.3
gives an overview over the simulation experiments, and in Sect. 46.4 results are
introduced and discussed.

1In a stricter sense the term “switching costs” is used in the domain of strategic management in the
context of switching from one provider to another; see esp. [8, 9].
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46.2 Simulation Model

46.2.1 Task Environment: Complexity and Turbulence

In the simulations, artificial organizations are observed while searching for superior
solutions for a task to be accomplished. The task’s characteristics are captured
according to the framework of NK fitness landscapes with its particular capability
to control for the complexity of the task [16, 17]. Moreover, the organizations
may operate in a stable or in a turbulent environment. In the latter case, the task
environment undergoes more or less radical exogenous shocks.

In particular, following the NK framework, the organizations face an N -dimen-
sional binary decision problem dt = (d1t , . . . , dNt ) with dit ∈ {0, 1}, i = 1, . . . N .
These N binary choices may reflect, for example, whether only in-house production
or also outsourcing is employed, whether a product is included in the product
portfolio or excluded, or whether the distribution of products is done via shops or
not, via the Internet, and so on. In every time step t , each of the two states of each
single choice dit of the N -dimensional binary problem dt contributes with Cit to the
overall performance Vt of the organization. The overall performance Vt achieved in
period t is defined as the normalized sum of contributions Cit :

Vt = V (dt) = 1

N

N∑
i=1

Cit (46.1)

The key feature of the NK framework is that it allows to control for the overall
task’s complexity captured by parameter K . In particular, the contributions Cit can
be subject to interactions among the N single choices. Parameter K (with 0 ≤ K ≤
N − 1) gives the number of choices djt , j �= i which also affect the performance
contribution Cit of choice dit . (For the sake of simplicity, as in this paper, K often
is the same for each single choice dit .) Hence, contribution Cit is not only affected
by the choice dit , but may also depend on K other choices:

Cit = fi(dit ; di1t , . . . diK t ) (46.2)

with {i1, . . . , iK } ⊂ {1, . . . , i − 1, i + 1, . . . , N}. Thus, task complexity is at the
lowest level with K = 0, when choices do not affect each other; if each single choice
i affects the performance contribution of every other choice j �= i, complexity
is at maximum with K = N − 1. The Cit are randomly drawn from a uniform
distribution with 0 ≤ Cit ≤ 1. With this, from a more “technical” point of view, NK
landscapes are stochastically generated pseudo-boolean functions with N bits, i.e.,
F : {0, 1}N → R

+, [19]. The number of different Cit to be generated is given by
N · 2K+1, and, together, the Cit form the “performance landscape” (corresponding
to the original term “fitness landscape” [16, 17]).
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The model employed in this study distinguishes between stable and turbulent
task environments. In case of stability, the contributions Cit remain unchanged
over the entire observation period T after the performance landscape once has been
computed in the beginning of the observation, i.e., the simulation run. In contrast, as
in [13], turbulence is captured by exogenous “correlated shocks” which occur from
time to time and change the performance landscape. In particular, for organizations
operating in a turbulent task environment, periodically, after each T ∗-th period, a
new performance landscape is computed while keeping the pattern of interactions
among the single choices i and, thus, the same level of K . The new landscape
results as a “mixture” of the old and the newly generated performance contributions
(also drawn from a uniform distribution following the functional relation denoted
in Eq. 46.2). Parameter θ (with 0 ≤ θ ≤ 1) captures the ratio to which the “old”
environment is represented in the new landscape:

Cit = θ · Ci,(n(t)−1)·T ∗ + (1 − θ) · un(t)·T ∗ (46.3)

for n(t) · T ∗ + 1 < t ≤ (n(t − 1) + 1) · T ∗ where n(t) = �t/T ∗� gives the number
of shocks that, so far, have occurred in the observation period. While keeping the
pattern of interactions among the choices di , u is a new draw from a uniform
distribution over the unit interval performed after period n(t) · T ∗.

Hence, according to Eq. 46.3, the higher θ the higher is the correlation between
the old and the new performance landscape; or putting it the other way round, the
lower θ the higher the turbulence: with θ = 0 the new landscape is not affected by
the previous one, and if θ = 1, there is, in fact, no shock.

46.2.2 Organizational Structure, Units, and Switching Costs

The N -dimensional problem is decomposed into M disjoint and equal-sized
subproblems, indexed by r = 1, . . . ,M and with size Nr = N/M . Each of the
M subproblems is exclusively assigned to one unit r within the organization, and
each unit searches for superior solutions for its Nr -dimensional sub-task. There is
no intervention by any central decision-making authority, and the headquarter is
confined to observe the performance achieved in the end of each period.

With this, the units serve as the agents whose decisions drive an organization’s
adaptive walk on the performance landscape. In particular, in every time step t ,
each unit has to decide which configuration dr

t of the subproblem assigned to
that particular unit is to be implemented. However, in order to capture limited
information-processing capabilities of decision-making agents as is familiar in
agent-based modeling [18], we restrict the number of alternatives that each unit
can choose from. In particular, each unit can choose one out of three options: first, a
unit may opt for keeping the status quo dr∗

t−1, i.e., the option chosen in the previous

period; second, by random, each unit discovers an alternative dr,a1
t that differs in
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one of the binary choices of the status quo-configuration, i.e., where the Hamming

distance h(dr∗
t−1, dr,a1

t ) = ∑Nr

i=1

∣∣∣dr∗
t−1 − dr,a1

t

∣∣∣ equals 1; third, each unit identifies

an option dr,a2
t where two single choices are altered compared to the status quo.

In the model, the number of bits flipped is regarded as the effort to be taken by
unit r in order to implement the chosen option and, with this, provides the basis for
capturing the switching costs. Hence, the effort – given by the Hamming distance
– is

h(dr∗
t−1, dr

t ) =

⎧⎪⎨
⎪⎩

0 if dr
t = dr∗

t−1
1 if dr

t = dr,a1
t

2 if dr
t = dr,a2

t

(46.4)

For modeling the costs of effort, as usual (e.g., [20, 21]), it is assumed that higher
levels of effort are increasingly costly. Hence, for unit r’s costs of effort Sr , we have
Sr(h)′ > 0 and Sr(h)′′ > 0. In particular, the switching costs Sr(dr

t ) of unit r are
modeled to be quadratically increasing with h, i.e.,

Sr
t (d

r
t ) = sr · (h(dr∗

t−1, dr
t ))

2 (46.5)

where sr is a cost-coefficient. For the sake of simplicity, in the simulations the cost-
coefficient is the same for all units r and does not change over time.

46.2.3 Units’ Decision-Making

Each unit r pursues its “own” objective – related to its respective subproblem. In
particular, each unit seeks to identify that option out of dr∗

t−1, dr,a1
t and dr,a2

t which
promises the highest net performance Ar , i.e., the highest difference between partial
performance P r

t – resulting from the contributions Cit of those particular single
choices assigned to unit r – and the related switching costs

Ar
t (d

r
t ) = P r

t (dr
t ) − Sr

t (d
r
t ) (46.6)

with the partial performance P r
t given by

P r
t (dr

t ) = 1

N

rNr∑
i=1+(r−1)Nr

Cit (46.7)

with Nr = N/M∀r . Hence, unit r is focused on the net performance obtained from
that partial problem dr

t which is in its own primary control and seeks to decide in
favor of that option which promises the highest net performance Ar

t .
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However, when ex ante evaluating the performance P r
t of options and, thus,

forming preferences, each unit r suffers from two kinds of imperfect information:
First, unit r does not know the intentions of the other units q �= r; rather, unit
r assumes that they will stay with their previous choices which, obviously, is
of particular relevance, when interactions among the units’ subproblems occur.
Second, unit r cannot precisely foresee its options’ effects on partial performance
P r

t . In particular, the model captures distortions from the true consequences of
options, and these are depicted as relative errors zr ([22]; for other functions see
[23]) where the zr follow a Gaussian distribution N(0; σ) with expected values
0 and standard deviations σ r . For simplicity’s sake, σ r is the same for each
unit r; errors are assumed to be independent from each other. Hence, rather than
maximizing Eq. 46.6, unit r , in fact, maximizes the perceived net performance:

Ãr
t (d

r
t ) = P̃ r

t (dr
t ) − Sr

t (d
r
t ) (46.8)

where

P̃ r
t (dr

t ) = P r
t (dr

t ) + zr(dr
t ) (46.9)

46.3 Simulation Experiments

The simulation experiments are intended to study the effects of switching costs
in differently complex and turbulent task environments. Parameter settings are
displayed in Table 46.1. In the simulations, artificial organizations are “thrown”
randomly into a performance landscape showing one of four patterns of interactions
(a, b1 to b3 in Table 46.1) and observed over T = 400 periods while searching

Table 46.1 Parameter settings

Parameter Values/types

Observation period T = 400

Number of choices N = 12

Number of agents M = 4 with d1 = (d1, d2, d3), d2 = (d4, d5, d6),

d3 = (d7, d8, d9), d4 = (d10, d11, d12)

Interaction structures a. decomposable: K = 2,Kex = 0;

b. non-decomposable: b1: K = 3,Kex = 1;

b2: K = 5,Kex = 3; b3: K = 7,Kex = 5

Precision of ex ante evaluation σ r = 0.1 ∀r

Cost-coefficient sr ∈ {0, 0.02} ∀r

Interval between shocks T ∗ = 100

Correlation of landscapes after shock θ ∈ {0, 0.25, 0.5, 0.75, 1}
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for superior levels of performance for an N = 12-dimensional problem. For each
simulation run, in time step t = 0, an initial performance landscape is generated,
and the individually distorted views of the M = 4 units are computed. After
every T ∗ = 100-th period, an external shock occurs which affects the performance
landscape (and the respective distorted units’ views) according to the level θ of
correlation between the old and the new performance landscape. For figuring out
the effects of switching costs, the experiments pursue the idea of a factorial design
[24] and, based on some pretests, distinguish between scenarios where no switching
costs (sr = 0) occur and the respective scenarios with non-zero switching costs
(sr = 0.02).2

The experiments distinguish for different levels of task complexity. In particular,
two parameters are employed for capturing the pattern of interactions among the
units of the artificial organizations: While parameter K reflects the overall level
of complexity (see Sect. 46.2.1), Kex denotes the level of interactions across
subproblems and, with that, also reflects the interactions among the units. The
simulation results are obtained for different interaction structures characterized by
K and Kex for N = 12 (Table 46.1):

(a) In a perfectly decomposable structure an organization’s overall decision
problem, dt is fragmented into M = 4 disjoint parts with maximal intense
intra-subproblem interactions, but no cross-subproblem interactions (i.e.,
K = 3,Kex = 0) as sketched in Fig. 46.1a. This reflects a block-diagonal

Fig. 46.1 Examples of interaction structures and assignment of choices to units. (a) decomposable
structure (K = 2, Kex = 0): no cross-unit interactions (b) non-decomposable structure (K = 7,
Kex = 5): examplary medium level of cross-unit interactions

2For a more detailed analysis of different levels of switching costs in stable environments, see [25];
given the ranges of the Cit between 0 and 1 and the units’ objective functions in Eqs. 46.6 and 46.7,
sr = 0.02 reflects a rather high level of switching costs.
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structure [26] where the decision problem can be decomposed into disjoint
partial problems, and each of these is delegated to one distinct unit. This
corresponds to a “self-contained” organization structure [27] and comes close
to a pooled interdependence [28]. These structures are particularly feasible
for organizations pursuing strategies of geographical diversification or which
create their units according to products in terms of product divisions.

(b) In non-decomposable structures with Kex > 0, interactions across the
subproblems occur. Hence, performance contributions Ci – though in primary
control of unit r – may be affected by some choices made by other units q �= r .
For example, Fig. 46.1b could represent an organization with a functional
specialization with its typically high level of interrelations between units.
This situation comes close to what, according to Thompson’s classification,
is called reciprocal interdependencies [28].

46.4 Results and Discussion

The results of the simulation experiments are introduced in two steps: Sect. 46.4.1
presents results obtained for baseline scenarios in order to gain a basic under-
standing of effects of switching costs for selected levels of task turbulence and
complexity; and Sect. 46.4.2 studies the sensitivity of results for a broader range
of environmental turbulence and complexity.

46.4.1 Analysis of Baseline Scenarios

According to the idea of factorial design [24], results obtained for two interac-
tion structures (i.e., the decomposable and the non-decomposable according to
Fig. 46.1a, b, respectively) with zero and high switching costs (sr = 0 vs. sr = 0.02)
are reported – each for a stable and a moderately turbulent task environment (θ = 1
vs. θ = 0.75). Hence, eight baseline scenarios arise for which Table 46.2 displays
the respective results: each row represents the results obtained for 500 simulation
runs with the parameter settings indicated in the leftmost column (a). In particular,
the final performance3 (col. b) and the performance achieved on average over the
400 periods, V (0;400) (col. c), inform about the effectiveness of the adaptive walks
performed by the organizations. The ratio of periods in which a new configuration
dt is implemented (d) and the relative frequency of periods where the status quo is
altered in favor of false-positive options from the organization’s perspective (e) as

3The final performance Vt=400 and the average performance V (0;400) are given in relation to the
global maximum of the respective performance landscapes: otherwise the results could not be
compared across different performance landscapes.
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Table 46.2 Condensed results for the baseline scenarios. Each row represents results of 500
simulation runs, each on distinct performance landscapes. For parameter settings, see Table 46.1

Scenario of costs Final perf. Average perf. Freq.New Freq. Av.Eff.

and turbulence Vt=400 ±CI* V (0;400) ±CI* Conf. dt FalsePos. h(0;400)

(a) (b) (c) (d) (e) (f)

Decomposable structure with K = 2,Kex = 0

sr = 0, θ = 1 0.9887 ±0.0024 0.9876 ±0.0021 21.1% 10.2% 4.6%

sr = 0.02, θ = 1 0.9328 ±0.0074 0.9319 ±0.0073 1.0% 0.2% 0.2%

sr = 0, θ = 0.75 0.9841 ±0.0025 0.9850 ±0.0012 32.9% 16.2% 7.8%

sr = 0.02, θ = 0.75 0.9558 ±0.0051 0.9470 ±0.0050 2.1% 0.2% 0.2%

Non-decomposable structure with K = 7,Kex = 5

sr = 0, θ = 1 0.7416 ±0.0224 0.7119 ±0.0111 81.3% 41.1% 38.2%

sr = 0.02, θ = 1 0.8454 ±0.0110 0.8396 ±0.0106 3.8% 1.7% 0.8%

sr = 0, θ = 0.75 0.7896 ±0.0120 0.7394 ±0.0043 92.3% 46.5% 43.8%

sr = 0.02, θ = 0.75 0.8862 ±0.0084 0.8607 ±0.0065 7.2% 3.5% 1.2%
∗Confidence intervals at a confidence level of 0.99

well as the relative effort4 that was made in sum by all M = 4 units on average per
period (f) characterize the adaptive search processes more into detail. Figure 46.2
plots the respective adaptive walks of the eight baseline scenarios, organized by the
interaction structure.

The results broadly support the conjecture that with switching costs alterations
from the status quo become less frequent. As can be seen in Table 46.2, all else
equal, the frequency of alterations in dt (col. d) in all of the four scenarios with
non-zero switching costs is remarkably lower than in the respective scenarios with
costless alterations; correspondingly, the average relative effort per period (col. f.)
obtained with switching costs is only a small proportion of the one provided when
alterations are costless.

While these findings are in line with the general conjecture that switching
costs are an obstacle for alterations (see Sect. 46.1), the results do not universally
support the hypothesis that switching costs are detrimental with respect to overall
performance. On the contrary, it appears that switching costs may have their
beneficial effects – subject to task complexity and turbulence.

In particular, for the decomposable structure in Fig. 46.2a, the levels of (final
and average) performance for the scenarios with costless switching is about 3 to
5.5 points of percentage higher than the respective performance levels with costly
alterations. In contrast, for the non-decomposable structure, the performance levels
achieved with high switching costs go by about 10 to 13 points of percentage beyond

4With M = 4 units of which each can switch, at maximum, two single binary choices, the
maximum capacity [29] of alterations per period of the overall configuration equals 8 bits. For
an indicator that is not affected by the number M of units employed in an organization, the relative
average effort is normalized to the maximum number of changeable single choices per period and
averaged over the observation time.
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Fig. 46.2 Adaptive walks for
(a) decomposable and (b)
non-decomposable
interaction structures for zero
vs. high switching costs and
no vs. moderate turbulence of
the task environment. Each
curve represents the average
of 500 simulation runs, each
run on different performance
landscapes. For parameter
settings see Table 46.1

the level obtained with costless alterations.5 Moreover, it is worth mentioning that
in situations with switching costs in combination with environmental turbulence,

5Additional experiments indicate that even when observing the organization over T = 600 periods
(when the zero-cost/no shock scenario has come to a steady state), the performance excess obtained
with high vs. zero switching costs is at a level of 7.5 points of percentage.
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further performance enhancements may appear (Fig. 46.2b). Hence, given the low
rates of alterations and, in particular, of false-positive moves in these scenarios
(Table 46.2), this suggests that the adaptive walks with high switching costs are
remarkably more efficient than with costless alterations. Regarding these dynamics
two questions arise, which are discussed more into detail subsequently: (1) What
causes beneficial effects of switching costs, notably when the task is not decompos-
able? and (2) How does task turbulence in conjunction with switching costs affect
the performance levels obtained?

46.4.2 Sensitivity to Complexity and Turbulence

In the baseline scenarios, structures with a minimum and a rather high level of
cross-unit interactions were simulated; in the sensitivity analysis intermediate levels
of cross-unit interactions are simulated (Kex = 1 and Kex = 3). Moreover,
the baseline scenarios capture a situation with, in fact, environmental stability
and a rather moderate level of turbulence; in the sensitivity analysis, turbulence
is increased stepwise, i.e., the correlation θ with the “previous” environment is
reduced by 0.25 to no correlation at all (θ = 0) (see Table 46.1). Figure 46.3
plots, for these different levels of cross-unit interactions and turbulence, the average
performance V (0;400) obtained over the observation period, differentiated for (a)
costless alterations and (b) high switching costs.
The results suggest, first, that for costless alterations as well as for high switching
costs, the average performances achieved for a given level of task complexity show

Fig. 46.3 Sensitivity of average performance V (0;400) achieved over the observation time to the
level of environmental turbulence θ for different levels of task complexity and for (a) zero vs. (b)
high switching costs. Each mark on a curve represents the average of 500 simulation runs, each
run on different performance landscapes. Confidence intervals at a level of 0.99 range from 0.0011
up to 0.013 with the highest values in all structures occurring in stable environments (θ = 1). For
parameter settings see Table 46.1
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relatively low sensitivity to the level of environmental turbulence. However, an
analysis more into detail reveals that for the vast majority of cases, the average
performance achieved with uncorrelated shocks (θ = 0) is lower than obtained
with correlated shocks or for a stable task environment. Moreover, for high
switching costs, for all levels of task complexity, not stable (θ = 1) but turbulent
environments undergoing highly correlated shocks (θ = 0.75) show the highest
average performance. For the perfectly and the nearly decomposable interaction
structures (i.e., Kex ∈ {0, 1}), switching costs lead to lower average performance
than achieved with costless alterations. In contrast, for high levels of cross-unit
complexity (i.e., Kex ∈ {3, 5}), the average performance achieved with costly
alterations goes remarkably beyond the level obtained with costless alterations –
regardless of the level of turbulence (with the performance excess for the more
complex interaction structure being even higher).

To provide an explanation for these results, the beneficial effects of switching
costs in case of higher levels of cross-unit interactions serve as starting point
(see question 1 in the end of Sect. 46.4.1): We argue that switching costs subtly
interfere with the imperfect information that the units employ in decision-making.
These imperfections result from two sources, (1) imperfect ex ante evaluations of
options (see Eq. 46.7 vs. 46.9) and (2) imperfect knowledge about the fellow units’
intentions. With respect to the latter aspect, recall that, in time step t , unit r forms
its preferences expecting that units q �= r will stay with their choices from period
t − 1 (Sect. 46.2.3). With this, in the end of t , unit r may not only be surprised (due
to distorted ex ante evaluations) by the actual performance P r achieved in t but also
by the other units’ choices, which, in case of cross-unit interactions, affect unit r’s
performance too. In consequence, these “surprises” may eventually let unit r adapt
the “own” choices in t + 1, which will lead to “surprises” for units q �= r and so
forth.

Hence, the “errors” in expectations due to imperfect forecasting of perfor-
mance contributions and the fellow units’ choices reasonably result in frequent
time-delayed mutual adjustments. However, whether a unit leaves the status quo
reasonably is shaped by the switching costs and, in particular, switching costs
cause that only worthwhile alterations are made, i.e., alterations whose perceived
performance gains exceed the costs of effort. This explanation is broadly supported
by the ratio of false-positive alterations reported for the baseline scenarios in
Table 46.2 which is “dramatically” reduced with switching costs. To put it in other
words: Switching costs apparently unfold a stabilizing effect in that fewer and only
worthwhile alterations are implemented which obviously is the more relevant the
higher the level of cross-unit interactions.

These considerations may also provide the basis for explaining how task
turbulence combined with complexity affects the performance achieved with respect
to switching costs (question 2 mentioned in the end of Sect. 46.4.1): When a
shock occurs, an organization is set back again to the start of search for superior
solutions, i.e., to that phases of search which typically show high performance gains
and frequent alterations (e.g., [13, 23]). Hence, with turbulence more alterations
are likely to occur which is supported, for example, by the results displayed
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in Table 46.2. In this sense, turbulence mitigates the peril of inertia which is
particularly relevant for high levels of complexity (as being a source of inertia by
its own [1]) and may explain the performance gains induced by turbulence in the
non-decomposable structure with costless alterations in Fig. 46.2b.

However, the stabilizing effect of switching costs reasonably is relevant in
the early stages of search in a new environment: then performance gains are
more likely to be achieved and, hence, units are more likely to alter their partial
solutions. In consequence, particularly when complexity is high, units’ choices
induce more frequent “surprises” and time-delayed mutual adjustments as argued
above. In later stages of search (when usually lower performance gains are feasible),
the detrimental effects of switching costs (i.e., in the extreme, inducing inertia)
predominate the benefit of increasing the efficiency of search. Obviously, with
frequent shocks and, thus, an organization set back to the early stages of search
again and again, these inertia-increasing effect of switching costs is less relevant
and the stabilizing effects predominate.

46.5 Conclusion

The results of this simulation study suggest that the effects of switching costs subtly
vary with the complexity and the turbulence of the task environment. In particular,
the analysis of the simulations leads to the hypothesis that switching costs may
increase efficiency of search for superior solutions particularly in turbulent and
complex task environments. Apparently, switching costs could provide a beneficial
“hurdle” preventing units within an organization from too many mutual adjustments
caused by imperfect expectations on each others’ decision-making behavior. This is
particularly relevant when units operate in a complex and turbulent environment.

These conjectures may contribute to shedding some new light on switching costs
in organizations and the discussion on obstacles for change and organizational
inertia. In particular, the findings indicate on some positive effects of switching
costs in organizations which is particularly relevant when switching costs are to
be regarded as exogenously given, for example, by human nature, economic or
technological constraints, or cultural context. With respect to the latter, the cultural
dimension of uncertainty avoidance, i.e., the level to which culture programs its
members to feel uncomfortable or comfortable in unstructured situations according
to Hofstede [30], may induce mental switching costs. However, switching costs
may also be subject to deliberate organizational design in order to stabilize the
search processes of decentralized units. For example, establishing more extensive
administrative procedures before a change is permitted could be regarded as a means
to increase switching costs.

The simulation study calls for further research efforts, for example, to study the
effects of switching costs in the context of more sophisticated coordination mech-
anisms than employed in this simulation model. Additionally, the interference with
imperfect information on the site of decision-making agents within the organizations
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is to be analyzed more into detail: The limited capabilities of forecasting other
agents’ actions as well as the limited search space for alternative actions could
be subject of promising model extensions. Moreover, a natural model extension
would be to incorporate some agents’ heterogeneity. For example, the units of
an organization may be differently cost-efficient and may show different learning
curve effects; this might result in imbalances in the effort provided to the overall
organizational task as well as interesting spillover effects, particularly when the task
environment is complex and turbulent.
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Chapter 47
Governing the Digital Society: Challenges
for Agent-Based Modelling
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Abstract Modern societies of the twenty-first century are facing a fast-growing
digitisation of almost every sphere of life and work. Smart devices are collecting
large amounts of data that allow to identify persons and objects and to check their
current status and position. Hence, the digital real-time society is in need of new
governance approaches in order to cope with these challenges.

Understanding – and maybe shaping – the digital society requires modelling the
mechanisms that are guiding the dynamics of sociotechnical systems in general
and of the digital society in particular. Hence, we propose a multilevel model of
governance, rooted in a basic model of a sociotechnical system. This approach
allows to study and to analyse complex, non-linear interactions of systems within
systems and thus may provide insights how to govern the digital society and to avoid
the risk of losing control.

Investigating the governance of complex sociotechnical systems requires new,
innovative methods. Agent-based modelling is a suitable means to implement
artificial societies at the computer screen, to experiment with various governance
scenarios and to predict, which scenario produces results that are societally accept-
able or politically desirable. The simulation framework SimCo, developed at TU
Dortmund University and rooted in analytical sociology, helps to better understand
the functioning of complex systems and to provide means for governing the digital
society.
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47.1 Digital Society

Modern societies of the twenty-first century are facing a fast-growing digitisation
of almost every sphere of life and work, from industrial production to transport
logistics, retailing and, finally, private life such as sleeping, cooking, leisure
activities, amongst others. Smart devices are collecting large amounts of data that
allow to identify persons and objects and to check their current status and position.
It rather seems that algorithms are governing our world [18].

Hence, the digital society is in need of new governance approaches in order to
cope with these challenges, to keep pace with the rapid technological development,
to maintain control and to guarantee a worthwhile future of our society. Our main
research question is how complex systems can be governed and which mode of
governance (soft vs. strong control) produces best results. As shown later in Sect.
47.4, agent-based modelling with the simulation framework SimCo, developed at
TU Dortmund University, may help to better understand the functioning of complex
systems and to provide means to govern the digital society.

47.1.1 Process Model

In order to understand what happens with our data, we developed a process model
with three stages: data acquisition, data analysis and use of data (see Fig. 47.1).

In the first step, data are collected by humans (e.g. via smart watches or
smartphones) or by machines (e.g. driver assistance systems in cars) that are

Fig. 47.1 Process model. (Source: [33]: 74)
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transmitted to various data analysts [33]. In the second step, these data are processed
in order to better understand the individual, her/his preferences, habits and desires,
for example, for marketing purposes. Apart from this targeting single individuals,
data can also be used to generate a situation picture about the current state of the
whole system (e.g. road transportation), where the individual is only a small part,
whose properties are less relevant [14].

47.1.2 Data Use and Misuse

Most debates about data society stop here and discusss issues of privacy and data
protection [10] which, doubtless, are very important and have to be taken seriously.
However, abuse of data is only one side of the coin; the other side is the legal use
of data analysis for controlling people and machines. This is the third step in our
model, pointing at the gigantic potential of data analysis for controlling individual
people, for example, by giving advices for healthier nutrition, or even whole systems
such as the transportation or the energy system. As Sect. 47.2 will show in more
detail, complex systems that seem to be uncontrollable nowadays are controlled by
algorithms, navigating our cars or switching on and off our solar panels.

47.1.3 Trust and Institutions

Governance by algorithms thus has become part of life and work in the digital
society [13]. However, this new kind of governance only works if two conditions
are met: all partners should be trustworthy, and an institutional, legal framework
should protect transactions. People, willing to transmit data (in Step 1), have to trust
data analysts; otherwise, they will refrain from using their services, for example,
following their advices in Step 3 [3]. Vice versa, data analysts have to be sure
that transmitted data are not manipulated [19]. Additionally, similar to life in the
analogue world, an institutional framework is needed to protect all participants
from fraud, abuse or other illegal activities. Hence, the state has to redefine its
role in digital societies, setting the boundary conditions for digital transactions and
interactions that are hardly controllable in detail [8].

47.1.4 Individual Impacts of Digital Transformation

Sociology mostly has put emphasis on the impacts of digital transformation regard-
ing the individual. Apart from data protection concerns, the issues of acceleration
and alienation have been raised by Sherry Turkle [27], Hartmut Rosa [23, 25] and
others.
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Turkle radically distinguishes between the real world of ‘conversation’ and the
virtual world of – technically mediated – ‘connection’ [28: 1], where we lose
our ability to communicate and finally are ‘alone together’ (title of her book).
Computerisation and digitisation are regarded as solely negative, leading to a loss
of humanity and eroding interpersonal relationships.

The same applies to Rosa, who doubts that ‘good, self-determined life’ still is
possible, if every societal process is permanently accelerated [24]. We increase the
number of actions per period of time, but finally we fail and get exhausted and
burned out. Although nobody would doubt his diagnosis to be at least partly true, it
doesn’t cover the whole picture. First, he (and Turkle as well) only puts emphasis
on the individual overload (as psychologists typically would do); second, he rates
all these developments as negative (not revealing his valuation standard except from
the concept of ‘good life’, taken from philosophy); and third, he hardly reflects
the societal consequences of digitisation and acceleration, as sociologist typically
would do.

47.1.5 Societal Impacts of Digital Transformation

Hence, we propose to take a closer look at the societal dimension, reflecting the
dynamics and the changing structure of complex sociotechnical systems as well as
the impact of these transformation processes on politics and the state, on various
societal subsystems and, finally, on the individual. The main issue will be: Will
the digital society be governed by autonomous technological systems and stubborn
algorithms and finally get out of control, or will we find measures to cope with the
challenges of governing the digital society? As a first step towards governance of
complex systems, we are in need of understanding their functioning.

47.2 Real-Time Society

Starting with the diagnosis of Rosa, we can observe an acceleration of almost
every societal process, triggered by digitisation. Compared with a letter, that took
days or even weeks, if delivered abroad, the email can be (or even has to be)
answered immediately nowadays. Suppliers deliver their products just in time to the
production line, controlled by OEM’s smart enterprise resource planning system.
Furthermore, route guidance systems deliver advices almost in real time, dispensing
the necessity to plan routes in advance by means of printed maps.

The digital society has become a real-time society, since smart, networked
devices allow to permanently update the data base as well as the situation picture and
to communicate relevant information to all participants – again almost in real-time.
Actors adjust their plans and subsequent actions according to the current system’s
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state at point of time tx, thus changing this state and forcing the system to adapt
itself – and to deliver new recommendations, based on the system’s state at point of
time tx + 1.

We propose – by taking Rosa’s argument one step further – that this feedback
loop, processed in real-time, is at the core of acceleration or, as we would call it, of
the real-time society, where processes of planning and acting no longer take place
sequentially (with large time slots in between), but rather simultaneously. However,
we refrain from jumping to a negative evaluation of these developments, but call
for an unbiased empirical investigation of the real-time society, its dynamics and its
governance [30].

47.2.1 Practical Examples

In practise, we can observe various examples of real-time control of complex
systems, for example, in industrial production and logistics, in road transportation
or in concepts of future smart grids. The basic mechanisms of central control of
decentralised systems have even been described 20 years ago by Gene Rochlin
[22] – again negatively with the phrase ‘trapped in the net’ (title of his book).
He argued that the new options will not serve as a means of liberation and
democratisation, but mainly as a means of control, since data networks allow for
a previously unknown micromanagement of decentralised processes, for example,
decisions or actions of individuals, by a central controller.

Looking at the example of route guidance systems for road transportation such
as TomTom, Google Maps or others at first glance seems to confirm Rochlin’s
diagnosis. A central controller collects large amounts of data from users, computes
a situational picture and issues recommendations in real time. However, the users
are free to follow those recommendations or to ignore them. If they are able to
plan independently (e.g. because of specific knowledge about the local situation),
they can make their own strategic choices. If not, they may become increasingly
dependent on the system, forcing them to adapt to the respective situation passively.
The system’s state thus emerges – and dynamically develops – as a result of the
interplay of various independent decisions of decentralised decision makers, who
are influenced by interventions of the central controller.

47.2.2 New Mode of Governance?

This smart mixture of central control and decentralised self-control has emerged
as a new pattern or new mode of governance in practise, but has hardly been
debated or even understood by governance research [11]. We suppose that the digital
society will need to better understand these mechanisms in order to maintain control
and to develop options of smart governance. However, the political regulation
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of algorithms [26] presupposes a deeper knowledge of the dynamics of complex
systems and their governance. As mentioned before, ABM may help to gain insights
into this topic.

47.3 Modelling of Complex Systems

In order to implement the governance of digital societies by means of agent-based
modelling (ABM), we first need a conceptual model of the governance of complex
sociotechnical systems, which will be developed very briefly in this section.

47.3.1 Basic Model of a Sociotechnical System

Our starting point is a model of a social or sociotechnical system that contains
the components (actors), the rules of (inter-)action and the mechanism of structure
formation, which are presented in a formal, theory-based language [12]. We refer to
the macro-micro-macro model of James Coleman [4], the Institutional Analysis and
Development (IAD) framework of Elinor Ostrom [20, 21] and the model of social
explanation (MSE) of Hartmut Esser [5].

This basic model, in which actors act and interact uncoordinatedly and the system
structure emerges spontaneously from their interactions, will serve as starting point
for more elaborated extensions, applying this model to the study of governance of
complex systems.

47.3.2 Multilevel Governance

Referring to a long-lasting debate on governance theory [11], we propose to use
the term ‘governance’ for ‘a specific combination of the basic mechanisms control
and coordination in multi-level socio technical systems’ [31: 17]. We assume that
these two basic mechanisms rule the internal operations of social or sociotechnical
systems. Additionally, they are used to influence other systems, which on their
part are guided by an internal mechanism and – with regard to their openness or
closeness – can react differently to external attempts of control or coordination [17].

Control is defined as ‘the intentional intervention into socio-technical systems,
aiming at producing intended effects’ [31: 18], whereas coordination is ‘the mutual
adjustment of heterogeneous actors aiming at collectively solving problems in a way
that is acceptable to all parties involved’ (ibid.: 22).
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Fig. 47.2 Control in a multilevel configuration. Source: [31: 22]

As depicted in Fig. 47.2, control is an attempt of external actors (in system A), to
purposely influence the state and the processes of system B. In an action theoretical
perspective, control is mostly exerted indirectly by changing the situational param-
eters of system B at point of time tx, which are part of the actors’ decision-making
and thus enabling the controller to achieve the presumed outcome at point of time
tx + 1 via this ‘detour’.

However, it is hard to predict (and even more difficult to control), whether system
B produces the desired outcome or rather unintended effects. Hence, any attempt to
control other systems (or actors within other system) faces the risk of failure.

One can zoom in into the respective systems and observe the internal mecha-
nisms, which may be control or coordination – or even a mixture of both. Or one can
zoom out and observe the interrelations and interactions of various systems, which
mutually influence each other by inputs (downward arrow) or feedbacks (upward
arrow).1

Further extending this idea, we can conceive of governance as multilevel
governance – a multilayer structure, where various systems interact and mutually
influence each other. As mentioned above, it is a nested structure of systems of
systems, which can be decomposed into even smaller units or taken as a whole.

1Figure 47.2 does not presuppose that relations have to be hierarchical.
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47.4 Challenges for ABM

At first glance, a multilevel structure seems to be too complicated for sociological
analysis, since it may entail a large number of systems and interactions. However,
ABM may help to model and to understand the dynamics and the governance
of those nested structures, sticking to a few basic software modules that can be
utilised throughout the model, namely, a basic model of a sociotechnical system, a
decision algorithm and two basic interaction mechanisms (control and coordination,
as depicted above).

The central principle of constructing virtual images of complex real-life systems
is to link various systems by taking the output of system A as input to system
B and vice versa, as depicted in Fig. 47.2. System interaction thus means setting
the boundary conditions of other systems and to receive their feedback as input to
the respective system. This way, even very complex, multilevel structures can be
constructed by using a manageable number of software modules. Furthermore, the
results of non-linear interactions can be observed and analysed.

47.4.1 Algorithmic Actions

Human actors and software agents may be part of this virtual society. We assume
that most algorithms (e.g. driver assistance systems) can be technically implemented
by a utility-maximising procedure, similar to the one we use for agents representing
humans [9]. Hence, the main challenge is not to implement smart technology, but to
make models of human actors realistic by taking into account real-life decisions of
heterogeneous actors and various actor types. Modelling human actors as software
agents thus allows studying the interaction of (artificial) humans and algorithms
(representing smart technology).

47.4.2 System Control

Furthermore, this ABM approach lets us control different parameters and study
various scenarios of the digital society, for example, by changing the degree
of autonomy of smart machines. Additionally, we can observe the effects of
interventions by measuring various outcomes and comparing results of different
settings or scenarios. This makes it easier to answer questions about the future of
the digital society, about the effects of real-time operations and, finally, about the
political regulation of complex, self-organised sociotechnical systems.
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47.4.3 SimCo

In the years, we started to work on multilevel governance by means of ABM
at TU Dortmund University. We developed the simulator SimCo (‘Simulation of
the Governance of Complex Systems’) and conducted several experiments on risk
management and system transformation, mostly in road transportation [2, 32].
SimCo is a first step to cover the whole picture of the multilevel architecture.
Most work until now has put emphasis on the operational processes of urban road
transportation, that is, the daily decisions on technology and route choice.

SimCo is rooted in a sociological macro-micro-macro model of a sociotechnical
system, referring to sociological theories of behaviour and decision-making [6, 7].
Governance measures do not necessarily have a direct impact on the structures of a
sociotechnical system, but rather influence decision making of actors at the micro
level which then leads to emergent effects on the macro level (e.g. a regime shift,
lowering congestion).

SimCo has been developed as a general-purpose framework. It contains dimen-
sions that are freely programmable, allowing us to conduct experiments with various
scenarios, for example, shifting road transportation towards sustainability.

In this scenario, agents’ transport mode choices are important. They are shaped
by their individual perception of situational constraints and their individual prefer-
ences. Situational constraints may change due to the system’s dynamics (e.g. in case
of congestion) or due to policy interventions (e.g. in the case of banning diesel cars).

Agents take decisions with bounded rationality and under uncertainty, referring
to multiple evaluation criteria [29]. Behavioural alternatives are evaluated by
assigning a utility to every possible consequence, and agents finally choose the
option with the highest subjective expected utility [15].

47.4.4 Empirical Results

We conducted several simulation experiments with various what-if scenarios and
tested different governance measures regarding their efficiency and unintended side
effects (cf. [2]).

One major result of our experiments is: Political interventions, for example,
to minimise risks (congestions or emissions) or to change the system towards
sustainability work best, if the governance mode of soft control is applied (cf. Fig.
47.3), working with incentives and not with strong measures such as bans (as in the
case of strong control) (cf. also [1]).

Experiments on real-time governance have also been conducted, comparing the
traditional mode of sequential planning and action with the real-time, simultaneous
mode, where plans are no longer made in advance, but decisions are framed and
guided by real-time information (e.g. route guidance in road transportation) [16]. We
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Fig. 47.3 Technology usage (fraction) in course of time (8000 ticks)

have analysed the effects of real-time governance at the system level (by measuring
the efficiency of the system) and at the actor level (by measuring the satisfaction of
actors).

47.5 Conclusion

Understanding the challenges of the digital society requires understanding the
mechanisms that are guiding the dynamics of sociotechnical systems in general and
of the digital society in particular. We propose a multilevel model of governance,
grounded in a basic model of a sociotechnical system that allows to study and to
analyse complex, nonlinear interactions of systems within systems and thus may
provide insights how to govern the digital society, inhabited by smart humans and
smart machines, and to avoid the risk of losing control. Political regulation will no
longer rely on traditional measures of the past, but has to become ‘smart’ as well
[34]. ABM allows to experiment with various types of interventions and to find out
which one works best and helps to shape a human future of the digital society.
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Chapter 48
Towards Modelling Interventions
in Small-Scale Fisheries

Nanda Wijermans and Elizabeth Drury O’Neill

Abstract Interventions often have unintended effects, particularly when they target
outcomes in complex social-ecological systems (SES), such as fisheries. Devel-
opment agencies strive for ‘doing development differently’, because past efforts
have often been unsuccessful. The question then is how to do better. Science can
make a major contribution here. Its power lies in synthesising and generalising
knowledge embedded in ‘thinking tools’ that enable looking at problems from a
complex adaptive systems lens. Our approach is to design an agent-based model to
understand and reflect on the impact of different types of development interventions
in small-scale fisheries. The model embeds synthesised insights from two small-
scale fishery cases and from literature on important (loan and entry–exit) dynamics.
In short, by modelling a complex socioecological phenomenon such as fishing and
trading in small-scale fisheries, the model aims at enabling scientist and practitioners
alike to think differently and thereby to support acting differently.

Keywords Social-ecological modelling · Fisher behaviour · Development

48.1 Introduction

Interventions1 often have unintended effects, particularly when they target out-
comes in complex social-ecological systems (SES), such as fisheries. Development
agencies strive for ‘doing development differently’, because past efforts have
often been unsuccessful. The question then is how to do better. Science can

1The word intervention is used to refer to purposeful action to change a situation for a particular
goal. Who initiates or designs this action is not specified, could thus both be either an external or
the target of the change.

N. Wijermans (�) · E. Drury O’Neill
Stockholm Resilience Centre, Stockholm University, Stockholm, Sweden
e-mail: nanda.wijermans@su.se

© Springer Nature Switzerland AG 2020
H. Verhagen et al. (eds.), Advances in Social Simulation, Springer Proceedings
in Complexity, https://doi.org/10.1007/978-3-030-34127-5_48

485

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-34127-5_48&domain=pdf
mailto:nanda.wijermans@su.se
https://doi.org/10.1007/978-3-030-34127-5_48


486 N. Wijermans and E. Drury O’Neill

make a major contribution here. Its power lies in synthesising and generalising
knowledge embedded in ‘thinking tools’ that enable looking at problems from a
complex adaptive systems lens. Our approach is to design an agent-based model to
understand and reflect on the impact of different types of development interventions
in small-scale fisheries. The model embeds synthesised insights from two small-
scale fishery cases and from literature on important (loan and entry–exit) dynamics.
In short, by modelling a complex social-ecological phenomenon such as fishing and
trading in small-scale fisheries, the model aims at enabling scientist and practitioners
alike to think differently and thereby to support acting differently.

Small-scale fisheries (SSF) are often referred to as traditional, artisanal, low-
tech, labour intensive, low capital operations that differ in particular in comparison
with their large-scale opposites in terms of, for example, their social organisation,
economic motivation and market linkages. SSF provide a major contribution to
global fish catch (about 50%) and employment for millions of people [1]. Their
sustainability is thus critical for global fish production and local poverty reduction.
However, fishing is a particularly risky livelihood in comparison with other liveli-
hoods, such as agriculture [2]. Moreover, fishers are more likely to be affected by
and vulnerable to factors such as climate change, for example, by being struck by
natural disasters or reduction in catch due to change in variability and predictability
of the stock. The recent decline in fish catches [2–5] has been attributed to too many
boats fishing, protected areas reducing fish access or environmentally destructive
fishing. This will affect livelihoods or make them unviable. Overall, it is an
extremely complex task to intervene in SSF. To deal with these challenges, it is
essential to understand the SSF as a social-ecological system.

Social-ecological systems (SES) are characterised by having social and ecolog-
ical dynamics that continuously affect each other. In many cases, interventions and
actions taken by governments, NGOs and/or researchers in fishing communities
seem to be working with one of two objectives: a social objective (e.g. poverty
reduction) or an ecological objective (e.g. the conservation of natural resources) [3].
However, the effect of, for example, a successful ban on the fishing (ecological)
may lead to a recovery of the fish stock, but may have a detrimental effect on all
the livelihoods that depend on fishing (social). This is but one obvious blind spot an
SES lens can address by identifying relevant actors, factors, their interactions and
mechanisms.

We therefore propose to develop an ABM that aims to represent a typical
small-scale fishery system for supporting thinking. To this end, the model needs
to reflect the synthesis of insights from multiple small-scale fishery case studies,
herein fisheries in the Philippines and Zanzibar, literature on key dynamics and
development interventions. The model is thus informed by cases, rather than
modelling a specific case. This extended abstract reports on the design stage of
the model: from different sources of knowledge (case, literature, workshop) to the
design of a conceptual model.
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48.2 Synthesising Knowledge and Insights

The small-scale fishery case studies included are the Philippines (PHI) and Zanzibar
(ZA) fisheries; see [6] for more information on the ZA case study. We gathered
general information (geographical, sociocultural, livelihood security and ecological)
and fishery specifics (characteristics, target species and market (access)) and
identified main actors and interactions; see for the work in Zanzibar. The cases were
contrasted to identify critical model elements, see Table 48.1.

The literature provides insights on key dynamics in SSF, in particular, concerning
loans and entry–exit dynamics. Note, this concerns SSF in general, not specifically
for PHI and ZA. Examples across numerous cases include noticeable differences
in loan interest rates with some fisheries not charging interest and other fisheries
having extremely high interest rates, for example, that newer fishers in general are
more willing to exit than fishers that are fishing for >10 years [7], whilst exit choice
dynamics are highly context dependent on, for example, the increase or decrease of
livelihood alternatives, catch and wealth.

Development interventions and their effects hardly appeared in the reviewed
literature (exception is, e.g., [8]). As an alternative to literature, we therefore
collected narratives of interventions to have a benchmark. Since the second author
returned to the field (PHI), she integrated focus group interviews in her. In addition,
we conducted a workshop with fishery researchers and practitioners. From this set
of narratives, we derived three archetypes of interventions: capacity building, post-
event, and conservation, see Table 48.2.

We also used the workshop to identify potential blind spots in the narratives
which can inform our model focus and choices, with particular attention paid to the
contribution of an explicit SES lens on foreseeing the consequences of interventions
that can help avoid unintended effects in future.

Table 48.1 Contrasting the two cases (excerpt)

Similarities Differences

Fisheries. Tropical coral reef marine
ecosystems, multi-gear and multi-species
fisheries
Livelihood. Depends on fishing activities for
income, where fishers tend to earn less than
traders. However, most fishers are in a
trader–fisher relation, that is, an informal
contract for loan and favours
Problems. The landings are in decline in terms
of weight and diversity of species composition

Gender. Men and women work together
(PHI) versus separated (ZA). Fisherwomen
earn significantly less than men (PHI),
trading women earn less than men (ZA)
Livelihood. Switching livelihoods occurs
less in (PHI) than in (ZA)
Market. Sales are mostly commercialised in
PHI and centred around export. ZA however
is connected to tourism
Trader–fisher relationship. It is more
prevalent and institutionalised in PHI (95%)
than in ZA (55%)
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Table 48.2 Intervention archetypes from the collected intervention narratives

Type of interventions Underlying reasoning Form

Capacity building
Social interventions, social
capacity and power
relations

Supports stronger societies through
knowledge about their rights that they
can self-push a change (e.g. asking the
government for better infrastructure)

Workshops

Post-event
Aid–relief after (natural)
disasters

Support fishers to overcome the
damage and keep on fishing and
replace damaged goods and
infrastructure

Providing boats, gear
Building
infrastructure:
processing plants

Conservation Stock needs to recover; reduce
pressure by removing fishers

Fish ban

Fig. 48.1 Conceptual model of the model process

48.3 Conceptual Model (PHIZA-FISH)

The case reflections, knowledge from literature on key dynamics and the collected
narratives on development interventions allowed us to make choices for the concep-
tual model (process), illustrated in Fig. 48.1. Every tick fishers and traders decide
and execute their choices; they sell the fish and potentially spend their income. The
fish stock dynamics are on another time scale and update on yearly basis.
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48.4 Conclusion

The model is now for 50% construction and requires a few more iterations to start
to explore the role of interventions. However, the process of designing a model
reflecting the existing knowledge of multiple cases and general literature insights is
something that needs to be carefully crafted, as model choices have a tremendous
influence on the behaviour the model will display. The presentation at the conference
thus invites feedback from modelling peers on the use of different sources of
knowledge for model design and the usefulness of models as thinking tools.
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Chapter 49
Population Characteristics
and the Decision to Convert to Organic
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Abstract We revisit some ideas of why farmers do not convert to organic farming
from our previous article with a dynamic individual-based model. In this model, an
agent’s decision on transitioning to organic is based on the comparison between
the satisfaction with its current situation and the potential satisfaction with an
alternative farming strategy. A farmer agent’s satisfaction is modeled with the theory
of reasoned action. It is computed by comparing the agent’s outcomes over time
and comparing its current outcome against those of other agents to whom it lends
great credibility (“important others”). The first study is based on prototypical farm
populations. In this chapter, the predicted conversion rate is studied with some
French “cantons” having different practice intensities. The model is initialized
with dairy farmers’ data in these “cantons” in 2000. The results show that the
“cantons” characteristics have great impact on the virtual adoption rate. Intensive
“cantons” convert less than extensive ones. Extensive farms having not very good
environmental outcomes seem to convert the most.
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49.1 Introduction

The recent dairy crisis combined with increasing consumer demand for organic food
has made conversion to organic farming socially and economically interesting for
dairy farmers [1, 2]. However, many farmers still do not convert. Why?

Recently, the conversion to organic farming has been qualified as a major
change [3] or a transformational adaptation [4, 5] and a social movement [3, 6–9].
Conversion often implies strong changes in a farmer agent’s worldview and social
network and generally begins with a strong need for change [3, 10]. Such a change
that engages a number of social processes involving the agent, its peers, and its
environment has been rarely studied [11].

Agent-based modeling [12] or individual-based modeling [13] appears to be
relevant and well-geared means to help identify the main drivers that can explain
the observed dynamics. However, as pointed out in our previous work [14, 15],
none of the current agent models is well fit to represent the decision process about
a major change that is at stake in the conversion to organic farming. This is the
reason why we have proposed a dynamic version of the theory of reasoned action
(TRA) and showed its potential to explain why farmers do not convert to organic
farming in a prototypical farmer population [14]. This chapter aims at evaluating
this model when running on more realistic farmer populations designed from the
French agricultural census data (RGA) 2000. The purpose is mainly to study how the
conversion rate evolves differently in various farmer populations. The main original
features of the model are the following:

• Like Kaufmann [16], we propose a dynamic model of TRA [17] to compute
an agent’s satisfaction. In the model, a decision on conversion is based on
comparing the agent’s satisfaction with its current strategy against its potential
satisfaction with an alternative one. These satisfactions are computed with the
attitude and the subjective norm related to the current or alternative strategy.
Both attitude and subjective norm are dynamic and based on the difference in
practice outcomes. Consistently with TRA [17], our model integrates decom-
posed variables: attitude and subjective norm—instead of global variables as
the model of Kaufmann [16]. A farmer agent’s evaluation is thus based on
its concrete strategy and practice instead of an abstract general opinion. The
evaluation relates to its own experiences and its peers’ strategies and practices.

• An agent’s attitude about its current strategy is modeled as the difference
between its past outcomes with current strategy and its current outcome. This
choice is grounded in the propositions of Mintzberg and Öhlmér [18, 19] who
argue that a farmer agent’s earlier practices are very influential for its decision
on a future practice. Regarding an alternative strategy which can be new to
the agent, the attitude is the difference between its past outcomes with current
strategy and the outcomes of other peers with a similar farm and adopting the
alternative or the outcome of the alternative in the media.
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• The subjective norm involves a comparison with peers, weighted by their
credibility. This credibility is based on the difference between outcomes (i.e.,
total milk production).

• As Darré [20] showed that farmers co-construct their practices, an agent updates
its practice by copying the performances of its credible peers having similar
farm characteristics (number of dairy cows, utilized agricultural area, etc.).

• Finally, an important feature of our model is tied to the decision process
about a “major change.” It is assumed that a major change is only considered
in critical situations where an agent faces high costs (economic, cognitive,
emotional, etc.). Otherwise, agents do not even consider changing their major
options. In a stable period, if a farmer agent is satisfied enough with its current
farming strategy, it does not envisage an alternative one. Only a certain level
of frustration or critical event (succession, major change in the farm, etc.) will
evoke a consideration of an alternative to a farmer’s current strategy.

In our previous work [14], the model is studied with prototypical farm popu-
lations and shows different reasons for the lack of conversion to organic farming.
In this work, the model is explored further by an initialization with six French
“cantons” (100 farmers in each “canton”) varying in their distributions of farm
characteristics. The adoption degree is compared among these populations to clarify
the effect of population features. In general, intensive (with a high input and high
output philosophy) “cantons” convert less than extensive (with a low input and
low output philosophy) ones. Particularly, extensive farms having not very good
environmental outcomes seem to convert the most.

After presenting the model’s principles with partially ODD (overview, design
concepts, details) protocol [21], we outline the model’s behavior and some explana-
tions before going on to synthesis and discuss our conclusions.

49.2 Materials and Methods

49.2.1 The Model

49.2.1.1 Basic Elements

Farmer

The model studies the evolution of a population of N farmer agents. Each agent
f is characterized by its farm, its farming strategy, its practice defined on several
dimensions i which are evaluated through performances, the importance Wi given
to each dimension of practice, the credibility (C(f,v)) it lends to each other agent
v, its memory of applied strategies and practices during the last M periods, its
satisfactions with current farming strategy (IC) and with an alternative one (IA), and
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its duration for staying with a strategy (DC) and for being dissatisfied for a strategy
after being stable (DD).

DC and DD capture the duration between two events related to the decision
process. DD counts an agent’s dissatisfaction duration with its current strategy. In
the model, an agent has to be dissatisfied long enough with its current strategy
to change it. DC counts the duration since last strategy change. An agent cannot
consider changing strategy again even if the agent is dissatisfied with it during the
confirmation period. This is consistent with the theory of innovation diffusion [22]
in which an agent has a confirmation period just after adopting a new strategy.
Both counters are necessary to simulate an agent’s stability and consistency. The
corresponding delayed action of both counters can only occur when the counter is
above the parameter TD.

Except for Wi, all these attributes of a farmer agent are dynamic during the
simulation and are described in detail below.

Credibility Each agent f gives a credibility C (f, v) to another agent v by comparing
their outcomes. Credibility is between 0 (not credible at all) and 1 (very credible).

Satisfaction Each agent has a satisfaction with its current farming strategy (IC) that
corresponds to an evaluation of strategy. It may also evaluate an alternative strategy
in certain cases and has a satisfaction for it (IA). Satisfaction with a farming strategy
lies between 0 (not satisfied at all) and 1 (very satisfied).

If an agent is satisfied with its current farming strategy, it does not consider an
alternative. Otherwise, its satisfactions with its current farming strategy (IC) and
with an alternative one (IA) are computed and compared. If IA is higher enough
than IC, the agent will change its farming strategy. IC is thus computed at every
iteration, whereas IA is only computed when a stable agent is dissatisfied with its
current farming strategy.

In accordance with TRA, the satisfaction IS with a farming strategy S depends
on two elements: attitude AS and subjective norm SNS toward S. In the original
theory, the interaction between these two elements varies with different agents
facing different situations. In order to keep the model simple, satisfaction is assumed
as the average value of these two elements.

IS = AS + SNS

2
(49.1)

Both attitude and subjective norm lie between −1 (very negative attitude/subjective
norm concerning the farming strategy to evaluate) and 1 (very positive atti-
tude/subjective norm concerning the farming strategy to evaluate). They are com-
puted with farms’ outcomes, farmers’ strategies, and credibility. See the section
“Farmers’ dynamics” for the computation details.
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Considering the value range of attitude and subjective norm toward a farming
strategy, the satisfaction should also lie between −1 and 1. However, to facilitate
other calculations, the satisfaction is normalized between 0 and 1.

Practice As stated above, the term “practice” in the model is not really an agent’s
actual practice, but the way the agent evaluates it (i.e., its performance). A practice is
evaluated over two dimensions: the level of output production (i.e., the productivity
impact, in our case milk production) and the level of environmental amenity
production (i.e., the environmental impact: mineral impacts, energy consumption,
among others), respectively, called productivity performance (P0) and environmen-
tal performance (P1) in the chapter. Both P0 and P1 lie between 0 (very bad on this
practice dimension) and 1 (very bad on this practice dimension).

Importance given to each dimension The importance given to productivity
dimension is termed W0, and the one given to environmental dimension is termed
W1. W0 and W1 lie between 0 (not important at all) and 1 (most important). They
sum to 1.

W0 + W1 = 1 (49.2)

Importance defines an agent’s personal values. An agent uses its own lens to judge
the information it receives and the other agents it meets. In this model, both W0 and
W1 are kept constant if an agent does not change its farming strategy.

Farming strategy It is defined by the importance that a farmer gives to each dimen-
sion of practice. Two farming strategies are considered: organic and conventional.
The organic strategy means lending more importance to environmental dimension
and less to productivity dimension, whereas the conventional strategy does the
contrary. It is assumed that when a farmer agent changes its strategy, it changes
accordingly the importance given to each dimension.

Farm

A farm has three attributes: its farming total production (productivity outcome) T0,
its environmental amenities outcome T1, and its reference R. R is the maximum
possible productivity performance considering a farm’s all characteristics and evo-
lution. Interviews and experts’ arguments show that conventional farms’ references
are grounded on the negotiations with dairy enterprises (often expressed by “quota”
in Europe in the past). Organic farms have more constraints in terms of reference
due to stricter regulations. Thus, a conventional farm f ’s reference is considered as
its farmer f ’s initial productivity performance P0

f (t = 0) and that for an organic
farm is a function l of P0

f (t = 0).
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Rf =
{

P
f

0 (t = 0) if f is a conventional farm/farmer

l
(
P

f

0 (t = 0)
)

otherwise
(49.3)

The implementation of a farm may need more attributes for different use cases. The
detailed computation of T0 and T1 is defined in the model’s implementation (see
49.2.2).

Media

When an agent is dissatisfied with its current farming strategy and looks for
an alternative, it first searches in the population for other agents having similar
characteristics but applying an alternative strategy. If it cannot find one, it has access
to the media for a stereotype alternative model which depends on the farm’s current
outcomes.

49.2.1.2 Dynamics

Overview of a Farmer’s Dynamic Over the Years

One time step (iteration) t –> t + 1 represents 1 year, that is, farmers decide their
farming strategies, their practices, and so on, once a year. During an iteration,
farmers’ update order is picked up at random by a uniform law.

For each iteration {
Generate the order of the population
For each agent f in the population {

Compute IC
If DC>TD and IC<TA, compute IA

If DD>TD and IA > IC + TO, change strategy and update W0, W1

For each agent v that is different from agent f in the population,
compute C (f, v)
Compute P0, P1 } }

Algorithm 1— Population updating loop. IC is the satisfaction with a current
strategy; IA is the satisfaction with an alternative one. DC is an agent’s confirmation
duration; DD is an agent’s dissatisfaction duration. TD is the minimum time of
dissatisfaction before considering the alternative. TA is threshold of IC to consider
an alternative. TO is the threshold of IA to change strategy. W0 is the importance
given to productivity performance, and W1 is the importance given to environmental
performance. C (f, v) is the credibility that agent f gives to agent v. P0 is the
productivity performance, and P1 is the environmental performance.

As shown in Fig. 49.1 and the pseudocode of Algorithm 1, during each iteration,
an agent evaluates its satisfaction with its current farming strategy. If the agent is
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Fig. 49.1 Overview of the
farmer’s update

in a stable period and is satisfied with its current strategy, it does not consider a
change. Otherwise, the agent looks for an alternative and evaluates it. If the agent
has been dissatisfied for long enough and the alternative is good enough, it will
change. Otherwise, the agent stays with its current farming strategy. It will then
update its credibility given to other agents and its practice. See the detail in the
following.

Credibility Update

Every two agents’ relationship is characterized by the credibility one gives to
another and depends on an agent’s personal view of its difference to another in
outcome (i.e., total production). For agent f, its difference to agent v is the sum of
difference on each outcome dimension weighted by the importance given to that
dimension.

Df
v =

2∑
i=1

(
W

f
i

(
T v

i − T
f
i

))
(49.4)

The credibility that agent f gives to agent v is calculated with f ’s difference to v:
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Fig. 49.2 The credibility (y axis) agent f gives to v depends on f ’s difference (x axis) to v for three
values of parameter α (different-colored lines)

Cf
v = 1

1 + e−α D
f
v

(49.5)

with α the parameter to characterize the slope of the logistic function.
In Fig. 49.2, agent f ’s difference and credibility to v are, respectively, plotted on

the x axis and y axis. When the difference is negative, it means that v has a worse
outcome than f ; thus, f gives little credibility to v. When the difference is positive,
v has a better outcome than f ; thus, f gives big credibility to v.

The lines with different colors represent α variations to characterize the bias
degree that an agent has for others with better outcomes. When α is small, the
bias is small. An agent tends to give the same credibility to others, whether or not
they reach better outcomes. If α is big, the bias is strong. Only others with better
outcomes are credible.

In the model, every two agents are connected. The credibility depends on an
agent’s perceived difference in outcome to another, and it is then used to update the
agent’s outcome which can change the perceived difference. Thus, these elements
are dynamic.

Farming Strategy Change

An agent changes its farming strategy according to its satisfaction evaluations with
its current strategy (IC) and with the alternative one (IA). If an agent is in a stable
state (its confirmation duration DC > threshold TD) and it is still dissatisfied with its
current strategy (IC < threshold TA), it will consider an alternative one. If the agent
is dissatisfied long enough (its dissatisfaction duration since being stable DD > TD)
and its satisfaction evaluation of the alternative is better enough than that with its
current one (IA > IC (1+ threshold TO)), it will change strategy. As stated in Eq.
(49.1), satisfaction I with a strategy is the average sum of the related attitude A and
subjective norm SN.
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In Eq. (49.1), attitude (AS) represents an agent’s personal view of the difference
between its experience and the (potential) outcome of evaluated strategy S. The
agent f ’s experience is its average outcome on the farm (TC,0, TC,1) with its current
farming strategy (Sf ) in memory (M). It is computed as follows:

TC,i =
∑M

t and St=Sf T t
i

Nb
(
St = Sf

) (49.6)

The evaluated outcome depends on the strategy to be evaluated. For agent f ’s current
farming strategy evaluation, the evaluated outcome is f ’s current outcome (T f

i ).
Agent f ’s attitude toward the current farming strategy (AC) is as follows:

A
f

C =
2∑

i=1

(
W

f
i

(
T

f
i − T

f
C,i

))
(49.7)

If an agent’s outcome on its farm changes and this change is considered better than
its experience, AC will be positive and strengthen the agent’s decision to keep its
current strategy. Otherwise, AC will be negative and may influence IC. Then, the
agent may be dissatisfied and evaluate IA.

For agent f ’s evaluation of an alternative farming strategy, the evaluated outcome

is the average outcome (T f

A,0, T
f

A,1) of other agents having similar characteristics as f
but applying the alternative. The similarity is defined by a function Y over the farm’s
characteristics and is compared with a distance threshold (simi). Y is designed in
the model’s implementation (see 49.2.2). The evaluated outcome is computed as
follows:

T
f
A,i =

∑N

Y
f
v <simi and Sv �=Sf

T v
i

Nb
(
Y

f
v < simi and Sv �= Sf

) (49.8)

If there is no corresponding peer (no other agents similar to f and applying the
alternative strategy), agent f will search the media for a stereotypical farm as the
alternative.

T
f
A,i = T

f

model,i (49.9)

Therefore, agent f ’s attitude toward an alternative is:

A
f
A =

⎧⎪⎨
⎪⎩

0 if
(
I

f

C > TA
)

∑2
i=1

(
W

f
i

(
T

f
A,i − T

f
C,i

))
otherwise

(49.10)
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Another component of satisfaction, the subjective norm, represents how an agent
considers others’ opinions on the evaluated farming strategy through outcomes (i.e.,
the strategy’s implementation results). It is thus an agent’s perceived difference
between the outcome to be evaluated and the average of other agents’ outcomes.

For agent f ’s evaluation of current farming strategy, the subjective norm is:

SNf
C =

2∑
i=1

⎛
⎝W

f
i

⎛
⎝T

f
i −

∑N
v �=f

(
C

f
v T v

i

)
∑N

v �=f C
f
v

⎞
⎠

⎞
⎠ (49.11)

An agent will be socially satisfied if it perceives that other agents, especially those to
whom it lends great credibility (“important others”), consider it as a “good farmer.”
The agent may be so satisfied to have a good social image that it will never consider
a major change. Otherwise, if the agent feels socially bad, it may try to become
more similar to others in the group or to change of group. This can be done with a
change of strategy.

For the evaluation of an alternative farming strategy, the subjective norm is:

SNf
A =

⎧⎪⎪⎨
⎪⎪⎩

0 if
(
I

f
C > T A

)
∑2

i=1

(
W

f
i

(
T

f
A,i −

∑N
v �=f

(
C

f
v T v

i

)
∑N

v �=f C
f
v

))
otherwise

(49.12)

If in other agents’ opinions, especially those to whom agent f lends great credibility
(“important others”), the alternative is not better, then it is judged not good enough
to improve the situation. Agent f will tend to keep its current strategy. Otherwise,
the agent’s subjective norm strengthens its intention to change its strategy.

If an agent changes its strategy, it also changes the importance given to
each dimension of practice. The parameter W is the conventional farmers’ initial
importance given to the productivity dimension.

For conventional agents : W0 = W ;W1 = 1 − W (49.13)

For organic agents : W0 = 1 − W ;W1 = W (49.14)

Practice Update

As farmers co-construct their practices [20], at each time t, a farmer agent updates
its practice by copying the performance of its credible peers with a similar farm.

ΔP
f
i =

∑N

v �=f and Y
f
v <simi

C
f
v

(
P v

i − P
f
i

)
∑N

v �=f and Y
f
v <simi

C
f
v

(49.15)
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Both dimensions of practice are between 0 and 1. A farmer’s productivity perfor-
mance is also limited by the reference R on its farm.

P
f,t+1
0 =

⎧⎪⎪⎨
⎪⎪⎩

0 if
(
P

f,t

0 + ΔP
f

0 < 0
)

Rf if
( (

P
f,t

0 + ΔP
f

0

)
> Rf

P
f,t

0 + ΔP
f

0 otherwise

)
(49.16)

A special case: if an agent f looks for an alternative and cannot find a similar peer
applying an alternative strategy, it will look for an alternative in the media. If after
evaluation agent f adopts the alternative in the media, it will also copy the practice.

49.2.2 The Design of Use Cases Based on Agricultural Data

The model is implemented on data from agricultural general French census (RGA
2000) about six French “cantons” with strong variations in terms of practice
intensity and homogeneity: 1516, Ruynes-en Margeride; 4202, Boën; 4224, Saint-
Genest-Malifaux; 2208, Chèze; 2235, Plouagat; 2522, Quingey. The initialization
of population distributions in each “canton” is deterministic. For sake of simplicity
and according to expertise and literature [23, 24], a farmer’s farm and practice
are defined by three variables: the utilized agricultural area (UAA), the number of
dairy cows (NC), and the quota (Q) which is a synthetic indicator of the farm’s
maximum milk volume. Figure 49.3 shows the average value of these variables in
each “canton.”

The degree of “intensity” is measured as the average UAA/average NC. “Can-
tons” 2208 and 2235 are the biggest producers and most intensive, while 4202,

Fig. 49.3 Average number of dairy cows NC, average UAA (in are), and quota (in liters) for the
six chosen French “cantons”
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4224, and 1516 have the least milk production. Despite its average milk production,
2522 is the most extensive “canton” and also has the largest average UAA.

49.2.2.1 Farmer

A farmer agent is designed by its practice with productivity performance P0 and
environmental performance P1 designed from data. P0 is directly deduced from
the farm’s initial characteristics and corresponds to the normalized average milk
volume produced by one cow in 1 year. For farmer/farm f, at the initial time t = 0,
P0

f = Qf /NCf . At every time t, P1
f = T1

f /SAUf ; Eq. (49.15) is only used to update
P0

f .
The Y function telling how two farmers are judged similar is based on a similarity

of their farms’ characteristics regarding UAA and NC. For agent f, agent v is a

similar peer if |UAAf −UAAv |
UAAf < simi and |NCf −NCv |

NCf < simi. The threshold simi is a
parameter and supposed as 0.1 in the model.

49.2.2.2 Farm

Each farm is initialized by the crossed distribution of discretized utilized agricultural
areas (UAA) and quotas (Q) of its “canton” from the RGA 2000. They remain
constant all along the simulation. The number of dairy cows (NC) is computed from
a law extracted from data (with a regression r2 = 0.9563):

NC = 0.2463 UAA + 0.0001106 Q (49.17)

From databases regarding farmers’ production and various sources,1 a law is built
to compute the potential maximum milk production of an organic farm starting with
the conventional strategy, knowing its initial productivity performance P0 after the
normalization and P0’ before the normalization. A farm f ’s normalized reference R
and reference R’ before the normalization are computed as follows:

For a conventional farm : R = P0 (t = 0) (49.18)

For an organic farm : R
′ = 0.6046 P0

′
(t = 0) + 1913 NC (49.19)

The environmental amenity outcome T1 is computed at every time by an aggregated
function of literature [23, 24]. It considers mineral impacts and energy consumption
related to the total milk production and the farm’s agricultural surface:

1http://www.cantal.chambagri.fr/fileadmin/documents/Internet/Autres%20articles/pdf/2014/Bio/
ABBL2008-2012.pdf
http://www.agrobio-bretagne.org/

http://www.cantal.chambagri.fr/fileadmin/documents/Internet/Autres%20articles/pdf/2014/Bio/ABBL2008-2012.pdf
http://www.cantal.chambagri.fr/fileadmin/documents/Internet/Autres%20articles/pdf/2014/Bio/ABBL2008-2012.pdf
http://www.agrobio-bretagne.org/
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For a conventional farm : T1 = (53 UAA + 2.918 T0) /2 (49.20)

For an organic farm : T1 = (−10 UAA + 2.588 T0) /2 (49.21)

Using French dairy farms’ database in RGA 2000, R’ is to be normalized between
0 (very low production) and 1 (very high production). The 53 UAA, 2.918 T0, −10
UAA, and 2.588 T0 are normalized values between 0 and 1. The normalization is:

x =
(
x

′
– min

)
/ (max – min) (49.22)

where min is the minimum real value in the database, max is the maximum real
value in the database, and x is the normalized value of real value x’.

49.2.2.3 The Media

We use laws extracted from data to design farmers’ alternative models. When a
conventional farmer f wants to evaluate the organic strategy at time t + 1, it
computes T0’(t + 1) as follows and its related T1’(t + 1) with the Eq. (49.20).
Note that T0’ is the farmer’s real productivity outcome on the farm (before the
normalization).

T0
′
(t + 1) = 0.6046 T0

′
(t) + 1913 NC (49.23)

When an organic farmer f wants to evaluate the conventional strategy at time t + 1,
it computes T0’(t + 1) as follows and its related T1’(t + 1) with the Eq. (49.21).

T0
′
(t + 1) =

(
T0

′
(t)–1913 NC

)
/0.6046 (49.24)

49.2.3 Experimental Design

Reference [14] has studied 625 parameter sets identifying all the qualitative
behaviors of the model to diagnose reasons for the absence of conversion. This
work aims to study conversion in six different French “cantons” using the same
625 parameter sets varying the main parameters: α (slope of logistic function)
from 5 to 41, TA (threshold to consider an alternative) from 0.41 to 0.49, TO
(threshold to consider an alternative) from 0.01 to 0.09, and W (importance given to
the dimension representing farming strategy) from 0.6 to 1. TD (threshold for two
counters of duration) is kept constant with the value 5. Agents’ memory is also kept
constant as 10 years. The distance for similarity, simi, values 0.1. The evolution of



504 Q. Xu et al.

each “canton” with a population of 100 conventional farmers (no organic farmers at
the initialization) is simulated for 30 years and is replicated 100 times.

49.3 Model Behavior

49.3.1 The Adoption Rate and “Cantons”

At the initialization, each “canton” has no organic farm. Figure 49.4 shows that
farms in different “cantons” have different adoption percentages after 30 years.
“Canton” 2522 converts the most, followed by 4202 and 1516, and then 4224. 2208
and 2235 convert the least. As these 6 “cantons” have different farm characteristics.
The population distribution is studied to learn more about the conversion rate.

49.3.2 The Characteristics of “Cantons”

As shown in Sect. 49.2, each farm has a couple of outcomes (total production) on
two dimensions: productivity outcome (T0) and environmental outcome (T1). These
two values indicate directly a farm’s utilized agricultural area (UAA) and quota
(Q) which are constant characteristics along the simulation. With another constant
characteristic on the farm (i.e., number of cows (NC)), a farmer’s initial practice
performances (i.e., productivity performance (P0) and environmental performance
(P1)) are also defined. In Fig. 49.5, for each canton, its average initial T0 and T1 are
shown on the left; its average initial P0 and P1 are shown on the right. The black
lines in each histogram show the standard deviation.
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Fig. 49.4 Average percentage of organic farming adoption according to “canton” over 625 sets of
parameters and their related 100 replications
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Fig. 49.5 Average of initial T0 and T1 (left panel) and P0 and P1 (right panel) in each “canton.”
Error bars indicates “more or less” one standard deviation

Table 49.1 Initial farm distributions according to “cantons” and farm types in terms of T0 or T1

initial T0 canton 2208 2235 2522 4202 4224 1516
0.05 3 3 5 16 17 37
0.15 3 2 12 6 5 27
0.25 4 7 14 22 21 17
0.35 8 2 16 14 18 9
0.45 25 21 15 18 12 5
0.55 18 12 16 9 14 2
0.65 11 6 10 3 10 2
0.75 9 3 2 2 2 1
0.85 8 10 2 6 1 0
0.95 11 34 8 4 0 0

initial T1 canton 2208 2235 2522 4202 4224 1516
0.85 3 3 3 13 14 19
0.75 5 5 7 5 7 29
0.65 14 5 15 22 21 21
0.55 25 22 16 19 26 14
0.45 24 19 23 24 23 10
0.35 15 7 10 4 6 5
0.25 5 23 11 6 1 2
0.15 7 14 5 4 2 0
0.05 2 2 10 3 0 0

Consistently with Figs. 49.3, 49.4, and 49.5 show that “cantons” adopting the
least (i.e., 2208 and 2235) are the most intensive and productive (having the smallest
UAA/NC and the largest initial T0). They are followed by 4224, 4202, and 1516,
which have the largest initial environmental outcome T1 and lower productivity
outcome T0. The “canton” with the most adoption (i.e., 2522) is the most extensive
(Fig. 49.3), but has the worst initial environmental performance P1 (Fig. 49.5). Its
outcomes: T0 and T1 are medium.

The credibility a farmer gives to another depends on their relative outcomes (T0
and T1). The social evaluation of satisfactions depends also on their relative T0 and
T1 and on the outcomes of its “similar” farmers (Eqs. 49.11 and 49.12). Table 49.1
shows the initial farm distributions of each “canton” in terms of T0 and T1.

“Cantons” with the most converted agents (i.e., 2522) have medium average T0
and T1, while its distribution is diverse. The other “cantons” have more concentrated
distributions. “Cantons” 2208 and 2235 have few farms with low T0. “Cantons”
4224, 4202, and 1516 have numerous farms with high T1 and very few farms with
low ones.
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Table 49.2 Average percentage of organic farming adoption according to “canton” and farm types
in terms of T0 or T1 over 625 sets of parameters and their related 100 replications

initial T0 canton 2208 2235 2522 4202 4224 1516
0.05 0.29 0.36 0.93 2.37 2.26 4.19
0.15 0.06 0.07 1.91 0.68 1.05 1.98
0.25 0.02 0.26 1.91 1.75 0.65 1.28
0.35 0.02 0.01 2.02 0.78 0.32 0.55
0.45 0.06 0.17 1.04 0.72 0.17 0.25
0.55 0.11 0.07 1.4 0.33 0.16 0.15
0.65 0.02 0.01 0.59 0.06 0.12 0.16
0.75 0 0 0.1 0.05 0 0.02
0.85 0 0.01 0.06 0.1 0.03 0
0.95 0.01 0.04 0.23 0.01 0 0

initial T1 canton 2208 2235 2522 4202 4224 1516
0.85 0.29 0.36 0.25 1.41 1.39 1.16
0.75 0.08 0.15 0.93 1.07 1.07 2.69
0.65 0.08 0.02 2.12 1.34 0.46 2.27
0.55 0.02 0.27 2.07 1.63 1.48 1.18
0.45 0.01 0.17 1.87 0.98 0.26 0.96
0.35 0.11 0.01 1 0.15 0.07 0.28
0.25 0 0.02 1.31 0.23 0.03 0.05
0.15 0.01 0.01 0.37 0.05 0 0
0.05 0 0.01 0.29 0 0 0

49.3.3 Adoption Rate and Farm Types

The adoption rate varies with “cantons.” In fact, it varies also with initial outcome
types in terms of productivity outcome (T0) and environmental outcome (T1).

Generally, the probability to convert is high for cases with numerous farms at
the initialization. Farms with a low initial T0 or a high initial T1 (first lines in Table
49.2) convert more than others. However, for the highest initial T1, the conversion
rate is not always the largest (except in 2208 and 2235).

The distributions of adoption vary with “cantons.” Canton 2522 has a disperse
distribution, and its adoptions center on medium outcomes. For 4202, also having
a disperse distribution, its adoptions are rather in cases with high T1 and low T0.
Cantons 1516 and 4224 have a centered distribution, and their adoptions are rather
in cases with very low T0 and high T1.

“Cantons” converting the least exhibit distribution profiles with one higher
density for medium T0 and another one for the highest T0. They are rather
homogeneous in T1.

49.4 Discussion and Conclusion

We argued that the organic farming adoption is strongly influenced by the imitation
of “important others” practices and is very sensitive to the distance between farms
[14, 15]. However, the model proposed and studied considers only prototypical
populations and points out the reasons for non-adoption of organic farming. In this
chapter, we focus on the impact of population characteristics on the adoption degree.
In this work, the model is explored further by an initialization with six French
“cantons” (about 100 dairy farmers) varying in their farm type distributions from
the French RGA 2000.

At farm level, we have observed that farms with low total milk production
and high total environmental production convert more than others. Such farms are
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said to have extensive practices and are more susceptible to convert according to
experts. Approximately one-third of the global land under organic production is
located in unfavorable areas where smallholder farmers, who often lack access to
insurance or inexpensive credit, dominate agricultural production [25]. Keeping
their extensive practices, or even increasing this degree of intensity, by adopting, for
example, organic farming, can be beneficial to eliminate their reliance on expensive,
fossil fuel-derived chemical inputs [26, 27]. This increasing autonomy is taken into
account in our environmental outcome which considers the decreasing of inputs and
energy consumption.

At the regional level, intensive regions convert less than extensive ones, espe-
cially those with not very good environmental outcomes. Indeed, we notice that
the most intensive “cantons” almost do not convert (those located in the Brittany
region). They are more likely to be satisfied with their current situation and do
not consider a major change. Despite of having the least productivity outcomes,
“cantons” 1516, 4202, and 4224 do not have the most conversion because of their
already good environmental outcome. The adoption of organic farming cannot
bring them much environmental gain. On the contrary, the most extensive “canton”
(i.e., 2522) has the largest adoption rate. It is less productive than farms in the
Brittany region (2238 and 2235), but more than other “cantons.” Its environmental
production is not as good as the other extensive “cantons” (1516, 4202, and 4224).
Thus, most farms from this “canton” can poorly decrease their productivity outcome
and increase much their environmental outcome with the conversion to organic
farming. This result can sound strange, but it has been pointed out by Sutherland
that most farmers having already chosen low-input strategy (i.e., strongly extensive)
do not convert since they cannot improve more their environmental impact [28].
The only reason they can convert is for economic purpose in case of strong crisis.
We also show that more diverse regions, having high densities for different farm
types, tend to adopt more, but this point deserves more investigations. In fact, our
model can also be applied to other contexts, for example, other forms of adoption in
agriculture.

However, we cannot compare our adoption rates for the chosen French “cantons”
for the following reasons: firstly, because the data are not so easy to obtain and
secondly, very important dynamics are not present in the model (the incertitude,
difficulty, etc.) and make the comparison having no sense. Adding to the model
external factors such as economic crisis, but also demographic evolution implying
an increasing average farm sizes, are the next steps for research about this model.
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