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Introduction

Motivation

Providing a reliable and secure power and energy system is one of the main
challenges of the new era. The efficient operation of power systems contributes to
decrease in fuel consumption and gas emission, conservation of natural resources,
ensuring sustainability with better planning, and providing cleaner energy. The
evolving modern optimization methods lead to more effective solutions and are
promising for the continuously changing power system management, planning, and
operation. One of the most favored tools of researchers and electric system
developers for power system optimization is MATLAB software. Therefore, there
has been an increased call for sharing the properly developed codes for power
system optimization.

A Brief Overview of the Book Covered Topics

The book is suitable for dedicated and general audiences that include power system
professionals, as well as researchers and developers from electrical power engi-
neering and power system planning communities. It is expected that readers to be
graduates of energy and power engineering degree programs having a basic
mathematical background.

The Book Organization

The book is organized under two main sub-topics, comprising of power system
optimal planning and configuration and power system optimal operation. Brief
description of chapters’ content is presented in the following paragraphs.
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Chapter “Modelling for Composite Load Model Including Participation of Static
and Dynamic Load” focuses on modeling for composite load model including
participation of static and dynamic load. It is well recognized that voltage problems
in power system are much affected through the connected loads. Different types of
load can be modeled on their characteristic basis for computation of power system
problems effectively. For different power system studies, especially in the area of
power system optimization problems that includes voltage control with reactive
power compensation, transfer function AQ/AV of composite load is required. This
chapter gives a detailed mathematical modeling to compute the reactive power
response with small voltage perturbation for composite load. Composite load is
defined as a combination of static and dynamic load model. To develop this
composite load model, the exponential load is used as a static load model and
induction motors are used as a dynamic load model in this chapter. To analyze the
dynamics of induction motor load, fifth-, third-, and first-order models of induction
motor are formulated and compared using differential equation solver in MATLAB
coding. Since the decentralized areas have many small consumers which may
consist large numbers of induction motors of small rating, it is not realistic to model
either a single large rating unit or all small rating induction motors together that are
placed in the system. In place of using single large rating induction motor, a group
of motors are being considered, then aggregate model of induction motor is
developed using law of energy conservation, and this aggregate model is used as a
dynamic load model. Transfer function of composite load is derived in this chapter
by successive derivation for exponential model of static load and for fifth- and
third-order induction motor dynamic load models using state-space model.

Chapter “A Novel Forward-Backward Sweep Based Optimal DG Placement
Approach in Radial Distribution Systems” presents a novel forward-backward
sweep-based optimal DG placement approach in radial distribution systems. This
chapter proposes a novel backward—forward sweep (BFS)-based methodology for
optimal allocation of DG micro-plants in radial distribution systems aiming to
minimize total real power losses. Voltage-permitted range limit and feeder capacity
criterion are considered as optimization constraints. Simulation of BFS-based DG
placement method is conducted on 33-bus distribution network to demonstrate its
robustness and effectiveness in comparison with other procedures.

Chapter “Optimal Capacitor Placement in Distribution Systems Using a
Backward-Forward Sweep Based Load Flow Method” investigates optimal
capacitor placement in distribution systems using backward—forward sweep-based
load flow method. This chapter aims to present a backward—forward sweep (BFS)-
based algorithm for optimal allocation of shunt capacitors in distribution networks.
Minimum value of real power losses is selected as objective function. Moreover,
feeder current capacity and bus voltage magnitude limits are considered as opti-
mization constraints. In addition, it is assumed that sizes of capacitors are known
parameters. First capacitor is considered to be located at first bus of test system.
Then, BFS load flow is run and objective function is saved as first row and first
column component of a loss matrix. Secondly, first capacitor is assumed to be
installed at bus 2 and BFS load flow is run to obtain objective function as second
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row and first column component of loss matrix. When all buses are assessed for
installation of capacitor 1 and losses are calculated in each scenario, similar anal-
yses are carried out and objectives are saved as second column of loss matrix. Same
strategy is applied on other capacitors. Finally, a loss matrix is formed with a
number of rows and columns equal to a number of buses and shunt capacitors,
respectively. Best places for installation of capacitors are determined based on
components of loss matrix. Simulation of BFS-based capacitor placement problem
is conducted on 33-bus distribution network to demonstrate its robustness and
effectiveness in comparison with other procedures.

Chapter “Optimal Capacitor Placement and Sizing in Distribution Networks”
discusses optimal capacitor placement and sizing in distribution networks. Utilizing
capacitor banks in order for local compensation of load reactive power is common
in distribution networks. Using capacitors has positive effects on networks such as
power and energy loss reduction, voltage deviation, and network harmonic
reduction as well as improvement in network power factor. Capacitor placement is
applied on the network in the form of single or multi-objective problems.
Decreasing the total network loss is often the main reason for using capacitors in
distribution networks. Capacitor placement approach involves the identification of
location for capacitor placement and the size of the capacitor to be installed at the
identified location. An optimization algorithm decides the location of the nodes
where the capacitors should be placed. As we know, the capacitors are categorized
into two main types of fixed and switchable capacitors. Selecting an appropriate
type of capacitor is related to the topology of network, load value, and economic
situation. They are also different from coding point of view. In this section, the
model of coding is presented at first, and then, the approach of applying is described
based on optimization algorithm. The capacitors are often used for peak loads, but
they may be present in the network in off-peak due to the switching issues. The
network voltage may be increased in off-peak with the presence of capacitors.
Therefore, it is very important to consider both peak and off-peak in the capacitor
sizing and placement problem. The proposed model is applied on IEEE 10 and
33-bus standard test cases in order to demonstrate the efficiency of the proposed
model.

Chapter “Binary Group Search Optimization for Distribution Network
Reconfiguration” studies binary group search optimization for distribution net-
work reconfiguration. Total loss minimization is considered as the objective which
is solved subject to system radial operation and power flow constraints. Here, the
basics of GSO algorithm is presented first and then necessary modification for
developing BGSO is discussed. The main part of this chapter deals with a source
code, which expresses step-by-step implementation of BGSO method to optimal
network reconfiguration problem. Needless to emphasize that the BGSO and
associated source code presented in this chapter is a general engine that can be
easily adjusted to any optimization problem with binary variables. In addition, the
source code associated with the developed forward—backward sweep-based load
flow study is also provided. The simulation studies are performed on different
distribution networks to examine the scheme at various conditions and problem



viii Introduction

complexities. Comprehensive simulation studies conducted in this chapter verify
effectiveness of the BGSO and developed source code for solving optimal distri-
bution network reconfiguration problem.

Chapters “Combined Heat and Power Economic Dispatch Using Particle Swarm
Optimization,” “Combined Heat and Power Stochastic Dynamic Economic
Dispatch Using Particle Swarm Optimization Considering Load and Wind Power
Uncertainties,” and “Economic Dispatch of Multiple-Chiller Plants Using Wild
Goats Algorithm” exercises the combined heat and power economic dispatch using
particle swarm optimization, the combined heat and power stochastic dynamic
economic dispatch using particle swarm optimization considering load and wind
power uncertainties, and the economic dispatch of multiple-chiller plants using wild
goats algorithm, respectively.

Chapter “Optimization of Tilt Angle for Intercepting Maximum Solar Radiation
for Power Generation” investigates the optimization of tilt angle for intercepting
maximum solar radiation for power generation. The novelty is determination of
optimum tilt angles (B_opt) for photovoltaic system at 11 different sites for Gujarat
in India. The B_opt is searched for maximum incident solar radiation (SR). For
calculation, SR values given by National Aeronautics and Space Administration
(NASA) are utilized. It was found that the optimum tilt angle varies between 1° and
57° throughout the year in Gujarat, India. The monthly optimum tilt angle is
maximum in December for different sites in Gujarat, India. This study is useful for
industry and researcher to install PV system in India to generate maximum power.

Chapter “Probabilistic Power Flow Analysis of Distribution Systems Using
Monte Carlo Simulations” analyzes the probabilistic power flow analysis of dis-
tribution systems using Monte Carlo simulations. This chapter aims to present a
Monte Carlo simulation-based probabilistic power flow method for finding all
critical buses against variations of active and reactive loads. In this approach,
backward—forward sweep-based load flow is used to find optimal operating point of
benchmark distribution grid in each scenario. The number of scenarios with bus
voltage magnitude violation probability is used to cluster nodes into two critical and
non-critical categories. Robustness and effectiveness of Monte Carlo-based prob-
abilistic power flow algorithm are revealed by simulations on 33-bus radial dis-
tribution system.

Chapter “Long-Term Load Forecasting Approach Using Dynamic Feed-Forward
Back-Propagation Artificial Neural Network™ implements the long-term load
forecasting approach using dynamic feed-forward back-propagation artificial neural
network. This chapter presents a novel approach based on dynamic feed-forward
back-propagation artificial neural network (FBP-ANN) for long-term forecasting of
total electricity demand. A feed-forward back-propagation time series neural net-
work consists of an input layer, hidden layers, and an output layer and is trained in
three steps: a) Forward the input load data, b) compute and propagate the error
backward, and c) update the weights. First, all examples of the training set are
entered into the input nodes. The activation values of the input nodes are weighted
and accumulated at each node in the hidden layer and transformed by an activation
function into the node’s activation value. It becomes an input into the nodes in the
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next layer, until eventually the output activation values are found. The training
algorithm is used to find the weights that minimize mean squared error. The main
characteristics of FBP-TSNN are the self-learning and self-organizing. The pro-
posed algorithm is implemented on Iran’s power network to prove its accuracy and
effectiveness and compare with real historical data.

Chapter “Multi-objective Economic and Emission Dispatch Using MOICA: A
Competitive Study” applies MOICA on multi-objective economic and emission
dispatch using. The application of multi-objective imperialist competitive algorithm
is investigated for solving economic and emission dispatch problem. It is aimed to
minimize two conflicting objectives, economic and environmental, while satisfying
the problem constraints. In addition, nonlinear characteristics of generators such as
prohibited zone and ramp up/down limits are considered. To check applicability
of the MOICA, it is applied to 12 h of IEEE 30-bus test system. Then, results of
MOICA are compared with those derived by non-dominated sorting genetic algo-
rithm and multi-objective particle swarm optimizer. The finding indicates that
MOICA exhibits better performance.

Chapter “Voltage Control by Optimized Participation of Reactive Power
Compensation Using Fixed Capacitor and STATCOM” integrates fixed capacitor
and STATCOM to control voltage by optimized participation of reactive power
compensation. Finally, chapter “Backward-Forward Sweep Based Power Flow
Algorithm in Distribution Systems” employs backward—forward sweep-based
power flow algorithm in distribution systems. To solve this problem, backward—
forward sweep (BFS) load flow algorithm is presented by scholars. This chapter
aims to present MATLAB codes of BFS power flow method in a benchmark
distribution grid. Feeder capacity and voltage magnitude limit are considered in
finding a good operating point for test grid. Input data such as bus and line
information matrices are presented in MATLAB codes. Simulations are conducted
on IEEE 33-bus radial distribution system. Feeder current, bus voltage magnitude,
active and reactive power flowing in or out of buses, and total real power loss
system are found as outputs of BFS load flow approach.
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Modelling for Composite Load Model m
Including Participation of Static L
and Dynamic Load

Nitin Kumar Saxena and Ashwani Kumar

Abstract It is well recognized that voltage problems in power system is much
affected through the connected loads. Different types of load can be modeled on
their characteristics basis for computation of power system problems effectively. For
different power system studies especially in the area of power system optimization
problems that includes voltage control with reactive power compensation, trans-
fer function AQ/AV of composite load is required. This chapter gives a detailed
mathematical modelling to compute the reactive power response with small voltage
perturbation for composite load. Composite load is defined as a combination of static
and dynamic load model. To develop this composite load model, the exponential load
is used as a static load model and induction motors are used as a dynamic load model
in this chapter. To analyze the dynamics of induction motor load, fifth, third and
first order model of induction motor are formulated and compared using differential
equations solver in MATLAB coding. Since the decentralized areas have many small
consumers which may consist large numbers of induction motors of small rating, it
is not realistic to model either a single large rating unit or all small rating induction
motors together that are placed in the system. In place of using single large rating
induction motor a group of motors are being considered and then aggregate model
of induction motor is developed using law of energy conservation and this aggre-
gate model is used as a dynamic load model. Transfer function of composite load is
derived in this chapter by successive derivation for exponential model of static load
and for fifth and third order induction motor dynamic load model using state space
model.

Keywords Static load + Dynamic load - Composite load - Aggregate load « ZIP
load model - Exponential load model + Induction motor load
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1 Introduction

Power system problems involve how the systems behave at generation, transmission
and distribution side for varieties of changes in load, input and faults. The power
system based problems can be classified into a broad range, depending on the interest
of individual researchers and power engineers and hence every research has their own
domain of interests depending on the available state, control and disturbance vectors.
But the main task of every study is to establish secure, reliable, continuous, efficient,
stable and economic power flow in power system. Many researchers and power
engineers have carried out their researches in the area of optimization for power
system problems too. Further, these studies can broadly be classified into the power
systems problems associated with voltage stability, ancillary service, power quality,
load forecasting, electricity pricing and many more depending on the researchers
and power engineers’ domain of interest.

Load characteristics have also significant impacts on the power system problems.
When the load demand fluctuates, the voltage level also changes. Referring to ‘Prin-
cipal of Decoupling’ in power system which states that real power has more affinity
towards power angle or frequency while reactive power has more affinity toward
voltage, impact of voltage can be better correlate with load reactive power change
and can almost be neglected with load real power change. Hence, to control the power
system voltage, an adequate reactive power must be available at load end. This ade-
quate reactive power control in power system at load is termed as reactive power
compensation. Without any compensation this voltage variation may go beyond the
voltage permissible range and therefore such power would not be acceptable for the
end users [1]. Reference [2] explains how the power system voltage and choice of
compensation techniques significantly depends on selection of the load model and
its parameters. In order to effectively analyze the power system problems, the loads
need to be modeled accurately along with the other power system elements like
transformers, transmission lines, generators etc. Power system planners and opera-
tors attempt to accurately model loads in order to analyze their systems. However,
it is very difficult to exactly describe the loads in a mathematical model because
loads consist several components and have very different dynamic characteristics
[3]. The information/knowledge about load model parameters, that properly depict
load behaviour during electric power system disturbances, enables proper power sys-
tem planning, reliable prediction of prospective operating scenarios and provides for
adequate control actions to be chosen in order to prevent undesired system behaviour
and ultimately system instability. Accurate load modelling is important to correctly
predict the response of the system to disturbances. With a poor load model we would
need to operate the system with a higher safety margin [4]. Load models, which
quantify real and reactive power responses to voltage and frequency disturbances,
are generally divided in two groups—static load models (SLM) and dynamic load
models (DLM). These SLM and DLM are classified according to the effect of the
voltage on the load. If the load variation depends only on the instantaneous voltage
input and is unrelated to the preceding voltage inputs, the static load model is used.
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However, if the load characteristics are affected by all of the voltage inputs over time,
the dynamic load model needs to be used [3].

Since the static and dynamic load their own existence in power system so a com-
bine load model must be developed for power system studies. The model consisting
static and dynamic both the load chrematistics together are called composite load.
Since the distribution areas have many consumers which may consist large numbers
of induction motors, it is not realistic to model every induction motor that is in the
system. However, it is impractical to accurately represent each individual load due
to the intense computation process involved. Hence, aggregate models or single unit
models with minimum order of induction motor are needed to represent a group of
motors. Appropriate dynamic load model aggregation reduces the computation time
and provides a faster and efficient model derivation and parameters identification. It
is found that the small-scale aggregation model gives acceptably accurate results than
the large-scale aggregation model and is good for power system stability analysis [5].
Hence, in place of using single large rating induction motor a group of motors are
being considered and then aggregate model of induction motor is developed using
law of energy conservation [6].

Summarizing the all facts discussed above the outline of this chapter is to elaborate
the detailed mathematics for composite load which includes static, dynamic and
aggregation of load model. Since, the Principle of Decoupling in power system
explains that the load reactive power is more influence with voltage compares to
load real power; therefore, modeling of composite load is focused for direct coupling
between reactive power and voltage only in this chapter. Hence, a transfer function
of voltage changes with reactive power change is derived using state space equations
for induction motor and then same is derived for the composite load.

2 Classification of Load Model

Distribution system has the most uncertain behaviour due to the different existing
load characteristics. The load can be classified by different category as in Table 1.

The characteristics of each type of load is different depending on the participation
of lighting load, small motor loads, large motor loads, transformer loads and other
miscellaneous loads. A composite load can be developed by knowing the percentage
of different types of load participation at substation. Table 1 explains the different
classification of possible load in distribution system; still load characteristics are too
diversified to define load behaviour. Power engineers also explain the load on the
basis of diversity in which load curve and load duration curve are developed for a
specified time on the basis of available statistical data. Load pattern of consumers
defines by following terms irrespective of the Category of load.
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Table 1 Classification of load on the basis of different category

Sr. No. | Category of load Remarks for category
1 On the basis of circuit element available Resistive load
in load Capacitive load
Inductive load
2 On the basis of voltage current relation in | Linear load
load: linear or non-linear load Non-linear load
3 On the basis of load consumer category Residential electrical loads
Commercial electrical loads
Industrial electrical loads
Municipal/governmental electrical loads
4 On the basis of load group Individual loads
Area load
5 On the basis of load operation time Continuous electrical loads
Non-continuous electrical loads
Intermittent duty electrical loads
Periodic duty electrical loads
Short time duty electrical loads
Varying duty electrical loads
6 On the basis of electrical load number of | Single phase electrical loads
phase Three phase electrical loads
7 On the basis of unit of rating of the load Electrical loads in KVA

Electrical loads in KW
Electrical loads in HP

2.1 Connected Load

A part of the total load of specified region/area that is in operation for a particular
instant is called connected load.

2.2 Demand Load

Total load either operational or non-operational of specified region or area for a
particular instant is called demand load.

2.3 Base Load

In a specified area, the entire electrical appliance might be either operational or non-
operational. The reason is that the connected loads are switched on and off regularly.
Even for the loads those are switched on, they are not properly operating with their
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full ratings too. But every instant of time some load always remain presents and this
load is called base load.

2.4 Peak Load

In a specified area, the entire electrical appliance might be either operational or non-
operational. The reason is that the connected loads are switched on and off regularly.
Even for the loads those are switched on, they are not properly operating with their
full ratings too. But for a particular time interval, a maximum load can occur at any
instant of time this load is called peak load.

2.5 Average Load

The average demand or average load of specified area for particular time interval is
defined as the total energy delivered in a certain period divided by the time interval.
Average load can be calculated as a daily average load, weekly average load, monthly
average load and yearly (annual) average load.

These all terns are useful for statistical approach to forecast the load demand. But
for time dependent study of loads dynamic behaviour, mathematical models for load
are required.

3 Structure of Loads Model

For power system studies like load forecasting, planning for new power plant instal-
lation, load scheduling etc., definitions given in previous section are required. A
demand can be planned for the upcoming days, weeks or even for the years using
statistical approach but for dynamic studies, the load characteristics are very impor-
tant in power system studies. This understanding of load characteristics is useful to
formulate the load model which is required for real time mathematical based studies
in power system. The loads may be classified in several groups but they have some
important parameters that must be understood to define the load model.

Loads real and reactive power depends on the system voltage.

Loads real and reactive power depends on the system frequency.

Load characteristics affect the dynamic of power system.

Large number of loads of different characteristics.

Different loads clubbed together for individual area to develop an aggregate load.

Nk WD~

Loads can be modeled for steady state analysis problems or transient state problems
in power system. These all five parameters must be validated for developing the
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load model and therefore, achievement of loads characteristic means to know how
the overall load real and reactive power behaves for the variation of voltage and
frequency in power system.

Power system planners and operators attempt to accurately model the loads in
order to analyze their systems. The information or knowledge about load model
parameters, that properly depict load behaviour during electric power system dis-
turbances, enables proper power system planning, reliable prediction of prospective
operating scenarios and provides for adequate control actions to be chosen in order
to prevent undesired system behaviour and ultimately system instability. With a poor
load model we would need to operate the system with a higher safety margin [4] and
therefore system becomes uneconomic.

A load model represents mathematical expression active and reactive power
changes to power system voltage and frequency [7]. A load consists of several com-
ponents that have very different dynamic characteristics [3]. However, it is very
difficult to exactly describe the loads in a mathematical model due to several factors;

A large number of diverse load components.

Continuous changes in load demand.

Lack of precise information regarding composition of load.

Uncertainty regarding the characteristic of loads due to sudden disturbances.

.

Therefore, to identify actual load pattern for any power system study, a load model
must be design including the factors as mentioned above. Influence of these factors
may be accompanied with using static load, dynamic load and aggregate load model
simultaneously. Such load models are called composite load model [8]. Traditionally
loads are classified into two categories, static load and dynamic load. An aggregate
load model can be developed by collecting all similar type loads together. Figure 1
shows a structure of composite load which include static load and number of induction
motors connected in parallel to form a dynamic load by aggregate load modelling in
power system.

Fig. 1 Structure of Composite Load Model
composite load in power
system
Static load
model

IMI IM2  [Mn
Dynamic load
model
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3.1 Structure for Static Load Model

In static load model, the load variation depends only on the instantaneous voltage
or frequency input and is unrelated to the preceding inputs of voltage or frequency.
Static load model are generally used for the calculation of steady state conditions
and in steady state simulation study of power system.

Static load model is widely used to represent the load characteristics where real
and reactive power depends on the present values of voltage and frequency. The
active power, P and the reactive power, Q are being considered separately. The static
load model can be represented in two ways, polynomial model or exponential model.

3.1.1 Polynomial Type Static Load Model

The load characteristics in terms of voltage are represented by the polynomial model

[9];
[ 1% %
P=Fr k1+k2( >+k%< ) (D
Vo
k +k(v>+k V>2 2)
0 = Qo ks + ks v 6(VO (

where P and Q are the real and reactive power respectively at any instant when the bus
voltage magnitude is V. The subscript O is used to represent the values of respective
variables at initial operating conditions.

The real power expression given in Eq. (1) consists three terms as represented
below in Eq. (3);

1% V2
P=kPy+k Py+k P, 3
1Py + 2<V> 0 + 3<V0) 0 3

Considering the all three terms individually,

ki Py Ist term
_I_

P = kz(VLO)PO IInd term 4)
+
2
k3(vlo) Py Wlrd term

In Ist term, P = constant, it denotes constant power (P) load component.

In IInd term, V = constant, it denotes constant current (/) load component.



8 N. K. Saxena and A. Kumar

In IIIrd term, % = constant, it denotes constant impedance (Z) load component.

This polynomial type static load model, given in Egs. (1) and (2) for real and
reactive power respectively, consist three components namely constant impedance
(Z) load component, constant current (/) load component and constant power (P)
load component, therefore it is commonly known as ZIP model. The parameters kj,
k, and k3 denote the proportional coefficients of real and reactive power. This static
load can be generalized individually as constant power, constant current or constant
impedance depending on the value of k;, k, and k3.

For constant impedance (Z) load model,

kiPo=0 if ki =0
+

P kz(VlO)Pozo if ky=0 5)
_l’_

@(%)ZPO - (VKO)ZPO if ks=1

So,

2
P = (K) Py (6)

For constant current (/) load model,

kiPy=0 if kj =0
+

p— kz(VlO)Po=(%)Po if ka=1 7)
+

k3(v%)2Po=0 if k=0

So,

Vv
(i)

For constant power (P) load model,

Py=Py if k=1
+

P = kz(vl(})Po if ko=0 9)
+

k3(vlo)2P0=0 if k=0
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So,

P=p

(10)

All models explained above are derived for real power expressions only. The same
concept can also be applied for getting the reactive power ZIP load model, Z load

model, / load model and P load model.
The ZIP load model expression for reactive power,

1% v\’
0= Q0|:k4+k5<70) +k6(70) i|

The constant impedance (Z) load model expression for reactive power,

ksQo=0 if ky=0
+

0= ks(¥%)Qu=0 if ks=0
+
ko(%)2Qo=(%)2Qo if ke=1

So,

174 2
e-(5) e

The constant current (/) load model expression for reactive power,

ksQo=0 if ky=0
+

0= k5(V10>QO:(VLO)QO if ks=1
+
k(’(Vlo)zQ(’:O if ke=0

So,

- (%)
0= Vo Qo

The constant power (P) load model expression for reactive power,

Y

12)

13)

(14)

15)
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ksQo = Qo if ky=1
+
0= ks(%)Q():O if ks=0 (16)
* 2
k() Qo =0 if k=0

So,

Q=0 a7)

These all models given in Eqgs. 1-17 are voltage dependent only. To make these
models frequency dependent, expressions explained above can be multiplied with
the factor denoting the frequency dependency of load real and reactive power. Since
the permissible variation of frequency is very less so it can be considered as linear
and therefore factor would be [10];

P=PWV)x{l+k(f - fo)} (18)

0=0W) x{1+ks(f— fo)} 19)

where P(V) and Q(V) are the expressions for voltage dependant real and reactive
power respectively as explained in Eqs. 1-17 depending on the model type. k7 and
kg are the proportionality factors for real and reactive power expressions. P and Q
are the real and reactive power respectively at any instant when the bus frequency
is f. The subscript 0 is used to represent the values of respective variables at initial
operating conditions.

3.1.2 Exponential Type Static Load Model

Polynomial load model explains the characteristic of load as ZIP model or individual
load model like constant impedance (Z), constant power (P) or constant current (/)
load only. But the actual load is more volatile in nature and even it cannot be possible
to identify it in either of the form of ZIP load model. In such case, exponential type
model contribute to identify the actual static load model. The load characteristics in
terms of voltage are represented by the exponential model [11];

V"
P= P0<70> (20)

V™
Q= QO(VO) 21
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where P and Q are the real and reactive power respectively at any instant when the bus
voltage magnitude is V. The subscript O is used to represent the values of respective
variables at initial operating conditions.

The parameters np and ng denote the exponent coefficients of real and reactive
power. This static load can also be generalized as constant power, constant current
or constant impedance depending on the value of np and ng.

Values of np and ng are considered to be zero for constant power load and this
model is used in load flow studies.

Values of np and nqg are considered to be 1 for constant current load and this model
is used for system having large percentage of small rating induction motor.

Values of np and nq are considered to be 2 for constant impedance load and this
model is used for transient studies.

Mathematically,

v | = O constant power load
P = PO( ) np = 1 constant current load (22)

%
0 np = 2 constant impedance load

v | ma = 0 constant power load
0= Qo(—> nqg = 1 constant current load (23)
Vo .
nq = 2 constant impedance load
For frequency dependent models, expressions explained above can be multiplied
with the factor denoting the frequency dependency of load real and reactive power.
Since the permissible variation of frequency is very less so it can be considered as
linear and therefore factor would be [10];

v\
P = Po(vo) x {1 +ko(f — fo)} 24

V™
0= Qo(vo) x {1+ kio(f — fo)} (25)

where kg and ki are the proportionality factors for real and reactive power expres-
sions. P and Q are the real and reactive power respectively at any instant when the bus
frequency is f. The subscript 0 is used to represent the values of respective variables
at initial operating conditions.

The static load may have the aggregate characteristics that cannot be analyzed
through either form of the ZIP load model. A composite load may have different
exponent factors for steady state and transient sate analysis of load. References
[12—17] gives a typical range for the Values of np and nq.
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3.2 Structure of Dynamic Load

Dynamic load models are such for which load characteristics are affected by all of
the voltage inputs over time used [18]. Motors consume 60-70% of energy from
the power system; therefore, the dynamic characteristics of motors are critical for
dynamic load modelling. In most of studies, induction motors as a load reduce sys-
tem stability and is considered as the main dynamic load in their study system [19].
A basic paper for induction machine has been reported by H. C. Stanley in 1938
[20]. The analysis made by H. C. Stanley is based on the direct three-phase model
using phase variables and its presentation in shifted reference axis. The most popular
induction motor model is presented by P. C. Krause in 1986 and popularly known
as Krause’s model. This model is derived from direct-quadrature model or dynamic
equivalent circuit model [21]. Reference [22] suggests that for most of the analysis,
d—g model with currents as state variables is found most suitable, and the analy-
sis can be carried out in any (stationary, rotor, synchronous or arbitrary) reference
frame. Induction motor behaviour especially during transient conditions is investi-
gated using MATLAB Simulink model in [23]. The simulink implementation based
study for induction machine model appears to be black-boxes and therefore is not
more suitable for researchers. While programming based approach for any system
has much potential for the researchers to analyze the real time dependence of different
parameters in system. In programming based approaches, mathematical expressions
can be formulated for numbers of different system parameters, implemented depend-
ing on the individual real time problems for the individual system and analyzed for
individual system conditions.

Normally, the induction motor parameters; mutual inductance, stator inductance,
rotor inductance, stator resistance, rotor resistance, inertia of the rotor and load
torque can be identified by experimental set up using no load and blocked rotor test.
This experimental method is not suitable for simulation studies or on line testing of
machines. Reference [24] suggests nonlinear least squares approach to identify the
parameters of induction motor. In Ref. [17], the measured real and reactive power
responses to voltage step are used as the input to parameter identification procedure
based on curve fitting using least squares method and load model parameters are
determined. Fuzzy logic controller, followed by initial reference parameters, is used
for the parameter estimation of induction motor model [25].

Since, induction motors are the most vastly used dynamic load of inductive nature.
Hence, knowledge of induction motor responses is essential for dynamic load mod-
elling [26]. The induction motor is modeled using its dynamic equations. In ref. [8],
the induction motor is modeled with the help of five dynamic equations but to sim-
plify the induction motor’s mathematical studies sometimes these five differential
equations can be reduced to either three or one differential equations. On the basis
of numbers of differential equations through which induction motor is being repre-
sented mathematically, model of induction motors are called fifth, third or first order
model.
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The fifth order model is very close to the real motor while third and first order
model are the simple mathematical version of motor model. In third order model
stator flux is considered constant while in first order model both stator and rotor
fluxes are considered to be constant.

3.2.1 Manufacturer Data for Induction Motor

Commonly, the induction motor is defined by the output parameters, given in the
catalogues as manufacturer data. For the mathematical analysis of induction motor
like any other machine, an equivalent circuit is required. This equivalent circuit pro-
vides a platform for researchers for applying several fundamental theorems available
in electrical engineering like network theorems, Kirchhoff’s law, power flow equa-
tion etc. Once induction motor is ready to represent through its equivalent circuit by
including all the induction motor parameters in its equivalent circuit, these parameters
contribute in analyzing the induction motor’s dynamics and performances in the sys-
tem. Equivalent circuit showing the parameters for induction motor is given in Fig. 2.
Table 2 shows the list of manufacturer data that are specified by the manufacturer
with induction motor supply to buyers.

(o

Fig. 2 Equivalent circuit for induction motor

Table 2 Mapufacturer data S. No. Symbol Description
for an induction motor
1 Pim Rating of induction motor in kW
2 v Line voltage in Volt
3 f Frequency of system in Hz
4 P Number of poles
5 cos(Vim) Power factor of induction motor
6 Nim Efficiency of induction motor
7 Sim Slip of induction motor
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3.2.2 Estimation of Induction Motor Parameters Using Manufacture
Data

As discussed in previous section, equivalent circuit parameters formulate a real
time induction motor in the form of a network circuit. This network circuit helps
researchers or engineers in performing several studies on motor with the help of
its circuit parameters. Since the operating characteristics of induction motor is very
dynamic in nature and therefore, most of the time induction motor performances,
behaviors and dynamics are much influenced by these circuit parameters. Two types
of studies can be followed for estimating these parameters; experimental type and
analytical type. DC test, no load test and block rotor test are the popular experimental
type methods to evaluate the electrical parameters of induction machine.

Analytical approach is most suitable for programming and simulation based stud-
ies and same is discussed in this chapter. To evaluate parameters, initial reference
parameters are used as documented in Ref. [25]. Calculation of induction motor is
being limited for squirrel cage induction motor in this chapter. In squirrel cage induc-
tion motor, rotor is short circuited and therefore V,, = 0. Induction motor parameters
presented here can be estimated with the help manufacturer data given in Table 2
followed by the mathematical expressions as given in Egs. (26)—(42).

If motor’s pole pair is represented by pp, synchronous speed w, of induction motor
can be expressed as in Eq. (26),

pp

Equation (27) represents expression of rotor speed for induction motor in terms
of synchronous speed w; and slip s;,.

wr = o (1 — sim) (27

Figure 2 represents per phase equivalent circuit for induction motor. For line
voltage V, per phase voltage is,

Vp = — 28
r=7 (28)

Input current /; as in Fig. 2 can be formulated with P;,, rating, cos(%;,,) power
factor and nj;y, efficiency and it is given in Eq. (29).

Pi

L=— "
LT 3V cos@im)Mim

(29)

For input terminal shown in Fig. 2, equivalent impedance, equivalent resistance
and equivalent reactance can be expressed with the Eq. (30)—(32). All these values
are referred to stator side as shown in Fig. 2.
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Vp
7 = — 30
7 (30)
R;q = Z cos(@in) (31)
X;q = Z sin(%;,) (32)

For calculation purpose, rotational losses in induction motor are being neglected.
Since the rating of the induction motor is the shaft input power. This can be used
equal to the mechanical power of induction motor. Neglecting the rotational losses
in induction motor, mechanical torque 7}, in terms of shaft power (rating of motor)
P;,, and rotor speed for induction motor w, is expressed in Eq. (33).

T, = — (33)

Resistance Rp in Fig. 2 represents mechanical power output or useful power in
electrical terms. The power dissipated in that resistor is the useful power output or
shaft power. Equation (34) shows the value of R p in terms of rotor resistance and slip.
Using this shaft power, value of rotor resistance R, can be expressed as in Eq. (35).

1 - im
Rp=—mp, (34)
Sim
Sim _ (Pim/3)
R, = 35
1 - Sim 112 ( )

To evaluate initial reference parameters, following expression available in liter-
ature are used for flux leakage coefficient o, Mutual inductance of motor L,, and
Stator self inductance L;. It is also assumed that both stator self inductance L; and
rotor self inductance L, are equal for calculation purposes. According to Ref. [25],
Eq. (36)—(39) presents their mathematical expression.

o= 1 — cos(Pim) (36)
1 + cos(Pin)
Vp
L,=———— 37
2 fI1a/o 37)
L, =030L, (33)
L, =1L, (39)

All the parameters except stator resistance R for induction motor, as shown in
Fig. 2, have been calculated above. To estimate the value of Ry, concept of equiva-
lent circuit impedance is elaborated here. At input terminal equivalent impedance,
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equivalent resistance and equivalent reactance can be expressed as,
Z=R,+JjX, (40)
The value of impedance at input terminal can be expressed as,

. (Rp+ R, + jX)(j X)
Z = (Ry X i j H

Putting the values of Z and Rp in Eq. (41),

Sim

(£ + %) + G Xa)

(& + X, )G Xn)

R, + jX,, = (R + jX,) + (42)

Using Eq. (42) and comparing the real parts of this expression in both the side,
Rg can be calculated.

3.2.3 Voltage Estimation in d-q Model for Induction Motor

Equations (26)—(42) can be used to estimate the circuit parameters of induction motor
with the help of manufacturer data as described in Table 2. Since the induction motor
is a rotating machine and for any rotating machine, a reference frame is required to
estimate the parameters. Reference [22] suggests that for most of the analysis, d—¢q
model with currents as state variables is found most suitable, and the analysis can
be carried out in any (stationary, rotor, synchronous or arbitrary) reference frame.
Before carrying induction motor analysis in much detail, knowledge of stator and
rotor voltage in d-q model is required and method to evaluate these values is presented
in this section. Expressions for converting three phase voltage into d and q axis
values are summarized here as in Ref. [27]. For the balanced operation of squirrel
cage induction motor, the most widely used reference frame is synchronous rotating
reference frame and same is used in this chapter [28].
For a balanced three phase system, phase values of stator voltages are

Via = V/2Vpcos(wpt) 43)
2

Vi = v/2Vpcos (a)bt - ?> (44)
2

Vie = \/EVPCOS(CL)[;I + ?) (45)

wy, 1s a base frequency and is defined as represented in Eq. (46).
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wp, =27f (46)

Using Park Transformation, stator voltage in d-q model can be written for stator
. . . - 21
phase voltages given in Eqs. (43)—(45) with a constanta = e~/ 3 .

2 2
V, = §{V“‘ + aVy + a*Vi.} 47

The value of stator voltage in d-q model given in Eq. (47) is still in stator coor-
dinates. This stator voltage in stator coordinated can be converted into synchronous
rotating reference frame as expressed in Eq. (48).

Vo = Voe 7! (48)

The complex variables may be decomposed in plane along two orthogonal d and
q axes rotating at speed wj, to obtain the separate d—q (Park) model. So, direct axis
stator voltage Vy, and quadrature axis stator voltage V, are,

Vis = real (V) (49)

Vgs = imag(Vy;) (50)

For squirrel cage induction motor the rotor side is short circuited so rotor direct
and quadrature axis values V;, and V,, are zero.

Var =0 (51

V=0 (52)

3.24 Dynamic Equation of Induction Motor

In Ref. [8], mathematics for induction motor dynamic is explained in the detail. The
induction motor can be expressed by five differential equations given in Egs. (53)—
(57). In these equations, the direct and quadrature axis voltages are the independent
variables and fluxes and rotor speed are the dependent variables. For direct axis stator
flux (¢4s), quadrature axis stator flux (¢g), quadrature axis rotor flux (¢,,), direct
axis rotor flux (¢4, ) and rotor speed (w, ) dynamic equations for induction motor are,

degs Wy
— = Vs — —@as — Rgl s 53
di wb|: q wbﬁad q] (53)
d(pds [ON

= wp| Vay + — s — Rylug 54
r wb[ d +wb<ﬂq d] (54)
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dog, Ws — W
d_;] = a)b|:Vqr - wa Pdr — erqr:| (55)
d@dr V. + Wy — Wy R.1 (56)
= r r — I Ay
di b| Va o, Pq d
dow, wp
=2 - 57
7 2H( L) (57)

In these equations, dependent variable can be estimated using input supply voltage.
The expression of direct and quadrature axis stator and rotor currents (i.e. lys, Igs lar
and /,,) in terms of induction motor parameters and fluxes are givenin Egs. (58)—(61).

@gs = LysIys + L1, (58)
@as = Lyslus + Linlar (59)
@gr = Ly Iy + LIy (60)
®ar = Lyrlar + L las (61)

The term Ly, and L,, are used to define the value as in Eqgs. (62) and (63).

Lss = Ls + Lm (62)

er = Lr + Lm (63)

In Eq. (57), T, and T;, denotes the electro-magnetic torque and load torque for
induction motor. Expressions for 7, and T} are elaborated in Egs. (64) and (65).

Te = Qqr Idr - godrlqr (64)

Expression for per unit expression is;

wy
T, = B— (65)
wp

In Eq. (57), H is the machine inertia and in Eq. (65), B is the torque damping factor
for induction motor. The induction motor dynamics are largely characterized by H
and B along with J (moment of inertia for induction motor). These three parameters
are popularly known as mechanical parameters of induction motor.
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3.2.5 Method to Obtain Mechanical Parameters for Induction Motor

Equations (53)—(57) represents the dynamic model of induction motor. Fifth order
model of induction motor can be represented by these equations while mathemat-
ical model can also be made simplified by making assumption of stator and rotor
fluxes as discussed in starting of Sect. 3.2. To understand the operating character-
istics of induction motor, one has to solve ordinary differential equations as given
in last section. Electrical parameters can be estimated with the help of procedure
as explained in Sect. 3.2.2 while method of estimating mechanical parameters (B,
H and J) is not discussed yet in this chapter. The methods for calculating mechan-
ical parameters are even not available much in literature. Some researchers have
presented experimental procedure like retardation test [29-31] for estimating the
mechanical parameters. But for programming and simulation based studies, param-
eters may directly be required in software coding using manufacturer data and so,
analytical approach is more preferable to estimate these parameters directly by using
manufacturer data as mentioned by the machine suppliers [32].

This section presents an analytical approach for estimating mechanical parameters
of induction machine using induction motor dynamic response parameters. This
section explains a software based approach for getting B, H and J values by run and
trial method using rotor speed and slip responses. The value of B, H and J must be
selected that satisfies the following operating constraints for rotor speed and slip.

(i) Slow varying speed with lower overshoots,

(i1) Slip should reach to its steady state value maintaining positive value of slip at
all instants of response, and

(iii) Minimum value of J for which rotor speed should be equal to synchronous speed
keeping continuous and differentiable step response for transfer function.

Example 1 For the manufacturer data given for induction motor as below, find its
electrical parameters.
kW rating of induction motor, P;,, = SOkW

Line voltage, V=400V

Frequency of system, f = 50Hz

Number of poles = 2

Power factor of induction motor, cos(%;,,) = 0.9
Efficiency of induction motor, 1y, = 90%

slip of induction motor, s;,, = 4%

Solution For the data given above and using mathematical syntaxes in MATLAB
command window for Eqgs. 2642, electrical parameters are estimated in this exam-
ple. The MATLAB codes are also given just after this example. The variables selected
in program are almost similar to the variables represented in chapter text. Still some
parameters are changed due to the limitations of MATLAB parameter nomenclatures
pattern and the parameters so chosen can easily be understand by the readers.
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P, =50 x 10%;

f=50;

s = 0.04;

V = 400;

Vp = % = 230.9401;
cos(@im) = 0.9;

Nim = 90%;

I = m = 89.0973;
S = ma— =55.5556 x 10°;

wp =2 %x3.14 x f =314,
_2x3.14xf _ .
s = T = 314;
o, = ws(1 — ;) = 301.44;

_ Vp __ 2309401 __ .
Z= I — 89.0973 = 2.5920;

R,, = Zcos(@im) = 2.3328;
X,, = Zsin(@;,,) = 1.1298;
R, = P U3 = 0,0875;

1—Sim i
= —;+gg§V§g;:; = 0.0526;
m = m = 00360,
Ly =0.30L, =5.6808 x 107*;
L, =L, =5.6808 x 107%
Xy =2mfL,, = 11.3097
X, =2nfL,=0.1785
X, =2nfL, =0.1785

~ Q
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To find the value of Ry, compare the real part of Eq. (42) both the sides after

rearranging the terms as,

R+ jX, =R, +jX,, —

(& + X)X

(£ 4% ) + (X

Hence, for the 50 kW induction motor electrical parameters are,

R, = 0.2875 Q
R, = 0.0875 Q
X, = 0.1785 Q
X, = 0.1785 Q

X = 11.3097 2

%% % % MATLAB codes for Example 1% % % % %

> P_im = 50e3;
> f =505

> pp = 2/2; 9% % pole pair which is pole divided by 2

> s =0.04;
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> V =400;

> powerfactor_im = 0.9;

> eff_im = 90/100;

> vp = v/sqrt(3);

> il = P_im/(sqrt(3)*v* Powerfactor_im *eff);

> ob = 2*pi*f; %base speed in rad per sec

> os = 2*pi*f/pp; % synchronous speed in rad per sec
> or = 2*pi*f*(1-s)/pp; % rotor speed in rad per sec
>z =vplil;

> Req_dash = z*powerfactor_im;

> Xeq_dash = z*sind(acosd(powerfactor_im));

> Rr = P_im*s/(3*(1-s)*1172);

> sigma = (1-igpf)/(1 + igpf);

> Lm = vp/(2*pi*f*il *sqrt(sigma));

> Ls = 0.3*sigma*Lm;

> Lr=Ls;

> Xm = ob*Lm;
> Xs = ob*Ls;
> Xr = ob*Lr;

%% to find Rs, using the concept to equivalent circuit in next three steps
> al = ((Re/s) + 1i*Xr)*(1i*Xm)/((Rr/s) + 1i*(Xr + Xm));

> b = Req_dash + li*Xeq_dash-al;

> Rs = real(b);

9% % Final results for example 1

Example 2 For the 50 kW induction motor given in last example, find mechanical
parameters for induction motor.

Solution The MATLAB codes are not presented in this Example 2 because the same
code will repeat again in Example 3. So only explanation is given here the program
can be used for getting the solution of this Example 2 from the next Example 3.

Using the five differential equations given in Eqs. (53-57), induction motor rotor
speed and slip responses can be plotted. Since the rotor speed or slip response depends
on the selecting value of H and B while J can directly be calculated by the value of
H. The values of H and B are selected by run and trial method here. Five differential
equations of induction motor are solved using ODE45 in MATLAB program. The
B and H values are estimated by analyzing rotor speed and slip responses with two
constraints;
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(i) Slow varying speed with lower overshoots, and
(i1) Slip should reach to its steady state value maintaining positive value of slip at
all instants of its response.

This can be achieved by following these steps, (i) Set value of torque coefficient B
such that the machine may run at w,, and (ii) for chosen value of B, set value of H
keeping transients in specified range and limitations. It must also be noted that step
response also helps to choose the best value of mechanical parameters and minimum
value of H for which rotor speed should be equal to synchronous speed keeping
continuous and differentiable step response for transfer function of reactive power
to voltage change for induction motor load. The detail discussion about developing
transfer function of reactive power to voltage change for induction motor load is
explained in this chapter later on.

Since the above said method to define B, H and J use five differential equations
of induction motor so, this is called fifth order model of induction motor. Once
mechanical parameters are achieved using fifth order model, same electrical and
mechanical parameters can be used for developing third order and first model of
induction motor load.

For, 50 kW induction motor estimated mechanical parameters are,

B =0.5815Nms

J =0.09 kg m*

H =0.0799

Table 3 represents the mechanical parameters for numbers of induction motor
that are achieved by following the same procedure as explained in Example 2. It is
assumed that all the manufacturer data for all the induction motors in Table 2 are
same except their ratings in kW and equal to values as given in Example 1.

Example 3 For the induction motor of 50 kW rating given in previous example,
draw the responses of output quantities (electro magnetic torque, slip and speed) and
input quantities (active and reactive powers) for fifth, third and first order model of
induction motor.

Solution After estimating the parameters for induction motor as discussed in pre-
vious examples, differential equations for induction motor are solved in MATLAB
using ODE45 solver as explained below in this example. All the parameters used in
MATLAB coding are same as discussed in this chapter during the theory discussion.

% Syntaxes for differential equation solver using ode45 is presented below

% state variables of induction motor five differential equations are.. %.....represented
by x

% all the parameters in MATLAB coding are written in per unit

% some parameters that can be written in MATLAB editor window directly

% therefore these are being changed with new variable

% but their equivalent parameters are also being mentioned
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Table 3 Mechanical parameters estimated for different induction motor
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S. No. Pim (kW) J (kg m?) H B(Nms)
1 3 0.00104 0.0154 0.03489
2 75 0.0025 0.0148 0.08720
3 10 0.007 0.0311 0.1163
4 11 0.0072 0.0291 0.1279
5 18.5 0.02 0.0480 0.21515
6 50 0.0900 0.0799 0.58150
7 55 0.2 0.1615 0.6395
8 75 0.3500 0.2073 0.8720
9 90 0.40 0.1974 1.0465
10 100 0.47 0.2087 1.1625
11 110 0.61 0.2463 1.2790
12 150 0.65 0.1925 1.744
13 160 0.79 0.2193 1.86

14 200 1.1 0.2443 2.325
15 500 2.0 0.2576 5.8135
16 1000 6.2 0.2754 11.625
17 1500 8.2 0.2428 17.44

18 2000 10.6 0.2354 23.25

> x00 = [0 0 0 0 0]; % reset the initial conditions for 5 states variable
> [t, x] = oded5(@orderS, [0T check], x00) % Syntax for ODE solver
> function xdot = order5(t, x) % function for ode

% Estimation of d and q axis stator and rotor voltage

> vo = vp/vbase; % vbase is a base value chosen

> Va =vo * (cosd(0) + 1i * sind(0));

> Vb =vo * (cosd(—120) + 1i * sind(—120));

> Ve =vo * (cosd(120) + 1i * sind(120));

> Vsabc = [Va; Vb, Vcl;

> Vsl =abs(Va) x sqrt(2);

> Vs2 = abs(Vb) x sqrt(2);

> Vs3 =abs(Vc) xsqrt(2);

> Vsa = Vsl xcos(ob * t);

> Vsb = Vs2xcos(obxt — (2% pi/3));

> Vsc = Vs3xcos(obxt+ (2% pi/3));

> a =exp(li x2 % pi/3);

> Vs = (2/3) % (Vsa +a* Vsb+a"2 x Vsc); % in stator coordinates >> Vst
Vs x exp(—1i * (0s) * t); % in synchronous reference frame
> Vds = real(Vst);

> Vgs = imag(Vst);
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> Vdr = 0;

> Vgr = 0;

% Coding for ODE Solver

> xdot = zeros(5,1);

> Tl = Bxx(5)/wbase; % wbase denotes w,> xa = (Lm x Lm)— (Lss * Lrr);
> Igs = ((Lm % x(3)) — (Lrr xx(1)))/xa;

> Ids = ((Lm % x(4)) — (Lrr xx(2)))/xa;

> Iqr = ((Lm xx(1)) — (Lss *x(3)))/xa;

> Idr = ((Lm % x(2)) — (Lss * x(4)))/xa;

>Te=x@B)xIdr) — (x(4) x Iqr);

%o0b denotes wy,

> xdot (1) = obx (Vgs — ((os/ob) x (x(2))) — (Rs x Iqs));

> xdot(2) = ob x (Vds + ((os/ob) x (x(1))) — (Rs * 1ds));

> xdot(3) = ob x (Vgr — (((os — x(5))/ob) * (x(4))) — (Rr = Iqr));
> xdot(4) = ob x (Vdr + (((os — x(5))/ob) = (x(3))) — (Rr x 1dr));
> xdot(5) = (ob/2 % H)) x (Te — TI);

> xdot = [xdot(1); xdot(2); xdot(3); xdot(4); xdot (5)];

> end

>t

> x; % this command delivers an array of all five states

The array obtained for five state variables from five differential equations of
induction motor is stored in x variable and time array is stored in ¢ variable.

Parameters for fifth order induction motor model can be estimated by coding
following MATLAB syntaxes,

% parameters estimation after getting the results of ODE45 solver
> a5 = x(, 1);

> g5 = X(5,2);
> @ar = X(2, 3);
> @qr = x5, 4);
> w, = X(:a 5)7

> Igs = (Lm xx(:,3)) — (Lrr xx(, 1)))/xa;
> Ids = (Lm*x(:,4))—(er*x(:,2));

> Igr = (Lm % x(:, 1)) — (Lss % x(:, 3)))/xa;

> Idr = (Lm*x(:,2))7(Lss*x(:,4));

% tbase denotes baéxg value of Te

> Te = thase x (x(:,3). x Idr5) — (x(:,4). % Iqr5);
> Tl = B.*xx(:,5)/wbase,

> slip = (os — x(:,5))/os; % slip denotes si,

% Syntax for estimating real and reactive power responses in kW and kVAR
% tbase denotes base value of Te

% sbase denotes the base power

> P =sbase x (Vds. x Ids + Vgs.* Igs)/1000;

> Q = sbase x (Vgs.* Ids — Vds. * Igs)/1000;
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After getting the array of each parameter with respect to time individually,
responses can be developed using syntax ‘plot’.

The above explained program can be reused to third and first order models of
induction motor. Since, in third order model stator fluxes are assumed to be constant
and in first order model both stator and rotor fluxes are assumed to be constant. The
steady state value of these stator and rotor fluxes can be chosen as constant value
from the array developed above for the same.

For third order model, three differential equations given in Eqgs. (55)—(57) are
used in ODE45 solver while for first order model, single differential equations given
in Eq. 57 is only used in ODE45 solver. Rest explanations are same as for the fifth
order model discussed above. Therefore, responses can be obtained for third and first
order model of induction motor similar to its fifth order model.

The responses of output quantities (electromagnetic torque, slip and speed) and
input quantities (active and reactive powers) are being compared for fifth, third and
first order behaviour of induction motor in Figs. 3,4, 5, 6 and 7.

Example 4 Conclude the responses obtained for 50 kW induction motor in Figs. 3,
4,5,6and 7.

Solution Responses for fifth, third and first order model of 50 kW induction motor
are shown above in Figs. 3, 4, 5, 6 and 7. Figures 3, 4 and 5 give rotor speed, slip
and electromagnetic torque responses respectively and Figs. 6 and 7 give real and
reactive responses for 50 kW induction motor. The steady state active and reactive
power demand, shown in Figs. 6 and 7, is 41.93 kW and 13.34 kVAR respectively.
The remaining power is being lost in the motor. Fifth order model of induction motor
has more transients in its characteristics. It can be concluded that the behaviour of the
third order model is quite similar to fifth order model while the first order model is

350 T T T T T T T T T
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« 250 ]
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5 200 .
oy
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Fig. 3 Rotor speed for 50 kW induction motor
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Fig. 4 Slip for 50 kW induction motor
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Fig. 5 Electro-magnetic torque for 50 kW induction motor

out of context. So it is obvious to use either fifth or third order model of the induction
motor to get the equivalent mathematical model of induction motor.

3.3 Structure of Aggregate Load

Distribution system having large varieties of consumers is the most complex structure
of the power system. For this study, we are considering only induction motor loads
at distributing ends. Since the decentralized areas have many consumers which may
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consist large numbers of induction motors, it is not realistic to model every induction
motor that is in the system because it is impractical to accurately represent each
individual load due to the intense computation process involved. However, to analyze
diversified load pattern in distribution systems, a group of motors can be considered
in place of using a single large rating induction motor and then an aggregate load
model of the induction motor can be developed for this distribution system.

The appropriate dynamic load model aggregation reduces the computation time
and provides a faster and efficient model derivation and parameter identification. It is
found that the small scale aggregation model gives acceptably accurate results than
the large-scale aggregation model and is good for power system stability analysis [5].
Hence, aggregate models or single unit models with a minimum order of induction
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motor are needed to represent a group of motors [6]. Measurement based method
to find aggregate model is presented in [33]. Reference [19] suggests two methods;
weighted average of impedance and weighted average of admittance for finding
aggregate model.

In this chapter, an aggregate model of the induction motor is developed using the
law of energy conservation. According to energy conservation law, “Power absorbed
by the aggregate motor model is equal to the sum of the individual motor’s power
absorbed”.

For a system having n number of induction motor, if kVA rating of kth motor is
denoted by S;. For aggregate motor model, the aggregate kVA S?8¢ is,

n
568 =" 5, (66)
k=1

Similarly, aggregate stator and rotor current can be defined as,

—

1% =3"1; (67)
k=1

—_ n

1% = 3" 1% (68)

k=1

The aggregate motor load equivalent circuit parameters are;

ﬁ 2
Is,k

—
7988
;

Rs,k }
(69)

988 _
RI%¢ =

‘ 2

ﬁ 2
Ir,k

—
7988
;

Rr,k }
RY%8 = ‘2 (70)

2
Xs,k

—
Is,k

k=1

988 _
X188 =

— (71)
I ‘

2
Xr.k

—
Ir,k

n
k=1

X988 = (72)

—
7988
;

‘ 2
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" — =2
Zk:l{ Is,k - Ir,k Xm,k}
X188 = (73)
m — — 2
7958 _ Irqgg‘
The air gap power of the aggregate motor load is expressed as;
Pt = (Re(V I,x) — I7, Ryt) (74)
k=1
The slip and inertia of the aggregate motor can be then computed by,
— 2
1988 | Rase
Slipagg = —jagg (75)
Pairgap
Hagg — Zk:] HkSk (76)
Sagg
The moment of inertia and inertia constant of the motor follows relation as;
1 2
H. S, = E‘lkwsk (77)

Therefore, the aggregate motor model can be estimated for the given set of several
motors. The power system consist numbers of consumers with different rating induc-
tion motors, the overall dynamic load may be represented by an aggregate induction
motor load.

Example 5 Manufacturer data for five induction motors of rating 3, 7.5, 10, 110
and 18.5 kW are given in Table 4. Find the aggregate motor model for these five
induction motors and compare the results find for 50 kW induction motor as given
in Examples 1 and 2.

Table 4 Manufacturer data for induction motors for 50 kW aggregate model

Motor specifications Group of IMs for aggregate model

amr) (IM2) am3) (IM4) (M5)
Induction motor rating (in kW) 18.5 11 10 7.5 3
Supply Voltage (in Volt) 400 400 400 400 400
Supply frequency (in Hz) 50 50 50 50 50
Power factor at full load (lagging) 0.9 0.9 0.9 0.9 0.9
Efficiency at full load 0.9 0.9 0.9 0.9 0.9
Slip at full load 0.04 0.04 0.04 0.04 0.04
Pole pair 1 1 1 1 1
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Solution 50 kW aggregate model of induction motor is developed by clubbing
five different ratings induction motor (IM1-IM5). All the specifications of induc-
tion motors are kept equal to 50 kW single unit of induction motor as in Table 4
except their rating, for simplifying the calculations. Equations 66—77 show the math-
ematical expressions for calculating the parameters of aggregate model of induction
motor. Using mathematical syntaxes in MATLAB command window, electrical and
mechanical parameters are estimated first for individual induction motors and then
for aggregate model of 50 kW. The results found for 50 kW single unit of induction
motor in Examples 2 and 3 are also listed in Table 5 for comparing with the results
found in this example.

The circuit parameters of aggregate model are same as that of 50 kW single induc-
tion motor except the value of moment of inertia, inertia constant and torque-damping
factor which denotes that the aggregate model will also behave like induction motor
model but at different dynamics.

4 Modelling for Composite Load Model

In previous section structure of load is illustrated in detail. It has been explained that a
load in distribution system may be any combination of static, dynamic and aggregate
load. These loads can be classified according to the effect of the voltage on the load.
Static loads are generally used for the calculation of steady state conditions and in
steady state simulations of power system while dynamic loads are therefore necessary
for analyzing power system behaviour following small or large disturbances [34].
Therefore a composite load can be developed for system by combining the entire
available load in system together. Many papers have been published about composite
load modelling which includes composite load as a combination of SLM and DLM.

Since, in distribution system, most of the connected load is inductive in nature
and therefore the overall behaviour of the load will be similar to the induction motor
behaviour. This nature of load will be discussed in this chapter later on. It can also
be expressed here that induction motor is a machine that is more influenced by the
action of reactive power compare to real power and this nature for induction motor
can easily be illustrated with the support of following explanations;

(i) Reactive power influences are more dominated in induction machine because
rotating magnetic field is the main process of transforming energy and this
rotating magnetic field is developed by reactive magnetizing current in field
winding.

(i) Reactive magnetizing current id directly concerned with machine power factor
and therefore, physical parameters (B, H and J) are highly dependent on reactive
power structure of the induction motor.

(iii) Law of Decoupling explains the close relation of reactive power with voltage,
moreover the response time of reactive power voltage control (Q-V loop) is
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very less compare to active power frequency control (P-f loop) in any rotating
machines.

(iv) Voltage stability problems are the most prominent problems in power system
that requires exact load modelling and suitable excitation system.

Hence, influence of reactive power on voltage control studies are more prominent
compare to real power and frequency control. The reactive power voltage loop is
prominently explained in this chapter for developing composite load model and so,
the studies are limited to developing the transfer functions of change in reactive
power with voltage change. This transfer function of change in reactive power with
voltage change is developed for composite load model. This composite load model
can be estimated by adding static and dynamic load model. Mathematically [8],

DY)y = (DY) sy + (Dy)prm (78)

Parameters used in Eq. (78) are defined as,

(Dy) .y Transfer function of reactive power change to voltage change for composite
load
(D)) gy Transfer function of reactive power change to voltage change for static
load
(Dy) pr.y: Transfer function of reactive power change to voltage change for dynamic
load

Transfer function of reactive power change to voltage change for static and dynamic
load are discussed in successive sub sections first and then transfer function of reactive
power change to voltage change is also elaborated later on.

4.1 Development of Mathematical Model for Static Load

Exponential type load structure as explained in Sect. 3.1.2 is used for defining the
static load model. This load can be represented by an exponential function of bus volt-
age magnitude as givenin Eq. (21). In proportionality term, reactive power expression
with load voltage can be represented as in Eq. (79).

0% o« V™ (79)

For any instant of time; differentiating and solving Eq. (80),

AQ =ngq VLAV (80)

ng defines the exponential constant for reactive power and voltage relation. QF
is defined as the reactive power for static load at the instant of load voltage V in
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system. Since, all the three parameters are constant so they can be replaced with a
single parameter as in Eq. (81) and therefore,

0
14

ng— = (Dy)sLm (81)
Therefore, transfer function for change in reactive power with voltage change for
static load model can be represented as in Eq. (82).

AQ 01
D, = — =ng— 82

(Dy)sLm Ay MYy (82)
Example 6 In adistribution system, an exponential type static load of 250 kW rating
with load power factor is taken 0.9 lagging and exponential constant 3 is connected
with a400 V three phase system. For base voltage 400 V and base power 250 kW, find
the expression for transfer function showing change in reactive power with voltage
change.

Solution First mention all the given data,

Base power = 250 kW

Base voltage = 400 V

Exponential constant = nqg =3

Static load Real power at the instant of load voltage V, P; = 250 kW
Power factor = 0.9 lagging

Reactive power for static load at the instant of load voltage V,

Q3 = P} x tan(cos™'(0.9)) = 121.0805 kVAR

Per phase value, Q) (pu) = % =0.1614

V(pu) = 400 1(Assuming that load is delta connected)

400
Therefore, :
(Dy)sim = 22 = ng 8 = 2010 — 4847

Example 7 Repeat the example 6 and draw the step response for (D,)szy using
MATLAB for (i) 50 kW, (ii) 100 kW, (iii) 150 kW, (iv) 200 kW, and (v) 250 kW
together.

Solution (D, )g; s for 50, 100, 150,200 and 250 kW can be calculated as in Example
6. The MATLAB command for getting step response is,

> num = nq * 0}
>den =YV
> tf (num, den)

These expressions in MATLAB command window execute a figure window for step
response. All the step responses as asked in example can be presented on same figure
window by writing syntax “>> hold on” on command window. Therefore, the step
responses as asked in this example are shown in Fig. 8.
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Fig. 8 Step response of (D,)gy y for Example 7

4.2 Development of Mathematical Model for Dynamic Load

It has already been explained that induction motor is the most prominent dynamic
load used in distribution system. There may be large numbers of induction motor
available in system but they can be represented as aggregate model. For dynamic
load (induction motor), (D, ) p; s is developed through its five differential equations
using state space equations. The state space equations are being developed for fifth,
third and first order models of induction motor.

To develop state space equations, control variable, disturbance variable and state
variables are required. Since these studies are limited to developing the transfer
functions of change in reactive power with voltage change, change in voltage AV is
used as control vector, change in reactive power AQ is used as disturbance vector
and five states of induction motor shown in five differential equations are used as
state variable. Figure 9 represents a generalized block diagram for state space model
of induction motor.

State space model
for induction motor

A B
¢C D

State
vector

Control
vector

Disturbance
vector

Fig. 9 State space model representation for induction motor
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The solution can be obtained by estimating ABCD parameters from state space
equations. Mathematically, generalized value of ABCD parameters can be repre-
sented as in Egs. (82)—(86). If € notation is used for state vectors and k notation is used
for denoting the model order. For single input single output system the generalized
values of matrices A B C and D can be formulated as;

38] 3[:‘2 e 3£1<
Al]k _ . PN (83)
der dex 7 der < kxk
de
v
Bgr=| (84)
[
] kx1
— | 22 00
CQk_[TI"E]uk 85)
1Y
Dqg, = | — 86
o |:8V:|1><1 ( )

Reactive power of Induction motor load Q" in terms of voltage can be
represented as in Ref. [35],

;‘M = Vqslds - Vdslqs (87)

Since V; is very close to zero (from the basic knowledge of three phase voltage),
QM can be rewritten as,

QM = _Vds Iqs (88)
By using Eqgs. 58-61, currents can be obtained as;

_ Lm(pqr - er‘qu

I, = 89
” Li - Lserr ( )
L —L
Ids _ mfdr rr@ds (90)
Lm - Lserr
L —L
Iqr — mﬁzoqs ssPqr (91)
Lm - Lserr
L —L
Idr _ m®Pds ssPdr (92)

L,zn - Lss er
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The used constants are denoted by new variables as;

Xg = Li - Lerr (93)
L
X =—" (94)
Xq
Ly
X2 = 95)
Xa
L,,
X3 = (96)
Xq

Substituting these constants value, equations for currents can be rewritten as,

Iys = X19qr — X394s o7
Lis = X1Qar — X39us (98)
Iyr = X19qs — Xo9gr (99)
Lir = X1@as — X2@ar (100)

And per unit electro-magnetic torque equation;

T.= Xy (‘pqr(pdx - %r%s) (101)

The steady state values of fluxes, rotor speed and stator voltage are assumed to
be;

@gs at steady state = X (102)
Q4 at steady state = Xog; (103)
@gr at steady state = X3y (104)
Qar at steady state = Xy (105)

w, at steady state = w, (106)

Vs at steady state = Vi, (107)
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With the help of five differential equation of induction motor and the equations
given in this section, state space model of fifth, third and first order induction motor
can be developed. Detail procedures to develop state space model (i.e. ABCD param-
eters) are discussed in successive subsections. These ABCD parameters are used for
developing (Dy)pyy using the MATLAB syntax as,

> [num_q,den_q) = ss2tf(A, B, C, D); (108)

> tfqS =tf(num_q,den_q); (109)

4.2.1 State Space Model for Fifth Order Model of Induction Motor

To develop state space model for fifth order model of induction motor, substitute
all constant values of Sects. 4.2 and 3.2.4 in five differential equations of induction
motor presented in Eqs. (53)—-(57). Rewrite the expressions in state space equations
format;

¢qs = [R.fwa3]‘pqs + [—ws]eas + [_stbxl](pqr + [Olear
+ [Olw, + [0]Vgs (110)

¢ds = [ws](pqs + [stbXS](pds + [0](pqr + [_stbxl](pdr

(:bqr = [_Rrwbxl](pqx + [Oleas + [RrthZ](pqr + [—wp + o, l@ar
+ [x4ss]wr + [O] Vds (112)

¢dr = [O](pqs + [_Rrwbxl](pds + [wb - a)r]wqr + [RrwaZ](pdr

+ [_-x3ss]wr + [O] Vds (113)
. —wa1 a)bX] —B
r =\ "~ s¥dr “Arr s¥qr r 0 Vs 114
o [ H :|§0q§0d+|:2H:|§0d(ﬂq +|:2H:|(U+[]d (114)

Reactive power expression in terms of these constants;

IM _

L - deX3<qu - VdsXIQqu (115)
For small perturbations in system, Eqgs. (110)—(115) can be rewritten in terms of

incremental change in state, control and disturbance vectors. For five state vectors
A@ys Apas Apgr Apqr and Aw, state space equations for fifth order model are;
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T
|:A¢qs Afﬂ is Ap qrAgbdrAd)r] = Aqs[Apgs Apas Agr Apar Awr]T

+ BgsAV (116)

AQPM = Cas[Apys Apus Agyr Agur Ay ] + DgsAV (117)

Ags, Bgs, Cqs and Dgs are the constant matrices of the appropriate dimensions

associated with the above control, state and disturbances vectors for fifth order model
of induction motor.

Hence,
Rsa)bX3 — Wy —stle 0 0
Wg Rsa)bX3 0 —RwaXl 0
Ags = | —Rrwp X 0 RwpXy —wp + wp Xy (118)
0 —Rwp X1 wp —w, RrwpXy —Xzg
_;)ZXI Xdss wzb_;(llx&m wzb_g]xhx _;)?{Xlxlss %
0
wp
Bgs=| 0 (119)
0
0
Cq5 = [VssXS 0—-ViuX: 0 0] (120)
Dgs = [—X1x355 + X3X155] (121)

4.2.2 State Space Model for Third Order Model of Induction Motor
To derive state space model for third order model of induction motor, stator direct and

quadrature axis flux differential equations are considered to be zero. So, substituting
¢gs = 0 and ¢4; = 0in Egs. 110 and 111 and writing both equations in matrix form,

|:O:| _ |:stbX3 — Wy :| |:§0qx:| + |:_stle 0 :| |:¢qr]
0 Wy Rswp X3 || @us 0 —Rywp Xy Par

0 Vds
+ |:60b:||:Vds:| (122)
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Let the constant A; and By such that,

A= - Riwp Xy 0
: 0 Rsa);,Xl

where,

J = Rs waS — Wy
Wy Rs a)hX3

So,
|:(pqs] — AS|:‘/)qr:| + Bs|:VdS:|
Dds Pdr Vds
Dgs = A, l)(pqr + Ag(l, 2)(pdr + By (1, 1) Vg

Pds = Ay (2, I)qu + As(zv 2)§0dr + Bs(z’ 1) Vg

Further, writing Egs. 112 and 113 in matrix form,

[?‘”} = (A A, + B,)[(p"’} + ArBS|:V‘“} + [ par®r }

Par Par Vds —@grWr
where,
—R,a)le 0
A, =
0 —Rrwal
|:R,a)bX2 —Wp i|
B, =
wp R,waz
Let,

D, = A/ A; + B,

AR R A R e
der Pdr Vds —@Pqr@r

39

(123)

(124)

(125)

(126)

127)

(128)

(129)

(130)

(131)

(132)

(133)

(134)
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Extracting ¢,, and ¢4, form Eq. (134),
Pqr = Dr(1, D@gr + Dr (1, 2)9ar + @arwy + Ex (1, 1) Vys (135)
@ar = Dy (2, D@gr + Dy (2, 2)0ar — @grwr + Er (2, 1) Vg (136)
Substituting values of Eqgs. (127) and (128) in Eq. (114),

oy = [F A2, V)@, + Fr B2, DVas9gr ) + [~ FrAs(1, 29, — FoBo(1, 1) Vaegar |

—B
- FrAx(l’ 1)(pdr(pqr + FrAs(2a 2)‘pdr(pqr + I:ﬁ:|wr (137)
where,
X
, = 221 (138)
2H

Also, substituting values of Eqgs. (127) and (128) in Eq. (16) of reactive power,
iM = VdsXB[As(la 1)§0qr + As(la 2)§0dr + Bs(l’ 1)Vds] - VdleQqu (139)

For small perturbations in system, Eqs. (135), (136), (137) and (139) can be re-
written in terms of incremental change in state control and disturbance vectors. For
three state vectors Ag, Ag,, and Aw,, state space equations for third order model
are;

[A¢g Mg Air]" = Aqs[Apyr Agar Ao, ]" + Bgs AV (140)

AQ = Cq3[ Ay AgurAwy]" + Dgs AV (141)

Ags, Bgs, Cqs and Dgs are the constant matrices of the appropriate dimensions
associated with the above control, state and disturbances vectors for third order model
of induction motor.

Hence,

Dr(lv 1) Dr(la 2) + @ X4y

Ags=| D:2,1) — o D, (2,2) —X3ss (142)
Agz(3, 1) Ag3(3,2) 57
E.(1,1)
Bqs = E.(2,1) (143)

FrBs(zv 1)x355 - FrBs(l’ 1))64”

Cqs = [{X3A,(1, 1) — X1}Vyy X3A,(1,2) Vi, 0] (144)
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DCI3 = X3As(1a 1)x3ss + X3As(la 2))(4” + 2X3Bs(la 1)Vm - X1x3ss (145)
where,

AQ3(3, 1) = 2FrAS(2a 1)x3ss + F, B (27 l)vss - FrAS(L 1)x4m
+ FrAs (27 2)x4ss (146)

Aq3(3v 2) = _ZFVAJ(]’ 2)x4ss - FrBs(l’ l)Vss - FrAs(lv 1)x355
+ FrAs(zv 2)x3ss (147)

4.2.3 State Space Model for First Order Model of Induction Motor
To derive state space model of first order model of induction motor, stator and rotor
direct and quadrature axis flux differential equations are considered to be zero. Results

obtained from third order model are used for obtaining first order model of induction
by substituting ¢, = 0 and ¢4 = 0 in Eq. 134,

Dr|:¢qri| +Er|:VdXi| +[ Pdr O i|:0 (148)

Ddr Vs —Qqr@r

Splitting matrix of Eq. (148) into equations,
D, (1, Dggr +{D,(1,2) + wr}par + E-(1, V4 =0 (149)
{Dr(za 1) - wr}(pqr + Dr(zv 2)¢dr + Er(za I)Vds =0 (150)

Recollecting ¢, and @4, again in terms of constants,

|:¢qri| =Hr|:VdS:| (151)
Pdr Vds
where,

H, = G;'(-E,) (152)

_[ b D12+
Q_[&OJ%w» uaﬂ>} (13
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So, values of ¢,, and ¢, are,

Dgr = Hr(la I)Vds (154)

Par = H, (2, 1) Vyq (155)

In Eq. (137), substituting values of ¢,, and ¢,

o, = [{FA@, DHZ(1, D) + (FB,2, DH,(1, D) + {—F A, (1, ) H>2, 1))
+{=FB,(1, DH, 2, D} + {(—F A1, DH, (2, ) H,(1, 1))

+HF A2, ) H, (2, DH, (1, DIV, + [%}wr (156)

Let,

{F,A;2, DH(1, D} + {F, B,(2, DH,(1, D} + {—F, A,(1,2)H? (2, 1)}
+{=FB;(1, DH, (2, D} + {-F,A;(1, DH, (2, )H, (1, 1)}

. 2 _B
Wy = J"Vds + [—H]w, (158)

Similarly, solving Eq. (139) for Q7™

M= X3A,(1, O H,(1, )V} — X H,(1, DVj, + X3A,(1,2)H, (2, )V,
+ X3B(1, DV (159)

Let,

K, = X3A,(1, DH,(1,1) — X, H,(1, 1) + X3A,(1, 2)H,(2, 1) + X3B,(1, 1)
(160)

M 2
L =KV (161)

For small perturbations in system, Egs. (158) and (161) can be rewritten in terms

of incremental change in state control and disturbance vectors. For single state vector

Auw,, state space equation for first order model;

AQ = CqiAw, + Dg1 AV (163)
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Aq1, Bqi, Cqq and Dq; are the constant matrices of the appropriate dimensions
associated with the above control, state and disturbances vectors for first order model
of induction motor.

Hence,
Aq = B (164)
q1 = 2H
BQI = 2J, Vis (165)
Cq =0 (166)
Dql = 2Krvss (167)

Example 8 Draw the step responses for (D,)pyy (fifth order type induction motor
load) of ratings (i) S0 kW, (ii) 100 kW, (iii) 150 kW, and (iv) 200 kW using MATLAB
coding. Use the same manufacturer data for all rating motors as in Example 1.

Solution To find the step response for (D,)pry following steps are followed;

1. For an induction motor manufacturer data first find electrical and mechanical
parameters.

Develop the state space model for induction motor and find ABCD parameter.
Find transfer function (D,) pz ) from ABCD parameters.

Plot step response for (D,)pruy-

Repeat the same steps for all four ratings.

A

The results are shown in Fig. 10.

Example 9 Consider a composite load of 250 kW that includes 200 kW exponential
type static load and 50 kW fifth order induction motor dynamic load participation.
Draw the step response for (D,) ¢y for this load using MATLAB coding. All the
required parameters for static and dynamic loads are same as in previous examples.

Solution To find the step response for (D,)c 1y, find transfer function for 200 kW
exponential type static load and 50 kW fifth order induction motor dynamic load as
estimated in previous respective examples. Use Eq. (78) to find the (D, )¢ s through
(D,)sy and (D,)pry expressions. Finally, plot step response for (D,)cza. The
results are shown in Fig. 11. Zoom view of plot is also shown in Fig. 12 for better
understating.

For a composite load of 250 kW consisting 200 kW SLM and 50 kW DLM,
transfer functions have been obtained. Actual view for this system shown in Fig. 11
represents that system will settle down at around 3 s. Zoom view of step responses for
this composite load model, demonstrated in Fig. 12, show that the dynamic behaviour
of load pattern is due to the participation of dynamic load. Static load will increase
the magnitude of overall reactive power demand due to change in voltage.
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Fig. 10 Step responses for (D,) py s of fifth order model induction motor loads
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Fig. 11 Actual view of step responses for composite load of 250 kW having 200 kW static and
50 kW dynamic load

Example 10 For a composite load including participation of static and dynamic load
as given in Table 6, draw the step response for (D, )¢y using MATLAB coding. All
the parameters are same as in previous examples.

Solution To find the step response for (D,)c 1y, find transfer function for static load
(D,)spm and dynamic load (D)) pr as estimated in Example 6 and 8. Use Eq. (78)
to find the (D,)cpy through (D,)spy and (D,)pry expressions. Finally, plot step
response for (D,)cru- The results are shown in Fig. 13.
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Fig. 12 Zoom view of step responses for composite load of 250 kW having 200 kW static and
50 kW dynamic load

Table 6 List of 250 kW composite load patterns based on participation of dynamic load

Title Pattern 1 Pattern 2 Pattern 3 Pattern 4 Pattern 5
(kW) (kW) (kW) (kW) (kW)

Static load 250 200 150 100 50

component

Dynamic 0 50 100 150 200

load

component

Total rating 250 250 250 250 250

of composite

load

Step responses for all five patterns given in Table 6 are compared in Fig. 13. This
figure depicts that dynamic behaviour of composite load is due to the presence of
induction motor as the dynamic load. It has also been observed that load with high
participation of dynamic load attains stability in maximum time.

5 Conclusion

In this chapter, a detail discussion is focused on load model identification in power
system. It has been concluded that variety of loads exist at load end due to which
decision of choosing correct load model is very difficult for system. Static load
model alone cannot be correctly quantified the load behaviour in system which was
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Fig. 13 Step responses for (D,)c y of fifth order model induction motor loads

reported by most of the authors in their work and therefore, a composite load is
suitable for load modelling. This composite load comprises static as well as dynamic
load compositions. Thus, a composite load model is designed by clubbing static and
dynamic loads.

Static load can be modeled either as polynomial type or as exponential type.
Exponential type model is the most generalized model to specify static load because it
covers a wide range of load varieties depending on the exponential factor as described
in the chapter.

Induction motor is the most versatile load and thus defines as the most commonly
used dynamic load in power system. Induction motor’s electrical and mechanical
parameters are estimated in this chapter but more advance work can be done for
investing these parameters in future. It has been observed that dynamic behaviour of
composite load depends in proportion to participating factor of dynamic load.

Key Terms and Their Definitions

Static Load: A load that depends only on the instantaneous voltage input and is
unrelated to the preceding voltage inputs.

Dynamic Load: A load that depends not only on the instantaneous voltage input but
also it is related to the preceding voltage inputs.

Composite Load: A load that includes the participation of static and dynamic load.
Aggregate Load: A load that develops by collecting all loads together.

ZIP Load model: A polynomial type static load model having properties of constant
power, constant impedance and constant current load individually or for any of their
combinations.

Exponential Load model: A generalized static load model that can express any type
of static load through its exponential factor.

Induction motor load: Most commonly used dynamic load in distribution system.
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MATLAB Code

MATLAB Codes are given within the chapter with examples.
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Abstract The huge value of the electricity consumption in different residential,
commercial, industrial and agricultural sectors lead to the load-generation mismatch,
voltage drops, cascading failures, and wide area blackouts. Therefore, the use of
renewable energy resources based distributed generation (DG) units is rapidly grow-
ing in order to satisfy not-supplied electrical demand and reduce greenhouse gas
emissions. Meanwhile, optimal placement of DG units in radial grids is crucial for
minimization of the total active power losses and the voltage drops. This chapter
proposes a novel backward-forward sweep (BFS) based methodology for optimal
allocation of DG micro-plants in radial distribution systems aiming to minimize
total real power losses of the whole system. Voltage permitted range limit and feeder
capacity criterion are considered as optimization constraints. Simulation of BFS
based DG placement method is conducted on the 33-bus distribution network to
investigate its performance under different scenarios.
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Nomenclature

J L’;ﬁl The current of the load i in scenario (k + 1)

Vik The voltage of the bus i in iteration k

S‘,-, S D.i Power injected to node/load i

PD,,-, Q D.i The active and reactive power utilizations in node i

I','flﬁl Current of branch m-i in scenario (k + 1)

Zn.i The impedance of the line m-i

Fiogs The real power losses as the objective function

8ij The conductance of the branch i to j

6;, 0 The voltage angles of the buses i and j

PDGJ, Q pc.i The active and reactive power productions of the DG unit in bus i
€ Convergence coefficient

ymin yma< [ ower and upper bounds of voltage magnitude for node i

1, The current of the branch b

I The current capacity of the line b

1 Motivation and Literature Review

Nowadays, the penetration level of distributed generators (DGs) in power systems
is increasing due to power system restructuring, deregulation of electricity markets,
global warming, and energy crisis [1]. Moreover, integration of DGs with power
systems provides several benefits such as voltage profile improvement, ancillary
services, power quality, and reliability enhancement, energy saving, loss and feeder
congestion reduction [2].

Many types of research focused on the optimal allocation of DGs in distribution
systems. For example, Gkaidatzis et al. [3] presented a particle swarm optimization
(PSO) algorithm for siting and sizing of DGs considering load variations. In this
study, total active power losses are minimized while satisfying the feeder capacity
limit and the voltage permitted range constraint. In [4], simultaneous allocation of
DGs and capacitors is optimized using a genetic algorithm to minimize their capital
investment and maintenance costs, energy losses, and risk of not-supplied demand.
In [5], sequential quadratic programming (SQP) and branch and bound method are
integrated to solve a non-convex mixed integer non-linear programming problem for
achieving better solutions in less calculation time than exhaustive load flow (ELF),
improved analytical (IA) and PSO algorithms. Poornazaryan et al. [6] combined
Cuckoo search method with a binary imperialistic competitive algorithm for mini-
mization of real power losses and enhancement of voltage stability considering 50%
variations in active and reactive loads. In [7], optimum places and capacities of
DGs are determined by triangle number technique and multi-objective hybrid big-
bang crunch to minimize the operation cost, power losses, pollutant emissions of
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greenhouse gases and maximize the voltage stability security margin. Reference [8]
proposed a teaching learning algorithm for optimal placement of DGs in radial distri-
bution systems in a way that voltage profile is improved in comparison with genetic
and PSO algorithms. Reference [9] aims to mitigate feeder congestion and maximize
energy saving by interrupting both active and reactive power consumptions of flexible
loads considering their interruption costs using a genetic algorithm. In [10], imple-
menting backward-forward sweep load flow algorithm coupled genetic algorithm,
DGs are efficiently allocated and sized subject to voltage stability constraint. In [11],
genetic, PSO and gravitational search algorithms are examined to find a good scenario
with minimum DGs installation costs. In [12], optimal capacities of non-dispatchable
photovoltaic (PV) power generation technology is determined to gain an interchange
between minimum loss and maximum voltage stability by using a weighted rank sum
ratio method. Kayal and Chanda [13] used a PSO algorithm for selection of optimum
places and sizes of solar photovoltaic arrays and wind turbines in three 12, 15 and
33 bus radial distribution systems. In this research, reduction of grid power losses
and enhancement of voltage stability index of the whole system are considered as
optimization objectives. It is found that solar PV farms and wind turbines in lagging
power factor operating mode lead to more voltage stability improvement in all buses.
It is obvious that the voltage magnitude of all buses increases with the participation
of DGs in active and reactive power compensations. In [14], non-dispatchable DGs
such as solar PV panels and wind turbines and dispatchable energy sources such as
biomass and biogas fueled gas turbine power generation cycle is optimally placed
in the 51-bus radial distribution grid. Analytic hierarchy process (AHP) is employed
in the PSO algorithm for solving a multi objective optimization problem including
energy losses, feeder current capacity limit, voltage stability, and emission reduction
aspects. In [15], it is revealed that symbiotic organisms search algorithm, which is
based on the symbiotic relationship between different biological species, is more
computationally efficient and fast than PSO, teaching-learning algorithm, cuckoo
search optimization, artificial bee colony method, gravitational and stochastic frac-
tal search approaches. Monte Carlo simulation (MCS) is developed by Sadeghi and
Kalantar [16] to model variable outputs of solar and wind farms in dynamic planning
of 9-bus radial distribution network. Covariance matrix adaptation evolutionary strat-
egy determines the optimum planning scenario with maximum revenue using penalty
and incentive factors. In [17], long-term forecasts of loads and yearly variations of
renewable energy resources based power generation plants is incorporated in opti-
mal reconfiguration and DG placement studies. Objectives of optimization problem
includes the cost of line switching, power losses, investment and maintenance costs
of DGs, and emission cost of DGs and upstream power system. Table 1 summarizes
a taxonomy of different algorithms presented for optimal siting and sizing of DGs
in distribution feeders.

As reviewed, different optimization algorithms have been implemented on distri-
bution systems to find good places and optimal sizes of DGs and improve voltage
stability and reduce system power losses. But, a search method with less calculation
time and computational burden, no need to membership function of fuzzy logic, huge
search space of MCS, cross over and mutation processes of genetic algorithm, and
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Table 1 Comparison between different algorithms proposed for solving optimal DG placement

problem
References | Search algorithm Objective functions Advantages
[18] Point estimation method | Power loss minimization | Faster convergence than
and genetic algorithm MCS based genetic
for probabilistic load algorithm
flow and optimal
allocation of DGs
considering uncertainties
of load, wind, electricity
rate, solar, fuel price
[19] Cuckoo search algorithm | Power loss minimization | Better objective
and voltage profile functions than genetic
improvement and PSO algorithms
[20] Non-dominated sorting Minimization of feeder Improved cross over and
genetic algorithm-IT losses, capital mutation in comparison
investment, and with genetic algorithm
maintenance costs and
voltage deviations
[21] Harmony search Energy loss More accurate and faster
algorithm minimization and than non-dominated
voltage stability Sorting Genetic
enhancement Algorithm II
[22] Plant growth simulation Minimum number of No need to cross over
method DGs, maximum voltage and mutation factors of
stability and minimum genetic algorithm and
power losses membership function of
fuzzy logic
[23] Ant colony and artificial | Loss and emission Less computational
bee colony search reduction burden than point
algorithms estimation method
[24] Kalman filter model Minimum power losses More accurate than
Gaussian linear
optimizer
[25] Continuous load flow Minimum losses and The accurate and

analysis

maximum loading
margin

computationally friendly
approach in comparison
with MCS

initial population of metaheuristic algorithms has not been proposed by scholars.
This chapter aims to present a novel forward-backward sweep (BFS) based optimal
DG placement strategy for radial distribution networks. In this method, the number
and capacity of DGs are considered as known parameters. Total active power losses
are considered as the objective function. Firstly, one of DGs is selected. Its active
and reactive power generations are added to second (related to active power con-
sumption) and third (related to reactive power consumption) columns of the bus data
matrix. Then, BFS load flow is solved and total real power losses are calculated as
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a component of loss matrix in the 1st raw and 1st column. In loss matrix, a number
of rows and columns are equal to the number of buses and DGs. Afterward, 1st DG
is assumed to be installed on bus 2. A similar analysis is carried out and energy
losses are computed as 2nd row and 1st column of loss matrix. When all buses are
evaluated for placement of the 1st unit, 2nd DG is assumed to be located at buses 1 to
N, respectively. where N refers to a number of nodes in the test distribution system.
This process is repeated for all DGs and loss matrix is formed. Finally, the minimum
values of columns are determined. If the minimum value of column i occurred in the
Jjth row of loss matrix, bus j will be selected as a good place for installation of ith
DG.

Other sections of this chapter are organized as follows: The BFS based DG allo-
cation approach is mathematically modeled in Sect. 2. Simulations and results are
then provided in Sect. 3. Afterward, Sect. 4 presents the conclusion.

2 Optimal DG allocation problem

2.1 FBS power flow

The single line diagram of the typical radial distribution system is depicted in Fig. 1.
It is supposed that the power injection to the bus i is equal to S;. As obvious from
Fig. 1 and given by (1), the value of the active/reactive power injected to the bus i
is equal to the real/reactive load of this bus plus the sum of the power transmitted
through the node i to other adjacent buses.

S; = Spi+ ZS, (1)
J

By considering the negative active (—PDG,,') and reactive (Q DG.i) power con-
sumptions of the DG unit in bus i, its net demand can be calculated as (2).

Fig. 1 The installation of _ P B Q
the DGs in radial distribution DG t° DG}
systems

Power injected
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Spi = (Ppi — Ppc.i) + i (Qpi — Opc.i) 2)

The current injected to the load i at iteration k+1 can be calculated based on
its appearance power (Sp ;) and voltage magnitude at iteration k (Vi"), as stated in
equation (3). where, J gﬁl is the current injected to the bus i in iteration k+1. The

voltage of the node i at scenario k is stated as Vl"

. *
. SD ;
k+1 _ N
Jpi = (V_,k> (3)

In the backward sweep of the load flow analysis, the current in the line m-i at
iteration k+1 is calculated as (20.4).

bt =+ ) )
j

In the forward sweep, the voltage of the up-stream bus m at iteration k+1 depends
on the value of the voltage drop in the transmission line, which connects the buses i
and m to each other, as well as the voltage of the down-stream node i, as formulated
by (5).

VA =y R 7, (5)

If the convergence constraint (6) is satisfied for all buses, the backward and forward
sweeps will be stopped. Therefore, the voltage of the bus j will be equal to V}‘“ and

the current of the branch i to j will be equal to I'i]f;rl.

’Vf“ — V;“ < 6)

2.2 Total active power loss, bus voltage limit, and feeder
current capacity

The total real power loss of the distribution grid, Fj,q;s, is calculated from (7). In
which, g; ; is the conductance of branch i to j. In addition, n; refers to the number of
the transmission lines. The voltage angle of the bus i is defined as 6;. According to
(8), the lower (Vimm) and upper (Vimax) bounds of the bus voltage magnitude are
considered as 0.9 and 1.05 per unit, respectively. Similarly, the current of the line b
is limited by the maximum flow //™@X as formulated by the inequality constraint

).
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ny
Fioss =Min Y g j[VZ + V} = 2V;V; cos(6; — ;)] (7)
i,j=1
i
I, < [ ©)

3 Proposed Algorithm and Illustrative Example

The BFS based strategy is used for optimal allocation of DGs in radial distribution
systems and described based on MATLAB codes. The number and sizes of the DGs
are known. As obvious from Fig. 2, “P_DG” and “Q_DG” refer to active and reactive
capacities of DGs, respectively. The BFS based optimization algorithm finds the
suitable places for installation of three distributed generation units and minimizes the
real power loss, while satisfying the voltage limit and the feeder current capacity as (8)
and (9). In the MATLAB codes, IEEE 33-bus radial distribution system [26] is tested
to allocate three distribution generation units with active and reactive generation
capacities of 70, 240, 545 kW and 36, 63, 250 kVAr, respectively. The single line
diagram of the test network is illustrated in Fig. 3. The “bdata.not.per.unit” and
“ldata.not.per.unit” are the bus and line data matrices, respectively. The 1st column
of the node information matrix represents the bus number. The 2nd and 3rd ones refer
to the real and reactive demands of the buses in terms of kW and kVAr, respectively.
In the matrix “ldata.not.per.unit”, the first and second columns show the starting and
ending points of the branches. The 3rd and 4th columns report the resistance and
reactance of the lines, respectively. In the first iteration of the proposed approach,
the DG unit 1 is located at bus 1. The BFS power flow calculation is implemented
on the updated node information matrix. The active power loss is then computed and
saved as the 1st row and 1st column of the loss matrix. The loss matrix is defined as
“Active_loss”. In the 2nd iteration, the DG unit 1 is located at node 2 and the power
flow calculation is performed. The active loss of the benchmark system is calculated
and saved as the 2nd row and Ist column of the loss matrix. The same method
is considered for the 2nd and 3rd DGs. As obvious from the loss matrix, which is
shown in Fig. 4, if 1st DG unit is installed at bus 18, the total active power loss will be
minimum and equal to 166.3765 kW. Moreover, 17th and 32nd buses are good choices
for installation of 2nd and 3rd DGs. The voltage profile before and after installation
of DGs under the best scenario and two other scenarios are depicted in Fig. 5. As
expected, optimal placement of DGs using the forwardbackward sweep based search
algorithm leads to a significant reduction in active power losses and improvement
in bus voltage magnitude. Moreover, number of scenarios in search space of BFS
based DG allocation method is reduced to 99 (number of buses x number of DGs).
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Fig.2 MATLAB codes of
forward-backward sweep
based optimal DG placement
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P_DG=[70,240,545); Q_DG=[36,63,250); n_DG=3;

for i=1:33
for j=1:3

bdata.not.per.unit=[%Bus E(Ew) Q(Kvar)
1 1] (1]
2 100 &0
3 90 40
4 120 80
5 60 30
& &0 20
7 200 100
8 200 100
9 60 20
10 &0 20
11 45 30
12 &0 35
13 €0 35
14 120 80
15 60 10
16 &0 20
17 60 20
18 90 40
19 90 40
20 90 40
21 90 40
22 a0 40
23 90 50
24 420 200
25 420 200
26 &0 25
27 60 25
28 &0 20
29 120 70
30 200 600
3 150 70
32 210 100
33 &0 407z

ldata.not.per.unit=[

% Inbus Outbus Resistance (ohm) Reactance (ohm)
1 2 0.0922 0.0470
2 3 0.4930 0.2511
3 4 0.3660 0.1864
4 g 0.3811 0.1941
5 [ 0.8191 0.7070
[ 7 0.1872 0.6188
7 8 0.7114 0.2351
8 9 1.0300 0.7400
| 10 1.0440 0.7400
10 11 0.1966 0.0650
11 12 0.3744 0.1238
12 13 1.4680 1.1550
13 14 0.5416 0.7129
14 15 0.5910 0.5280
15 18 0.7463 0.5450
16 17 1.2890 1.7210
17 18 0.7320 0.5740
2 19 0.1640 0.1585
19 20 1.5042 1.3554
20 21 0.4095 0.4784
21 22 0.7089 0.9373
3 23 0.4512 0.3083
23 24 0.8980 0.7091
24 25 0.8960 0.7011
6 26 0.2030 0.1034
26 27 0.2842 0.1447
27 28 1.0590 0.9377
28 29 0.8042 0.7006
29 30 0.5075 0.2585
30 3l 0.9744 0.9630
31 32 0.31085 0.3619
32 33 0.3410 0.5302] ¢

bdata.not.per.unit(i,2)=bdata.not.per.unit(i,2)-P_DG(j):

bdata.not.per.unit (i, 3)=bdata.not.per.unit(i,3)-Q_DG(j):

% Run FBS load flow algorithm presented in Chapter 14
Active_loss (i, j)=Ploss;

Reactive_lo=s (i, j)=Qloss;

end

end

for i=1:busnum
for j=1:n_DG

if m::tive:].osa {i,j)==min(Active_losa(:,§))

best_place(j)=i;
endsendsend
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32 33

||

I
14 15 16 17 18

Fig. 3 Single line diagram of IEEE 33-bus radial distribution system

In other words, BFS based optimal DG placement strategy is a computationally
friendly approach in achieving a global optimal solution in lower iterations and less
calculation time. Total amounts of active power losses in three mentioned cases
before installation of DGs, after optimal and non-optimal allocation of DGs can be
summarized as Table 2. Figure 5 and Table 2 reveal that BFS search algorithm can
find a global optimal solution vector after solving 99 (number of bus x number of
DGs) load flow problems. The applicability of the proposed algorithm in finding the
best DG places is compared with other recently published methods such as intersect
mutation differential evolution IMDE) [27], analytical [28], fuzzy genetic algorithm
(FGA) [29], and bacterial foraging optimization algorithm (BFOA) [30]. Table 3
summarizes the optimal scenarios and the total real power losses obtained from the
BFS load flow based DG placement approach and the other ones. It is obvious that the
proposed methodology reduces the active power losses, significantly. Moreover, the
minimum value of the bus voltage magnitude is more than that of other algorithms.
In other words, if we consider that n and N respectively refer to the number of buses
and DGs, BFS based DG allocation strategy not only reduces the number of scenarios
from 2 to nx N, but also improves the voltage profile and decreases the energy losses
in comparison with other introduced methods.
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Active_loss = [176.3658 176.3658 176.3658
175.9749 175.2087 173.5816
174.1316 169.7861 160.5752
173.1698 167.0194 154.0177
172.2220 164.2995 147.5957
170.2387 158.6200 134.2038
170.0273 158.0142 132.9573
169.3800 156.1940 129.4099
168.6691 154.2564 125.9960
168.0126 152.4966 123.0269
167.9011 152.2036 122.5602
167.7084 151.7050 121.8212
167.05259 150.0539 119.6827
166.8480 149.5570 119.1739
166.7076 145.2643 119.2485

166.5727 149.0347 119.6705
166.4189 (148.8900) 121.0057
1 ; 122.1083
175.9179 175.0743 173.4661
175.5402 174.2939 173.5152
175.4769 174.2047 173.8303
175.4359 174.2636 174.8981
173.6913 168.5431 158.1002
172.9058 166.3466 153.8640
172.5312 165.4229 152.7556
169.9968 157.9871 132.7875
169.6762 157.1576 130.9427
168.5490 154.2779 124.5832
167.7423 152.2482 120.1322
167.3024 151.1777 117.8484
166.8907 150.1655 116.6126
166.8099 149.9995 ¢

166.7991 150.0585 117.1865);

Fig. 4 4 Loss matrix obtained from solving backward forward sweep algorithm with 333 itera-
tions (33=number of buses, 3=number of DGs)



A Novel Forward-Backward Sweep Based Optimal DG Placement ...

Table 2 Comparison of
different cases with and

without DGs
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Case study Total real power losses (kW)
Without DGs 176.3658

With DGs (Best scenario) 86.7679

With DGs (1% DG at bus 12, 144.0289

2 DG at bus 20, 34 DG at

bus 4)

Table 3 Comparison between the proposed approach and the other recently published algorithms

DG size (kW) 840, 1000 | 600, 1100 633,

1130 90,

947

Algorithms IMDE | BFS Analytical BFS FGA | BES BFOA | BFS

[27] [28] [29] [30]
Total energy 84.28 | 80.54 | 142.34 114.74 | 119.7 | 82.7 98.3 82
losses (kW)
Minimum 0.971 | 0.97 0.931 (33) 0.933 | 0935 | 0.963 | 0.964 | 0.965
voltage (33) 5(33) (18) (18) (18) 33 (33)
magnitude in
per unit (Bus
number)
Best places 14,30 | 13,30 | 18 30 7,32 14,30 | 7,18, | 14,
(Bus number) 33 18, 30

Voltage magnitude (p.u.)

0.91

10 15

20

Bus number

35

Fig. 5 Voltage profile in three cases: Without DGs (black), best scenario (blue), another scenario
for installation of DGs (1st DG at bus 12, 2nd DG at bus 20, 3rd DG at bus 4, red)
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Conclusions

In this chapter, the forward-backward load flow calculation was used for find-ing
the optimum places for installing the DG units. At each iteration, one DG unit is
considered to be located at one of buses. The BFS power flow algorithm is then run
according to the line and updated bus data matrices. The active power loss is obtained
and reported in the loss matrix. Finally, the good places are selected based on the loss
matrix. For the nth DG unit, if the mth row of the loss matric is minimum, this DG
unit should be installed at bus n. The numerical results revealed that the proposed DG
allocating algorithm is more fast and accurate than other recently published methods
because of its lower iterations and less ac-tive power losses.

References

10.

11.

12.

13.

14.

. Singh, B., Sharma, J.: A review on distributed generation planning. Renew. Sustain. Energy

Rev. 76, 529-544 (2017)

Sultana, U., Khairuddin, A.B., Aman, M.M., Mokhtar, A.S., Zareen, N.: A review of optimum
DG placement based on minimization of power losses and voltage stability enhancement of
distribution system. Renew. Sustain. Energy Rev. 63, 363-378 (2016)

Gkaidatzis, P.A., Bouhouras, A.S., Doukas, D.I., Sgouras, K.I., Labridis, D.P.: Load variations
impact on optimal DG placement problem concerning energy loss reduction. Electr. Power
Syst. Res. 152, 36-47 (2017)

Rahmani-andebili, M.: Simultaneous placement of DG and capacitor in distribution network.
Electr. Power Syst. Res. 131, 1-10 (2016)

Kaur, S., Kumbhar, G., Sharma, J.: A MINLP technique for optimal placement of multiple DG
units in distribution systems. Int. J. Electri. Power Energy Syst. 63, 609-617 (2014)
Poornazaryan, B., Karimyan, P., Gharehpetian, G.B., Abedi, M.: Optimal allocation and sizing
of DG units considering voltage stability, losses and load variations. Int. J. Electr. Power Energy
Syst. 79, 42-52 (2016)

Esmaeili, M., Sedighizadeh, M., Esmaili, M.: Multi-objective optimal reconfiguration and DG
(Distributed Generation) power allocation in distribution networks using Big Bang-Big Crunch
algorithm considering load uncertainty. Energy 103, 86-99 (2016)

Mohanty, B., Tripathy, S.: A teaching learning based optimization technique for optimal loca-
tion and size of DG in distribution network. J. Electr. Syst. Inf. Technol. 3(1), 33—44 (2016)
Shaaban, M.F.,, Atwa, Y., El-Saadany, E.: A multi-objective approach for optimal DG allocation.
In: 2011 2nd International Conference on Electric Power and Energy Conversion Systems
(EPECS), pp. 1-7. IEEE (2011)

Pradeepa, H., Ananthapadmanabha, T., Bandhavya, C.: Optimal allocation of combined DG
and capacitor units for voltage stability enhancement. Procedia Technol. 21, 216-223 (2015)
Alinezhad, P., Bakhoda, O.Z., Menhaj, M.B.: Optimal DG placement and capacity allocation
using intelligent algorithms. In: 2015 4th Iranian Joint Congress on Fuzzy and Intelligent
Systems (CFIS), pp. 1-8. IEEE (2015)

Fu, X., Chen, H., Cai, R., Yang, P.: Optimal allocation and adaptive VAR control of PV-DG in
distribution networks. Appl. Energy 137, 173-182 (2015)

Kayal, P., Chanda, C.K.: Placement of wind and solar based DGs in distribution system for
power loss minimization and voltage stability improvement. Int. J. Electr. Power Energy Syst.
53, 795-809 (2013)

Tanwar, S.S., Khatod, D.K.: Techno-economic and environmental approach for optimal place-
ment and sizing of renewable DGs in distribution system. Energy 127, 52-67 (2017)



A Novel Forward-Backward Sweep Based Optimal DG Placement ... 61

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

Das, B., Mukherjee, V., Das, D.: DG placement in radial distribution network by symbiotic
organisms search algorithm for real power loss minimization. Appl. Soft Comput. 49, 920-936
(2016)

Sadeghi, M., Kalantar, M.: Multi types DG expansion dynamic planning in distribution system
under stochastic conditions using Covariance Matrix Adaptation Evolutionary Strategy and
Monte-Carlo simulation. Energy Convers. Manag. 87, 455-471 (2014)

Zidan, A., Shaaban, M.F,, El-Saadany, E.F.: Long-term multi-objective distribution network
planning by DG allocation and feeders’ reconfiguration. Electric Power Syst. Res. 105, 95-104
(2013)

Evangelopoulos, V.A., Georgilakis, P.S.: Optimal distributed generation placement under
uncertainties based on point estimate method embedded genetic algorithm. IET Gener. Transm.
Distrib. 8(3), 389—400 (2013). Available: http://digital-library.theiet.org/content/journals/10.
1049/iet-gtd.2013.0442

Moravej, Z., Akhlaghi, A.: A novel approach based on cuckoo search for DG allocation in
distribution network. Int. J. Electr. Power Energy Syst. 44(1), 672-679 (2013)

Sheng, W., Liu, K.Y., Liu, Y., Meng, X., Li, Y.: Optimal placement and sizing of distributed
generation via an improved nondominated sorting genetic algorithm II. IEEE Trans. Power
Delivery 30(2), 569-578 (2015)

Nekooei, K., Farsangi, M.M., Nezamabadi-Pour, H., Lee, K.Y.: An improved multi-objective
harmony search for optimal placement of DGs in distribution systems. IEEE Trans. Smart Grid
4(1), 557-567 (2013)

Esmaili, M.: Placement of minimum distributed generation units observing power losses and
voltage stability with network constraints. IET Gener. Transm. Distrib. 7(8), 813-821 (2013)
Kefayat, M., Lashkar, Ara A., Nabavi Niaki, S.A.: A hybrid of ant colony optimization and
artificial bee colony algorithm for probabilistic optimal placement and sizing of distributed
energy resources. Energy Convers. Manage. 92, 149-161 (2015)

Lee, S.H., Park, J.W.: Optimal placement and sizing of multiple DGs in a practical distribution
system by considering power loss. IEEE Trans. Ind. Appl. 49(5), 2262-2270 (2013)
Hemdan, N.G.A., Kurrat, M.: Efficient integration of distributed generation for meeting the
increased load demand. Int. J. Electr. Power Energy Syst. 33(9), 1572-1583 (2011)
Venkatesh, B., Ranjan, R., Gooi, H.: Optimal reconfiguration of radial distribution systems to
maximize loadability. IEEE Trans. Power Syst. 19(1), 260-266 (2004)

Khodabakhshian, A., Andishgar, M.H.: Simultaneous placement and sizing of DGs and shunt
capacitors in distribution systems by using IMDE algorithm. Int. J. Electr. Power. 82, 599-607
(2016)

Naik, S.G., Khatod, D.K., Sharma, M.P.: Optimal allocation of combined DG and capacitor
for real power loss minimization in distribution networks. Int. J. Electr. Power. 53, 967-973
(2013)

Reddy, S.C., Prasad, P.V.N., Laxmi, A.J.: Placement of distributed generator, capacitor and DG
and capacitor in distribution system for loss reduction and reliability improvement. Editors-in-
Chief. 198 (2013)

Kowsalya, M.I.LA.M.: Optimal distributed generation and capacitor placement in power distri-
bution networks for power loss minimization. In: 2014 International Conference on Advances
in Electrical Engineering (ICAEE), pp. 1-6 (2014)


http://digital-library.theiet.org/content/journals/10.1049/iet-gtd.2013.0442

Optimal Capacitor Placement )
in Distribution Systems Using L
a Backward-Forward Sweep Based Load

Flow Method

Farkhondeh Jabari, Khezr Sanjani and Somayeh Asadi

Abstract Nowadays, the non-optimal placement of the shunt capacitors in dis-
tributed electricity systems may increase the total active power loss and lead to
the voltage instability. Therefore, many researchers have recently focused on opti-
mization of capacitor placement problem in radial and meshed distribution grids
aiming to minimize transmission losses and improve the overall efficiency of the
power delivery process. This chapter aims to present a backward-forward sweep
(BFS) based algorithm for optimal allocation of shunt capacitors in distribution net-
works. The total real power loss of the whole system is minimized as the objective
function. Moreover, the feeder current capacity and the bus voltage magnitude limits
are considered as the optimization constraints. In addition, it is assumed that the sizes
of capacitors are the known scalars. The 1st capacitor is considered to be located
at the 1st bus of the test system. Then, the BFS load flow is run and the objective
function is saved as 1st row and 1st column component of a loss matrix. Secondly,
the 1st capacitor is assumed to be installed at bus 2 and the BFS load flow is run to
obtain objective function as 2nd row and 1st column component of loss matrix. When
all buses are assessed for installation of capacitor 1 and losses are calculated in each
scenario, similar analyses are carried out for the 2nd capacitor bank and the values
of the active power loss are saved as the 2nd column of the loss matrix. The same
strategy is applied to other capacitors. Finally, a loss matrix is formed with number
of rows and columns equal to the number of buses and shunt capacitors, respectively.
The best places for installation of capacitors are determined based on the compo-
nents of the loss matrix. Simulation of BFS based capacitor placement problem
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is conducted on the 33-bus distribution network to demonstrate its robustness and
effectiveness in comparison with other procedures.

Keywords Optimal capacitor placement + Distribution system - Voltage
improvement * Loss minimization - Feeder capacity

Nomenclature
J'ik+1 The current injected to the load i in iteration (k + 1)
vk The voltage of the node i in iteration k
S D.i The appearance power consumption of the load i
n The number of lines
I }'fjl The current of the feeder A-i in iteration (k + 1)
I The current of the line b
Zhi The impedance of the feeder A-i
/ h"‘“ The voltage of the bus # in iteration (k + 1)
e Maximum current of line b
Fioss The real power loss of the distribution grid
8i.j The conductance of the line i-j
Vin The voltage magnitude of the node m
Om The voltage angle of the node m
S; The appearance power injected to the bus i
Oc.i The reactive power of the capacitor located at bus i
PDV,- The real power consumption at bus i
ymin yma< Minimum and maximum values of voltage magnitude for node i
0 D.i The reactive power consumption at bus i

1 Introduction

Recently, optimization of capacitor placement problem in distribution systems has
attracted more attention because of increased electricity demand and voltage drop,
which may lead to load-generation mismatch and uncontrolled islanding of radial
and meshed grids [1]. In [2], Gaussian and Cauchy probability distribution func-
tions based particle swarm optimization (PSO) algorithm are employed for finding
optimum places of capacitor banks, voltage profile improvement and energy loss
reduction considering feeder loading capacity and voltage limits. Non-dominated
sorting genetic algorithm (NSGA-II) is used in [3, 4] to investigate power losses,
voltage stability and total harmonic distortion (THD). A clustering method is intro-
duced in [5] for discrete optimization of capacitor places and sizes to minimize the
sum of energy losses and capacitor costs. It is revealed that the clustering algorithm
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is computationally friendly and fast in comparison with fuzzy genetic algorithm
[6, 7], direct search method [8], intersect mutation differential evolution strategy
[9], teaching learning-based optimization [10], cuckoo search approach [11], self-
adaptive harmony search algorithm [12] and artificial bee colony [13, 14]. In [15],
cost of energy losses, capacitor installation cost, and voltage penalty factor are con-
sidered as main objectives of optimal capacitor allocation problem. In [16], a flower
pollination algorithm (FPA) is presented for optimal allocating and sizing of capac-
itors in various distribution systems. Firstly, they suggested a set of candidate buses
for installing capacitors using loss sensitivity factor. Secondly, FPA is employed to
find the best scenario. In [17], artificial bee colony and artificial immune system are
integrated for optimal co-placement of distributed generators and shunt capacitors.
Authors of [18] proposed a shark smell optimization algorithm for determining suit-
able capacitor installation places using momentum gradient and rotational movement
search strategies. Enhanced bacterial foraging optimization algorithm [19] is applied
on sub-transmission systems to find the best sites and sizes of capacitors considering
thermal loading of cables under the normal operating condition and different single
line outage contingencies. Bacterial foraging optimization algorithm with loss sen-
sitivity factor and voltage stability index is developed in [20] to find sizes and places
of capacitor banks under all possible demand variations.

As reviewed, different optimization algorithms have been implemented on distri-
bution systems to find good places and optimal sizes of shunt capacitors and improve
voltage stability and reduce system power losses. But, a search method with less cal-
culation time and computational burden, no need to membership function of fuzzy
logic, huge search space of Monte Carlo simulations, cross over and mutation pro-
cesses of genetic algorithm, and initial population of metaheuristic algorithms has not
been proposed by scholars. This chapter aims to present a novel forward-backward
sweep (BFS) based optimal capacitor placement strategy for radial distribution net-
works. In this method, the number and sizes of capacitors are considered as known
parameters. Total active power losses are considered as the objective function. Firstly,
one of the capacitors is selected. Its reactive power generation is added to third (related
to reactive power consumption) column of the bus data matrix. Then, BFS load flow
is solved and total real power losses are calculated as a component of loss matrix in
the 1st raw and 1st column. In loss matrix, a number of rows and columns are equal
to the number of buses and capacitors. Afterward, the 1st capacitor is assumed to be
installed on bus 2. A similar analysis is carried out and energy losses are computed as
2nd row and 1st column of loss matrix. When all buses are evaluated for placement
of the 1st unit, 2nd one is assumed to be located at buses 1 to N, respectively. where
N refers to a number of nodes in the test distribution system. This process is repeated
for all capacitors and loss matrix is formed. Finally, the minimum values of columns
are determined. If the minimum value of column i occurred in the jth row of loss
matrix, bus j will be selected as a good place for installation of the ith unit.

The remainder of the present chapter is organized as follows: The optimal
capacitor placement strategy is formulated in Sect. 2. The illustrative example and
discussions are provided in Sect. 3. Section 4 concludes the chapter.
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2 Mathematical modeling of load flow based optimization
problem

2.1 Forward-backward load flow

Figure 1 shows the sample radial distribution grid. As illustrated in this figure, the
current injected to the load i in iteration k+1, J; k1 can be given by Eq. (1). In which,
Vk represents the voltage magnitude of the node i in iteration k. Moreover, S; refers
to the appearance power of the node i. Equation (2) demonstrates the power balance
criterion for each bus i. The appearance power injected to the bus i is equal to the
power consumed by the load i plus the power transmitted from the node i to the

adjacent bus j.
k+1 _ D,i
J; = (V_lk> (1
S,' = SD,,' + E S, 2)

where,

S p.i The active and reactive power consumption in bus i
S;  The complex power flowing in node j

It is assumed that the reactive power injected by the capacitor units to the bus i is
the negative reactive load, as expressed by Eq. (3). If the capacitor bank is installed
in bus i, its reactive power, Q'C,;, will be modeled as the negative reactive power
consumption in this node. Note that PD, ; and Q p.; are the active and reactive power
consumptions of the node i, respectively.

Spi=Ppi+j(Qpi— 0ci) 3)

In the backward sweep, the current of the branch A-i in iteration k+1, [, ,’;Tl, i

calculated as (4).

Fig. 1 A simple radial S
distribution network 1 I

.
i
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I']]:jl — jik+l + Z I‘]].(+l (4)
J

In the forward sweep, the current of the branch 4 to i, i }’l‘jl, is used for calculating

the voltage of the node 4 in iteration k+1, as fulfilled by (5). where, Z;; is the
impedance of the branch ;.

Vli(‘Fl — ‘./ik+1 _ I‘}]ZC::—I X Z/Ll' (5)

When the convergence criterion (6) is satisfied for all buses, the forward-backward
sweep based power flow algorithm will be finished. The scalar ¢ is the convergence
factor. If it is not satisfied for at least one bus, the equations (1)—(6) will be performed

in the next iteration.

Vi Vi e ©

2.2 Optimal places for installation of capacitor banks

Equation (7) demonstrates that the minimum total real power loss is considered for
optimization of capacitor placement problem.

n
Fioss =Min Y g ;[V2 + VZ —2V;V;cos(6; — 6))] (7
i, j=1
ik
where,
Fioss The active power loss of the whole system
8ij The conductance of the line i-j
0; and 6; The voltage angle of the nodes i and j
n The number of branches
Subject to:

e Voltage permitted range constraints

V[min <V < Vimax (8)

e Feeder capacity constraint

I, < [ )
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In which,

VM and vM3X - Minimum and maximum voltage magnitude of bus i, respectively
I The current of the branch b

max The maximum current of the branch b

3 Ilustrative Example

The backward-forward sweep based strategy is proposed for optimum allocation of
shunt capacitors in radial distribution grids and comprehensively described based
on MATLAB codes. In this research, it is assumed that the number and sizes of
the capacitor banks are known parameters. As obvious from Fig. 2, “Q_cap” refer
to the reactive capacities of the units. The BFS based optimization algorithm finds
the good places for installation of three capacitor banks and minimizes the total active
power losses while satisfying the voltage permitted range constraint and the feeder
current limit as stated by (8) and (9), respectively. According to MATLAB codes, a
33-bus radial distribution system [21] is considered to allocate three capacitor units
with reactive generation capacities of 50, 740, 260 kVAr, respectively. The single
line diagram of IEEE 33-bus radial distribution system is illustrated in Fig. 3. The
bus data matrix is defined as “bdata.not.per.unit”. The first column of this matrix
refers to the number of nodes. Active and reactive power consumptions in each bus
are presented at the second and third columns of the bus data matrix in kW and kVAr,
respectively. Similarly, “Idata.not.per.unit” is the line data matrix of the 33-bus radial
benchmark network. In each row of the branch information matrix, the number of
starting and ending points of each line is determined using the bus numbers. The third
and fourth columns of the line data matrix represent the resistance and reactance of
each branch in Ohm, respectively. Firstly, the capacitor unit 1 is considered to be
installed at bus 1. Then, the backward-forward sweep algorithm is implemented
on the updated bus data matrix. The total active power loss is then calculated and
considered as the 1st row and 1st column of a loss matrix, which is defined as
“Active_loss”. In other words, the loss matrix has 33 rows (number of buses) and 3
columns (number of shunt capacitors). In the second iteration, the capacitor unit 1 is
assumed to be located at bus 2 and the optimal power flow is run. The real power loss
is obtained as the 2nd row and 1st column of the loss matrix. when the 1st capacitor
bank is located at all buses, the 1st column of the loss matrix will be finished.
The similar strategy will be repeated for the 2nd and 3rd units. Finally, the loss
matrix will be formed as Fig. 4. According to this matrix, if the 1st reactive power
bank is installed at bus 33, the total real power loss will be minimum and equal to
172.4784 kW. In the same manner, buses 30 and 32 are good choices for installation
of the 2nd and 3rd units. The voltage before and after installation of capacitors are
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Fig. 2 MATLAB codes of
forward-backward sweep
based optimal capacitor
placement

clear all; close all; cle
Q_cap=[50,740,260];

n_cap=3;

for i=1:33

for j=1l:n_cap

bdata.not.per.unit=[%Bus  P(Ew)
0

ldata.not.pe:
%

Inb

29 120

30 200

31 150

32 210

33 &0
r.unit=|

us Qutbus Resistance(chm) Reactance (ohm)
-0470

oga2
4930
3660
3e11
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1872
7114
0300
0440
1966
3744
4680
5416
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7463

F
o

OO0 OMOO00000HOORHOOOHOOHMOOOD0OO
-
w
~
o

Q(Kvar)

25
25
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70
600
70
100
40 1:

000000000000 HOOHOOOHOOOOO0000O0

2511
1864
1341
7070
6188
2351
7400
7400
0650
1238
1550
7129
5260
5450
1210
5740
1565
3554
4784
9373
3083
7091
7011
1034
1447
9377
7006
2585
9630
3619
5302];
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bdata.not.per.unit(i,3)=bdata.not.per.unit(i,3)-Q cap(j);

% Run

end

end

FBS load flow al

Acti

Reactive_loss(i,j)=gloss;

ve_loss(i,j)=Ploss;

for i=1:busnum
for j=1l:n_cap

if Active_loss(i,j)==min(Active_loss(:,3))

best_place(j)=i;

hm presented in Chapter 14.
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Fig. 3 Single line diagram of IEEE 33-bus radial distribution system

depicted in Fig. 5. As expected, the optimal placement of the capacitors using the
forward-backward sweep based search algorithm leads to a significant reduction
in active power losses and improvement in bus voltage magnitude. Moreover, the
number of scenarios in search space of BFS based capacitor allocation method is
reduced to 99 (number of buses x number of capacitors). In other words, the BFS
based optimal capacitor placement strategy is a computationally efficient approach in
achieving a global optimal solution in lower iterations and less calculation time. The
total active power loss in two cases, before and after installation of capacitors, can be
summarized as Table 1. Figure 5 and Table 1 reveal that the BFS search algorithm can
find a global optimal solution vector after solving 99 (number of bus x number of
capacitors) load flow problems.The applicability of the proposed algorithm in finding
the best capacitor places is compared with other recently published methods such as
intersect mutation differential evolution (IMDE) [9], analytical [22], fuzzy genetic
algorithm (FGA) [23], and bacterial foraging optimization algorithm (BFOA) [24].
Table 2 summarizes the optimal scenarios and the total real power losses obtained
from the BFS load flow based capacitor placement approach and the other ones. It is
obvious that the proposed methodology reduces the active power losses, significantly.
Moreover, the minimum value of the bus voltage magnitude is more than that of other
algorithms. In other words, if we consider that n and N respectively refer to the number
of buses and capacitors, BFS based capacitor allocation strategy not only reduces
the number of scenarios from 2" to nxN, but also improves the voltage profile and
decreases the energy losses in comparison with other introduced methods.
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Fig.4 Loss matrix obtained Active_loss =[176.3658 176.3658 176.3658
from solving backward 176.2349 174.7226 175.7167
fjﬁ?;g‘fg;%ﬁ?thm 175.6028 166.9380 172.5977
(33=number of buscs, 175.2454 162.8148 170.8640
3=number of capacitors) 174.8923 158.8030 169.1577

174.1488 150.4074 165.5701
174.0921 150.1654 165.3393
173.9212 149.9026 164.6930
173.7381 150.4733 164.0915
173.5654 151.2445 163.5495
173.5354 151.4260 163.4602
173.4852 151.8755 163.3266
173.3203 154.1122 162.9694
173.2713 155.1124 162.8991
173.2473 156.6405 162.9758
173.2217 158.6390 163.0969
173.1936 162.3288 163.3896
173.1867 164.5594 163.6034
176.2211 175.0407 175.7007
176.1320 178.5131 175.7495
176.1179 179.6097 175.8159
176.1113 181.7699 176.0229
175.4832 166.6047 172.1292
175.2731 166.3559 171.3426
175.1752 167.7625 171.1391
174.0316 1493201 165.0300
173.8720 147.8636 164.2970
173.2939 142.6808 161.6514
172.8649 138.8935 159.6945
172.6163 158.5749
172.5038 138.2712 158.3219
172.4815 138.9306
A72.4784139.9698 158.4114];
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Fig. 5 Voltage profile in two cases: without capacitors (red), with capacitors (best scenario: blue)

Table 1 Comparison
between two cases with and
without installation of
capacitor units

Case study

Total real power losses (kW)

Without capacitors

253.9667

With capacitors (Best scenario)

130.2507

Table 2 Comparison between the proposed approach and the other recently published algorithms

Capacitor 475, 1037 1000 950, 700 350, 820, 277

sizes

(kVAr)

Algorithms | IMDE | BFS Analytical | BFS FGA BEFS BFOA BFS
[9] [22] [23] [24]

Total 139.7 125.3 164.6 136.8 139.7 131.5 144.04 123.9

energy 141.3

losses

(kW)

Minimum 0.942 0.943 | 0916 (18) | 0.928 | 0929 | 0.939 | 0.936 0.944

voltage (18) (18) (18) (18) (18) (18) (18)

magnitude

in per unit

(Bus

number)

Best places | 14, 30 9,30 33 27 18,30 | 8,28 18, 30, 16, 30,

(Bus 33 32

number)
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4 Conclusions

This chapter introduced a novel forward-backward sweep based capacitor place-
ment strategy and used a loss matrix to determine the optimum places for
installing the shunt capacitors. In this approach, each capacitor unit is considered
to be located at one of the buses. Then, a backward-forward sweep based load flow
analysis is implemented on test distribution system according to the line and updated
bus data matrices. Total active power loss is calculated and reported as a component
of loss matrix. When all buses are evaluated for installation of one capacitor, a similar
strategy will be repeated for others. In summary, a loss matrix with a number of rows
equals the number of buses and number of columns equals the number of capaci-
tors is formed. Therefore, the optimum scenario for installation of the ith capacitor
is a bus with a minimum value of power losses in the ith column. Robustness and
effectiveness of BFS approach in finding global optimal places for installation of
capacitors are proved using MATLAB codes and simulations on the 33-bus standard
test system.
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Abstract Utilizing capacitor banks in order for local compensation of loads reac-
tive power is common in distribution networks. Using capacitors has positive effects
on networks such as power and energy loss reduction, voltage deviation and net-
work harmonic reduction as well as improvement in network power factor. Capacitor
placement is applied on the network in a form of single or multi-objective problems.
Decreasing the total network loss is often the main reason for using capacitors in
distribution networks. Capacitor placement approach involves the identification of
location for capacitor placement and the size of the capacitor to be installed at the
identified location. An optimization algorithm decides the location of the nodes
where the capacitors should be placed. As we know, the capacitors are categorized
in two main types of fixed and switchable capacitors. Selecting an appropriate type
of capacitor is related to the topology of network, load value and economic situa-
tion. They are also different from coding point of view. In this section, the model of
coding is presented at first, and then, the approach of applying is described based on
optimization algorithm. The capacitors are often used for peak loads but they may be
present in the network in off-peak due to the switching issues. The network voltage
may be increased in off-peak with the presence of capacitors. Therefore, it is very
important to consider both peak and off-peak in the capacitor sizing and placement
problem. The proposed model is applied on IEEE 10 and 33-bus standard test cases
in order to demonstrate the efficiency of the proposed model.

Keywords Capacitor placement - Teaching learning based optimization
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1 Introduction

Today, with the advent of science and technology, the use of electrical energy has
grown dramatically. On the other hand, further flourishing needs a more powerful
electricity grid. Power grid consists of three parts: production, transmission and dis-
tribution. Of course, distribution networks are important in the final section of the net-
work. Due to lower voltage levels and higher currents, losses in distribution systems
are higher than in transmission systems. The issue of reducing losses and improving
the efficiency of electric energy supply to the power system is mainly addressed to
the distribution network. Reducing the electric power losses is a way to increase the
capacity of the production, transmission and distribution network without investing
in production. Examples of such loss reduction solutions are reactive power control,
cross-sectional variation of conductors, voltage level change, transformer load man-
agement, load management, over-distribution network topology change, and so on.
The reactive power flow in the network increases the losses and reduces the useful
capacity of the lines and transformers. The use of a capacitor as a reactive power gen-
erator is very common in order to regulate and control the voltage, preventing voltage
fluctuations in the network and correcting the power factor due to the simplicity and
low cost of the system. Installed capacitors reduce the network current and losses
by reducing the reactive power flow of line from the main substation to the location
of capacitor. The absorption and injection of reactive power should be carried out
in such a way as to minimize the losses, and thus the capacitor optimal placement
problem is discussed. The objective function of the capacitor optimal placement in
distribution networks is the cost of installed capacitors, installation costs, etc., and
the cost of power and energy losses. By minimizing the cost function along with the
constraint, i.e., the permitted bus voltages and line currents, the optimal capacitor
size and the location can be determined. Optimal capacitor placement problem can
be formulated as a non-linear optimization problem with a series of equality and
inequality constraints. Therefore, most of conventional optimization techniques are
not able to solve this complex problem, thus evolutionary optimization methods need
to be used to solve the problem.

Studies show that 13% of the total energy produced by power plants is dissipated
as distribution losses [1], which caused by reactive power flow. However, losses
due to reactive current can be reduced by shunt capacitor placement. In addition to
reducing power and energy losses in load peak, optimal capacitor placement can
free up distribution equipment capacity and improve the voltage profile. Hence, over
the past decades, the optimal capacitor placement has been widely studied. Optimal
capacitor placement involves determining the location, size and number of capacitors
installed in the distribution system, so that the most benefit is obtained at different
load levels.



Optimal Capacitor Placement and Sizing in Distribution Networks 77

2 Reactive Power Compensation

Reactive power compensation is known as a very important issue in a power sys-
tem. Consuming load (residential, commercial, industrial, etc.) imposes active and
reactive demands on the network. Active powers are converted into other forms of
energies such as light, heat and rotational movement. Reactive power should be com-
pensated for warranting the provision of active energies. Capacitor banks are used
in a wide area in order to loss reduction, freeing up system capacity and improving
the voltage profile. In the last 30 years, power capacitors have recovered greatly by
improvement of dielectric materials and their manufacturing techniques. Capacitance
sizes have increased from about 15 kVar to about 200 kVAR (Capacitor banks are in
the range of about 300-1800 kVAR) [2]. Nowadays, power capacitors available to
distribution companies are more efficient and less costly than 30 years ago. Under
some conditions, even replacement of older capacitors is justified due to the lower
losses of new ones. As a result, distribution companies can make their choices based
on the economic evaluation of existing capacitor technology [2]. Shunt capacitors,
i.e., capacitors connected in parallel to the grid, are used extensively in distribution
systems. Shunt capacitors provide reactive power or reactive current to compensate
for the out of phase component of the inductive load current. In addition, shunt capac-
itors correct lag characteristics of inductive loads by drowning the lead current that
provides part or all of their lag component current. Therefore, a parallel capacitor
has the same effect as a synchronous condenser, that is, an overexcited generator or
synchronous motor. By using a shunt capacitor in the distribution feeder, the load
current can be reduced and the line power factor can be improved. As a result, the
voltage drop between the substation and the load decreases. The amount and quality
of advantages are related to the number, type of shunt capacitors and their regulations.
Therefore, an optimal way for capacitor placement is the main aspect in installing
capacitors [3].

2.1 Benefit of Reactive Power Compensation

The installed shunt capacitors in the end of power system feeder for supplying reactive
power have some advantages. In this section some of these advantages are investi-
gated. Different methods are used by different companies to calculate the economic
benefits of installing reactive power devices. In summary, the economic benefits of
installing reactive compensators can be summarized as follows:

Freeing up production capacity

Reducing voltage drop, and consequently, obtaining an improved voltage profile
Releasing feeder capacity and related equipment

Delaying or removing investments for system reform and development
Reducing power and energy losses.
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2.1.1 Improving Voltage Profile

The feeders with large loads have a weak voltage profile and they face with voltage
variations by loads changing. In a power system, voltage regulation in a small interval
(5% of nominal voltage) and having a balance situation are proposed. By the way, the
amounts of loads fluctuation and as a result, the voltage deviation will be more than
allowable amount. The shunt capacitors are one of the main solutions to improve the
voltage deviations. On the other hand, by keeping the voltage near to the nominal
value, it is not required to use expensive regulators [3]. In addition, the revenue
of distribution companies rises due to voltage increment by capacitors, which in
turn increases energy consumption. This is especially true for domestic consumers.
Increasing energy consumption depends on the nature of the equipment used; for
example, the energy consumption of bulbs increases with the square of the voltage
magnitude.

2.1.2 Loss Reduction by Capacitors

Delivering the reactive power at the load point leads to reduction in line current
and losses. Within a determined study period, the amount of energy losses is also
calculated. Now, taking into account the cost per kilowatt hour of energy production,
the energy loss reduction benefit due to the capacitor placement can be calculated.
Reducing losses at the peak load of the network has good benefits. By reducing the
losses at the peak load, the power stations depart from their nominal values, thus
reducing the need for production. Meanwhile, with the increase of new customers,
the construction of new power plants is postponed. Modifying power factor can
significantly reduce the network loss. This can lead to 15% rate of return in the
network [4]. Modifying the power factor should be done near the customers in order
to maximize the profit. Note that, installing capacitors in LV networks are more
expensive in comparison with the MV and HV networks. In the many industrial
places, the losses are about 2.5-7.5%, which is related to the states of operation,
length of lines and feeder. Capacitors can only decrease a part of losses related to
the reactive current [4].

2.1.3 Freeing up Power System Capacity

One of the other important advantages of capacitor placement in distribution network
is to free up the capacity of feeders and related equipment, delaying or eliminating
investment costs for improving or developing the system, and to free up the dis-
tribution transformers capacity. In addition, capacitor placement also frees up the
capacity of production and transmission system. This leads to a better performance
of operation and makes it possible for a larger number of customers to connect to
the network and it does not require a new feeder to connect new customers.
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In short, capacitors are very effective tools for reducing the costs of the electric
power industry due to continuous increase in fuel and power costs. Power compa-
nies make profit whenever they are able to postpone or eliminate new power plant
investments and reduce energy requirements. Therefore, capacitors help minimize
operating costs and make it feasible for new consumers to invest as little as possible
in the system. Today, American distribution companies have installed almost 1 kVAR
capacitor per 2 kilowatt of installed power generation capacity to use from economic
benefits of capacitor placement [5].

In addition, by using capacitors, a reactive current is supplied for transformers,
motors and other devices. This action increases the power factor. It means, by a
lower current (or apparent power) more active power usage is occurred. Therefore,
capacitor banks can be utilized in order to decrease the load or give more flexibility
to the network for increasing load.

2.1.4 Postponing Investment

By using the capacitors and freeing up the capacity, the cost of network expansion
will be postponed. This snooze is started from distribution feeder to the substation
and transmission networks [3]. It means more economic opportunities for network
expansion planning.

2.2 Disadvantages of Reactive Power Compensation

Capacitor banks certainly have many benefits for the network. However, there are
various states in which the capacitors make the system situation worse. In this section
some bugs are investigated.

2.2.1 Resonance

Resonance is a situation in which capacitor and inductance reactance eliminates the
effects of each other. As a result, the resistive impedance will be available in the
network. The resulted frequency of this situation is called resonance frequency. The
resonance increases extremely the current and voltage magnitude. This damages not
only the capacitor but also the entire network.

2.2.2 Harmonic Resonance
If the resonance is occurred with the harmonic source (for example non-linear

loads) simultaneously, the voltage and current will be increased extremely. Moreover,
harmonic resonance will affect the performance of the capacitor.
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2.2.3 Transient Switching of Capacitors

The transient mode of capacitor is occurred when a capacitor in high voltage is
committed in the system.

2.2.4 Over-Voltage

The voltage of the system is varied in a predefined interval in the power system.
Using capacitors can make over voltage in off-peak hours. It may exert unfavorable
effects on the system [3].

3 Literature Review

Problem solving methods can be divided into four categories: analytical, numerical
programming, evolutionary, and artificial intelligence. The next section summarizes
the methods of each category and their advantages and disadvantages.

3.1 Analytical Approaches

In all of the early works on optimal capacitor placement, analytical methods have
been used. These algorithms are used when powerful computing resources (high-
capacity computers) are not available or expensive. Analytical methods include the
use of algebra and calculus to determine the highest value of the saving function.
This saving function is often provided as follows:

S=KgAE + KpAP — KcC (1)

where Kz AE and K p A P are respectively the cost and energy reduction caused by
capacitor placement, and K¢ C is the cost of capacitor placement.

Capacitor placement pioneers have used all analytical methods to solve this prob-
lem [6-9]. Although these methods can solve the problem in a simple form, they are
based on unrealistic assumptions for feeders such as constant conductor size and uni-
form loading. From these studies, the famous two-thirds method is extracted. In the
two-thirds method, for minimizing losses, a capacitor with a capacity of two-thirds
of the reactive load of the feeder is placed at about two-thirds of the feeder length.

These early analytical methods were easy to understand and implement. Despite
the disadvantages, some industries still use these methods for capacitor placement
and some companies argue the rule as a guide. To improve the results, the feeder
model is improved. References [8, 10, 11] have formulated the non-uniformity of the
load and the different sizes of the conductor. Moreover, Refs. [12—14] have included
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the switching capacitors in the program, and further improved the situation by con-
sidering the location of the capacitor regulators. Another problem with analytical
methods is to model the location and size of capacitors as continuous variables. Con-
sequently, the calculated size capacitor may not correspond to the standard sizes,
and also the location obtained does not match the allowed nodes for capacitor place-
ment. Therefore, the results should be rounded to the nearest high or low standard;
this results in over-voltage status or savings below the calculated value. Of course,
most of the recent analytical methods are more accurate but require a lot of system
information and longer time to run.

3.2 Numerical Computation Algorithms

Since access to computers became easier and computer memory was reduced, numer-
ical programming algorithms were used to solve optimization problems. Numerical
programming methods are repetitive techniques maximizing or minimizing the objec-
tive function of decision variables. The values of decision variables should also be
constrained by a number of limits. The objective function is the cost saving for opti-
mal location, size and number of capacitors. Voltage and currents can be decision
variables that should satisfy all constraints. Numerical programming methods allow
a more complex cost function to be optimized for the capacitor placement problem.
The objective function can include all voltage constants, line loading, discrete capac-
itor sizes and physical locations of the nodes. Numerical programming can be used
to formulate capacitor placement problem as follows:

MaxS = KL AL — KcC 2)
Subjected to:
AV E AVMax (3)

In this regard, K; AL is cost savings that may include power and energy losses
reduction at peak load as well as freeing up the system capacity. The parameter Ko C
is the cost of capacitor placement and V is the voltage variation that should not exceed
A VM ax-

Reference [15] was the first to use dynamic programming to solve a capacitor
placement problem, which considered only energy losses reduction with a discrete
set of capacitor sizes. By examining all numerical programming methods, it can be
seen that the level of growth and complexity of the models has progressed over time.
This trend was due to increased computing capacity. Today, heavy calculations are
relatively inexpensive, and many numerical optimization packages are available for
each of the above algorithms. Some numerical programming methods consider the
location of nodes and capacitor sizes as discrete variables; this has a good advantage
over analytical methods. However, the preparation of data and the growth of the
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process for numerical techniques may require more time than analytical methods.
To illustrate whether the answer obtained by numerical optimization planning meth-
ods are local or original, the convexity of capacitor placement problem should be
determined. Considering the economic value of freed capacity and the effect of load
growth in these methods may be very difficult.

3.3 Artificial Intelligent Algorithms

The recent popularity of artificial intelligence has led researchers to explore their uses
in power engineering applications. In [16], a method based on GA is used for optimal
capacitor placement. The size and location of the capacitors are encoded in the binary
strings and the intersect operator is used to generate new populations. The problem
formulation includes only the cost of capacitors and the reduction of peak power
losses. References [17] and [ 18] are other studies that have used genetic algorithm to
solve capacitor placement problem. In [19], the simulated annealing method is used
to solve this problem. In recent years, the use of evolutionary algorithms has been
increasing; some of these algorithms are: multi-objective algorithm of the immune
system [20], differential evolution algorithm [21], firefly algorithm [22], inclusion
and interchange of variables algorithm [23], particle swarm optimization [24], shark
smell optimization algorithm [25], enhanced bacterial foraging optimization [26].
Moreover, [27] and [28], respectively, use neural networks and fuzzy logic to solve
this problem.

4 Problem Formulation

The optimal capacitance problem has many variables and parameters, such as capac-
itor size and optimal capacitor location. In addition, constraints such as bus voltages
are also involved. In this paper, objectives and constraints are considered as follows:

4.1 Objective Function

Different objectives in the case of capacitor placement can be considered. The
following objective is considered here.

The objective function f shows the total cost of the loss and the cost of the capacitor
[29]:

Nec NI
f=KpPlS + 3 KeQe+ 3 KeTiPyy @

j=1 =1
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where P7** represents the losses in the peak, Q¢ the cost of the capacitor j, Nc the
number of capacitor points, Kp the power loss into cost conversion factor, K¢ the
cost of the capacitor per kilovar and K g the cost per kilowatt of energy losses.

It should be noted that losses in the distribution network include both power and
energy loss. Power loss is related to peak loading and energy loss is related to loading
during the year and can be calculated from power loss according to the loss factor.

4.2 Constraints

In addition to minimizing voltage deviation as an objective, the voltage deviation of
individual buses should not exceed the limits and must be between the maximum
and minimum values [29].

VMin = Vt = VMax (5)

Furthermore, due to economic and technical considerations, the capacitor place-
ment in distribution networks is usually done in such a way that the total capacitance
in the network does not exceed a certain limit of

Nc
> 0% < Outax 6)

Jj=1

S Modeling and Optimization Algorithm

5.1 Teaching and Learning Based Optimization Algorithm

Teaching and learning based optimization (TLBO) is an algorithm inspired by the
teacher’s influence on the students. This algorithm is based on the transfer of knowl-
edge from the teacher to the students. This algorithm has two phases of knowledge
transfer; the first phase is teacher phase in which the knowledge is transferred from
teacher to class and the second phase is the student phase. In the student phase, infor-
mation is exchanged between students themselves. In this phase, knowledge transfer
is from the side of students with the higher knowledge to their cohorts [30].
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e Teacher phase

The first part of the TLBO algorithm is teacher training. The main goal of the
teacher is to transfer knowledge and increase the positive output of knowledge in the
class. Efficiency in this area dates back to the teacher. Mathematically, this phase is
expressed as [30]:

Xi,new = Xi + 1 ~(XTeacher + TFXMean) (7)

In this regard, X is a solution (a student) of the set of problem solutions, X eycher
the best answer to the problem that plays the role of the teacher, Xyean the mean
value of the answers to the problem and Tg the teacher factor, which is obtained
from relation 8:

Tk = round(1 + 1) (8)

In this case, r; is a random number between zero and one. Using round, the factor
value is rounded.

In the process of answer generation, if the generated answer is better than the
previous one, it replaces the previous answer.

e Student phase

In this phase, students increase their knowledge through the exchange of informa-
tion, in which there is no stable process, and as a result, each student can exchange
knowledge with another student. These cases are mathematically motivated. Two
random answers i and j are selected. Note that the two answers are not the same.
Then, the student phase is completed using the following formula:

If the ith answer is better than the jth answer

Xinew = Xi + 13.(Xi — Xj) 9
If the ith answer is worse than the jth answer
Xi,new =X+ I'3~(Xj - Xl) (10)

where r3 is a vector of random numbers between zero and one. In this case, r3 is a
vector of random numbers between zero and one.

After the answers are made, the new answer would replace the previous answer
if the newly generated random answer is better than the previous one. In summary,
the TLBO algorithm can be seen in the flowchart of Fig. 1.
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Fig. 1 Flowchart of TLBO algorithm
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Fig. 2 Proposed model for Bus! Bus2 Bus3 ... Bus n
codding | X, | X, | p % | | % |
x E{O,I.E 3l |

5.2 Matching TLBO with Capacitor Placement Problem

In this case, each answer represents the optimal location and size of the capacitor.
Figure 2 shows a coding of an answer to the algorithm. This code is such that each
of the elements of this code is assigned to a bus. A number between zero and the
maximum number of types of capacitors can be placed in these elements. The value
zero means that the bus is not allocated to the capacitor and the value 1 means type
1 capacitor and the rest numbers obey the same order.

5.3 Load Model

Choosing a suitable location for capacitors is highly dependent on the system load.
Therefore, the loading information of all load points is required to be known. On the
other hand, in order to reduce the calculation, the total load of the system is estimated
as a step. Figure 3 shows the load model used in this problem [31]. These load levels
are usually expressed as a percentage of peak load. Additionally, the number of
surfaces considered for the load is not limited and the capacitor placement problem
can be solved easily without any need for modification of the model for several load
levels as well as different loading levels for different load points.

Fig. 3 Proposed load model Load

A

Peak

Medium load

Off peak

T T, T, Hours
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6 Numerical Results

6.1 Test Cases

In order to perform simulations, two IEEE 10 [32] and 33-bus test cases have been
used [33]. In the 10-bus system, the primary power and energy losses are 7070.16 kW
and 6,371,219 kWh, respectively. The initial active and reactive power of the system
are also 12,368 and 4186 kW, respectively. In the 33-bus system, the power and
energy losses are 40.15 kW and 387,058 kWh, respectively. In both systems the
objective is to reduce the losses and capacitor placement cost. The schematic of
these two systems is shown in Figs. 4 and 5, respectively. The load and network lines
specifications are given in Tables 1 and 2, respectively. We will continue to introduce
each of these test cases individually.

Source ‘ ‘ ‘ ‘ ‘
1 J'—:ﬁ 3 4 5 6 7 8 ‘Ll )ﬂ

Fig. 4 Schematic of 10-bus test case

1 3
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B r | M |
T |27 (28 [29 3 24 33
7 i Uy 3ty v v

O L

= L & | 5 e ]
L | 1
a 5| 6 7 ls 9l 10 1 1l 11 14 15, l 7 18
l L8l 7] 18 v ou, o w D5y 164 174

-

Fig. 5 Schematic of 33-bus test case
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Table 1 Characteristics of 10-bus test case

From bus i To bus j R (Ohm) X (Ohm) P (kW) Q (kVar)
1 2 0.1233 0.4127 1840 460
2 3 0.014 0.6051 980 340
3 4 0.7463 1.2050 1790 446
4 5 0.6984 0.6084 1598 1840
5 6 1.9831 1.7276 1610 600
6 7 0.9053 0.7886 780 110
7 8 2.0552 1.1640 1150 60
8 9 4.7953 2.716 980 130
9 10 5.3434 3.0264 1640 200

6.2 10-Bus Test Case

In this system, in all three modes, low, medium and peak load, voltages at the ending
buses are lower than the limit. The acceptable range of voltage is between 0.9 and
4.1, but the voltage drop in initial conditions is about 0.84, which is less than the
limit. After optimization, according to Fig. 6, the worst voltage that is again at the
end of the network is about 0.91, which is above the lower limit. Moreover, the power
loss is up to 704.64, which is dropped to acceptable levels of casualties. The energy
loss reaches 6,100,342.29 (see Table 3). The optimum locations are buses 3, 5, 7,
and 9. Figure 7 shows rapid convergence of the algorithm with a acceptable rate of
200 iterations (Table 4).

6.3 33-Bus Test Case

In this system, the power and energy losses are 57.48 kW and 387,058.9721 kWh,
respectively. The permitted voltage range is also 0.95 to 1.05. After performing
the simulations, Table 5 shows the power loss rate decreased to 43.41. Meanwhile,
the energy losses have dropped to 348,408.4 kWh. Voltage profiles are shown in
Fig. 8 before and after simulation. In cases, low, medium and peak load, the voltage
profile is improved and voltage deviation is reduced. However, while capacitors
where allowed to be assigned to all buses, only a capacitor of 450 kV is assigned
to bus 29, and all positive effects are only due to this capacitor. This indicates the
importance of selecting the correct location for capacitor placement. Figure 9 also
depicts the convergence graph of the TLBO algorithm. The final cost of the case is
3421.6.
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Table 2 Characteristics of 33-bus test case
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From bus i To bus j R (Ohm) X (Ohm) P (kW) Q (kVar)
1 2 0.0922 0.0477 100 60
2 3 0.493 0.2511 90 40
3 4 0.366 0.1864 120 80
4 5 0.3811 0.1941 60 30
5 6 0.819 0.707 60 20
6 7 0.1872 0.6188 200 100
7 8 1.7114 1.2351 200 100
8 9 1.03 0.74 60 20
9 10 1.04 0.74 60 20
10 11 0.1966 0.065 45 30
11 12 0.3744 0.1238 60 35
12 13 1.468 1.155 60 35
13 14 0.5416 0.7129 120 80
14 15 0.591 0.526 60 10
15 16 0.7463 0.545 60 20
16 17 1.289 1.721 60 20
17 18 0.732 0.574 90 40
2 19 0.164 0.1565 90 40
19 20 1.5042 1.3554 90 40
20 21 0.4095 0.4784 90 40
21 22 0.7089 0.9373 90 40
3 23 0.4512 0.3083 90 50
23 24 0.898 0.7091 420 200
24 25 0.896 0.7011 420 200
6 26 0.203 0.1034 60 25
26 27 0.2842 0.1447 60 25
27 28 1.059 0.9337 60 20
28 29 0.8042 0.7006 120 70
29 30 0.5075 0.2585 200 600
30 31 0.9744 0.963 150 70
31 32 0.3105 0.3619 210 100
32 33 0.341 0.5302 60 40
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Fig. 6 Voltage profile of
10-bus test case
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Table 3 Results of 10-bus Output Initial Optimized
test case
Loss (kW) 783.7763 704.64
Energy Loss (kwh) 6,371,219.877 6,100,342.29
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Table 4 Place and size of optimal capacitors
Bus Bus2 | Bus3 | Bus4 | Bus5 | Bus6 | Bus7 | Bus8 | Bus9 | Bus 10
Value | 0 4800 0 1800 0 600 0 600 0
Table 5 Results of 10-bus Output Initial Optimized
test case
Loss (kw) 57.489 43.41
Energy Loss (kwh) 387,058.972 348,408.4
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7 Conclusion

In this chapter, the optimal location and sizing of capacitors in a distribution network
were investigated using the TLBO optimization algorithm. Each answer (student)
in the TLBO algorithm was considered to be the location and optimal size of the
capacitors. The goal was to reduce the power and energy losses and the cost of
locating the capacitors. In order to consider the energy losses, a three-level model
of loads, including off-peak, medium and peak load was used. Simulations were
implemented in two standard 10 and 33-bus systems. The results showed that there
is a voltage drop problem at the end of the system in the 10-bus system, and this
voltage drop can be improved by capacitor placement. In addition, network losses
can be reduced. In the 33-bus system, network loss reduction and voltage profile
improvement can be seen.

Acknowledgements This book chapter is gratefully dedicated to my beloved wife, Samira, who
taught me how to be a better man.
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MATLAB Code

In this part the MATLAB codes of optimal capacitor placement for the 10-bus test
case is presented. The code of 33-bus test case is similar. Therefore only one of test
cases is presented here. The code is separated to the some functions. Each function
should be copied in a separate MATLAB m-file and then the first code should be run.

%% Main mfile should be run

clc

clear all

definParameters () ;

global No Cap Type NBus No pop Iter Cap Price Ke
Loaddata Strdata T OffPeak T Medium T Peak NLoadLevel
Kp

tic

PLoss = zeros(No pop,1l);£f =

zeros (No pop, 1) ;LoadDataBase = Loaddata(:,3);
LoadOffPeak = 0.3*LoadDataBase;LoadMedium =
0.6*LoadDataBase; LoadPeak = LoadDataBase;

Loaddata(:,3) = LoadOffPeak; $%%% Evaluating Initial
conditions

[PLossOutOffPeak0, VbusOutOffPeak0, IsecOut0]=DLF (Strdata
,Loaddata); Loaddata(:,3) = LoadMedium;
[PLossOutMedium0, VbusOutMedium0O, IsecOut0]=DLF (Strdata, L
oaddata); Loaddata(:,3) = LoadPeak;
[PLossOutPeak0, VbusOutPeak0, IsecO0]=DLF (Strdata, Loaddata
)i

EnergyLossIni = T OffPeak*PLossOutOffPeak(0 +

T Medium*PLossOutMediumO +...

T Peak*PLossOutPeak0O; Loaddata(:,3) = LoadDataBase;

o C

p = ceil (rand (No pop,NBus-1)*No Cap Type);%%% Initial
popoulation

pop = Cap Mvar determine(p); %%% Allocation MVAr to the
generated population

for 1 = l:size(p,1)
pop(i,:) = Cap Mvar determine (p(i,:));
Load(:,1) = LoadOffPeak - (pop(i,:))';Load(:,2) =

LoadMedium - (pop(i,:))"';
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Load(:,3) = LoadPeak -

(pop(i,:))';Total Cap Price

=sum(Cap Price((p(i,:))));

for il=1:NLoadLevel
Loaddata(:,3) = Load(:,1il);
[PLoss (i,1il),Vbus,Isec(i,il, :)]=DLF(Strdata
,Loaddata) ; $%% Running load flow
PenaltyVoltageL(i,il)= PenV (Vbus); %%%
Calculating amount of penalties

end
PenaltyVoltage (i) = sum(PenaltyVoltagelL(i,:),2);
f(i) = Ke* (T OffPeak*PLoss (i, 1) + 4

T Medium*PLoss (i,2) + T Peak*PLoss(i,3)) +

Kp*PLoss (i,1) + Total Cap Price;%$%% Calculating
objective function

f(i) = £(i) + PenaltyVoltage (i),
end
PBest = p;PBestValue = f; [GTeacherValue, index] =
min (f); GTeacher = PBest (index, :); %%% The best
solution
Xmean = mean (p) ;
for k = 1l:Iter
k
[f,p,GTeacher, GTeacherValue, Xmean,
PenaltyVoltage, PenaltyVoltageBest] =
UpdateSolutions (GTeacher, p, Xmean, £,
PenaltyVoltage, LoadOffPeak, LoadMedium,
LoadPeak) ;
%%% Generating new solutions
fff (k) = GTeacherValue;
end
toc
ij = 1l:Iter;
hold on

plot (ij, fff,'r")

%% Function of defining input parameters

function definParameters ()

global No Cap Type Cap MVar NBus No pop Iter Cap Price
VLoadMax VLoadMin PF Loaddata Strdata pMax pMin Ke Kp T
K1 T OffPeak T Medium T Peak NLoadLevel

No Cap Type = 7; %$%% Number of capacitor types

Cap MVar = 4*[0 150 300 450 600 900 1200]1;%%% MVar of

capacitors
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Cap Price =4*[0 750 975 1140 1320 1650 2040];%%% Price
of capacitors

No pop =100; %%% Number of population

Iter = 200; %%% Iteration number

VLoadMax = 1.1; %%% Upper voltage bound

V@ioadMin = 0.9; %%% Lower voltage bound

PF = 5000; %%% Penalty factor

$%% Bus P 0

Loaddata= [2 1840 460
3 980 340
4 1790 446
5 1598 1840
6 1610 600
7 780 110
8 1150 60
9 980 130
10 1640 200
1:

%% From Bus To Bus Length R X Imax

Cap

Strdata = [1 2 1 0.1233 0.4126 O 0
2 3 1 0.014 0.6051 O 0
3 4 1 0.7463 1.205 0 0
4 5 1 0.6984 0.6084 O 0
5 6 1 1.9831 1.7276 O 0
6 7 1 0.9053 0.7886 O 0
7 8 1 2.0552 1.164 0 0
8 9 1 4.7953 2.716 0 0
9 10 1 5.3434 3.0264 O 0
1:

NBus = size (Loaddata,l) + 1; %%% Number of buses

[o3e)

pMax = No Cap Type; %%% Maxiumum bound of populations

pMin = 1; %%% Minimum bound of populations

Ke = 0.06; %%% Coefficent of energy loss

Kp = 300; %%% coefficent of power loss

T = 8760; %%% time period

Kl = 168; $%%

T OffPeak = 3000; %$%% Off peak hours

T Medium = 5300; %%% Medium load hours

T Peak = 460; $%% Peak hours

NLoadLevel = 3; $%% Number of load levels

$% Function of updating solutions
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function [f,p,GTeacher, GTeacherValue, Xmean,
PenaltyVoltage, PenaltyVoltageBest] =
UpdateSolutions (GTeacher, p, Xmean, f,
PenaltyVoltage, LoadOffPeak, LoadMedium, LoadPeak)
global Cap Price Ke Kp Strdata Loaddata T OffPeak
T Medium T Peak NLoadLevel No Cap Type

for i = l:size(p,l) %$%%%%%%%%%%%%%% Teacher phase
TEF = round(l+rand) ;pnew(i,:) = p(i,:) +
rand(l,size(p,2)) .* (GTeacher - TF*Xmean) ;
pnew (i, :) = round (pnew (i, :));

for k = l:size(p,2)
if pnew (i, k)>No Cap Type
pnew (i, k) = No Cap Type;
elseif pnew (i, k)<1
pnew (i, k)= 1;

end
end
pop(i,:) = Cap Mvar determine (pnew (i, :));
Load(:,1) = LoadOffPeak - (pop(i,:))"':;
Load(:,2) = LoadMedium - (pop(i,:))"';
Load(:,3) = LoadPeak - (pop(i,:))"':;

Total Cap Price
=sum (Cap Price((pnew (i, :))))
for il=1:NLoadLevel
Loaddata(:,3) = Load(:,1il);
[PLoss (i,il),Vbus,Isec(i,il,:)] =
DLF (Strdata, Loaddata) ;
PenaltyVoltageL (i, il)= PenV (Vbus) ;
end
PenaltyVoltageNew (i) =
sum (PenaltyVoltageL (i, :),2);
fnew (i) = Ke* (T OffPeak*PLoss (i,1l) +
T Medium*PLoss (i,2) + T Peak*PLoss (i, 3)) +
Kp*PLoss (i,1) + Total Cap Price;

fnew (i) = fnew (i) + PenaltyVoltageNew (i) ;
if fnew (i)<f (i)
p(i,:) = pnew(i,:);f(i)=fnew(i);

PenaltyVoltage (i) =
PenaltyVoltageNew (i) ;

end
j = round (1l + rand* (i-1)); %%$%%%%%%%%%
Student phase $%%%%%%%%%%%%%%%%%%%%

if =i
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if £(1)<£f(3)

pnew(i,:) = p(i,:) +
rand(l,size(p,2)) .*(p(i,:) -
p(jr:));

else
pnew(i,:) = p(i,:) +
rand(l,size(p,2)) . *(p(J,:) -
p(j—I:)>;

end

pnew (i, :) = round(pnew (i, :)):;

for k = 1l:size(p,2)
if pnew (i, k)>No Cap Type
pnew (i, k)= No Cap Type:;
elseif pnew (i, k)<1

pnew (i, k)= 1;

end
end
pop(i,:) =
Cap Mvar determine (pnew (i, :));
Load(:,1) = LoadOffPeak - (pop(i,:))"';
Load(:,2) = LoadMedium - (pop(i,:))"';
Load(:,3) = LoadPeak - (pop(i,:))"':

Total Cap Price

=sum (Cap Price((pnew (i, :))))

for il=1:NLoadLevel
Loaddata(:,3) = Load(:,il):;
[PLoss (i,il),Vbus,Isec(i,il,:)] =
DLF (Strdata, Loaddata) ;
PenaltyVoltageL (i, il)=
PenV (Vbus) ;

end

PenaltyVoltageNew (i) =

sum (PenaltyVoltageL (i, :),2);

fnew (i) = Ke* (T OffPeak*PLoss (i,1) +

T Medium*PLoss (i,2) +

T Peak*PLoss(i,3)) + Kp*PLoss(i,1l) +

Total Cap Price;

fnew (i) = fnew (i) +

PenaltyVoltageNew (1) ;

if fnew (i)<f (i)
p(i,:) = pnew(i,:);
f(i)=fnew (i) ;
PenaltyVoltage (i) =
PenaltyVoltageNew (i) ;



Optimal Capacitor Placement and Sizing in Distribution Networks

end
end
end
[GTeacherValue, index] = min(f);
GTeacher = p(index, :);

PenaltyVoltageBest = PenaltyVoltage (index (1)) ;
Xmean = mean (p) ;

%% Function of backward forward load flow

function [PLoss,Vbus,Isec]=DLF (Strdata, Loaddata)

% Strdata->> 1-from/2-to/3-Length (km) /4-R (ohm/km) /5-
X (ohm/km) /6-Imax (Amp) /7-Capacitor (kvar)

% Loaddata->> 1l-bus/2-P (kw) /3-Q (kw)

PLoss = [];

Nsec=length (Strdata(:,1)); SNumber of sections (or to
buses)

Vbase=23000; %V base of the system (v)
Isec=zeros (Nsec, 1) ;

Vbus=Vbase*ones (Nsec, 1) ;

Cbus=zeros (Nsec, 1) ;

Sbus=zeros (Nsec, 1) ;

Rsec=Strdata(:,4) .*Strdata(:,3);

Xsec=Strdata(:,5) .*Strdata(:,3);

Zsec= Rsec + i*Xsec;

S === === =====Algorithm

BI=zeros (Nsec,Nsec+1) ;
BI(1,1)=1;
BV=BI;

for k=1:Nsec

BI(:,Strdata(k,2))=BI(:,Strdata(k,1)):;
BI (k,Strdata(k,2))=1;
BV (:,Strdata(k,2))=BV(:,Strdata(k,1));
BV (k,Strdata (k,2))=%Zsec (k) ;

end

BI(:,1)=I[1;

BV(:,1)=I[1];

BV=BV.';

Cbus (Strdata(:,2))=Strdata(:,7)*1000;

Sbus (Loaddata(:,1))=(Loaddata(:,2)+i*Loaddata(:,3))*100

0; Cbus(1l,:)=I[1;

Sbus (1, :)=1[];

Iter=0;
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NERROR=1;
S bus=Sbus-i* (Cbus.* (Vbus/Vbase) ."2) ; %$for P
constant Ibus=conj (S bus./ (sqgrt(3) *Vbus)) ;
while ((Iter<100)&& (NERROR>1e-5))
Iter=Iter+l;
OldIbus=Ibus;
VD=sqgrt (3) * (BV*BI) *Ibus;
Isec=BI*Ibus;
Vbus=Vbase-VD;
S bus=Sbus-i* (Cbus.* (Vbus/Vbase) ."2) ; $for P
constant Ibus=conj (S bus./ (sqgrt(3)*Vbus)) ;
NERROR=max (max (abs (Ibus-0ldIbus))) ;

LossSec=3*abs (Isec) .”2.* (Rsec)/1000;
PLoss=sum (LossSec) ;

Vbus=abs (Vbus) /Vbase; % voltage of to buses
return

%% Function of allocating MVAr to the generated
population function pop = Cap Mvar determine (p)
global Cap MVar NBus
for i = 1l:size(p,1)

pop row = p(i,:);

pop row MVar = zeros(l,NBus-1);

for j=1:NBus-1

pop row MVar (j) = Cap MVar (pop row(j));

end

pop(i,:) = pop row MVar;
end

%% Function of applying upper and lower bounds of
population
function p = ApplyingConstraint (p)
global No Cap Type
for i=l:size(p, 1)
for j=l:size(p,2)
if p(i,3j)>No Cap Type

p(i,j) = No Cap Type;
elseif p(i,j)<1l
p(lrj) = 1;

end
end
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end

%% Function of penalizing infeasible solutions

function PenaltyVoltage = PenV (Vbus)

global VLoadMax VLoadMin PF

for i=l:size (Vbus, 1)

if (Vbus (i) >VLoadMax) || (Vbus (i)<VLoadMin)
Penalty (i) = PF;

else
Penalty (i) = 0;

end

end
PenaltyVoltage = sum(Penalty);

%% Function of initializing population

function p= Initialazation ()

global No pop VgMin VgMax No generator NTrans
NTransStep TransTap NQComp QCompMin QCompMax

V = VgMin + rand(No_pop,No generator) * (VgMax-VgMin) ;
TT = ceil (NTransStep*rand(No pop,NTrans)) ;
T = TransTap (TT) ;
tic
for ii = 1:No_pop
for jj=1:NQComp
QComp (1i,jj) = QCompMin(jj) + rand*
(QCompMax (77) - QCompMin (j7j)) s
end
end

QCompValue = ceil (1 + rand(No pop,NQComp) *
(length (QComp) - 1))
p = [V TT QComp];
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is proposed to tackle with optimal network reconfiguration problem in distribution
systems. Here, total loss minimization is considered as the objective which is solved
subject to system radial operation and power flow constraints. Here, the basics of
GSO algorithm is presented first and then, necessary modification for developing
BGSO is discussed. The main part of this chapter deals with a source code, which
expresses step by step implementation of BGSO method to optimal network recon-
figuration problem. Needless to emphasize that the BGSO and associated source code
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1 Literature Review

Distribution network reconfiguration (DNR) is the manner of system topology adjust-
ment through varying on/off state of switches and while preserving radial operat-
ing structure of the network. In distribution systems, DNR is a common practice
for reducing system losses, satisfying operating constrictions, balancing the load,
improving voltage quality and augmenting system security [1]. DNs are commonly
running in a radial arrangement. These systems also implemented by the large quan-
tity of sectionalizing switches and some of tie switches [2].

Various researchers discussed the DNR problems employing different methods
[2—4]. The DNR problem has been solved in [2], implementing the algorithm which
is based on the blending of a novel fuzzy adaptive PSO and Nelder—mead sim-
plex search algorithm named NFAPSO-NM. In [4], DNR problem has been solved
implementing genetic algorithm (GA) with the objective of power losses reduction.
In [1], the DNR problem has been defined for load balancing and loss reduction as
an integer programming problem. A heuristic method for reconfiguration has been
introduced in [5] that presents a subsequent switch opening based on the branch
power flow. Fuzzy multi-objective approach along with heuristic based method has
been presented in [6], in order to optimize network configuration. In [7], a novel
non-revisiting genetic algorithm has been introduced for solving the reconfiguration
problem. The binary group search optimization algorithm (BGSO) is presented in [8]
for solving the optimal DNR problem for loss minimization. In [9] , harmony search
algorithm has been presented in order to solve the reconfiguration of the unbalanced
distribution network problem.

In this chapter, at first, a small summary of the general GSO is displayed. The
searching space mode of the general GSO method is in continues. However, a bi-
nary searching device is needed to solve the DNR problem. The main part of this
chapter deals with a source code which expresses step by step implementation of
BGSO method to optimal network reconfiguration problem. To this end, the source
code for each step is also provided after each part of the implementation discussed.
Then, the BGSO algorithm is performed for the distribution system re-configuration
problem. Simulations are conducted on 69-node and 119-node distribution test sys-
tems to prove the performance of the BGSO algorithm and developed source code
in comparison with other procedures.

2 Group Search Optimization Algorithm (GSO)

In this part, at first, a summary on the basics of the GSO algorithm is presented.
Thereafter, the BGSO algorithm is discussed in details that is efficient for handling
problems containing binary variables.
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2.1 Basics of GSO

The principal design of the GSO is encouraged by animal group-living principles.
Group living is a general event in the animal behavioral environment which has
been severely analyzed. One result of living collectively is that group searching
lets each of the members to increase spot gaining speeds as well as to decrease
the difference of hunt success. The authors in [10] observed that the searching area
of white crappie might be cones or set of wedges, which were identified by most
hunt height, most hunt distance, and most hunt angle. The top of any cone is the
spot at which the fish stops and looks for hunt. Deployment of natural phenomena
and animal behavior is common practice to devise heuristic algorithms [11, 12].
This has regularly attended to the selection of two tactics for foraging in groups: 1)
producing, e.g., food seeking; and 2) scrounging, e.g., meeting sources unsealed by
other members [13]. Joining is a universal feature observed in most social animals
such as spiders, lions, fish, and birds. People in a community that are successful at
sources hunting give sources at their cost to less successful ones [14]. Producer—
scrounger (PS) [15] and information sharing (IS) [16] are two types that have been
introduced to investigate the optimal strategy for joining. Foragers in the PS type
are supposed to do joining or producing tactics individually. On the other hand, the
IS type supposes that foragers seek synchronously for their individual source while
seeking for chances to join. At least for the joining procedure of ground-feeding
birds, current researches recommend that the PS type is more credible than IS type
[14]. The GSO is a heuristic algorithm and based on population which named the
group [17]. In this theory, the members of the group are categorized as follows:

— Producer: The one which maintains the most suitable location in comparison to
other ones and implemented by vision ability.

— Scroungers: Members which follow the producer to join it.

— Rangers: Rangers perform random walking in the search space.

The producer examines the nearness of its existing location to find the best one.
This searching technique is named vision ability and relates to a process of testing
some specific point in the vicinity of the producer member. Scroungers define their
searching path with respect to the producer member. Eventually, scrounger members
try to be in the closest location relative to the producer member. Moreover, in order
to avoid getting stuck in local minima, rangers are committed as random walkers
to perform random search. The continuous, binary and integer searching spaces
have different features. Therefore, the mathematical formulation for modeling the
behavior of GSO group members should be different in each space. In the following
sections, appropriate mathematical formulation for modeling GSO group members
in continuous and binary searching space, are presented. The population of GSO
algorithm is called a group and each individual in the population is called a member.
In n-dimensional search space, the ith member in kth searching iteration has a current

position X € R" and a head angle ¢f = (gof,, e (pf(nfl)) € R""'. Where, R is the
set of real numbers and ¢; is polar angle of ith member relative to the kth dimension.
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The search direction of ith member, D¥ (¢¥) could be calculated from ¢¥ via a polar
to Cartesian coordinate transformation [18]:

n—1
df, = Hcos(w{‘q) (1)
g=1
n—1
d;‘j = sin(gpf(jfl)) l_[cos(q)fq) j=2,...,n—1 2)
q=j
d;, = sin(@i, 1)) 3)
Dh) = (... dh) @

Scroungers define their searching path with respect to the location of producer
member and try to reach the producer member as much as possible. To avoid getting
stuck in local minima in the optimization process, rangers are deployed to perform
random walk in the search space.

At the k-th iteration the producer X, behaves as follows:

1. The producer will scan at zero degree and then scan laterally by randomly sam-
pling three points in the scanning field as follow:

X, = X]; + rllmafo;(gok) ®)

X, = X]‘; —+ rllmaxDl;,(gok + rzemax/z) (6)
vk ko k

Xl - Xp + rllmaxDp(QD - r29max/2) (7)

where, r; € R! is a normally distributed random number with zero mean and one
standard deviation and , € R"~!is a uniformly distributed random number sequence
in the range of (0, 1).

2. Once the zero, right and left points are defined, these points should be evaluated.
The producer will then find the new point. If the new point has a better value in
comparison with its current position, producer flies to the new point. If not, it
will stay in its current position and turn its head using Eq. (8)

(pk+1 = §0k ~+ F2Gmax ®)

where, dma € R is the maximum turning angle.
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If the producer cannot find a better area after a iterations, it will turn its head back
to zero degree as follows:

(pk+a — §0k (9)

where, a is a constant.

During each searching bout, a number of group members are selected as
scroungers. The scroungers will keep searching for opportunities to join the resources
found by the producer. At the kth iteration, the area copying behavior of the ith
scrounger can be modeled as a random walk toward the producer.

X = XF +r30 (X5 — XP) (10)

where, r3 € R" is a uniform random sequence in the range (0, 1). Operator “o” is
the Hadamard product or the Schur product, which calculates the entry-wise product
of two vectors. During scrounging, the ith scrounger will keep searching for other
opportunities to join the producer. The rest of the group members will be dispersed
from their current positions. Random walks, which are thought to be the most efficient
searching method for randomly distributed resources are employed by the rangers.
At the kth iteration, a ranger generates a random head angle ¢; using (8), and then it
chooses a random distance from (11) and moves to the new point using (12).

li =arllmax (11)

X5 = X5 4+ 1Dl (" (12)

More details on GSO could be found in [19].

2.2 Binary Group Search Optimization (BGSO)

2.2.1 Producer

In binary searching space, all the members of GSO group are either O or 1. According
to (5-7), the zero, right and left points are defined using the term r/;,.x as a random
length. To simulate the producer searching ability, a random part of producer array
should be chosen. In BGSO, random length selection is performed using two random
pointers. The sub array between the two pointers is the search space that producing
process could be performed on the selected sub array. In Fig. 1, the random length
selection for the producer member is illustrated. According to Fig. 1 for (1 x n)
array, r4 is a random pointer in the range of (1, n) and rs is also a random pointer in
the range (74, n).
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Fig. 1 Searching process of producer in binary space
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After simulating the random length, zero, right and left points should be discrimi-
nated similar to (5-7). For the selected sub array, each two sequential columns could
be defined as one step of head angle revising procedure. Since there are 2 binary
variables in each step, four states are possible. One of them is the initial condition
and other three states should be checked by the producer member as zero, right and
left points. Each of these test points forms a new sub-array and the new sub-array
should be inserted to the conventional producer array. Therefore, (5-7) are simulated
by generating three new arrays. If the generated new sub-array has better fitness value
in comparison with that of the older producer, the new array is chosen as a producer
member. On the contrary, if better solution is not achieved, producer should change
its head angle and performs producing. The scanning process for a sample sub-array
along with producing action at second step of head angle are depicted in Fig. 2a and
b, respectively.
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The source code associated with producer at binary search space is developed as

follows:

%% Producer
producer=pupMAT (1, :);

k=1;

for k=l:teta-1

PMAT=producer (1, length (Sec)+1l:end) ;
testmat=PMAT (k:k+1) ;
counter=0;
stateMAT=[0 0;0 1;1 0;1 11;
for kk=1:4
if (stateMAT (kk,1l)==testmat(l,1l) &&

stateMAT (kk, 2)==testmat (1,2))

else
counter=counter+1;
newPMAT (counter, :)=stateMAT (kk, :) ;
end
end
PMATr=PMAT;
PMATr (k:k+1)=newPMAT (1, :);
PMATz=PMAT;
PMATz (k:k+1)=newPMAT (2, :) ;
PMAT1=PMAT;
PMATI1 (k:k+1)=newPMAT (3, :) ;
Xr=[producer (1l,1l:1length(Sec)),PMATr];
Xz=[producer (1l,1l:1length(Sec)),PMATz];
Psign=0;
Pcount=0;
while (Psign~=1 && Pcount<10)
producer2=producer (1l,1l:1length (Sec));
OsecP=ceil (brch.*rand+1) ;
if (producer2(l,0secP)==0)
OsecP=ceil (brch.*rand+1) ;
end
if (producer2 (1,0secP)==0)
OsecP=ceil (brch.*rand+1) ;
end
if (producer2 (1,0secP)==0)
OsecP=ceil (brch.*rand+1) ;
end
producer?2 (1,0secP)=
X1=[producer2, PMAT1
InMAT=X1;

0;
15

[newlinedata]=NewDataMake (InMAT, linedata) ;

[radial]=radialChek (newlinedata, nbus) ;
if (radial == 1)
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[Tloss V
IL]=powerflow(newlinedata,busdata, nbus, Vbase) ;
Psign=1;
if (Tloss < LossMAT(1,1))
Psign=1;
PUpMAT (1, :)=X1;
LossMAT (1,1)=Tloss;
producer=Xl1;
end
end
Pcount=Pcount+1;
end
InMAT=Xz;
[newlinedata]=NewDataMake (InMAT, linedata) ;
[radial]=radialChek (newlinedata, nbus) ;
if (radial == 1)
[Tloss V
IL]=powerflow (newlinedata,busdata, nbus, Vbase) ;
if (Tloss < LossMAT(1,1))
PUPMAT (1, :)=Xz;
LossMAT (1,1)=Tloss;
producer=Xz;
end
end
InMAT=Xr;
[newlinedata]=NewDataMake (InMAT, linedata) ;
[radial]=radialChek (newlinedata, nbus) ;
if (radial == 1)
[Tloss V
IL]=powerflow(newlinedata,busdata, nbus, Vbase) ;
if (Tloss < LossMAT(1,1))
PupMAT (1, :)=Xr;
LossMAT (1,1)=Tloss;
producer=Xr;
end
end
end
[LossMAT index]=sort (LossMAT) ;
PUpMAT=pupMAT (index, :) ;
Fin=[Fin LossMAT (1,1)1];

2.2.2 Scrounger

In order to simulate area copying behavior of scroungers, the position of ith scrounger
should be subtracted from producer member position. However, for the binary array,
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Fig. 3 The scrounging process in the binary space

this function is not possible. Hence, the XOR function is proposed, which can be
efficient in binary search space. In binary space, random length selection is performed
using two random pointers and the sub array between the two pointers is considered
as the search space. Scrounging at binary space can be formulated as follow:

AXF = XOR(X¥, X (13)

where, X ’; is producer member position at kth iteration and Xf‘ is ith scrounger

member at kth iteration. After computing the term AXl’.‘, a random length using
pointers rg and r; should be selected (see Fig. 3). In Fig. 3, for (1 x n) array, rg
is a random number in the range of (1, n) and r; is another random number in the
range of (r¢, n). Components of the sub-array which are equal to 1, represent the
difference. Therefore, the state of corresponding components in the X f‘ should be
changed. Doing so, a new scrounger member is generated and scrounging process is
realized.

The source code associated with scrounger at binary search space is developed as
follows:

[o)

%% Scroungers
ScrPercent=0.4;
ScrSize=round (ScrPercent*size (pupMAT, 1)) ;
Randpop=randperm (size (pupMAT, 1)),
pro=find (Randpop==1) ;
Randpop (pro)=[];
Xp=pupMAT (1, :) ;
for k=1:ScrSize

ScrMAT (k, :) =pupMAT (Randpop (k) , ) ;
end
Scounter=0;
for k=1:ScrSize
Xsc=ScrMAT (k, :);
DEl=xor (Xp, Xsc) ;
r3=ceil ((brch/2) .*rand+1) ;
r4=r3+ceil ((brch/2) .*rand+1) ;
m=Xsc;
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for kk=r3:r4

if (DE1 (kk)==1)

m (kk)=Xp (kk) ;

end
end
radial=0;
[newlinedata]=NewDataMake (m, linedata) ;
[radial]=radialChek (newlinedata, nbus) ;

mm=m;
kkk=0;
while (radial~=1 && kkk<length (m))
mm=m;
kkk=kkk+1;
if (mm(kkk)==0)
mm (kkk)=1;
[newlinedata]=NewDataMake (m, linedata) ;
[radial]=radialChek (newlinedata, nbus) ;
end
end

if (radial==1)
Scounter=Scounter+l;
ScrPop (Scounter, :)=mm (1, :);
end
end

2.2.3 Ranger

In (12), ranging process is performed using a random length and head angle. Similar
to the producer and scroungers, random length is accomplished by using two random
pointers for binary ranger members. First, a random length using pointers rg and rg
should be generated in which, rg is a random number in the range of (1, n) and ry is
a random number in the range of (79, n). Next, the random direction is generated as:

AX; =randint (1,1) (14)

where, AX; is the selected sub-array using rg and. r9 randint (1, x) is an operator
which provides a random binary array with length of x, and [ is the generated random
length. The source code associated with ranger at binary search space is developed
as follows:



Binary Group Search Optimization for Distribution ...

[o)

%% Ranger

RangPercent=0.6;
RangSize=round (RangPercent*popsize)-1;
RangCounter=0;

for

end

k=ScrSize+l:1length (Randpop)

RangCounter=RangCounter+l1;
RangMAT (RangCounter,

RangRand=randint (RangSize, length (tie));
Rcounter=0;

for

end

k=1:RangSize

RangMAT (k, length (Sec) +1:end) =RangRand (k, :) ;

Zcounter=0;
for kk=1l:length(tie)
if (RangMAT (k, kk)==1)
Zcounter=Zcounter+1;
end
end
Ycounter=0;
for kk=1l:1length (Sec)
if (RangMAT (k, kk)==0)
Ycounter=Ycounter+1;

end

end

if (Zcounter>Ycounter)
radial=0;
x0=0;

while (radial~=1 && x0<25)
RangMAT2=RangMAT;
for kk=1: (Zcounter-Ycounter)
uu (kk)=ceil (brch.*rand+1) ;
end
RangMAT2 (k,uu) =0;
InMAT=RangMAT2 (k, :) ;

1) =pupMAT (Randpop (k) , ) ;
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[newlinedata]=NewDataMake (InMAT, linedata) ;

[radial]=radialChek (newlinedata, nbus) ;

x0=x0+1;
end
if (radial==1)
Rcounter=Rcounter+l;
Rangpop (Rcounter, :) =RangMAT2 (k, :) ;
end
end
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3 Problem Formulation

The reconfiguration of distribution network is the process of changing the topology
of distribution systems by altering the open/closed status of tie and sectionalizing
switches. This maneuver is efficient to fulfill operational requirements such as min-
imization of system total loss. In this chapter, the objective is to minimize total
system active power loss while satisfying load flow and other operating constraints
of distribution network. The problem could be formulated as follows:

P2 2
Min:Z=ZriLQ’ (15)

where, Z is the objective function, r; is the resistance of ith branch and L is the total
number of branches. The P; and Q; are active and reactive power at the end bus of
ith branch, respectively.

Moreover, the power flow analysis should be derived. For each configuration, the
power flow analysis should be carried out to compute the nodal voltage, system total
loss and current of each branch. It is clear that, for the proposed configuration, the
computed voltages and currents should be in their premising range. Additionally,
the proposed configuration should be a radial network and all load points should be
supplied.

Radial Check: Distribution system should operate in radial configuration and all
loads should be supplied. These constraints are considered using Kirchhoff algebraic
method based on bus incidence matrix [20]. For the proposed configuration, the
incidence matrix, A, should be set up as follow:

a;j =0 ifbranchi is not conneced to node j (16)
ajj = —1 ifbranchi is directed toward node j 17
a;j = 1 ifbranchi isdirected away node j (18)

After setting the incidence matrix up, the reference node should be eliminated.
Afterwards, the reference node should be eliminated. The obtained sub-matrix is
called A. If |det(A)| = 1, the system is radial and all loads are being supplied. The
source code associated with radial check is developed as follows:
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$%radialChek
function [radial]=radialChek (newlinedata, nbus)
B(:,1)=newlinedata(:,2);
B(:,2)=newlinedata(:,3);
nedge = size(B,1);
A = zeros (nedge,nbus) ;
for i=1:nedge,
A(i,B(i,1)) = 1;
A(11B<112)) = _l;
end

sizeA=size (A);
sutun=sizeA(2);
for k=2:sutun
AA(:, (k=1))=A(:,k);
end
AAsize=size (ARD) ;
if (AAsize (l)~=AAsize (2))
radial=0;
return
end
if (AAsize (l)==AAsize (2))
if (abs (det (AA))==1)
radial=1;
return
elseif (det (AA)==0)
radial=0;
return
end
end

The source code associated with power flow is developed as follows:
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sspowerflow
function [Tloss V
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IL]=powerflow (newlinedata,busdata, nbus, Vbase) ;

linedata=newlinedata;
for k=1l:nbus
P (k) =busdata (k, 2) ;
Q (k) =busdata (k, 3) ;
end
V=zeros (1, nbus) ;
v(l,:)=1;
delta=100;
A=linedata(:,2:3);
A(:,3)=A(:,2);
:,4)=A(:,1);
y=linedata(:,4);
y=linedata(:,5);

while (length (m)<nbus)
z=m;
for u=z

for k=l:1length (A7)

if (A(k,1)==u && A(k,1)~=0)

n=n+1;

end

if (A(k,3)==u && A(k,1)~=0)

n=n+1;

end
end
end
end
for k=1l:length (B)
num(k, 1) =k;
end
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BB=[num B];
sizelLinedata=size (BB) ;
bran=sizelLinedata(1l,1);
pathMAT=zeros (bran, nbus) ;
for k=l:bran
pathMAT (:,BB(k,3))=pathMAT (:,BB (k,2));
pathMAT (k,BB(k,3))=1;
end
linedata=BB;
iter=0;
dd=0.1;
while (delta>=dd)
iter=iter+1;
for k=1:nbus
Ibus (k,1)=(P(k)-3J*Q(k)) ./ (conj (V(k)));
end
IL=pathMAT*Ibus;
V2 (1l)=1;
for k=l:length(linedata)

V2 (linedata (k,3))=V(linedata(k,2)) -
(((linedata(k,4)+j*linedata(k,5)) * (IL(k))));
end

IL=abs (IL);
for k=1l:length(linedata)
Loss (k)= ((linedata(k,4))) .*((IL(k))."2);
end
Tloss=sum (Loss) ;
delta=max (abs (V2-V)) ;
v=V2;
end

Ibase=(100000) ./ ((sgrt(3)) .*Vbase) ;
IL=IL.*Ibase;
Tloss=Tloss.*100000;
end

4 Developed Source Code

In this section, the BGSO algorithm is comprehensively described based on MAT-
LAB codes. The simulation comparisons are given by utilizing applying the BGSO
algorithm to the 69-node and 119-node networks. The BGSO based methodology
is produced by MATLAB 7.6 in 4 GHz, i7, pc. The outset amount of power flow
division is 0.008. In this chapter, the highest amount of iterations is fixed to 200
and the community capacity is 20. The population size has direct bearings on the
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solution as well as computational burden of optimization process. If the population
is assumed too large, slight better solution might be found while sacrificing compu-
tation efficiency of the optimization algorithm. On the contrary if the population is
considered too small, a solution far from the optimal solution might be attained. Thus,
a compromised decision should be made on the population size. In this chapter, the
population size is attained based on a trial-and-error process in the simulation studies.
The same discussion are valid regarding the value of maximum iterations number is
identified based on a trial-and-error process in the simulation studies. Moreover, the
upper and lower voltage ranges are assumed to be 1 p.u. and 0.9 p.u., respectively. In
the following a source code which expresses step by step implementation of BGSO
method to optimal network reconfiguration problem is provided.

clear
ele
linedata=xlsread('Blinedata.xlsx');
busdata=xlsread ('Bbusdata.xlsx");
linedata(:,4)=linedata(:,4)./(1.602756) ;
linedata(:,5)= llnedata(., )./ (1.602756) ;
busdata(:,2)=busdata(:,2)./(100000) ;
busdata(:, 3)=busdata(:,3)./(100000) ;
nbus=length(busdata),
Vbase=12.66; % In kv
Kleng=length (linedata) ;
secttionlizer=(1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,
1,1,1,1,1,1,1,1,1,1,1,1;];
tie=[0 0 0 0 0];
baseTop=[sectionlizer, tie];
InMAT=baseTop;
[newlinedata]=NewDataMake (InMAT, linedata) ;
[radial]=radialChek (newlinedata, nbus) ;
[Tloss V IL]=powerflow(newlinedata,busdata,nbus, Vbase);
baseTLoss=Tloss;
Fin=[baseTLoss];
Open=length (tie);
brch=nbus-2;
%% Making Population
pup=0;
Osave=0;
popsize=15;
lim=round (popsize/Open) ;
for k=1l:length(tie)

npup=0;
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while (npup<lim)
Sec=sectionlizer;
Ti=tie;
Ti(k)=1;
Osec=ceil (brch.*rand+1) ;
if (Osec==0save)

Osec=ceil (brch.*rand+1) ;

end
Osave=0sec;
Sec (Osec)=0;
InMAT=[Sec,Til];

[newlinedata]=NewDataMake (InMAT, linedata) ;

[radial]=radialChek (newlinedata, nbus) ;
if (radial==1)
pup=pup+1;
npup=npup+1;
PUpMAT (pup, :)=InMAT (1, :);
end
end
end
%% Power flow
for k=l:popsize
InMAT=pupMAT (k, :) ;

[newlinedata]=NewDataMake (InMAT, linedata) ;
[Tloss V

IL]=powerflow (newlinedata,busdata, nbus, Vbase) ;
LossMAT (k,1)=Tloss;

end

[LossMAT index]=sort (LossMAT) ;

PupMAT=pupMAT (index, :) ;

Fin=[Fin LossMAT(1,1)1];

iter=0;

teta=length (Ti) ;

maxiter=50;

tic

while (iter<maxiter)

iter=iter+1;
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The source code associated with power flow is developed as the code in Sect. 3 and
then, the source code associated with producer at binary search space is developed
as the code presented in Sect. 2.2.1. The source code associated with scrounger at
binary search space is developed as presented in Sect. 2.2.2. Finally, the source code

associated with ranger at binary search space is developed as Sect. 2.2.3



120 H. Teimourzadeh et al.

%% Combine

for k=1l:size(ScrPop, 1)
[newlinedata]=NewDataMake (ScrPop (k, :),linedata) ;
[Tloss V

L]=powerflow(newlinedata,busdata, nbus,Vbas) ;
SCLossMAT (k,1)=Tloss;

end

for k=1l:size (Rangpop,l)
[newlinedata]=NewDataMake (Rangpop (k, :),linedata) ;
[Tloss V

IL]=powerflow (newlinedata,busdata, nbus, Vbase) ;
RANGLossMAT (k,1)=Tloss;

end

PUpMAT22=[pupMAT; ScrPop;Rangpop] ;

LossMAT22=[LossMAT; SCLossMAT; RANGLossMAT] ;

[LossMAT22 index]=sort (LossMAT22) ;

PUPMAT22=pupMAT22 (index, :) ;

PUPMAT=pupMAT22 (1 :popsize, :);

LossMAT=LossMAT22 (1:popsize, :);

Fin=[Fin LossMAT(1,1)1];

plot (Fin, 'r', 'Linewidth',2.5)

title(['Total Loss = ',num2str (min(Fin))]);

grid on

xlabel ('Iteration')

ylabel ('Loss [Kw]"')

pause (0.0001)

end

$SNewDataMake

function [newlinedata]=NewDataMake (InMAT, linedata)

n=0;

for k=1l:length(linedata)
if (InMAT (k)==1)

n=n+1;
newlinedata (n, :)=linedata(k, :);

end

end

for k=l:1length(newlinedata)

nline (k,1)=k;

end

newlinedata(:,1l)=nline;

end

The source code associated with radial check is developed as the source code in
Sect. 3.
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Table 1 69jn0de system State Power loss (KW) | Viin Tie switches
reconfiguration results
Before 221.98 kW 0.9082 | 42-11, 13-21
reconfiguration 15-46. 50-59
27-65
Before 96.82 kW 0.9395 | 42-11, 13-21
reconfiguration 13-14. 55-56
61-62

Table 2 Comparative result for 69-node distribution system

Method Power loss (kW) Vin Vinax
HPSO [2] 99.67 0.9427 1
FEBE [5] 101.01 0.927 1
TS [6] 103.86 0.948 1
DP [5] 99.06 0.93 1
SPSO [7] 99.59 0.943 1
BGSO 97.998 0.9365 1

5 Test Results

5.1 69-Node System

This system involves 73 branches and 69 nodes. There are 68 sectionalizing switches
and 5 tie switches [18]. Table 1 displays the simulation outcomes. According to Table
2, the power loss is decreased by 58% of its primary value. Moreover, comparison
outcomes are listed in Table 2.

As can be seen from Table 2 the BGSO algorithm has a more reliable appearance
in comparison with other introduced algorithms. Furthermore, the voltage profile is
presented in Fig. 4 which is related to after and before reconfiguration. It is obvious
that after reconfiguration the voltage profile is developed. The computational for this
test system is 9.32 s.

5.2 119-Node System

Here, the 119-node test standard system is examined. This systemis an 11 kV distribu-
tion system which includes 118 and 15 sectionalizing and tie switches, respectively.
The complete data is accessible in [35]. The primary whole active power failure
of the system is 1294.3 kW. Table 3 displays the simulation and comparison out-
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Fig. 4 Comparison of voltage profile for 69-node system before and after reconfiguration using
BGSO method

comes which shows that after reconfiguration the active power failure is decreased
by 37.71% of its primary value.

It can be understood from Table 3 that the BGSO algorithm has a more reliable
appearance in comparison with other presented algorithms. Furthermore, in Fig. 5
the comparison of voltage profile, before and after reconfiguration, is displayed.

The minimum nodal voltage, before and after reconfiguration are 0.9825 and
0.9711, respectively. Additionally, the convergence characteristic of the BGSO

method is depicted in Fig. 6. The computational for the 119-node test system is
18.34 s.

6 Conclusion

In this chapter, a BGSO method is introduced for determining the distribution network
reconfiguration problem. The minimization of active power loss is the main purpose.
A source code which expresses step by step implementation of BGSO method to opti-
mal network reconfiguration problem is provided. The scientific outcomes confirm
that the BGSO method is proficient of obtaining an optimal or near-optimal answer of
two examined cases. Based on the whole simulation experience it could be assumed

that the BGSO method looks to be a strong and secure binary optimization procedure.
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Fig. 6 The convergence curve of the BGSO method

MATLAB Code

MATLAB Codes are given within the chapter.
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