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Preface

We are delighted to introduce the book on highly infectious diseases, providing the 
physician with a guide to both the approach to the patient and the treatment.

Highly infectious disease (HID) is transmissible from person to person, carries a 
high rate of mortality, and represents a serious hazard in the healthcare setting and 
the community, which requires specific control measures. In the twenty-first cen-
tury, due to our ability to move from one country to another, environmental factors, 
changes in lifestyle, and many other factors, we often have seen and experience the 
emergence of this disease, like SARS and more recently Ebola. With this book, we 
plan to present a description of the more common and highly infectious diseases to 
the healthcare practitioners, as well as to the institution, so they can prepare and 
plan for the potential outbreaks of emerging or resurgent HID. This book will help 
the critical care physician to define their role in defining the logistics, leading a 
team, and proving care for these patients. Also, it will help in identifying the barriers 
to conventional ICU practices when managing a patient with a particular pathogen 
and ways to circumvent these barriers. We hope the medical community will find it 
refreshing, exciting, and useful in daily practice.

Belize City, Belize� Jorge Hidalgo, MD, MACP, MCCM, FCCP
Houston, TX, USA� Laila Woc-Colburn, MD, DTM&H, FACP, FIDSA  
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Chapter 1
How Infectious Diseases Have Influenced 
Our Culture

Laila Woc-Colburn and Ajay Hotchandani

The history of mankind may be viewed and analyzed through the lens of infectious 
disease [1]. The history of the world has been influenced by the impact infectious 
diseases have had on the population. To grasp the correlation between infectious 
disease and culture, we must first look at what each is. Infectious diseases are disor-
ders caused by organisms  – such as bacteria, viruses, fungi, and parasites [2]. 
Culture is viewed as the customary beliefs, social forms, material traits, and charac-
teristic features of everyday existence shared by people of the same group, religion, 
or ethnicity. So how does an organism invisible to the naked eye change the course 
of humanity? Its impact is so profound that, long after the disease is not a threat, the 
changes and effects continue.

In 1991, the Institute of Medicine of the National Research Council appointed 
multidisciplinary experts to study the emergence of microbial threats. In their report, 
they concluded that six categories of factors could explain the emergence/reemer-
gence of infectious diseases [3]. These factors are as follows:

	(a)	 Human demographics and behavior
	(b)	 Breakdown of public health measures
	(c)	 Economic development and land use
	(d)	 International travel and commerce
	(e)	 Microbial adaptation and change
	(f)	 Technology and industry

L. Woc-Colburn 
Section Infectious Diseases, Department of Medicine, National School of Tropical Medicine, 
Baylor College of Medicine, Houston, TX, USA 

A. Hotchandani (*) 
General Medicine, Belize Healthcare Partners Limited, Belize City, Belize
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�Human Demographics and Behavior

The demographics of the human population and distribution history have, on numer-
ous occasions, demonstrated the detrimental impact infectious diseases have had on 
the demographics of a nation. The European bubonic plague (“Black Death”) 
occurred between 1348 and 1350. During a span of 2 years, it killed 20 million 
people, 2/3 of the European population at the time. The citizens made the correlation 
between close contact and crowded settings with being affected by the Black Death. 
It resulted in a decreased rate of urbanization, industrial development, and economic 
growth as people left cities and returned to a rural and agricultural lifestyle [4].

In 1875, measles was introduced to Fiji by travelers from the West. It resulted in 
a substantial number of deaths reducing the population by 25% within a few months. 
The deaths included those who governed the island leading to political unrest and 
resulted in colonization. Despite losing 25% of their population to measles, the 
Fijians fared better than the people of Hispaniola, who became virtually extinct 
after the arrival of Columbus and the pathogens brought over from Europe.

While those events saw the accidental introduction of pathogens into particular 
demographics, it did highlight the destructive power of infectious diseases on such 
populations. The strategic introduction of an infectious disease into a particular 
demographic for the purposes of causing harm is known as “germ warfare.” It has 
been used several times throughout history with the threat of being it used during 
modern times through “bioterrorism”. One such possible concern is that the virus 
which results in smallpox is being stored in a Russian laboratory. Since being eradi-
cated in 1980, there has been less of an effort to immunize against smallpox thereby 
making the impact of a bioterrorism attack catastrophic.

With the improvement of infrastructure and delivery of medical care, the threat 
of living in an urban setting has declined. Human migration has been shifting toward 
cities and urban centers. The urban population jumped from 29% in 1950 to 50.5% 
in 2005 [4]. Working backward from the United Nation’s prediction that the world 
will be 51.3% urban by 2010, Dr. Ron Wimberley, Dr. Libby Morris, and Dr. 
Gregory Fulkerson estimated 23 May 2007 to be the first time the urban population 
outnumbered the rural population in history [5].

Another event that affected the world’s population, in a positive manner, was the 
introduction of antibiotics. In 1943, allied WW2 soldiers begin receiving supplies of 
antibiotics, saving thousands of lives [6]. As noted in Table 1.1, the general trend was 
an approximately 23% increase in population during a 50-year period. In 1950, there 
was a spike in the percentage of population increase by 137%. While there are mul-
tiple factors that may have contributed to the population growth, the widespread avail-
ability of antibiotics help saved lives that may have been lost to a respiratory or urinary 
tract infection, thereby having arguably the greatest impact on population growth.

Culture  We are taught from childhood that it is important to socialize and be part 
of a group. If a child lacks social interaction, there is the possibility that they might 
be evaluated as to why they chose not to belong. Living in dense urban areas allows 
people to more easily interact and socialize with those they share the same beliefs 
and values allowing them to engage in activities representing these beliefs. Migration 

L. Woc-Colburn and A. Hotchandani
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patterns reflect ethnic populations, hence why you hear of an area within a city 
referred to as “Little ______” or “______town,” i.e., Little Italy or Chinatown. The 
sense and want of belonging helps drive urbanization, but also places a larger popu-
lation at risk.

While difficult to prove, different forms of greeting may have contributed to a 
possible reduction in the spread of an infectious disease. Among males, it is now 
common to greet someone with bumping fists rather than shaking hands, thereby 
reducing the possibility of spreading a possible infection via contact. There are 
cultural greetings that avoid contact which can possibly reduce the spread of infec-
tious diseeases i.e. Namaste (praying hand in India), Ojigi (bowing in Japan).

�Breakdown of Public Health Measures

Public health measures are non-medical interventions used to reduce the spread of 
disease. They include, but are not limited to, providing public education, conducting 
case and contact management, closing schools, limiting public gatherings, issuing 
travel restrictions, and screening travelers. The type of public health measures used and 
the timing depend on the epidemiology of the microbe [8]. When implemented appro-
priately, these measures will help decrease the number of individuals exposed to the 
infectious disease, reduce illness and death, and slow the spread of disease in order to 
provide more time to implement medical measures to combat the infectious microbes.

A breakdown in any or all of these measures may result in epidemics becoming 
pandemics with detrimental consequences. A review of these measures, what they 
entail, and possible consequences as a result of a breakdown of that measure are laid 
out in Table 1.2 [8].

Culture  The mindset of a country and its people are what can make or break the 
effectiveness of public health measures or occur as a result of a breakdown in public 

Table 1.1  World population [7] Year Million

1500 458
1600 580
1700 682
1750 791
1800 978
1850 1262
1900 1650
1950 2521
1999 5978
2008 6707
2011 7000
2015 7350
2018 7600

1  How Infectious Diseases Have Influenced Our Culture
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health measures. In August 2014, an Ebola quarantine center was raided and looted 
by men claiming that Ebola is a fictitious disease. During times of pandemics, the 
faster the public education is done and proper measures put in place, the less the 
citizens have to fear. We have become a society of instant gratification. We want to 
know and we want to know now. We turn to search engines such as Google and 
online social media such as Facebook to get any update from any source. Any delay 
in getting information out by the proper authorities leaves room for a mischief 
maker to publish “fake news”.

�Economic Development and Land Use

Health disasters such as the Ebola virus disease epidemic in West Africa, the Middle 
East respiratory syndrome (MERS) outbreak in the Republic of Korea, and the rise 
of antimicrobial-resistant pathogens have catalyzed investments in global health 
security. As the public health community works to strengthen national systems to 
avoid international spread of disease, governing bodies increasingly recognize that 
biological threats have not only global health impacts but also wide-ranging socio-
economic disruptions [9].

Land-use change is rapidly converting forests and savannas into “anthro-habitat”: 
land whose primary focus is the production of agriculture, shopping or sports facili-
ties, or housing estates, all of which provide some direct benefit to the human econ-
omy. But how do these changes modify habitats in ways that change the probability 
of infectious disease outbreaks? Habitat conversion significantly alters the interac-
tions between the environment and populations of humans and domestic livestock. 
The resulting changes in the infection dynamics of many vector- and waterborne 
disease systems could create new opportunities for pathogen infections, or could 
modify the dynamics toward pathogen reduction or eradication [10].

Culture  In 2009, Mexico City came to an almost standstill during the H1N1 out-
break. The president started to shut down government offices and urged the private 
sector to close down also, stating being at home was the safest thing to do. Some 
private entities defied this request noting that they had to stay open as they cannot 
afford to lose any business. Some even thought they would capitalize on it seeing 
that their competitors were closed. The news of the H1N1 caused the stock market 
to slide down and a drop in the value of the Mexican peso. The World Bank has 
stated that a severe flu pandemic which triggers a clampdown on trade could cost 
the global economy trillions of dollars.

�International Travel and Commerce

The terrifying scenario that something we cannot see with our naked eye can travel 
half way across the world and spark a global pandemic is a storyline all too familiar 
in Hollywood. Unfortunately, it is a scenario that has some roots in history. As men-

L. Woc-Colburn and A. Hotchandani
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Table 1.2  Public health measure

Public health 
measure

Activities to 
implement 
measure

Timeframe and 
duration Result of breakdown

Public 
education

Public education 
regarding infection 
prevention and 
control, social 
quarantine, and 
accessing medical 
care

This should occur as 
early as possible and 
remain throughout the 
event
Trigger: First lab 
confirmation in country 
or region

With the advent of social media, 
(mis)-information can spread 
within minutes. A lack of public 
education will result in 
inaccurate information being 
circulated leading to confusion, 
mistrust, and loss of valuable 
time. It is crucial that the proper 
authorities are first in getting 
information; otherwise they will 
have to dedicate as much 
resources to public education as 
they will to combat false 
information

Travel 
restrictions

Foreign travel 
advisories, 
voluntary foreign 
travel restrictions, 
closing borders, 
and reducing 
transit time in 
places where 
public 
transportation is 
used

This is usually 
implemented once 
mode of spreading is 
determined to be 
droplet or airborne and 
an epidemic in a 
country or region has 
been declared. It 
remains as long as 
public health is at risk
Trigger: Evidence of a 
pandemic strain

There is oftentimes a lag 
between medical diagnoses and 
when the data becomes available 
for analysis. Making a decision 
to restrict travel has economic 
consequences for any country, 
and therefore, they may be 
hesitant to make a decision too 
early thereby allowing the 
disease to enter their borders. 
Governments often weight 
multiple factors when deciding 
to restrict travel, and the delay in 
obtaining those factors can 
prove fatal

Case 
management

Voluntary 
isolation, self-care, 
medication, and 
public health 
follow-up

Often used in the early 
stages when there are 
fewer cases and the 
main goal being 
confirmation of the 
strain
Trigger: Cluster of 
cases

A critical part of case 
management is providing 
information and strategies to 
infected individuals on how to 
reduce transmission to others. 
Improper case management can 
result in greater number of 
infected family members, drain 
on limited resources, and harder 
time trying to contain the 
infectious disease

Contact 
management

Education, 
voluntary and 
modified 
quarantine, and 
public health 
follow-up

Often used in the early 
stages when there is a 
chance to contain the 
spread and confirm the 
diagnosis is the same
Trigger: Cluster of 
cases

If an individual who became 
infected and is not contacted 
may then become the carrier and 
spread the disease, one flight 
and the chances of proper 
contact management become 
virtually impossible

(continued)

1  How Infectious Diseases Have Influenced Our Culture



6

tioned earlier, those who traveled to the island of Hispaniola almost wiped out the 
population with infectious diseases.

Infectious diseases are spreading around the world faster than ever, says the 
World Health Organization, and new diseases are emerging at the unprecedented 
rate of 1 a year. Several factors have helped accelerate the spread of diseases around 
the world, namely, the increasing ease of international travel (each year airlines 
carry more than 2 billion passengers), population growth, resistance to drugs, under-
resourced healthcare systems, intensive farming practices, and degradation of the 
environment [11]. Three important consequences of global transport network 
expansion are infectious disease pandemics, vector invasion events, and vector-
borne pathogen importation.

Humans travel in numbers and at speeds like never before. Travelers visit remote 
areas as well as major population centers. With almost no limitations to traveling, it 
means that humans can reach almost anywhere within the incubation period for 
most microbes that cause disease in humans. Travel is also discontinuous, often 
including many stops and layovers along the way [12]. This situation creates the 
perfect scenario to infect numerous people without ever being able to track back 
“patient zero” when conducting Case and Contact Management.

Global travel has increased from 200 million international travelers in 1970 to 
1.4 billion in 2018 [13]. In addition to the marked increase in the overall number, 
there has also been a shift in areas visited by travelers, especially to areas in Asia. 

Table 1.2  (continued)

Public health 
measure

Activities to 
implement 
measure

Timeframe and 
duration Result of breakdown

School closing Infection 
prevention and 
control measures, 
social distancing 
and school and 
day care closures

This has to be 
implemented at the 
beginning of a 
suspected outbreak
Trigger: Cluster of 
cases within ministry 
of education region

Schools and day cares can be 
breeding grounds for infectious 
diseases. Failure to close schools 
will result in the introduction of 
the microbe into a very dense 
population in a very short period 
of time. They further propagate 
the infection when they come in 
contact with their family, which 
can include elderly people 
whom are housebound

Social 
distancing in 
the community

Workplace 
infection 
prevention and 
control for 
non-healthcare 
settings, restrict 
public gatherings, 
educate public on 
limiting private 
events

This is implemented 
during the early stages 
and maintained until 
the all clear is given
Trigger: Cluster of 
cases within/nearby a 
local public health unit

If not implemented or 
implemented too late, it will 
result in greater than warranted 
close contacts which increases 
the chances of being infected 
and/or spreading the infectious 
disease. Mainly for economic 
reasons, some companies may 
be hesitant to implement any 
protocol that will limit their 
productivity and reduce 
financial gains

L. Woc-Colburn and A. Hotchandani
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The 2006 figures from the World Tourism Organization showed the most rapid 
relative increase was to sub-Saharan Africa. Travel between regions was increasing 
faster than travel within regions, and air transport was growing at a faster pace than 
ground and water transport with air travel accounting for 46% of transport.

Political instability and disease outbreaks can also influence travel destinations, 
sometimes abruptly.

The biomass of humans constitutes only a fraction of the matter moved about 
the earth. Humans carry and send a huge volume of plants, animals, and other 
materials all over the face of the globe. Much of this movement results from the 
planned transport of goods from one place to another, but some is an unintended 
consequence of shipping and travel. All has an impact on the juxtaposition of vari-
ous species in different ecosystems. “Hitchhikers” include all manner of biologic 
life, both microscopic and macroscopic. Animals can carry potential human 
pathogens and vectors. The globalization of markets brings fresh fruits and vege-
tables to dinner tables thousands of miles from where they were grown, fertilized, 
and picked. Tunnels, bridges, and ferries form means to traverse natural barriers 
to species spread. The roads built to transport people often speed the movement of 
diseases from one area to another. Mass processing and wide distribution net-
works allow for the amplification and wide dissemination of potential human 
microbes [14].

Culture  With the advent of the Internet and online booking, it is becoming easier 
and cheaper to travel to foreign destinations than ever before. With a smartphone, 
one can literally book their transportation (flight, cruise, ground transportation) and 
accommodations (hotel or private housing such as AirBnb) and purchase goods and 
services at their destination without ever having to step into a travel agency or bank 
to get foreign currency. While at those locations, travelers often try local cuisines 
and drinks sometimes leading to the infamous “traveler’s diarrhea.”

�Microbial Adaptation and Change

The time may come when penicillin can be bought by anyone in the shops. Then there is the 
danger that the ignorant man may easily underdose himself and by exposing his microbes 
to non-lethal quantities of the drug make them resistant. – Sir Alexander Fleming

The rapid emergence of resistant bacteria is occurring worldwide, endangering 
the efficacy of antibiotics, which have transformed medicine and saved millions of 
lives. Many decades after the first patients were treated with antibiotics, bacterial 
infections have again become a threat. The antibiotic resistance crisis has been 
attributed to the overuse and misuse of these medications, as well as a lack of new 
drug development by the pharmaceutical industry due to reduced economic incen-
tives and challenging regulatory requirements [15].

The overuse of antibiotics clearly drives the evolution of resistance. 
Epidemiological studies have demonstrated a direct relationship between antibiotic 
consumption and the emergence and dissemination of resistant bacteria strains. In 

1  How Infectious Diseases Have Influenced Our Culture
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bacteria, genes can be inherited from relatives or can be acquired from nonrelatives 
on mobile genetic elements such as plasmids [15]. Resistance can also occur 
spontaneously through mutation. Antibiotics remove drug-sensitive competitors, 
leaving resistant bacteria behind to reproduce as a result of natural selection. 
Despite warnings regarding overuse, antibiotics are overprescribed worldwide. In 
many other countries, antibiotics are unregulated and available over the counter 
without a prescription. This lack of regulation results in antibiotics that are easily 
accessible, plentiful, and cheap, which promotes overuse [16]. An estimated 80% 
of antibiotics globally are purchased outside of hospitals [17]. Although many of 
these antibiotics are purchased without prescriptions, increased regulation to 
restrict sales may not be an appropriate solution for communities that lack access 
to antibiotics. Interventions that target incentives linked to consumers, prescribers, 
and retailers and that educate the public and healthcare providers will be required 
to change consumption patterns in communities.

Incorrectly prescribed antibiotics also contribute to the promotion of resistant 
bacteria. Studies have shown that treatment indication, choice of agent, or duration 
of antibiotic therapy is incorrect in 30–50% of cases [18].

In both the developed and developing world, antibiotics are widely used as 
growth supplements in livestock. An estimated 80% of antibiotics sold in the USA 
are used in animals, primarily to promote growth and to prevent infection [19]. The 
antibiotics used in livestock are ingested by humans when they consume food [20]. 
The transfer of resistant bacteria to humans by farm animals was first noted more 
than 35 years ago, when high rates of antibiotic resistance were found in the intes-
tinal flora of both farm animals and farmers. More recently, molecular detection 
methods have demonstrated that resistant bacteria in farm animals reach consumers 
through meat products [19].

Antibacterial products sold for hygienic or cleaning purposes may also contrib-
ute to this problem, since they may limit the development of immunities to environ-
mental antigens in both children and adults. Consequently, immune system 
versatility may be compromised, possibly increasing morbidity and mortality due to 
infections that would not normally be virulent [21].

The development of new antibiotics by the pharmaceutical industry, a strategy 
that had been effective at combating resistant bacteria in the past, had essentially 
stalled due to economics. Of the 18 largest pharmaceutical companies, 15 aban-
doned the antibiotic field. Antibiotic research conducted in academia has been 
scaled back as a result of funding cuts due to the economic crisis. Antibiotic devel-
opment is no longer considered to be an economically wise investment for the 
pharmaceutical industry. Because antibiotics are used for relatively short periods 
and are often curative, antibiotics are not as profitable as drugs that treat chronic 
conditions, such as diabetes, psychiatric disorders, asthma, or gastroesophageal 
reflux [19].

Estimates regarding the medical cost per patient with an antibiotic-resistant 
infection range from $18,588 to $29,069. The total economic burden placed on the 
US economy by antibiotic-resistant infections has been estimated to be as high as 
$20 billion in healthcare costs and $35 billion a year in lost productivity [20]. 
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Antibiotic-resistant infections also burden families and communities due to lost 
wages and healthcare costs [19].

Culture  In developing nations where some areas lack medical facilities, patients 
with respiratory, urinary, or gastrointestinal infection often time seek medical 
advice from anyone and anywhere, like pharmacies. Often times they would 
describe their symptoms to the person behind the counter who would dispense what 
they believe to be the appropriate treatment. Another common practice is sharing 
leftover antibiotics. Leftover antibiotics signal that the initial patient did not com-
plete the recommended course of treatment and the possibility of the antibiotics 
being expired or spoilt.

�Technology and Industry

Infodemiology (i.e., information epidemiology) refers to “the set of methods, which 
study the data specifically, health data on the internet for the purpose of public 
health studies and policies.” Infoveillance (i.e., information surveillance) can be 
defined as a syndromic surveillance that analyzes online data to detect disease out-
breaks at a shorter time than traditional surveillance. Social media has been used in 
various health applications. Many researchers have built prediction models of dis-
ease spread outbreak using health-related data extracted from the Internet. The uti-
lization of Google Search queries has introduced a Web-based tool for real-time 
surveillance of disease outbreaks [22].

Online social network (“OSN”) communication is a revolutionary trend that uti-
lizes Web 2.0, which introduces a new feature that enables users to become active. 
Users can freely express what they feel and share their health condition. By con-
trast, users only passively read the content in websites based on Web 1.0. The popu-
larity and the proliferation of OSNs have created an extensive social interaction 
among users and generated a large amount of social data. They offer a unique 
opportunity to study and understand social interaction and communication among 
far larger populations now more than before [23]. OSNs have received considerable 
attention as a possible tool for tracking a pandemic. The increasing attention on 
using OSN as a surveillance system to track a pandemic is due to the real-time user-
generated data provided by social media. OSNs are a perfect source for early-stage 
pandemic detection because of their real-time nature. This characteristic also 
enables for fast communication between health agencies and the public in the early 
stage of pandemic outbreak detection [22].

Traditional pandemic surveillance such as influenza pandemic is entirely man-
ual, and thus it causes 1 to 2 weeks of time lag between the time of medical diagno-
sis and the time when the data become available [24]. OSNs have the potential to 
eliminate the time lag in traditional surveillance by enabling the extraction of mil-
lions of real-time text data, which include geographical location and information 
regarding one’s personal well-being. However, the accuracy of OSN surveillance 
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systems depends on the quality of the algorithms used to distinguish between 
pandemic-related data and other social media communication data. OSN-based sur-
veillance systems are limited to public data only.

One particular research [25] was aimed in detecting the Ebola virus in the early 
stage by tracking tweets related to Ebola (#Ebola). Analysis of the tweets captured 
the early stage of Ebola outbreak. Ebola-related tweets in Nigeria were chosen 3 to 
7 days before the official declaration of the first probable Ebola case.

In 2008, an experiment in digital epidemiology occurred at Google, where engi-
neers launched the disease-forecasting tool Google Flu Trends. The company 
planned to analyze Google search data for keywords relating to symptoms of the flu. 
The hope was it would analyze the data to accurately determine the likelihood of a 
flu or dengue outbreak 2 weeks earlier than the CDC could. A visit to the site reveals 
that as of 2014 they are no longer publishing data; however, no reason was given 
as to why.

Culture  There is a saying found on t-shirts and coffee mugs stating “Don’t confuse 
your Google search with my medical degree”. Doctors are finding themselves 
increasingly having to correct an individual’s wrong self-diagnosis made using 
Google (or other search engines).

The Internet and software applications that are now available place humanity at 
the cusp of change against the fight of infectious diseases. Throughout history, 
infectious diseases have caused humanity to make certain changes to lifestyle and 
habitation. This was due to the time it took to confirm there was a pandemic, signal 
the alarm, get information out, and arrange testing and treatment. With data being 
transmitted at breakneck speeds, a population is no longer dependent on their gov-
ernment or an NGO to tell them something is going wrong around them. As noted 
above, using OSN, outbreak trends can be detected up to 2 weeks earlier than tra-
ditional methods thereby notifying a population earlier allowing them to take pre-
cautionary measures, which would result in fewer contacts and a decrease in the 
spread of an infectious disease. I would hypothesize that there will be an inverse 
correlation between the number of mobile phones connected to the Internet and 
the number of people affected by an infectious disease during an epidemic/
pandemic.

�Foodborne Illness

There are many indicators that point to the fact that the incidence of foodborne dis-
ease is increasing globally and is a substantial cause of morbidity and mortality 
worldwide. For industrialized countries in general, it has been estimated that up to 
one-third of the population suffer a foodborne illness each year [26]. Although the 
vast majority of cases are mild, a significant number of deaths do occur, and the high 
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levels of acute infections and chronic sequelae lead to billions of dollars in medical 
costs and lost productivity [27].

Although foodborne disease data collection systems often miss the mass of 
home-based outbreaks of sporadic infection, it is now widely accepted that many 
cases of foodborne illness occur as a result of improper food handling and prepara-
tion by consumers in their own kitchens, as shown in a review of studies from both 
Europe and North America [28]. In addition, a study of Escherichia coli O157 out-
breaks in the USA [29] found that 80% of suspect hamburgers were prepared and 
eaten at home. In Australia, approximately 90% of Salmonella species infections 
are generally thought to be associated with non-manufactured foods and the home 
[30]. Data available from Canada covering 1996 and 1997 has identified the home 
as the most common exposure setting for cases of Salmonella species, Campylobacter 
species, and pathogenic E. coli infection [31].

The four most common mistakes in handling and preparing food at home are the 
inappropriate storage of food (including inadequate refrigeration), the failure to 
attain a required cooking and/or reheating temperature, any actions that result in 
cross-contamination, and the presence of an infected food handler.

There are also a number of global factors that have an impact on food safety 
inside the twenty-first century home. In particular, the globalization of the food 
supply impacts homes all over the world. World meat consumption is expected to 
double between 1983 and 2020, to 300 million metric tons, and most of this 
increase will occur in developing countries [32]. The impact on food safety for 
homes in these countries may be significant, considering that meat processing 
may not be well regulated and home kitchens may not be equipped for storage and 
preparation of raw meats. Import statistics indicate that more than 50% of fresh 
vegetables in the developed world marketplace are imported from developing 
countries [33], prompting food safety experts to quip that consumers only have to 
travel as far as the local food market and home again to experience “traveler’s 
diarrhea.”

Culture  The origins of many food taboos appear to be linked to infectious diseases. 
These include prohibitions on drinking raw animal blood, on sharing cooking and 
eating utensils and plates between meat and other foods, and on eating pork in 
Judaism and Islam (most likely concerned about dangerous pig tapeworms) [34].

Recent examples of these food exclusions that are still the norm today include 
the following:

•	 Consumption of raw milk being illegal in many countries, to prevent spread of 
bovine (cow) tuberculosis

•	 Not eating soft cheeses when pregnant to avoid contracting listeria, which can 
cause miscarriages and stillbirths

•	 Trying to stop people licking the cake bowl because of the risk of eggborne 
Salmonella bacteria
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When traveling to any developing nation, the advice given, in order to avoid get-
ting sick, is stay away from the street food. When speaking with the locals, their 
advice as to where to find the best food is often times the street food. For those seek-
ing an authentic experience, they will, most often times than not, eat street food and 
document it with a post on social media.

�Conclusion

Forever engaged in a battle of dominance, we fight something we cannot even see 
with our naked eye. We travel faster, but take the bug with us. We develop stronger 
antibiotics only to provide bacteria with the selective pressure to mutate. Our his-
tory and culture have been forged by the deadly hands of plagues and pandemics. 
With prevention being better than cure, we now have a tool that can help us turn the 
tide on infectious diseases. The Internet has afforded us the ability to increase public 
education without depending on governments or NGOs; the Internet has allowed 
faster reporting, leading to people in certain areas to self-imposed quarantining; the 
Internet has allowed people to reach out for help and alert the world when a disease 
rears its ugly head.

I would hypothesize that there will be an inverse correlation between the number 
of mobile phones connected to the Internet and the number of people affected by an 
infectious disease during an epidemic/pandemic. We may even see an overall 
decrease in the number of epidemics/pandemics declared and the duration of each.
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Chapter 2
Evolution and Globalization 
of Antimicrobial Resistance

Laila Woc-Colburn and Daniel Godinez

�Introduction

Infectious diseases have been the scourge of humanity for millennia. Currently, they 
are the second most common cause of death worldwide [1].

The Black Death (Bubonic Plague, Yersinia Pestis) in the Middle Ages, which is 
estimated to have killed up to 200 million people worldwide [2]; the Pox (Smallpox, 
Variola virus) with a mortality rate of 30% (leaving many survivors with scars and 
blindness) and which was officially declared eradicated in 1980 [3]; malaria (“the 
blackwater fever,” Plasmodium) which has infected and killed millions in the tropics, 
particularly in Africa (in 2017, there were 219 million estimated cases with 435,000 
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	1.	 Define and explain what “antimicrobial resistance” (AMR) and “global-
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	2.	 Explain the reasons or factors that have led to antimicrobial resistance and 
its globalization

	3.	 Understand strategies designed to reduce antimicrobial resistance and its 
global spread
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deaths) [4]; dengue fever (the “breakbone disease,” Flavivirus) which is still com-
mon in 110 countries and affects anywhere between 50 and 500 million persons 
every year [5]; tuberculosis (consumption or phthisis, M. tuberculosis) which is esti-
mated to infect one-quarter of the world’s population and to have killed 1.6 million 
in 2017 [6]; and the HIV/AIDS pandemic which started in the 1980s (in 2016, 
approximately 37 million people were living with HIV, with over one million deaths) 
[7] are just some of the most dramatic and conspicuous examples of such diseases.

It is, therefore, no surprise that in the course of history scientists, biologists, 
sociologists, epidemiologists, nurses, doctors, and many other rational and educated 
individuals have tried to find a cure for many of these conditions, to alleviate suffer-
ing, and to extend the lifespan and improve the quality of life of their fellow humans.

From the early efforts by Edward Jenner in 1798 to vaccinate against smallpox 
[8] and of Robert Koch in 1882 to isolate and treat the causative germ of tuberculo-
sis [9] to the development of antiretroviral medications (ARVs) for the treatment of 
HIV infection in the 1980s and 1990s [10], much has been done to try to overcome 
and eliminate these nemeses of humankind, with limited success.

One of the most fascinating (and frightening) chapters in this fight has been the 
development of antibiotics to combat and cure bacterial infections.

Since the identification of these unicellular microorganisms by van Leeuwenhoek 
(the “Father of Microbiology”) in the 1670s [11] and the demonstration by Louis 
Pasteur of the relationship between germs and disease (the Germ Theory) in 1864 
[12], there was no effective way to treat bacterial infections until Alexander 
Fleming’s discovery of penicillin (Penicillium notatum) in 1928 and its commercial, 
widespread use in the early 1940s [13], even though it has been known for long that 
bacteria and fungi produce antibiotics which are capable of killing or inhibit com-
peting microbial species.

Penicillin heralded the dawn of the antibiotic age. Before its introduction, there 
was no effective treatment for infections such as syphilis, pneumonia, gonorrhea, 
staphylococcal infections, or rheumatic fever. Hospitals were full of people with 
“blood poisoning” (now known as sepsis), and doctors could do little for them but 
wait and hope [14].

Between the 1930s and 1960s, most of the antibiotics we use today were discov-
ered and developed, including sulfas, tetracyclines, macrolides (erythromycin), 
aminoglycosides (streptomycin), and antituberculous drugs [15].

Later on, semisynthetic antimicrobials (such as fluoroquinolones and beta-
lactams) were added to this arsenal to fight infections. Its widespread availability 
and affordability and its initial effectiveness led some health authorities to believe 
that “bacterial infections would be virtually eliminated” and the United Nations and 
World Health Organization to state as a goal the eradication of certain infectious 
diseases (such as tuberculosis) by a certain date in the future [16, 17].

Unfortunately, sometime after the initial success of antibiotics, reports started 
arising that over time they were not as effective as before to treat the same infec-
tions, that every time the dose of the medication had to be increased to obtain the 
same effect, and that bacteria were developing resistance to some of them as proven 
by culture and sensitivity tests. The trend of resistance has spread out rapidly in the 
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last decades, thanks to the rise of rapid, frequent, and relatively cheap international 
travel that allows diseases to leap from continent to continent [18].

As a microbiologist/immunologist said: “Not only we are unable to eradicate 
bacterial infections, we are losing the battle as we speak….we are entering an era of 
‘superbugs’ – bacteria resistant to all known antibiotics. In a few decades we will 
probably find ourselves back in a point where people will die following simple 
infections” [19]. In a sobering analysis, another microbiologist pointed out that the 
only two diseases that have been truly eradicated (smallpox and rinderpest) were 
viral in origin [20].

�Definition of Terms

The term antimicrobial includes drugs or chemicals that either kill or slow down the 
growth of microbes. From that definition, we have antibacterial, antiviral, antifun-
gal, and antiparasitic drugs, although, in everyday use, antimicrobials tend to be 
equated to antibiotics (although, technically, that is not completely correct) [20].

Antimicrobial resistance (AMR) is the ability of a microbe to remain unharmed 
by the effects of a medication that once could successfully treat that microbe [21]. 
It refers to the fact that an adequate dose of the antimicrobial is incapable to elimi-
nate or affect significantly the population of said germ. The term antibiotic resis-
tance (ABR) is a subset of AMR, and it applies only to bacteria becoming resistant 
to antibiotics. Even though this article will focus mainly on ABR, it must be kept in 
mind that bacteria are not the only germs that have developed resistance (viruses, 
fungi, and protozoa have also done so) [20].

Globalization is the connection of different parts of the world resulting in the 
expansion of international cultural, economic, and political activities. It is the inte-
gration of goods and people among different countries, and it means complying 
with global standards in economy, politics, culture, education, environment, or 
other matters. It describes the way countries and people of the world interact and 
integrate [22].

�Factors that Affect the Appearance and Development 
of Antimicrobial Resistance and Its Globalization

Antimicrobial resistance (AMR) and global warming have at least one similarity: 
both are man-made phenomena. The evolution of antimicrobial resistance is a mul-
tifaceted issue that is influenced by numerous factors.

This growing healthcare problem has significantly impacted the public welfare 
and has substantially burdened the economic system on a global scale [23].

One of the main reasons for the appearance and development of AMR is the 
indiscriminate use of antimicrobials. Overuse, misuse, and nonuse of antimicrobials 
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are identified as key factors in the emergence of antimicrobial resistance [1]. In 
developing countries, antimicrobials are frequently available over the counter in 
pharmacies. The quality and potency of antibiotics are often suspected, with unreg-
ulated import, registration, and distribution [24].

Antibiotics kill or inhibit the growth of susceptible bacteria. When populations 
of bacteria are repeatedly exposed to an antibiotic, eventually one or more of them 
survive because of its ability to evade or neutralize the effect of the drug. Those 
bacteria can then multiply and replace the ones that were killed off, with new speci-
mens that are now impervious to the antibiotic. Exposure to the antibiotic therefore 
provides what is called “selective pressure” [21, 23].

Bacteria can acquire resistance through mutation of their genetic material or 
by acquiring pieces of DNA that code for resistance properties. Bacteria that 
have become resistant can transfer that property to other bacteria through the 
following:

Transformation  When a bacterium dies, it lyses, releasing their intracellular con-
tents, including fragments of DNA, to the environment. These fragments can be 
taken up and incorporated into the chromosome of a living bacterium to provide the 
recipient with new characteristics (including AMR).

Conjugation  Many bacteria have plasmids, which are small circular pieces of 
DNA separate from the primary bacterial chromosome. These plasmids can carry 
genes that provide resistance to antibiotics, and bacteria that contain plasmids are 
able to conjugate with other bacteria and pass a replicate to recipient bacteria.

Transduction  Genetic information can also be carried from one bacterium to 
another by a virus. This virus is called a bacteriophage [21].

Once a bacterium has become resistant to a particular antibiotic, it passes the 
resistant characteristic to subsequent daughter cells that result from binary fission.

Another reason for the development of AMR is the following: In the 1950s, stud-
ies were published showing that animals given low doses of antibiotics gained 
weight more rapidly, and the practice of including antibiotics in grain to promote 
the growth of cattle, poultry, and swine became widespread, further compounding 
the problem of bacterial resistance. Up to now, the practice of giving antibiotics 
routinely to animals, including fish, is still common [26].

Additional factors that contribute to the development of antibiotic resistance 
include the following:

•	 Patients not finishing the entire antibiotic course
•	 Poor infection control in healthcare settings
•	 Poor hygiene and sanitation
•	 Absence of new antibiotics being discovered [27]

Viral resistance can be better understood using HIV as an example. HIV is a 
retrovirus consisting of a single strand of RNA inside a protein coat. When the virus 
enters a CD4 lymphocyte, it sheds its protein coat and uses a viral enzyme called 
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reverse transcriptase to create a segment of DNA using the viral RNA as a template. 
This double-stranded DNA version of HIV then gets incorporated into the DNA of 
the infected host cell, and this process is called “reverse transcription.” This has 
important consequences for the development of drug resistance because of several 
key characteristics of HIV:

	1.	 HIV replicates at a prodigious rate producing billions of new virus particles each 
day.

	2.	 Reverse transcription is notoriously error prone, leading to frequent mutations.
	3.	 Current antiviral treatment regimens control the infection, but they do not com-

pletely eliminate the virus.

Given the persistence of HIV with high rates of replication and high error rates 
during reverse transcription, mutations in HIV are inevitable, and some of these 
mutations lead to the eventual development of drug resistance [21, 22].

Fungi and parasites have also developed resistance to antimicrobials. In April 
2019, a CNN report highlighted Candida auris, a yeast that has become multiresis-
tant to antifungal medications and has spread to over 30 countries. The same report 
estimated that by the year 2050, drug-resistant infections could claim 10 million 
lives per year worldwide [27].

The globalization of antimicrobial resistance is a reality. International travel has 
increased enormously over the recent years resulting in the multiplication of oppor-
tunities for resistant microorganisms to be carried rapidly from one geographic 
location to another. Population mobility is a main factor in globalization of public 
health threats and risks, specifically distribution of antimicrobial drug-resistant 
organisms. Furthermore, the globalization of trade and the increased contribution 
that developing countries are making to the global market in, for example, meat 
provide additional chances for the spread of resistant strains (and/or resistance 
genes) [26].

Each year, over 3 billion persons move across large geographic distances, about 
half cross international boundaries. The International Air Transport Association 
(IATA) reported that their member carried 3.1 billion passengers in 2018, with over 
100,000 flights every day worldwide [28]. The United Nations World Tourism 
Organization (UNWTO) estimated 1.32 billion international tourist arrivals in 
2018 [29].

International movements for permanent resettlement by immigrants, refugees, 
asylum seekers, or refugee claimants and temporary movement by migrant workers 
and others augment the total international movements each year. The International 
Labor Organization estimates that in 2014 there were 214 million international 
migrant workers worldwide [30].

Once imported by travelers, resistant strains vary in their propensity for spread 
according to the route of transmission of the species [21, 24, 25].

Antimicrobial resistance is a global problem that requires local, national, and 
global responses; surveillance is key to understanding the magnitude and trends of 
resistance and to evaluating the impact of interventions [31].

2  Evolution and Globalization of Antimicrobial Resistance
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Unfortunately, our ability to detect the emergence and global spread of resistant 
microorganisms is hampered by the weakness or total lack of adequate surveillance 
of antimicrobial resistance [32].

Considerable effort and resources are being committed by the World Health 
Organization and other partners including the pharmaceutical industry, to improve 
surveillance capacity through training, laboratory strengthening, and provision of 
external quality assurance schemes, but there is still much to do [33].

�Strategies to Mitigate or Resolve Antibiotic Resistance and Its 
Globalization

The basic requirement for controlling antimicrobial resistance in developed and 
developing countries is multifaceted strategies, which include increase awareness of 
the antibiotic resistance problem, surveillance of antimicrobial resistance and usage, 
prudent antimicrobial use in community and hospitals, infection control measures, 
ongoing education, research, and intersectorial coordination [24].

The most important key to successful implementation of interventions in these 
countries is a strong governmental commitment and support. Focusing on contain-
ment of antimicrobial resistance, countries with limited resources can improve the 
quality of healthcare in the future [26].

The development and spread of bacterial resistance to antibiotics is inevitable, 
but it could be greatly curtailed through relatively simple measures. These include 
the following:

•	 Preventing infection (general infection control)
•	 Hand washing among healthcare workers, food handlers, and the general public 

(the WHO has stated that “hand hygiene is the most effective measure for infec-
tion prevention and control, with demonstrated impact on quality of care and 
patient safety across all levels of the healthcare delivery system” [34])

•	 Modern sanitation: effective systems for dealing with sewage and providing 
clean water

•	 Proper food preparation practices
•	 Rapid identification and isolation of new cases of infection, e.g., new cases of TB 

(this is particularly important with drug-resistant cases)
•	 Continued development of new antibiotics
•	 Decreased agricultural use of antibiotics to enhance growth
•	 Physician education to reduce inappropriate prescriptions and inappropriate use 

of broad-spectrum antibiotics
•	 Educating physicians and patients about the importance of taking the appropriate 

dose of an antibiotic for the full period of treatment that is indicated
•	 Consumer education regarding the importance of bacterial resistance and the 

uselessness of taking antibiotics for viral infections such as the common cold 
[21, 25, 26, 35, 36]
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A novel idea that has gathered interest over the last decade is the use of bacterio-
phages (phages) to fight bacterial infections. These small viruses would selectively 
target and kill specific bacteria (without attaching to the host cells) to cause them to 
lyse. Even though human trials of phage therapy are lacking so far, there are features 
that make this modality of treatment attractive: (1) it has the natural ability to target 
and lyse bacterial walls; (2) it has specificity to the host; (3) it has not been reported 
to cause side effects or secondary infections, and (4) it is potentially cheaper than 
antibiotics [37].

Also, there has been a recent surge of interest in the use of probiotics [38] and 
even bacterial transplants to combat certain types of infections (such as resistant 
C. difficile in pseudomembranous colitis) [39].

Whether or not phage therapy, probiotics, or germ transplants will become the 
next big steps in the armamentarium against harmful bacteria remains to be seen. 
One thing is certain: The battle to prevent, slow down, or minimize antimicrobial 
resistance and its globalization is ongoing and, given the changing nature of germs 
and the current patterns of human behavior, one that will be very much alive for 
years to come.
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Chapter 3
Emergency Triage of Highly Infectious 
Diseases and Bioterrorism

Sarah Bezek, Michael Jaung, and Joy Mackey

�Introduction

Effective triage systems that protect patients and staff require a well-functioning 
health system with integrated referral and communication pathways between com-
munity/prehospital, outpatient, emergency department, and hospital settings.

The 2009 pandemic influenza and 2014 Ebola virus disease (EVD) outbreaks 
had a global impact, and they revealed gaps in triage and health surveillance sys-
tems in low- and high-resource countries alike. Other high-visibility events are 
attacks with biological and chemical agents such as the 1995 sarin nerve gas attack 
in Tokyo, the 2001 anthrax attacks in the USA, and the ongoing use of chemical 
weapons in conflicts in the Middle East. No community is immune to a future out-
break or attack, and preparations require proper planning among healthcare work-
ers, government officials, private businesses, and community leaders.

This chapter will approach the triage of highly infectious diseases and terrorist 
attacks in two sections. The first will focus on general considerations at each point 
of the health system with examples of specific triage practices from select disease 
outbreaks. The second will emphasize biological agents of interest and the use of 
decontamination units and personal protective equipment.

�Triage of Highly Infectious Diseases by Health System Point

Health systems in all communities are complex networks with many actors unique 
to each context. In addition to healthcare facilities, these networks include the emer-
gency response system, community health workers, local government and public 
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health departments, pharmacies and medical supply manufacturers, traditional heal-
ers and alternative medicine practitioners, universities and research laboratories, 
and schools and childcare centers. These health systems may interact with or be a 
part of larger systems at local, regional, national, and international levels.

Disease control policies and programs can strengthen infectious disease and bio-
terrorist attack care and surveillance at each of these levels. This chapter will focus 
on system points staffed by health workers: prehospital response and transport, out-
patient facilities, emergency departments, hospitals and specialized treatment units, 
facilities in response to disasters and conflict, and the public health surveillance 
service.

�Prehospital Response, Triage, and Transport

In health systems with established prehospital emergency medical service (EMS) 
systems, EMS health providers and other responders are an essential first point of 
contact for ill patients seeking care. There is a wide variance in the structure of EMS 
systems and training of responders from country to country as well as means of 
transport, dispatch, and communication (Fig. 3.1). The World Health Organization 
(WHO) Emergency Care Framework identifies the key prehospital components of 
bystander response, EMS dispatch, on-scene provider response, and patient trans-
port with on-board transport care.

Fig. 3.1  Emergency medical services in Belize City, Belize. (Source: Michael Jaung)
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During the 2014 EVD outbreak, governmental agencies like the US Centers for 
Disease Control and Prevention (CDC) developed specific recommendations to 
guide local EMS systems in responding to possible cases and prevent spread of the 
infection [1–3]. The modifications occur at multiple points of care:

•	 Developing a case definition for person under investigation
•	 Standardized questions for dispatchers to identify possible infection
•	 Preparation for and evaluation upon arrival on scene by EMS personnel
•	 Precautions while transporting patients and contacting appropriate receiving 

hospital
•	 Monitoring of potentially exposed EMS personnel
•	 Maintenance of transportation vehicles and equipment
•	 Decontamination processes

Similar peer-reviewed frameworks have been proposed for a pandemic of influ-
enza and other respiratory illnesses [4]. During a pandemic or a surge in patients 
that requires rationing of EMS response, an additional consideration is the imple-
mentation of minimal resuscitation criteria for patients in possible cardiac arrest on 
initial call to the dispatcher or other inclusion and exclusion criteria for care and 
transport. An algorithm that is decided at the local level, well-communicated to the 
public, and uniformly followed by EMS system and healthcare facilities is neces-
sary for equitable rationing. Although it is out of the scope of this book chapter, 
separate and effective mortuary services to transport deceased patients from the 
prehospital setting can be important to prevent overwhelming EMS dispatch and 
response systems.

In the event of a biological or chemical terrorist attack, the prehospital EMS 
systems may respond differently if it is an overt or covert attack. A set of algorithms 
was developed from military and civilian sources for use to evaluate patients from 
an attack with known or unknown agents [5]. Initial triage and treatment are based 
on symptomatology without a definitive diagnosis, and they highlight the impor-
tance of isolation and decontamination to prevent further spread or exposure to 
patients and responders while transporting patients for definitive treatment.

Appropriate implementation of these principles can potentially help prevent fur-
ther spread of disease or agent exposure, initiate appropriate care of ill patients, 
protect essential EMS responders, and promote efficient use of healthcare resources.

�Outpatient Facility

Ambulatory clinics are often the first place that patients seek medical care. This may 
be a clinic for primary care, pediatrics, antenatal care, urgent care, or specialist care, 
or it could be the general outpatient department of a hospital. In many health sys-
tems, patients may reach a clinic’s nurse-on-call and undergo triage by telephone. 
This is an opportunity to direct the patient to an appropriate care facility for evalua-
tion and give hygiene and isolation instructions at home for cases that may not need 
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immediate attention. During an outbreak, additional screening questions can be 
instituted for patient presenting to any outpatient facility.

One example is the screening protocol was described by a multifacility academic 
health system in the USA during the 2014 EVD outbreak [6]. All patients presenting 
to the facilities were asked screening questions, and patients that met the CDC defi-
nition for “person under investigation” were then triaged to either a tropical medi-
cine clinic, emergency department, or specialized EVD treatment unit depending on 
symptomatology and time of day of presentation. Of the 25 patients who met the 
inclusion definition, the majority were triaged to the clinic or emergency depart-
ment, and no patients were diagnosed with EVD.

Patients may seek care at clinics following a terrorist attack by biological or 
chemical agents either in the event of a widespread attack with varying degrees of 
illness or a covert attack with an agent that has an insidious onset of symptoms. 
Facilities should have reporting and referral pathways in place if healthcare workers 
detect a pattern in presenting cases.

�Emergency Department

Many emergency departments (ED) use standardized and validated triage tools in 
order to prioritize patients who are most sick on presentation. Examples of com-
monly used instruments include the Emergency Severity Index, the South African 
Triage Score, and the Emergency Triage Assessment and Treatment for pediatric 
patients. These and other similar tools use easily observable physical exam signs, 
with or without measured vital signs and rapid diagnostic tests such as a fingerstick 
glucose measurement, to quickly identify patients needing immediate evaluation 
and treatment. Additionally, specific triage instruments and scores such as the sys-
temic inflammatory response syndrome (SIRS) criteria, quick sepsis-related organ 
failure assessment (qSOFA), and the national early warning score (NEWS) are tools 
that have been used in the ED to identify patients who have infection resulting in 
sepsis or septic shock (Table 3.1) [7, 8].

Initial ED triage includes early identification of patients for isolation and decon-
tamination. At the beginning of the outbreak of severe acute respiratory syndrome 
(SARS) in 2003, an ED in Singapore activated the decontamination area outside its 
entrance as a screening and consultation area of at-risk patients identified by triage 
nurses immediately on arrival and registration [9]. Similarly, a mobile pediatric emer-
gency response team was stationed outdoors during the 2009 influenza pandemic in 
the USA to evaluate low acuity patients with influenza-like symptoms [10]. The 
rationale of both of these responses was to prevent disease transmission and absorb 
increased patient volumes with minimal impact on the care for other ED patients.

The ED has also been used as a place for continued treatment in cases that require 
prolonged isolation while awaiting confirmation of a diagnosis. During the 2014 
EVD outbreak, a referral hospital in the USA developed a mobile containment unit 
staffed with EMS personnel adjacent to the ED as an extended treatment area for 
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patients under investigation for EVD [11]. By separating the unit from the ED and 
integrating the unit with the EMS referral system, the arrival and initial evaluation of 
patients were more confidential and streamlined. The resource-intense unit also had 
dedicated laboratory, portable radiology, and staff decontamination equipment.

In the event of a bioterrorist attack, ED needs will depend on the extent of expo-
sure and agent used. Bioterrorist attacks can be covert or announced. The detection 
of a covert attack can be delayed depending on incubation period, access to health-
care facility, and location of the attack [12]. Triage systems should alert providers in 
the case of unusual patterns of illness, such as geographical clusters, an unusual 
number of deaths or critically ill patients, or sudden rise in a specific syndromic 
presentation. Once a bioterrorist attack is suspected, local and national authorities 
should be notified, and an emergency preparedness plan should be initiated. This is 
discussed in greater detail in the section “The Threat of Bioterrorism: Triage in 
Setting of Suspected Attack”.

Additional triage after initial entry into the ED may be implemented to stratify 
treatments for patients who may present with similar symptoms and to formalize the 
criteria for hospitalization. These triage systems can assist in prioritizing available 
resources based on patient needs in an equitable manner and not solely relying on 
clinical judgment.

In Mexico during the 2009 pandemic influenza, a large referral hospital imple-
mented an adapted scoring system for adults presenting with an influenza-like illness 
(ILI) to determine hospitalization and oseltamivir use [13]. The ILI score elements 
included patient symptoms, comorbidities, number of previous healthcare facility 
visits, and results from labs and imaging, and they found the score complemented 
clinical judgment. In the UK, the simple triage scoring system (STSS) was applied 
retrospectively to patients admitted for pandemic influenza [14]. The STSS adds 
mental status and age to vital signs and had similar predictive value for intensive care 
unit (ICU) admission and mechanical ventilation compared to the full sepsis-related 
organ failure assessment (SOFA) score which requires laboratory exam values.

Table 3.1  Triage instruments for evaluating sepsis and septic shock

Sepsis scoring system Vital signs Laboratory values

Systemic inflammatory response 
syndrome (SIRS)

Temperature Complete blood count with white 
blood cell differentialHeart rate

Respiratory rate
Quick sepsis-related organ failure 
assessment (qSOFA)

Respiratory rate None
Blood pressure
Mental status

National early warning score (NEWS) Temperature None
Heart rate
Respiratory rate
Blood pressure
Mental status
Oxygen saturation

Source: [8]
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�General and Specialized Treatment Units

There is also a role for critical care triage for patients requiring hospitalization in 
general or specialized wards such as ICUs or isolation units. The American College 
of Chest Physicians published a consensus statement on tertiary triage for the criti-
cally ill and injured in pandemics and disasters in 2014 [15]. They recommended 
critical care and acute care physicians be designated as triage officers or in triage 
teams, and they emphasized the role of clinical decision support tools that are agreed 
upon at the health facility and regional levels. In pandemics and disasters that result 
in severe resource scarcity, triage teams may need to consider excluding patients 
from intensive care units who have a predicted mortality of greater than 90% but 
allow for reassessment and an appeal mechanism.

Identifying patients who will require intensive care should also be accompanied 
by streamlining and increasing available hospital resources to treat the influx of 
patients. This has been characterized as surge capacity and is a basic element of 
disaster and epidemic preparedness and described further in the section on bioter-
rorism [16].

Another mechanism for increasing resources among hospitals is regional coordi-
nation of treatment centers. In response to the 2014 EVD outbreak, the US 
Department of Health and Human Services created a regional treatment network for 
EVD and other special pathogens [17]. Hospitals across the country were desig-
nated as frontline facilities that provide stabilizing treatment for the first 12–24 hours 
after presentation, assessment hospitals capable of evaluation and treatment in the 
initial 96 hours to confirm or rule out illness, treatment centers that can care for 
patients during the entire duration of illness, and regional treatment centers with 
enhanced capabilities for multiple patients. This tiered plan allowed for distribution 
of regional resources and limits healthcare worker exposure to patients with con-
firmed illness.

�Ports of Entry, Mass Gatherings, and Humanitarian 
Emergencies

Triage for highly infectious diseases and bioterrorism attacks may occur in non-
health facilities in specific contexts such as at ports of entry, during mass gatherings, 
and among populations displaced by humanitarian emergencies.

Health screening at ports of entry is a public health surveillance function aimed 
at delaying and reducing the spread of disease by international travelers (Fig. 3.2). 
Modeling for screening of passengers arriving on international flights at 18 US air-
ports during a simulated pandemic influenza estimated that the program would 
identify about half of infected individuals and reduce the rate of new US cases [18]. 
During the 2014 EVD outbreak, the CDC implemented health border screening of 
passengers coming from other EVD-affected countries arriving at select US airports 
with referral to designated health facilities for possible cases, and the agency also 
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worked with multiple West African countries to strengthen ground and air border 
health strategies [19, 20].

Another special consideration for triage is surveillance during anticipated mass 
gatherings and migrations. One example is the annual Hajj pilgrimage to Saudi 
Arabia. A systematic review of prevalence studies of acute respiratory infections 
among pilgrims while in Saudi Arabia and on return to their origin countries spanned 
the 2009 pandemic influenza and 2012 emergence of Middle East Respiratory 
Syndrome Coronavirus (MERS-CoV) [21]. Although there was a high incidence of 
acute respiratory infections among pilgrims, there was a low prevalence of pan-
demic influenza, and no cases of MERS-CoV were reported among Hajj pilgrims 
during the review period.

Humanitarian emergencies from man-made and natural disasters can lead to 
large and unexpected population displacement within and between countries. 
Disease surveillance, prevention, and treatment can be challenging in informal com-
munities and during times of protracted conflict with disruption of governmental 
health services [22]. Although the burden of disease during the crisis often reflects 
pre-crisis disease prevalence, populations affected by humanitarian disasters are 
vulnerable to specific respiratory and diarrheal illnesses such as measles and chol-
era because of crowded living conditions, malnutrition, and lack of adequate water 
and sanitation. The Sphere project is a multiorganizational effort to establish mini-
mum standards for health, nutrition, shelter, and water and sanitation interventions 
to improve quality and accountability [23]. Although there is specific emphasis on 
implementation of vaccine measures to prevent disease, surveillance and triage are 
essential to identify and manage health risks in these vulnerable populations.

Fig. 3.2  Influenza screening at Thai-Laotian border. (Source: Christopher Lee)
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�The Threat of Bioterrorism: Triage in Setting of Suspected 
Attack

The use of biological agents as weapons of war or terrorism has been in practice for 
centuries. The threat of bioterrorism has heightened in the past several decades as 
our population has become highly mobile and the means to implement a bioterrorist 
attack have become readily accessible due to increased access to technology and 
biological agents. The use of chemical and biological weapons as means of terror-
ism has drastically increased in the past three decades, including the Japanese sarin 
attack in the 1990s, the anthrax attacks in the USA in the 2000s, and the use of 
chemical agents against civilians in the Syrian civil war this decade all demonstrate 
the need for emergency preparedness and a clear triage protocol for healthcare set-
tings in the setting of a suspected attack.

�Mass Casualty Incidents/Surge Capacity

Densely populated areas, such as urban centers, are traditionally at higher risk of 
bioterrorism threat due to easier dissemination and greater exposure than more 
sparsely populated rural areas, leading to a potential mass casualty incident. In the 
event of a mass casualty incident due to a recognized bioterrorist attack, it is imper-
ative that hospitals have adaptability to divert resources and space to accommodate 
the influx of patients, e.g., “surge capacity.” Surge capacity is generally divided into 
three components: human resources, physical space, and equipment [16]. The most 
impactful of the three is human resources, such as calling in off-duty staff to increase 
the personnel on site in anticipation or response to a mass casualty event. In addition 
to increasing personnel, streamlining hospital resources, such as expediting inpa-
tient discharges to increase available beds, cancelling elective procedures, and 
mobilizing equipment to the areas where it is most needed (such as the emergency 
department and critical care units), is also key to a successful response.

With the exception of the plague (Yersinia pestis), anthrax (Bacillus anthracis), 
and smallpox (Variola major), the majority of biological agents utilized in bioter-
rorist attacks are not aerosolized or spread from person-to-person contact and do not 
require strict isolation protocols aside from typical universal precautions, so open 
spaces such as parking lots or cafeterias can be converted into temporary triage or 
patient treatment areas to increase the physical space utilized for patient care. 
National agencies including the CDC recommend cohorting patients who present 
with similar syndromes, limiting access or transportation to what is necessary to 
provide patient care, and exercising standard precautions while cleaning equipment 
or utilizing personal protective gear [24]. In addition, hospital protocols that allow 
for deviation from standard of care in order to provide basic critical care for the 
maximum number of people, including utilizing noncritical care providers, convert-
ing noncritical care areas to critical care treatment areas, and having access to basic 
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mechanical ventilation, intravenous fluids, and vasopressors for at least the first 
48 hours without outside support, have been advocated by expert working groups in 
the setting of a mass bioterrorist attack [25].

�Surveillance Network and System

Bioterrorist attacks can be covert or announced. An established surveillance net-
work and reporting system is key to enable early detection of potential covert 
attacks. Surveillance typically takes place at the state (health department) and 
national (CDC or equivalent agency) level. Once notified of an unusual presentation 
or pattern or disease, an epidemiological investigation is initiated to determine the 
underlying cause and potential exposures. Initial notification has historically relied 
upon the individual practitioner to recognize an aberrant or concerning presentation 
and notify the respective authorities. However, recognition of covert bioterrorist 
attacks can be delayed depending on incubation period, access to healthcare facility, 
and location of the attack. Surveillance systems should account for response time, 
incubation period, and population density [12]. Initial cases can present with vague, 
generalized complaints that can be difficult to distinguish from seasonal illnesses 
such as influenza.

In addition to relying on the individual practitioner to recognize potential covert 
attacks, triage systems should also be designed to alert the appropriate personnel in 
the case of unusual patterns of illness, such as geographical clusters, an unusual 
number of deaths or critically ill patients, or sudden rise in a specific syndromic 
presentation. This is also known as a “sentinel monitoring system” [12]. Once a 
bioterrorist attack is suspected, local and national authorities should be notified, and 
an emergency preparedness plan should be initiated. This would include a case defi-
nition that should be disseminated and utilized for screening purposes and infection 
control measures specific to the suspected agent.

�Specific Gaps in Management of Children

Children are disproportionately affected by bioterrorist attacks due to differences in 
their anatomy, physiology, and development as well as a lack of pediatric-specific 
research and planning in the event of an attack. Children have higher metabolic and 
respiratory rates, an immature immune system, decreased physiological reserve, 
and underdeveloped cognitive capacity (leading to a child being less likely to rec-
ognize or flee a dangerous situation). For instance, aerosolized agents that are 
heavier than air are more toxic to children than adults due to a higher concentration 
at the child’s stature and greater intake due to a child’s faster respiratory rate com-
pared to an adult [26]. Children have more permeable skin and a proportionally 
greater body surface ratio and eat more food and drink more milk on a per-kilogram 
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basis than adults, making them more vulnerable to biological agents spread via 
contact or ingestion.

In addition to having a greater risk via exposure, most current public health 
surveillance and treatment systems in the event of a bioterrorist attack have major 
gaps in the management of children. Schools and childcare facilities have been 
largely ignored in planning for a bioterrorist event, and most lack an emergency 
preparedness protocol or personnel trained in the initial triage or stabilization of 
children following an attack. Likewise, common medications utilized by first 
responders in the event of an attack, such as the rapid administration of antidotes 
by autoinjectors, are not available in pediatric appropriate dosing [26]. Other anti-
dotes or antibiotics may have unknown pharmacokinetics in children, having only 
been tested in adults, or may not be available in liquid formulations for children 
who have difficulty swallowing pills [27]. National organizations, such as the 
American Association of Pediatrics (AAP), have made great strides in advocating 
for pediatric inclusion in future bioterrorism research and strategic planning and 
creating pediatric-specific resources.

�Possible Agents

The CDC classifies biological agents into three categories: A, B, and C. Category A 
agents are most concerning as they can be easily disseminated and are highly fatal. 
These will be the agents addressed in this section, with the exception of ricin, which 
is a Category B agent. The most alarming of these potential biological agents are 
those that can be disseminated via aerosol and persist in the environment. These 
include the plague (Yersinia pestis), anthrax (Bacillus anthracis), and ricin. Other 
agents are disseminated via direct contact or ingestion. For the purposes of triage, a 
brief syndromic description, route of dissemination, and recommended contact pre-
cautions are summarized (Table  3.2). Please refer to Chap. 7 for more detailed 
descriptions of syndromes and treatments.

�Decontamination Unit

A decontamination unit is designed to remove any gross contamination from the 
clothing and body of patients or exposed first responders to an aerosolized, liquid, 
or solid agent prior to further contact with other patients or healthcare personnel. 
Ideally, a unit should be located near the receiving area of the healthcare facility and 
have access to running water, detergent, and clean linens [30]. Patients presenting 
with a suspected exposure should be quickly triaged for emergent interventions 
(e.g., impending respiratory or cardiac failure, seizure) and then directed to the 
decontamination unit to remove all items of clothing. Patients should also remove 
contact lenses. Some exposures also require cutting off hair that would otherwise 
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serve as a reservoir for the agent (typically, chemical or radiation exposures). After 
disrobing, patients should wash from head to toe in soap and clean water before 
dressing in clean linens and entering the rest of the healthcare facility.

�Personal Protection

The usual standard precautions should be utilized for personal protection in all 
cases while triaging potential highly infectious diseases. This includes handwashing 
and personal protective equipment (PPE). PPE will vary depending on the exposure. 
When contact with blood or bodily fluids is expected, gloves and a gown should be 
worn. When splashing of blood or bodily fluids is expected, PPE should be expanded 

Table 3.2  Possible bioterrorism agents, syndrome, and recommended contact precautions

Agent Route

Person-to-
person 
transmission Syndrome

Contact 
precautions

Plague  
(Yersinia pestis)

Airborne Yes Fever, cough, chest pain, 
hemoptysis

Droplet + 
standard

Anthrax  
(Bacillus 
anthracis)

Airborne No Prodrome of flu-like symptoms 
followed by respiratory failure, 
meningitis

Standard

Cutaneous Localized pruritic lesion to 
papular/vesicular to eschar

Standard

Ingestion 
(GI)

Fever and abdominal pain, 
profuse nausea, vomiting

Standard

Smallpox  
(Variola major)

Airborne Yes Prodrome of fever, myalgias 
followed by synchronous onset 
centrifugal vesicular rash (face/
extremities>trunk)

Airborne + 
standard

Tularemia 
(Francisella 
tularensis)

Inhalation No Fever, cough, dyspnea 
progressing to respiratory failure 
and septic shock

Standard

Cutaneous Ulcer + lymphadenopathy
Botulism 
(Clostridium 
botulinum)

Inhalation No Symmetric descending weakness 
(proximal to distal), cranial 
nerve abnormalities, blurred 
vision, respiratory failure

Standard

Ingestion 
(GI)

Above + nausea, vomiting, 
diarrhea, and abdominal pain

Ricin  
(Ricinus 
communis)

Inhalation No Fever, cough, pulmonary edema, 
and respiratory failure

Standard

Cutaneous Skin erythema
Ingestion 
(GI)

Profuse nausea, vomiting, 
diarrhea followed by multiorgan 
failure or seizures

Sources: [24, 28, 29]
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to include a mask and eye protection such as goggles. For aerosolized sources, a 
respirator such as an N95 or hood should also be worn [31]. For the initial triage of 
most highly infectious suspected respiratory or CNS illnesses, full precautions 
should be taken. With the exception of the plague, anthrax, and smallpox, most 
biological agents used in a terrorist attack are not transmittable person to person and 
do not require specialized PPE aside from the usual standard precautions [24]. 
Hemorrhagic fevers require more extensive PPE and is covered in Chap. 8.

�Summary

Effective triage practices at all levels of the health system is essential in the manage-
ment of highly infectious diseases and response to bioterrorism attacks. Strong 
emergency triage systems require well-trained health workers; adequate infrastruc-
ture and equipment for isolation, decontamination, and treatment; and clear com-
munication and referral pathways. Early identification and management of suspected 
cases can improve patient outcomes and protect healthcare workers.
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Chapter 4
Diagnostics: The Role of the Laboratory

Azka Afzal, Holland Kaplan, Tina Motazedi, Talha Qureshi, 
and Laila Woc-Colburn

�Introduction

The laboratory can be the physician’s most valuable tool in clinical management. The 
results provided by the laboratory can help provide diagnostics, guide management, 
and demonstrate prognostic value to the clinician. With the advent of automation and 
the integration of genomics and proteomics in microbiology, physicians have the 
opportunity to diagnose quickly and focus treatment earlier in the stage of disease 
than ever before. However, interpretation of results still depends on the correct test 
being ordered by the physician and quality of the specimen received by the laboratory. 
To assure high-quality results, sample handling requires appropriate selection, collec-
tion, and transportation. Enhancing the quality of a specimen requires communication 
between the physician, nurse, and laboratory staff. The physician should first answer 
whether he or she believes the patient has an infection and, if so, what type of organ-
ism is suspected. The physician can then tailor his or her work to that group of organ-
isms and can coordinate the collection and processing of specimens with the staff. The 
diagnosis of infectious disease is best achieved by applying in-depth knowledge of 
both medical and laboratory science. In addition, understanding the principles of epi-
demiology and pharmacokinetics of antibiotics is essential for guiding management. 
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By integrating a strategic view of host-parasite interactions, the physician can tackle 
disease early and prevent clinical deterioration. Clearly, the best outcomes for patients 
are the result of strong partnerships amongst the medical team composed of the physi-
cians, nurses, and laboratory personnel.

This chapter will begin by describing the various laboratory instruments used to 
identify microorganisms. For physicians to order specific tests, they must under-
stand the mechanisms and tools available to them in the laboratory to address their 
diagnostic dilemmas. Furthermore, the understanding of specific specimen sites and 
specimen handling will be essential in providing high-quality and accurate results. 
This chapter will be unique in that it will discuss tests based on specific organisms. 
Bacterial, viral, fungal, and parasitic infections will be separated, and each indi-
vidual group of organisms will be addressed for laboratory workup.

�Laboratory Instruments

�Cultures

Bacterial

Hospitals should optimize best practice in the collection, handing, and management 
of blood cultures. This is an often overlooked but essential component in providing 
optimal care of patients in all settings and populations, reducing financial burdens, 
and increasing the diagnostic accuracy of bacterial infections. Blood cultures are a 
critical diagnostic tool in identifying bacteremia and severe sepsis which can help 
identify targeted treatment regimen for specific bacteria [1]. Proper collection and 
handling is essential to identify a true pathogen. Errors in collection or handling can 
result in inadvertent introduction of bacteria into the specimen which can be a detri-
ment to patient care. In addition, central line-associated bloodstream infections 
(CLABSI) are a reportable event for most hospitals across the world [2]. Therefore, 
the impact of proper blood culture collection is significant for quality of care recog-
nition at most hospitals.

There are many reasons to optimize blood culture collection and handling. First, 
the medical team would like to avoid false-negative blood cultures. Enhancing the 
identification of the true pathogen allows the physician to tailor antibiotics and 
reduce length of hospital stays. In addition, reducing contaminated, or false posi-
tive, blood cultures can have a large financial and safety impact on patient care. One 
study has shown that contaminated cultures over a period of 1 year resulted in an 
average of 2000 extra hospital days and cost approximately $1.9 million [3]. In 
addition, the literature has shown that up to 50% of patients with contaminated cul-
tures will get treated with antimicrobials. This leads to exposure to inappropriate 
therapy resulting in increased complications such as allergic reactions, increased 
Clostridium difficile infections, and emergence of antibiotic-resistant organisms [4]. 
Also, for many hospitals across the world, especially in the United States, CLABSI 
is detrimental to hospital quality metrics. Thus, false-positive blood cultures can 
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result in decreased hospital funding and increased inspection of quality metrics at 
the institution.

Blood cultures should be drawn in any patient with fever (≥38 °C), leukocytosis, 
absolute granulocytopenia, or a combination of these factors. Specific indications 
include sepsis, meningitis, catheter-related bacteremia, endocarditis, septic arthritis, 
osteomyelitis, and fever of unknown origin. Blood cultures are not always indicated 
in patients with pneumonia or soft tissue infections but can be performed on a case-
by-case basis.

When collecting blood cultures, it is ideal to collect them before empiric antibiot-
ics are initiated. The collector should use proper hand hygiene and use gloves to pre-
vent contamination. Most organisms identified as contaminants arise from the skin. It 
is crucial that antisepsis of the skin is performed. Alcohol-, chlorhexidine-, and 
iodine-based products can be used to clean the puncture site [5]. Meta-analysis of six 
randomized control trials showed that alcohol-based products were associated with 
the lowest rates of contamination [6]. It is recommended that a 2 × 2 area of the skin 
should be cleaned in a circular fashion prior to puncture. The blood cultures should 
come from prepackaged kits and should also be disinfected at the rubber tops prior to 
inoculation. Blood cultures should always be drawn from peripheral venipuncture 
unless clearly necessary. Higher rates of contamination have been reported when cul-
tures are drawn from intravascular catheters [7]. Avoid drawing blood cultures near a 
site of infusion or areas where recent surgery or radiation therapy has occurred [8]. 
However, there are indications when catheter-drawn blood cultures are indicated and 
have shown greater sensitivity and negative predictive value. The Infectious Disease 
Society of America (IDSA) recommends that when catheter-associated bloodstream 
infection is suspected, paired blood samples from the catheter and peripheral vein 
should be drawn. The best yield from blood cultures occurs when at least two sets of 
cultures are drawn, increasing rates of recovery from 73% at one site to >99% at 3 
sites [9]. Most infection requires two sets of blood cultures, while suspected endocar-
ditis requires at least three sets of blood cultures. It is also important to note that each 
set of culture should be drawn from different sites. Blood cultures should be delivered 
to the laboratory within 2 hours at room temperature and should never be refrigerated 
or frozen. It is also important to note that aerobic bottles should be inoculated before 
anaerobic cultures to optimize yield as anaerobic organisms are reported to account 
for less than 4% of infections. It is also important to label the blood culture bottles 
with the time, name of collector, and site of collection. If these proper techniques are 
upheld in the collection and processing of blood cultures, the hospital can benefit 
from improved quality, safety, and financial measures in the care of its patients.

Viral

The use of viral cultures has gained significance in the era of newly developed tar-
geted antiviral therapeutics. Multiple techniques are used for the identification of 
the isolated viral pathogen, which will aid in choosing the right antiviral therapy, 
early discontinuation of antibiotics, and further diagnostic data for public health 
purposes [10].
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Methods available for viral detection include cell culture, antigen detection, 
nucleic acid detection, and serological tests. Cell culture allows for identification of 
multiple viruses with the ability for further characterization. Laboratories are 
equipped with several cell lines to allow for growth and isolation of different viruses 
(i.e., human fibroblast cell line can be used for isolation of rhinovirus). The growth 
and identification of the virus can be achieved by looking at the cytopathic effect 
(CPE), which is the distinct morphological changes in the cell. The time from incu-
bation to identification depends on the type of virus [10].

Fungal

Fungi are not typically fastidious in their nutritional requirements and will readily 
grow on media used for bacterial isolation. However, growth on traditional bacterial 
media can be slow. For this reason, laboratories adjust media specifications based 
on the suspected organism. Selective media can be included if there is concern for 
the presence of other microorganisms in the sample [11].

It is traditionally recommended that fungal cultures be incubated at 3 degrees 
Celsius for a minimum of 4 weeks. If primary suspicion was for Candida from a 
genital site or mucosal surface, growth may occur as soon as 7 days. If there is sus-
picion for Histoplasma capsulatum or Blastomyces dermatitidis, 6–8 weeks of incu-
bation may be needed. In areas where dimorphic fungi are endemic, it may be 
worthwhile to implement default incubation periods of 5 weeks [12].

A unique concern for growing fungal cultures is the chance of a low fungal load, 
leading to false negatives. This challenge can be overcome by sending as much 
specimen as possible for culture. Whenever possible, the fungal specimen should be 
collected before antifungal is given.

Given this potential for a low fungal load, it is important to recognize that a sin-
gle colony of a potentially pathogenic mold does not necessarily represent a con-
taminant. The organism identified should be correlated with the clinical presentation 
to determine if it is the likely cause of the pathogenic process. Some organisms are 
more frequently identified as pathogenic or as contaminant. For example, 
Histoplasma capsulatum or Trichophyton rubrum are often a representative of true 
infection. However, when opportunistic organisms such as Aspergillus fumigatus or 
Candida albicans are identified, they may not be clinically relevant unless there is 
evidence suggesting they are part of the disease process [13]. Correlating culture 
findings with histopathology can be helpful in these cases.

Fungal cultures can be used to identify features specific to types of fungi. For 
yeasts, cultures can allow for identification of a capsule, budding characteristics, 
size, morphology, and colony color, all of which aids in more specific identification 
of the yeast. For molds, cultures can reveal culture characteristics, sporulation char-
acteristics, the presence or absence of septa, and hyphal or conidial color [14].

While nucleic acid techniques will likely be the primary diagnostic modality for 
fungi in the future, there is still utility in using culture techniques for most fungi.
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�PCR

Polymerase chain reaction (PCR) is a well-developed molecular technique with a 
wide range of clinical applications for specific and broad-spectrum pathogen detec-
tion, evaluation of novel infections, antimicrobial resistance profiling, and early 
detection of biothreat agents. PCR is an enzyme-driven process for amplifying short 
sequences of DNA in vitro. It relies on prior knowledge of at least partial sequences 
of the target DNA/RNA allowing for design of oligonucleotide primers that hybrid-
ize specific pathogen DNA/RNA sequences. A DNA polymerase enzyme can then 
be used to rapidly amplify target DNA into millions of copies. Quantitative real-
time PCR allows for this to occur in a single reaction vessel providing advantages 
in speed, simplicity, reproducibility, and quantitative capacity in which detection 
can occur. The sensitivity, specificity, and speed of amplification have made PCR a 
top choice for infectious disease experts for identifying organisms that cannot grow 
in  vitro or when prolonged incubation periods are needed. Multiplex PCR has 
enabled the simultaneous detection of multiple target sequences of organisms allow-
ing for better sensitivity and specificity. Reverse transcription PCR (RT-PCR) has 
also been created and allows for RNA-only organisms to be detected [15].

In addition to speed and improved sensitivity, the concept of the broad-ranged 
PCR can be used to identify classes of pathogens. For example, sequences of the 16s 
rRNA, exclusively seen in bacterial species, can be designed to quickly identify 
bacterial organisms in cerebrospinal fluid (CSF) or whole blood, otherwise sterile 
areas of the body [16]. In a time when antimicrobial resistance is on the rise, PCR 
can provide information of antimicrobial resistance profiling. For example, the 
mecA gene has been used to identify methicillin resistance and has become the most 
reliable tool for identifying methicillin-resistant Staphylococcus aureus (MRSA) 
[17]. PCR-based techniques are also being used to identify resistance testing in 
Mycobacterium tuberculosis and HIV.  By early identification of resistance, the 
practitioner can tailor antibiotic regimens for specific pathogens. Furthermore, with 
the increasing threat of bioterrorism, rapid detection with PCR has become more of 
a necessity. Refinements are being made to PCR-based assays for category A bioter-
rorism agents including Variola major, Bacillus anthracis, Yersinia pestis, and 
Francisella tularensis [18].

One limitation of PCR is the cost of PCR reagents, equipment, personnel train-
ing, and labor to run each reaction. Each reaction run can cost up to US $125. There 
are also technical challenges as most thermocyclers cannot do multiple runs of PCR 
simultaneously which has prevented around-the-clock testing in the clinical setting. 
False positives are also a large concern of PCR given its high sensitivity. Background 
contamination of exogenous sources of DNA, even in minute amounts, can lead to 
false positives. Contamination is most common in universal assays such as in assays 
that use eubacterial 16s ribosomal RNA gene. PCR can also lead to false-negative 
results primarily because of the small sample volume permissible in the PCR device. 
DNA extraction and purification can be performed prior to amplification as a means 
to concentrate total DNA [15].
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PCR has revolutionized the rapid detection of pathogens allowing for early 
detection and rapid tailored treatment for many organisms. As specific PCR assays 
are being developed, this technique can change the way medical practitioners 
approach infection in the critical care unit.

�Western Blot

Western blot is an essential technique in molecular and cell biology as it allows for 
protein detection and quantification of protein expression. There are three major 
steps in this technique, which include (1) separation of proteins based on molecular 
weight using gel electrophoresis, (2) transferring results onto a solid support which 
creates bands for each protein, and (3) using antibodies to detect proteins of inter-
est [19].

�ELISA

ELISA is a highly sensitive tool for rapid detection of an antigen or antibody using 
an enzyme-linked antibody. A variety of ELISA assays have been developed and 
marketed for the purpose of detecting desired targets. ELISA is the most commonly 
used immunological technique and has many applications in diagnosis of infectious 
agents [20].

One area in which ELISA has particularly been utilized is in the detection of 
sexually transmitted infections. ELISA platforms have been developed that are sen-
sitive and specific in identifying HIV, chlamydia, hepatitis, and syphilis.

ELISA can also be a useful tool in the early diagnosis of tropical diseases, such 
as dengue fever, borreliosis, yellow fever, and Chagas disease. Given the nonspe-
cific clinical course of these diseases, development of techniques for early and 
timely diagnosis is important.

Additionally, ELISA has been used to identify pathogens that can cause prenatal 
infections. ELISA platforms have been developed that can detect Toxoplasma, 
Treponema pallidum, and viruses such as rubella, cytomegalovirus, herpes simplex, 
hepatitis B, Epstein-Barr, varicella zoster, and HIV [21].

�Blood Smear

Examination of the peripheral blood smear is an underutilized laboratory investiga-
tion in clinical practice. The visual search for intracellular organisms on a periph-
eral blood smear is a simple and readily available diagnostic approach that has the 
potential for establishing an immediate diagnosis. Certain bacterial, fungal, and 
protozoan infections all have the potential to be diagnosed quickly with the use of 
a peripheral blood [3]. There are many examples in which the presence of atypical 
cells can aid in diagnosis. The presence of atypical lymphocytosis and large 
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granular lymphocytes has been seen in infectious mononucleosis. Lymphocytosis 
with atypical cells showing convoluted nuclei has been associated with pertussis. 
In a young neonate with laboratory finding of thrombocytopenia and blood smear 
showing polymorphic atypical lymphocytes, cytomegalovirus infection was 
detected [22].

There are studies showing the utility of blood smears in fever of unknown origin 
(FUO). In a retrospective study of over 2800 patients at a Chinese hospital present-
ing with FUO, a significant difference in the presence of abnormal cells such as 
atypical lymphocytes, nuclear left shift, toxic granulation, or malaria was found 
between the FUO and the healthy control group [23]. Causative organisms of dis-
eases such as malaria, babesiosis, and bartonellosis can be directly visualized within 
red blood cells. Many bacteria (such as Ehrlichia) and fungi can be found within 
white blood cells. Still there are organisms such as spirochetes, microfilariae, and 
trypanosomes that can lie between cells.

Finally, there has been reported utility for peripheral blood smears in identifying 
organisms during sepsis. A patient with splenectomy had presented with meningitis 
and was found to have diplococci on the peripheral blood smear allowing for prompt 
diagnosis of Streptococcus pneumoniae prior to the lumbar puncture. In another 
case report, an immunocompromised patient had presented with respiratory and 
neurological symptoms Histoplasma capsulatum within neutrophils in the blood 
smear [24]. Thus, the peripheral blood smear can be a powerful adjunct to guide 
diagnostic tests, provide rapid preliminary diagnosis, and strengthen the empirical 
antibiotic armamentarium.

�Metagenomics

Metagenomics refers to the practice of sequencing all nucleic acid material in a 
clinical specimen for the purpose of identifying a pathogenic organism. Also 
referred to as next-generation sequencing, metagenomics has broad potential 
applications.

Metagenomics can be applied to a broad variety of clinical samples, such as 
blood, cerebrospinal fluid, respiratory secretions, stool, and tissue. In the setting of 
rapidly improving sequencing technology, it has the potential to quickly identify 
potential pathogens. Genetic sequences obtained for pathogenic organisms can also 
be used to develop antimicrobial resistance profiles. The costs and processing time 
for metagenomics have improved, making its application increasingly more 
practical.

However, broader implementation of metagenomics has been limited by several 
challenges. When all organisms in a sample are sequenced, standardized limits must 
be set for detection of different specimens. The presence of several organisms in a 
sample can pose the challenge of distinguishing contaminants and nonpathogenic 
colonizers from pathogenic organisms. A broad database of existing sequence data 
needs to be created and maintained to enable accurate identification of organ-
isms [25].
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As technology continues to evolve, metagenomics will likely have an increasing 
role in the identification of pathogens.

�BioFire FilmArray

The BioFire FilmArray is a multiplex PCR that has revolutionized the speed at 
which results can be delivered [26]. This system integrates sample preparation, 
amplification, detection, and analysis into one device with minimal hands-on time. 
Results can be delivered to the medical team in about 60 minutes. The device has 
been approved for detection of viral organisms that infect the upper respiratory 
tract and gastrointestinal tracts. It can also detect bacterial species in positive blood 
cultures and gastrointestinal tract. It can help detect antimicrobial resistance genes. 
It also allows for the simultaneous detection of bacterial, fungal, and viral organ-
isms involved in meningitis or encephalitis. In a multicenter prospective trial 
involving the BioFire FilmArray GI panel for the simultaneous detection for the 22 
most common bacterial and viral causes of gastroenteritis, it was found that the 
assay had 100% sensitivity for more than half the organisms. For 7/22 organisms, 
it had a sensitivity of 94.5%. The specificity for all panel targets was 97.1% [27]. 
Given the speed at which this tool can provide such sensitivity and specificity, it can 
help clinicians in the critical care unit target specific organisms quickly for better 
outcomes.

�GeneXpert

In 2010, GeneXpert was endorsed by the World Health Organization (WHO) as a 
novel test for rapid diagnosis of tuberculosis (TB), especially in difficult cases 
such as multidrug-resistant TB and HIV-associated TB [28]. GeneXpert is a 
nucleic acid amplification test (NAAT) which can be readily performed on a clini-
cal sputum sample in under 2 hours. Collected sputum is transferred to an instru-
ment where the specific genomic DNA are released through ultrasonic lysis. The 
sample is then amplified through polymerase chain reaction (PCR) [29, 30]. This 
method allows for simultaneous detection of MTB and antibiotic susceptibility to 
rifampin [31].

�Lateral Flow

Lateral flow immunoassays (LFA) are performed by passing a liquid sample con-
taining the target of interest through a polymeric strip. While the liquid passes 
through the strip, small molecules interact with the sample and provide a visual 
signal indicating a positive or negative result.

LFAs are rapid, accurate, cost-effective tools for use at the point of care in pri-
mary screening. There are many features of LFAs that make them particularly 
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desirable for use in low-resource settings. Specific equipment is not needed, and 
LFAs do not require special storage. The visual result seen on LFA is easily identified 
by anyone using the assay. For example, a sensitive and specific LFA has been 
developed for preliminary screening of cryptococcal meningitis through detection 
of the cryptococcal antigen polysaccharide [32].

While the simplicity of LFAs is appealing, it also presents limitations. An LFA 
can only provide qualitative bimodal results, for example, indicating “positive” or 
“negative.” A confirmatory test is thus required to make a final diagnosis, giving 
LFAs a role mainly in primary screening.

LFAs are becoming more sophisticated and may have broader uses in the future. 
Current research is underway to develop different types of labels, integrate simulta-
neous detection of multiple targets, and create new strategies for signal amplifica-
tion [33].

�Specimen Sites

�Blood

Blood is the most widely used specimen due to its simplicity of collection and sta-
bility over time of analyte concentration. Proper preanalytical treatment and han-
dling of blood is essential for quality and accuracy of results. The most important 
aspect of collection is the correct identification of the patient. Proper safety and 
identification should be implemented in all quality measures at every hospital. The 
appropriate containers used for blood collection are essential for allowing transpor-
tation and permitting analysis of the blood and derivatives (plasma and serum) [34]. 
Preservatives and additives are added to containers to prevent clotting and other 
catabolic activities. Additives to containers include citrate, heparin, EDTA, and gly-
colysis inhibitors. It is important that sample volume is sufficient for each collec-
tion. Samples requiring larger amounts of blood should be drawn first. Volume is not 
only important for the lab to run tests effectively, but the volume-to-additive ratio is 
important to prevent blood clotting. For example, the ratio between sodium citrate 
and blood in the tube should be 1:9. Clotting is important to prevent and can be 
caused by prolonged venipuncture or failing to mix the tube after collection [35]. By 
using proper technique, trained personnel, and appropriate vehicles to collect and 
store blood, the laboratory can run a myriad of tests used to aid the clinician in the 
critical care unit.

�Urine

Urine is usually available in abundant quantity and easy to collect and store, mak-
ing it an excellent diagnostic specimen for infectious diseases. Beyond culture 
results, the detection of specific elements within the urine (color, inflammatory 
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markers, antigen, STDs) allows for a broad range of infectious disease diagnoses. 
Urine color such as hematuria can indicate a urinary tract infection or suggest 
viral zoonotic infections in addition to other noninfectious causes. Antigen detec-
tion in urine through enzyme immunoassay (EIA) allows for diagnosis of dis-
seminated infectious diseases such as histoplasmosis. Urine can also be useful in 
diagnosis of community-acquired pneumonia or legionellosis by detecting 
Streptococcus pneumoniae or Legionella pneumophila polysaccharides in the 
specimen, respectively. Urine is now being used as a noninvasive test to check for 
sexually transmitted diseases such as chlamydia trachomatis and Neisseria gon-
orrhoeae [36].

�Sputum (Holland)

Recommendations for collection of sputum prioritize noninvasive over invasive 
approaches. In patients who are not ventilated, specimens can be obtained by spu-
tum induction or by spontaneous expectoration. The first morning expectorated spu-
tum is most desirable for bacterial culture. In mechanically ventilated patients, 
endotracheal aspirates or bronchoscopically obtained samples can be used. 
Bronchial washes are not considered sufficient for routine bacterial culture. For 
immunocompromised patients, an invasively obtained specimen is recom-
mended [37].

Laboratories should have a procedure for screening sputum samples for accept-
ability given the high rate of contamination. If a sample is heavily contaminated 
with oropharyngeal fauna, it should not proceed to routine bacterial culture. 
Inadequate screening can lead to misleading results.

An appropriate number of sputum samples should be collected based on the clin-
ical suspicion of the etiologic organism. For example, in a cystic fibrosis patient 
experiencing an exacerbation, additional samples for mycobacterial and fungal cul-
tures may also be desired. For fastidious pathogens such as Bordetella pertussis, the 
clinician collecting the sample should confer with the laboratory prior to collection 
for specific instructions [38].

�Stool (Azka)

Observational studies show that stool cultures are only positive up to 5.6% of the 
time in the general population. However, a randomized controlled trial in the 
United Kingdom that assessed stool culture performance in cases of severe diar-
rheal illness (defined as four fluid stools per day for more than 3 days) detected 
bacterial pathogens in 87% of patients [39]. Since most acute gastroenteritis is 
viral and self-limited, stool cultures should typically only be used in severe cases 
that are more likely to be caused by bacterial pathogens. Patients who are hypo-
volemic or requiring hospitalization are considered to have severe diarrheal 
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illness. However, if a patient develops diarrhea 3 days after being hospitalized for 
another cause, stool cultures are lower yield and testing for Clostridium difficile 
is recommended instead.

The enteric pathogens that routine stool cultures can identify are Salmonella, 
Campylobacter, and Shigella, which are the most common bacterial causes of acute 
diarrhea in the United States. However, if a different bacterium is suspected based 
on a patient’s clinical history and exposures, clinicians should notify the laboratory 
about the suspected pathogen since specific plating techniques are required to iden-
tify Yersinia, Vibrio, Listeria, and Aeromonas [40].

Of note, stool specimens should be placed in sterile containers without preserva-
tive and be transported to the laboratory within 2 hours. Obtaining a rectal swab 
sample and collecting fresh stool have been shown to be equivalent in terms of 
bacterial yield. If a rectal swab is done, it should be obtained within 5 minutes after 
a bowel movement, and the sterile swab should be inserted 1–2 cm past the anal 
verge and lightly rotated 360 degrees [41].

�Wound (Tina)

Identifying pathogenic bacteria based on wound cultures (tissues, aspirates, swabs) 
can often be challenging. Some of this challenge is secondary to improper collec-
tion or contamination of samples. In addition, given the long processing time 
(2 days), the bacterial burden can change in the interim, affecting treatment plan. 
Surface environmental or host microbiota can also complicate results, making it 
difficult to see which bacteria are pathogenic [42].

With the rise of obesity and diabetes, chronic wounds have become a major prob-
lem in healthcare. These wounds often occur in immunocompromised patients and 
most commonly include non-healing surgical wounds, venous ulcers, diabetic 
ulcers, and pressure sores. These wounds present a diagnostic challenge as they 
have bacterial biofilms that are polymicrobial in nature. Both molecular and culture 
studies are available for identification of bacteria in wounds, though molecular tech-
nologies have proven to be more sensitive [43].

�CSF (Holland)

Three or four tubes of CSF should be collected by lumbar puncture for diagnostic 
studies. At least 0.5–1.0  mL of CSF is required for bacterial testing. However, 
larger volumes of 5–10 mL increase the specificity in culture for detection of bac-
teria and are required for detection of fungi and mycobacteria. The first specimen 
collected is the most likely to be contaminated and should not be used for molecu-
lar studies, smears, or cultures. The last specimen should have fewer RBCs than 
earlier specimens unless the patient has frank hemorrhage. CSF should not be 
refrigerated [37].
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The most commonly ordered assays of CSF include cell count, total protein, 
glucose, Gram stain, and culture. If fastidious organisms, such as Nocardia, fungi, 
or mycobacteria, are suspected in the CSF, the laboratory should be informed [44].

�Handling of Bioterrorism Organisms (Holland)

The safety of lab personnel in the handling of bioterrorism organisms is of para-
mount importance. Preparation of suspected bioterrorism organisms should be done 
in a laminar flow hood at biological safety level (BSL) 2 or greater. The samples 
may ultimately require delivery to a BSL-3 facility for inactivation prior to electron 
microscopic assessment. Laboratory personnel handling bioterrorism specimens 
must have been recently vaccinated or not have contraindications to post-exposure 
vaccination. Guidance on handling of specific organisms can be found on the CDC 
website or the American Society of Microbiology website [45–49].

�Types of Organisms

�Viral

�Respiratory Illnesses (Azka)

Several laboratory methods have been established for the detection of respiratory 
viruses. For the influenza virus specifically, these methods can be divided into rapid 
influenza diagnostic tests (RIDTs) and molecular assays (particularly RT-PCR). The 
RIDTs are immunoassays that use antibodies against influenza A and B nucleopro-
teins to detect viral antigens. These assays can result within 15 minutes and are 
more widely available but are not as accurate as the RT-PCR and not recommended 
in the inpatient setting. If a patient tests negative for influenza using the RIDTs but 
clinical suspicion is high, the CDC recommends continuing to treat the patient and 
confirming the negative test with a RT-PCR or viral culture [50]. In general, naso-
pharyngeal specimens are recommended over nasal or throat swabs individually to 
increase detection.

Multiple manufacturers have created molecular assays using RT-PCR to detect 
the influenza virus. The molecular assays vary in their sensitivities and specificities 
but as a general rule are highly specific but not as sensitive (although more sensitive 
than the RIDTs), meaning that false negatives can occur based on collection meth-
ods but false positives are quite rare. If a hospitalized patient has suspected influ-
enza but tests negative using an upper respiratory tract specimen, the CDC suggests 
testing a lower respiratory tract specimen using a molecular assay since the virus is 
detectable for a longer period of time in the lower respiratory tract [51].
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For the detection of other respiratory viral pathogens, the BioFire FilmArray 
Multiplex PCR is a comprehensive method that can be used to detect 20 different 
viruses, including respiratory viruses, within an hour. Aside from multiplex PCR 
such as BioFire, multiplex nucleic acid amplification testing (NAAT) is also used to 
diagnose respiratory viral illnesses [52].

�Hemorrhagic Fevers (Tina)

Viral hemorrhagic fevers (VHF) are caused by a group of single-stranded RNA 
viruses with lipid envelopes that come from four families: Arenaviridae, Bunyaviridae, 
Filoviridae, and Flaviviridae. Given their lipid envelopes, these viruses cannot sur-
vive in low pH environments; however, they are stable in environments with neutral 
pH (such as blood). These viruses are highly infectious in nature and pose endemic 
disease threats with potential for high morbidity and mortality [53, 54].

Humans can contract the virus through direct contact with infected body fluids, 
inhalation, or arthropod vectors. Patients often have constitutional symptoms such 
as high fevers, myalgias, and arthralgias; however, the main damage occurs at the 
vascular beds. These patients can develop shock and multiorgan damage [54].

As mentioned above, diagnosis takes place at highly specialized laboratories 
given biosafety concerns. Category 3 organisms are not contagious; however, they 
do cause significant harm to those who come in contact with them. Treatments are 
available for this category. In contrary, category 4 are those that cause significant 
disease and are easily transmittable without available treatment. Research and diag-
nosis have been limited secondary to VHF classification as biosafety levels 2–4 with 
potential to cause lethal disease upon inhalation [53, 55].

Virus is present in blood from the first day of fever occurrence. There are several 
diagnostic methods available for detection of VHF including viral culture, electron 
microscopy, and nucleic acid detection. Viral culture usually requires microbiologi-
cal containment and takes 3–10 days for most VHF virus detection. Acute phase 
immunoglobulins (IgM) can be detected by enzyme-linked immunosorbent assays 
(ELISA) [53, 55]. Given the high cross-reactivity between related viruses, ELISA 
assays are not very specific [53, 56].

Electron microscopy can be utilized for direct visualization of the virus after 
isolation from cell culture [57]. In addition, immunohistochemistry staining of 
specimen allows for identification of VHF viruses by looking at specific morpho-
logic features and helps identify these viruses in different human tissues [58]. Viral 
culture and electron microscopy are no longer the gold standard for diagnosis given 
the lengthy process and needs for specialized resources [53].

The most sensitive diagnostic modality for VHF is reverse transcription poly-
merase chain reaction (RT-PCR) on the blood, urine, or saliva after RNA extraction. 
This method is especially useful when isolation of the infectious virus has proven to 
be difficult using cultures, with assays now available for majority of VHF viruses. 
In addition, multiplex assays have developed to assist with identification of multiple 
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VHF viruses [59]. This method requires advanced resources and trained personnel, 
making it unavailable in resource-limited areas. Efforts are directed toward obtain-
ing sensitive and specific testing that is also rapid to allow for timely quarantine of 
those affected to prevent the spread of VHF disease [53].

Viral Encephalitides (Holland)

Identification of the infectious agent is the primary challenge in management of 
suspected viral encephalitis. As many as 60% of cases of presumed viral encephali-
tis remain unexplained because conventional diagnostic strategies fail to identify a 
causative organism [60].

Viral cultures are often ordered for these CSF specimens; however, the culprit 
virus is rarely recovered. Given the low yield of viral cultures of CSF, PCR has 
largely replaced cultures in diagnosis of viral encephalitis. When viral encephalitis 
is suspected, CSF PCR for HSV-1, HSV-2, and enteroviruses should be sent. PCR 
testing for VZV and CMV can also be pursued if clinically suspected [61].

Serologic testing when suspecting viral encephalitis is particularly important 
when the patient’s condition fails to improve. Serological assessment for arbovi-
ruses may be pursued in the appropriate clinical context. Of note, many viral patho-
gens require paired sera for diagnosis, making it important to save serum obtained 
during the acute phase of illness to be used at a later time if necessary.

The gold standard for the diagnosis of suspected viral encephalitis is brain 
biopsy. Given its invasive nature, this intervention is pursued only after failure of 
other options.

�Hepatitis (Azka)

Antibodies to the different viral hepatitides are used in the diagnosis of viral hepa-
titis infection. In the testing for hepatitis B virus (HBV) infection, hepatitis B sur-
face antigen is also tested to see if the patient is currently infected. The surface 
antibody alone being positive (with a negative surface antigen) represents vaccina-
tion or immunity from previous resolved infection [62]. The presence of total core 
antibody represents an infection, whether in the past or present, instead of vaccina-
tion. The IgM fraction of core antibody can show if a person is currently or recently 
infected. The presence of hepatitis B e antigen indicates active replication in hepa-
tocytes, and antibody to e antigen represents an immune response including 
response to treatment [63]. Aside from these six serological tests for HBV detec-
tion, the other viral hepatitides commonly tested for (A, C, and D) have 1–2 sero-
logical tests each available for diagnosis. All serology is done using enzyme 
immunoassays.

There are also several nucleic acid-based tests (such as PCR) that can detect the 
presence of HBV DNA or HCV RNA.  For accurate results, serum should be 
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removed from clotted blood within 4 hours of collection and then stored at −20 to 
−70 degrees Celsius. An additional method to avoid the breakdown of nucleic acid 
in the specimen is to use an EDTA tube which allows for storage at 4 degrees Celsius 
for up to 5 days [64].

�HIV (Tina)

HIV screening has been recommended for all persons between ages 13 and 64 years 
[65]. Diagnostic tests have been developed not only to screen for disease but also for 
rapid detection during acute infection, a time with the highest likelihood of trans-
mission [66]. Traditionally, HIV testing has included a two-step process, an immu-
noassay test followed by confirmatory testing with western blot or 
immunofluorescence [67].

First-generation enzyme immunoassays (EIA) take the viral lysate as antigen to 
detect immunoglobulin G (IgG) against HIV type 1 [68]. These tests detected 
infection within 6–8 weeks and are no longer commonly used due to their lack of 
sensitivity and specificity [69, 70]. Second-generation immunoassays have 
increased specificity with the use of recombinant peptides or proteins to produce 
antigens and detect the IgG antibodies. With this method, antibody detection occurs 
about a week earlier compared to first-generation assays [69, 70]. Third-generation 
immunoassays detect both IgM and IgG to confirm HIV-1 and HIV-2 infection 
within 20–25 days [67]. Fourth-generation immunoassays can detect p24 in addi-
tion to HIV-1 and HIV-2 antibodies, allowing for diagnosis within 2 weeks post-
exposure [67]. Furthermore, it will detect infection in majority of those with 
positive nucleic acid amplification test who have nonreactive/indeterminate results 
with other assays [71–73].

Once immunoassays are reactive, HIV confirmatory testing is performed with 
higher specificity. These tests include the western blot or indirect immunofluores-
cence assay (IFA). Western blot is more commonly used and looks at IgG antibodies 
that are attached to fixed HIV proteins [67, 74]. However, this test lags behind 
immunoassay testing by up to 3 weeks, which can lead to false-negative results. IFA 
also only detects anti-HIV IgG and is less commonly used [67, 74].

Several rapid HIV tests have been approved by the FDA for point-of-care testing 
outside the clinical setting with detection times of less than 30 minutes. These tests 
come in two formats including lateral flow and immune concentration [67]. Some 
perform similar to third-generation immunoassays [74]. False-negative results 
remain a concern with rapid testing, which is mostly seen during the window period. 
The fourth-generation antigen/antibody rapid HIV test (Alere Determine HIV1/2 
Ag/Ab combo) is currently not FDA approved in the United States [67] and has low 
rates of HIV p24 detection [75].

HIV RNA detection through quantitative NAAT is able to detect the viral load. 
However, it is not FDA approved for diagnosis of HIV infection. These tests often 
require many resources and are expensive [67].
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�Other Common Viral Infections

CMV (Holland)

Histologic assessment of biopsy samples can be diagnostic of CMV in tissue-
invasive disease. Diagnosis is made based on the presence of inclusion bodies and 
is confirmed by immunohistochemical staining [76].

CMV can be isolated using traditional culture methods from most specimen 
types in 1–6 weeks. Shell culture has replaced conventional culture in most labora-
tories due to rapid turnaround time. In shell culture, samples are centrifuged prior to 
exposure to a cell monolayer. Antibodies bind the antigen, demonstrating intracel-
lular CMV replication. This process takes 2–3 days, enabling more rapid diagnosis 
than conventional viral culture methods.

In CMV antigenemia assays, CMV proteins such as pp65 are detected in periph-
eral leukocytes using fluorescently labeled antibodies. Results are reported as num-
ber of cells staining positive among the total number of cells counted. Turnaround 
time for assessment of CMV antigenemia is about 24 hours.

Quantitative PCR may be preferred over antigenemia assays due to improved 
assay standardization, specimen stability, and ability to test leukopenic patients. The 
threshold for a positive CMV viral load varies between laboratories [77, 78].

Serology must be interpreted cautiously in diagnosing CMV as the causative 
agent of infection. CMV IgM antibodies can be detected in serum from 2 weeks after 
symptom onset to 4–6 months thereafter. Thus, it is important to have a prior baseline 
CMV IgM level to assess whether a positive CMV IgM is indicative of prior infec-
tion. CMV IgG is detectable 2–3 weeks after infection and persists lifelong [79].

EBV (Azka)

Epstein-Barr virus, or EBV, has a seroprevalence rate of 95% in the Western adult 
population. The detection of heterophilic IgM antibodies by the well-known hetero-
phile antibody test (also known as the Monospot test) is neither sensitive nor spe-
cific for the diagnosis of EBV infection. Thus, EBV-specific serologic assays are 
preferred for diagnosis in immunocompetent individuals instead. The gold standard 
is the immunofluorescent antibody (IFA) test, which tests for IgM and IgG viral 
capsid antigens (VCAs) and the EBV nuclear antigens (EBNA). When a person has 
been infected with EBV once, the EBNA antibody titers will persistently be ele-
vated lifelong. The presence of VCA antibodies but absence of EBNA IgG indicates 
an acute infection. If the VCA IgM antibody is negative but the VCA IgG and EBNA 
IgG are positive, then that is indicative of a past infection [80].

Serology is unreliable in immunocompromised patients, particularly those with 
a blunted humoral response. In these patients, PCR is used instead to detect viral 
DNA copies. EBV DNA is also used for detection in most EBV-associated malig-
nancies [81].
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Herpes (Tina)

Laboratory diagnosis of herpes simplex virus (HSV) is important to guide treat-
ment. In the presence of vesicles, it is recommended to unroof the vesicles and 
obtain a swab of the lesion in a sterile fashion. Sample should then immediately 
be placed in appropriate media and readily transferred to laboratory for viral cul-
ture [82]. PCR offers a more rapid and sensitive method for diagnosis of HSV [83, 
84]. Serological tests can be used in the absence of vesicular lesions. This is done 
through detection of IgG antibodies against glycoprotein G of HSV1 or HSV2 
[85]. The combination of direct virus testing and serological tests can help 
determine whether HSV infection is new versus reactivation of disease [86]. 
Immunofluorescence staining can be used to detect the herpes antigen in prepared 
slides that include cells from HSV lesions [87].

�Bacterial

�Identifying Resistant Organisms (Azka)

One of the greatest concerns regarding antibiotic use is emerging bacterial resis-
tance in both hospital-associated and community-acquired strains. In the case of 
Staphylococcus aureus, for instance, methicillin resistance is common and caused 
by the bacterial presence of the mecA gene, which encodes the enzyme PBP2a. The 
gene can be tested for by PCR. PCR is sensitive but not specific for methicillin 
resistance because some bacterial strains with the mecA gene are still susceptible to 
methicillin. Thus, phenotypic confirmation of PCR results is required. This is pri-
marily done using a latex agglutination test for PBP2a as this is the most accurate 
mechanism to ascertain resistance [88].

Additionally, inducible clindamycin resistance has become a concern when 
interpreting antibacterial susceptibility results. Clindamycin resistance can occur 
with the presence of erm genes and is not always detected on standard susceptibility 
testing. To test for this gene, the laboratory places an erythromycin susceptibility 
testing disk next to the clindamycin disk on the agar plate. In S. aureus strains that 
carry the erm gene, this results in blunting of the zone of inhibition surrounding the 
clindamycin disk due to an amplified bacterial expression of resistance. Since the 
blunting around the clindamycin disk occurs in the region closest to the erythromy-
cin disk, this bears resemblance to the letter D and has thus come to be called the 
“D-zone test” [89].

The detection of methicillin resistance in S. aureus is just one example of many 
resistance patterns that have emerged. Others include extended-spectrum beta-
lactamase-producing and carbapenem-resistant bacteria. Since resistance varies by 
location, a specific hospital’s antibiogram should be consulted when making deci-
sions about antibiotics.
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�Toxin Identification (Azka)

Toxin identification in the laboratory is most often used in the diagnosis of the 
Gram-positive obligate anaerobe Clostridium difficile. The inflammation and necro-
sis caused by C. diff are due to toxin A, toxin B, and, in some strains, the binary 
C. diff transferase (CDT) toxin. C. diff spores are found in normal intestinal tracts 
and are also found ubiquitously in the environment. Thus, it is important to identify 
the pathogenic strains, which are the ones that produce toxins [90].

The 2018 Infectious Disease Society of America (IDSA) guidelines recommend 
using a multistep algorithm for diagnosis of C. diff infection. Enzyme immunoas-
says (EIAs) use antibodies to detect the presence of toxins A and B, but the multiple 
commercial assays that are available for use vary in their sensitivities and specifici-
ties. Thus, it is preferred that glutamate dehydrogenase (GDH) immunoassays be 
used instead since GDH is invariably present in all C. diff strains. GDH immunoas-
says lack specificity for toxigenic strains so should be combined with a toxin test 
(two-step algorithm) or toxin test and toxin gene detection (three-step algorithm). 
These algorithms should be used if a hospital does not have a prespecified policy for 
stool specimens submitted for C. diff testing [91].

If a hospital specifies that a stool sample cannot be submitted if a laxative was 
given within the previous 48 hours and the stool sample should be liquid or soft, 
then a one-step nucleic acid amplification testing (NAAT) approach can be used, 
forgoing toxin detection [91].

�Difficult-to-Culture Bacteria (Azka)

There are numerous bacteria that do not grow on routine culture media. An example 
is the HACEK organisms (Haemophilus, Aggregatibacter, Cardiobacterium, 
Eikenella, and Kingella species), which are fastidious, Gram-negative bacteria 
implicated in infective endocarditis. These bacteria were found to be the cause of 
previously termed “culture-negative endocarditis.” However, that title is misleading 
because they do grow on culture but may need specific media or prolonged incuba-
tion [92].

Haemophilus parainfluenzae (unlike H. influenzae, which is the better-known 
genus but does not cause endocarditis) has been shown in studies to be the most 
common HACEK organism causing endocarditis. It requires NAD (V factor) for 
culture growth, unlike H. influenzae which requires both NAD and hemin (X factor) 
for culture growth.

Aggregatibacter grows in aggregate lumps in broth culture. Cardiobacterium is 
a facultative anaerobe and is the HACEK organism that does grow on routine blood 
culture. However, it needs prolonged incubation to do so. It is oxidase positive and 
produces indole, both being features that can be used to identify the bacteria [93]. 
Eikenella corrodens is named after its characteristic corrosion into solid agar 
media. This bacterium is also known for its presence in human bite wound infec-
tions. The corrosion is thought to occur due to molecules that aid in adhesion to 
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host tissue. Kingella (like Neisseria) is a member of the Neisseriaceae family, so 
growth requires Thayer-Martin agar, which is a selective agar that contains antibi-
otics that suppress the growth of other bacteria. Of note, matrix-assisted laser 
desorption/ionization time-of-flight mass spectrometry (MALDI TOF-MS) is a 
promising, emerging method that can more rapidly identify fastidious organisms 
such as these [94].

�TB (Azka)

Smear and culture are used for the diagnosis of acute tuberculosis (TB) infection. 
The sensitivity and specificity of AFB smear microscopy are low, so it is recom-
mended that three samples are provided for evaluation. Despite the use of AFB 
smears inpatient to “rule out” TB, the sensitivity is only 45–80%. The samples need 
to include an early morning sputum collection, and all three need to be collected at 
least 8  hours apart. Collecting 5–10  mL of sputum increases the yield of smear 
microscopy. AFB culture is the gold standard for diagnosis but takes 2–6 weeks to 
obtain a result. Since both false-positive and false-negative results can occur with 
smear microscopy, its results need to be confirmed with mycobacterial culture 
regardless [95, 96].

Nucleic acid amplification testing (NAAT) done on sputum samples can result in 
24–28 hours. The NAAT has a higher positive predictive value (>95%) for TB in 
settings where nontuberculous mycobacteria are present. Thus, NAAT is recom-
mended when an AFB smear is positive. It should also be done when there is an 
intermediate or high pretest probability for TB despite negative AFB smears, as it 
can identify 50–80% of true TB cases when AFB smear is negative. The NAAT can 
also identify rifampin resistance to guide early therapy. However, AFB cultures are 
still needed to identify sensitivities to all antitubercular medications [95].

Interferon-y release assay (IGRA) can also be used to test for TB.  The 
QuantiFERON-TB Gold and T-SPOT TB tests are IGRAs that assess the release of 
interferon-y in response to the TB antigens ESAT-6 and CFP-10, respectively. These 
assays cannot differentiate between active and latent TB and thus have limited value 
in the inpatient setting.

�Atypical Bacterial Infections

Tickborne Infections (Azka)

Rickettsia

Rickettsiae are obligate intracellular Gram-negative bacteria, and this classification 
includes infections from Rickettsia, Ehrlichia, and Anaplasma. Infection is typi-
cally transmitted to humans by ticks, but unrecognized tick bites are common espe-
cially since the bite is often painless. There are certain laboratory findings, such as 
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thrombocytopenia, transaminitis, hyponatremia, and elevated creatine kinase and 
LDH, that are associated with infection. However, diagnosis is confirmed by sero-
logic assays, most commonly IgG indirect immunofluorescence antibody (IFA) 
assays. These assays are not sensitive during the first week of infection as IgG anti-
bodies are not yet formed. The sensitivity increases 2–3 weeks after the onset of 
illness. Most laboratories do not have tests for IgM available since the specificity of 
these tests is low.

With IFA assays, antigens of rickettsial pathogens are fixed on slides and bind to 
serum antibodies, if present, which are then identified by fluorescein labeling. Since 
the test is often falsely negative initially, the CDC recommends that an additional 
repeat test be done 2–4 weeks after the initial. A fourfold increase in antibody titer 
confirms the diagnosis. A diagnosis cannot be made with a single test [97].

Additionally, since the test can remain positive for years after infection, the test-
ing should only be done in patients with acute illness that has manifestations similar 
to that of rickettsial disease.

Rash is seen in Rocky Mountain spotted fever (RMSF), which is caused by 
Rickettsia rickettsii, but is less commonly seen in anaplasmosis or ehrlichiosis. 
Biopsy of cutaneous lesions in RMSF, such as eschar or rash, and subsequent immu-
nostaining and immunofluorescence approach 100% specificity for the diagno-
sis [98].

Lyme

If a patient has the rash of erythema migrans, then it is considered pathognomonic 
for the diagnosis of Lyme disease and no further testing is recommended. This is 
because erythema migrans is an early finding of Lyme disease, and most patients are 
not seropositive at the time of rash development. In fact, after the rash develops, it 
takes 1–2 weeks for IgM antibodies to Borrelia burgdorferi to appear and 2–6 weeks 
for the IgG antibodies to develop [99].

However, patients are seropositive by the time they develop either early dissemi-
nated or late disease. In such cases, the diagnosis of Lyme disease is made by a 
two-tier process that can be done on the same sample of blood. The testing typically 
starts with an enzyme immunoassay (EIA) which, if positive, is followed by an 
immunoblot (typically a western blot) for confirmation. The western blot tests for 
both IgM and IgG.

If the initial EIA is negative, no further testing is done. If the EIA is equivocal or 
positive, the positivity of the western blot confirms the infection since the latter is a 
more specific test. Of note, since the EIA is more sensitive, it can falsely turn posi-
tive by detecting another spirochete, such as Treponema pallidum, the causative 
agent of syphilis.

Serologic results should be interpreted in the setting of the clinical context. If a 
patient has had symptoms for more than 6 weeks without treatment, a positive IgM 
but negative IgG EIA and western blot should be viewed as a false positive.

If both parts of the test are positive and a patient is thus diagnosed with Lyme 
disease, a follow-up test to confirm a decrease in antibody titer should not be done 
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[100]. This is because patients can have persistent antibodies despite being treated 
and the acute infection resolving.

Other testing algorithms have been proposed, especially since the western blot is 
a time-intensive procedure. However, the CDC does not endorse the use of any other 
tests because their efficacy and clinical use have not yet been established.

Acinetobacter (Holland)

Acinetobacter is easily isolated in standard cultures. However, use of cultures results 
in delayed identification because this organism is nonreactive to common biochemi-
cal tests, including indole, glucose fermentation, and nitrate reduction. Cultures are 
also limiting because of slow turnaround time and limited sensitivity.

An important role of the lab is detection of carbapenem-resistant Acinetobacter 
baumannii (CRAB). Current approaches to identifying CRAB include culture-based 
methods such as the modified Hodge test, which is time consuming, and PCR, which 
is limited by its ability to only detect known carbapenem-resistant genes [101].

New approaches for the identification of CRAB are needed given the spread of 
this organism. New methods are being developed for extraction of carbapenemase-
associated proteins prior to matrix-assisted laser desorption/ionization time-of-
flight mass spectrometry (MALDI TOF-MS) [102].

Nocardia (Azka)

The diagnosis of nocardiosis is made by culture of the specific tissue that is infected 
with the aerobic, acid-fast bacteria. This sample is oftentimes sputum or a skin 
specimen. Nocardia takes longer to grow as compared to other, more prevalent bac-
teria but will typically grow within 5  days. However, for actinomycete (both 
Nocardia and Actinomyces) isolation, culture should be incubated for 2–3 weeks 
[103]. The smear can be highly suggestive of Nocardia since it will commonly show 
the characteristic Gram-positive coccobacillary (bead-like) branching filaments.

Fusobacterium (Azka)

Fusobacterium is an obligate anaerobic Gram-negative bacillus. F. necrophorum is 
the species that is specifically implicated in pharyngitis leading to Lemierre syn-
drome. Although rare, Fusobacterium infection can be severe with life-threatening 
metastasis to different organs, most commonly the lungs. Throat swabs do not 
identify the bacteria since these swabs are typically not cultured in anaerobic 
media [104].

Diagnosis is often made by blood culture or culture of tissue from a metastatic 
lesion. Fusobacterium has a pleomorphic appearance with irregular staining of 
rods, cocci, and filamentous forms when isolated in blood culture. Stain is typically 
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only taken up in the center of the organism and its border which is characteristic for 
this bacterium. If basic blood agar is supplemented with vitamin K and hemin, the 
organism is likely to grow more robustly.

Fusobacterium colonies growing on culture have a distinctive appearance. The 
colonies are yellow, smooth, and round. Hemolysis is variable based on strain and 
culture so cannot contribute to the diagnosis. The bacteria do readily contain indole, 
so a spot indole reagent can be used to detect its presence. It is beneficial if labora-
tories are notified if Fusobacterium is suspected, so that they can use these methods 
for improved detection [105].

�Fungal

�Candida (Holland)

In suspected local Candida infections, Gram stain or potassium hydroxide prepara-
tion of scrapings reveals budding yeasts with or without pseudohyphae. Direct 
examination of punch biopsies shows microabscesses.

For invasive infections and candidemia, blood cultures are the gold standard for 
diagnosis. Unfortunately, blood cultures in patients with suspected candidemia are 
negative about half of the time. Additionally, cultures require 1–3 days for growth 
and often several more days for identification. New techniques have been developed 
for more rapid identification; peptide nucleic acid fluorescence in situ hybridization 
can be used to detect C. albicans and C. glabrata within hours of culture growth 
[106]. If blood cultures are incidentally positive for Candida when assessing for 
other organisms, the clinician should obtain a biopsy in patients with focal findings 
such as a skin lesion. Candida is rarely a contaminant in the blood but may be a 
local colonizer in the urine [107].

The limitations of culture methods in detection of Candida have necessitated 
development of other diagnostic methods. Matrix-assisted laser desorption 
ionization-time-of-flight mass spectrometry (MALDI-TOF MS) enables detection 
and identification of Candida proteins grown in culture. Results are available in 
about 30 minutes [108].

The antigen assay for beta-D-glucan, found in the cell wall of many fungi, may 
be used in conjunction with other techniques to bolster detection of Candida.

PCR and antibody detection are not typically used in diagnosis of suspected 
Candida infections. While PCR would be desirable for fast, accurate identification 
of specific Candida species, there is no commercially available PCR test available. 
An antibody assay for Candida would not be useful since healthy people have 
Candida as a normal component of their microbiome and thus produce antibod-
ies [109].

The T2Candida panel is a newer strategy for the diagnosis of candidemia. In this 
assay, the yeast cells are broken apart. Candida DNA is then amplified and detected 
using magnetic resonance technology [107].
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�Histoplasmosis (Azka)

Histoplasma capsulatum is a thermally dimorphic endemic fungus, meaning that it 
exists as a yeast at body temperature but as a mold in its native environment. Gold 
standard for detection is a demonstration of the yeast on histopathology slides or of 
the mold in fungal cultures. This can take up to 8 weeks, so the most common test 
used for detection of Histoplasma in the clinical setting is antigen detection by 
enzyme immunoassay [110].

Antigen testing provides a noninvasive and rapid method for diagnosis and can 
be done on serum, urine, cerebrospinal fluid, and fluid from bronchoalveolar lavage. 
In cases of acute or disseminated histoplasmosis, urine antigen testing is over 85% 
sensitive and specific. However, sensitivity and specificity of antigen testing 
decrease in chronic infections, so culture is often required to make the diagnosis.

Culture is typically incubated at 25–30 degrees Celsius. If incubated at higher 
temperatures, it transforms to yeast, but this transformation should not be used to 
make the diagnosis. Calcofluor white is a stain that adheres to chitin in fungal cell 
walls so can be used for identification. Culture is less sensitive than antigen testing 
in the acute setting [111].

�Coccidioidomycosis (Azka)

There are several methods that have been standardized and can be used for the detec-
tion of Coccidioides species, the most common method being serology. Enzyme 
immunoassay can detect both IgM and IgG antibodies against the fungus and is very 
sensitive for the diagnosis. Other serologic methods include immunodiffusion, com-
plement fixation, and lateral flow assay. Lateral flow assay is the most rapid test and 
can accurately detect IgM and IgG antibodies within 30 minutes [112].

PCR is useful for detection from lower respiratory tract specimens obtained by 
bronchoscopy. Testing on sputum, however, has low sensitivity for the diagnosis, in part 
due to the cough often being nonproductive. Culture can also be performed but should 
be handled in biosafety level 3 laboratories only [112]. Coccidioides can grow on most 
fungal culture media and even routine bacterial cultures in less than a week [113].

�Cryptococcus (Holland)

Stains such as mucicarmine and methenamine silver can be used to identify 
Cryptococcus in histopathological specimens. The polysaccharide capsule can be 
visualized when stained with India ink. Evaluation is usually performed on speci-
mens that have been grown in culture. However, the cryptococcal antigen test is 
more rapid than histopathologic identification and should be readily available for 
use in both serum and CSF [114].

Commercial identification systems such as Vitek, AuxaColor, and API systems 
are currently being used in clinical microbiology laboratories. MALDI-TOF has 
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also been shown to successfully identify Cryptococcus and should be considered in 
favor of commercial identification systems where available [115].

�Blastomycosis (Azka)

Blastomyces, just like the other endemic fungi, is thermally dimorphic. In vivo, it is 
in its yeast form, so direct examination of a bodily specimen – such as sputum, 
cerebrospinal fluid, pleural fluid, or skin scrapings – under a microscopic will show 
broad-based budding. This direct examination can be done on wet prep with special 
staining with Calcofluor white or potassium hydroxide. Calcofluor white is more 
commonly used because it causes the yeast wall to fluoresce under fluorescence 
microscopy. Such direct examination when positive can provide rapid diagnosis. 
Blastomyces species can be differentiated from other yeast by its size, which is 8–15 
microns. Blastomyces – unlike Candida or Aspergillus  – are never contaminants 
when isolated from body fluid or tissue [116].

Although direct examination is always done due to its capability for rapid diag-
nosis, the actual diagnostic yield is only 36% for a single specimen. The gold stan-
dard for diagnosis is by culture growth or histopathology [117]. Blastomyces 
dermatitidis will typically grow as a mold in culture at 25 degrees Celsius within 
1–4 weeks but can be detected sooner in culture using a DNA probe (AccuProbe). 
Sputum culture – and particularly culture obtained from bronchoscopy – has a high 
sensitivity up to 80% and 92%, respectively, and 100% specificity [116].

�Mucormycosis (Azka)

Mucorales molds, most commonly Mucor and Rhizopus species, are typically the 
cause of mucormycosis. The diagnosis requires histopathologic or culture confirma-
tion from an affected tissue [118]. Infections are typically rhinocerebral, pulmonary, 
cutaneous, or disseminated, so biopsy of a lesion can yield the diagnosis. For pul-
monary mucormycosis, a sputum or bronchoalveolar culture can confirm the diag-
nosis. The filamentous mold looks similar to other fungi, so an experienced 
pathologist is needed to make the diagnosis from histopathology or culture [119]. 
Since early surgical debridement is the standard of care, the surgical specimens can 
often be submitted for histopathology and culture. PCR typically uses fungal ribo-
somal genes to detect Mucorales. PCR is not yet standardized in laboratories but can 
be used to support the diagnosis made by the other approaches [118].

�Aspergillosis (Holland)

Aspergillus can be identified in biopsy specimens as having narrow, septated hyphae 
branching at acute angles. Methenamine silver or periodic acid-Schiff staining can 
be used.
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Aspergillus grows rapidly in culture and may be seen within 1–3 days. However, 
identification requires sporulation for evaluation of spore-bearing structures.

Cell wall components may be used in conjunction with other identification meth-
ods for Aspergillus. Galactomannan is a component of the Aspergillus cell wall that 
can be detected through ELISA.  Sensitivity ranges from 40% to 70% but can 
improve with serial testing. Specificity is high. Thus, this test should be ordered 
only in situations in which there is high clinical suspicion of aspergillosis. 1,3-Beta-
D-glucan is a polysaccharide present in the cell wall of Candida, Aspergillus, and 
Pneumocystis. Of note, it is not found in Mucor or Cryptococcus [120, 121].

�Parasites

�Malaria (Azka)

The four species of the parasite Plasmodium that infect humans are P. falciparum, 
P. malariae, P. vivax, and P. ovale. The parasite can be identified on microscopy 
with the use of thick and thin slides. The thick slide consists of more blood on the 
slide and is used to detect the presence of the parasite. The thin slide can then iden-
tify the actual species of Plasmodium since it looks at a smaller sample of blood and 
can appreciate the subtle differences in cellular structure between the four species. 
Either smear can be used to quantify the burden of parasitemia as a percentage of 
the blood sample that contains the parasite. Giemsa staining is used for both the 
thick and thin smears.

Microscopy is the gold standard for the detection of malaria but is not always 
able to differentiate between the morphologic characteristics between species such 
as P. vivax and P. ovale which often appear similar. In such cases, a PCR assay can 
use parasitic DNA extracted from a blood sample to identify the species [122].

In addition to microscopy, an indirect fluorescent antibody (IFA) can also be 
used to detect the presence of the parasite. This method is not preferred for diagnos-
ing acute malarial infection since the antibody testing takes longer to perform. 
However, it can be used if microscopy results are ambiguous in order to clarify the 
diagnosis [122].

�Protozoa (Tina)

Intestinal

The most common pathogenic protozoans include Giardia, Cryptosporidium, 
Dientamoeba fragilis, Entamoeba species, Blastocystis species, and Cyclospora 
cayetanensis [123, 124]. Stool ova and parasite testing, though time consuming and 
labor intensive, has been the most common way to test for these species [123]. Stool 
antigen detection tests have been approved by the FDA for recognition of Giardia, 
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Cryptosporidium, and Entamoeba histolytica [123]. Stool collection and preserva-
tion (with need of preservatives) become important for proper detection of protozoa 
in the laboratory. Microscopic detection of protozoa is aided by their distinctive 
morphology [123].

Blood Specimen

Microscopic examination of blood smears for detection of malaria has remained the 
gold standard of diagnosis. This method is fast and cost-effective and allows for 
speciation in addition to the quantification of the amount of parasites [125]. Species-
specific PCR is also available for detection of malaria and Babesia [126–130].

For other parasitic infections such as toxoplasmosis, where identification through 
host tissue is not possible, the detection of antibodies can help identify the timing of 
infection [130, 131].

�Helminths (Holland)

Histopathologic examination is the most important diagnostic tool for parasitic 
infections. However, its usefulness is limited by the required technical expertise. A 
small number of organisms may be present in samples, and distinguishing between 
similar-appearing organisms can be challenging.

Nucleic acid amplification tests are particularly useful when microscopic identi-
fication of a helminth fails. However, these methods should not be utilized to moni-
tor response to treatment, as antigens and DNA can persist weeks after treatment 
[14, 132, 133].

Serological assays are considered an adjunctive method for diagnosis of hel-
minths. These panels have limited sensitivity and specificity, largely due to cross-
reaction of antibodies from one helminth with antibodies of another.
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Chapter 5
Influenza, Measles, SARS, MERS, 
and Smallpox

Daniel S. Chertow and Jason Kindrachuk

�The Viruses

�Influenza Biology

Influenza viruses are spherical or filamentous, enveloped, negative-sense, single-
stranded RNA viruses of family Orthomyxoviridae of approximately 100  nm to 
300 nm in diameter that include types A, B, C, and D [1, 2]. Influenza A and B 
viruses cause mild to severe illness during seasonal epidemics, and influenza A 
viruses cause intermittent pandemics. Influenza C viruses cause mild infections but 
not epidemics, and influenza D virus may cause subclinical infection [3, 4]. Influenza 
A viruses are classified into subtypes based on the combination of the surface gly-
coproteins hemagglutinin and neuraminidase, with 18 H and 11 N known subtypes 
[5–7]. Specific influenza strains are named according to the World Health 
Organization (WHO) convention designating influenza virus type, host of origin (if 
not human), geographic origin, strain number, year of isolation, and subtype (for 
influenza A viruses) (e.g., Influenza A/California/7/2009[H1N1]) [8].

Influenza A viruses have eight genome segments that code for structural and 
nonstructural proteins (Fig. 5.1a) [9]. Surface glycoproteins include hemaggluti-
nin (HA), required for viral binding and entry, and neuraminidase (NA), required 
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Fig. 5.1  Schematic of viral structures and key epidemiological features. (a) Influenza virus is 
spherical or filamentous in shape. Hemagglutinin (HA) and neuraminidase (NA) proteins are inte-
grated into the host-derived lipid envelope and project from the viral surface. Matrix (M1) protein 
underlies the envelope, and M2 forms an ion channel within the envelope. Eight single-stranded 
RNA genome segments are coated with nucleoprotein (NP) and bound by the polymerase com-
plex. Nuclear export protein (NEP) mediates export of viral RNA. Influenza has estimated repro-
ductive number (R0) between 1 and 2. Standard, droplet, and contract precautions are recommended 
to prevent nosocomial transmission. (b) Measles virus is pleomorphic in shape. Hemagglutinin (H) 
and fusion (F) proteins are integrated into the host-derived lipid envelope, and matrix (M) protein 
underlies the envelope. The single-stranded RNA genome is coated with nucleoprotein (N) and 
bound by the polymerase complex. Measles has an estimate R0 between 9 and 18. Standard, air-
borne, and contact precautions are recommended to prevent nosocomial transmission. (c) 
Coronaviruses are spherical in shape. Spike (S), membrane (M), and envelope (E) proteins are 
integrated into the host-derived lipid envelope. The single-stranded RNA genome is coated with 
nucleoprotein (N). SARS and MERS have an estimated R0 of <1–2. Standard, airborne, and con-
tact precautions are recommended to prevent nosocomial transmission. (d) Poxviruses are oval to 
brick shaped. The biconcave viral core contains double-stranded DNA and several proteins orga-
nized as a nucleosome and surrounded by a core membrane. Two proteinaceous lateral bodies flank 
the core, and a single lipid membrane surrounds the cell-associated form of the mature virion 
(MV). A second host-derived lipid envelope covers the extracellular virion (EV). Smallpox has an 
estimated R0 between 4 and 6. Standard, airborne, and contact precautions are recommended to 
prevent nosocomial transmission of smallpox
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for viral budding. Matrix (M1) protein underlies the host-derived lipid envelope 
providing structure, and M2 protein is an ion channel integrated into the enve-
lope. Eight single-stranded RNA viral genome segments are coated with nucleo-
protein (N) and bound by the polymerase complex, composed of basic polymerase 
1 (PB1), PB2, and acidic polymerase (PA). Nuclear export protein (NEP) medi-
ates trafficking of viral RNA segments and nonstructural protein (NS1) inhibits 
host antiviral responses. The virus can also express accessory proteins PB1-F2 
and PA-x.
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�Measles (Rubeola Virus) Biology

Measles virus is a pleomorphic, enveloped, negative-sense, single-stranded RNA 
virus of family Paramyxoviridae of approximately 100 nm to 300 nm in diameter 
[2]. Measles virus causes mild to severe illness during seasonal outbreaks in endemic 
areas and intermittent outbreaks in nonendemic area [10]. Measles virus codes for 
six structural and two nonstructural proteins (Fig. 5.1b) [11]. Hemagglutinin (H) 
and fusion (F) glycoproteins project from the viral surface and facilitate viral bind-
ing to cellular receptors and fusion with the host cell membrane, respectively. 
Matrix (M) protein underlies the envelope providing structure. The inner nucleocap-
sid is composed of RNA coated by nucleoprotein (N), bound by the polymerase 
complex which includes the large (L) polymerase protein, and phosphoprotein (P), 
a polymerase cofactor. The remaining nonstructural proteins include C and V.

�Coronavirus Biology

Coronaviruses are spherical, enveloped, positive-sense, single-stranded RNA viruses 
of family Coronaviridae of approximately 120 nm in diameter [12]. Coronaviruses 
are the causative agents of an estimated 30% of upper and lower respiratory tract 
infections in humans resulting in rhinitis, pharyngitis, sinusitis, bronchiolitis, and 
pneumonia [13]. While coronaviruses are often associated with mild disease (e.g., 
HCoV-229E, HCoV-OC43, HCoV-NL63, HCoV-HKU1), severe acute respiratory 
syndrome coronavirus (SARS-CoV), a lineage B betacoronavirus, and Middle East 
respiratory syndrome coronavirus (MERS-CoV), a lineage C betacoronavirus, are 
associated with severe and potentially fatal respiratory infection [14, 15].

SARS- and MERS-CoV transcribe 12 and 9 subgenomic RNAs, respectively, 
which encode for the spike (S), envelope (E), membrane (M), and nucleocapsid (N) 
structural proteins (Fig.  5.1c) [14]. S, E, and M are all integrated into the host-
derived lipid envelope, and S facilitates host cell attachment to angiotensin-
converting enzyme (ACE)-2 receptors for SARS-CoV and dipeptidyl peptidase 
(DPP)-4 receptors for MERS-CoV [16, 17]. The N protein encapsidates the viral 
genome to form the helical nucleocapsid. The viral replicase-transcriptase complex 
is made up of 16 nonstructural proteins (nsp1–16) including a unique proofreading 
exoribonuclease that reduces the accumulation of genome mutations [12].

�Smallpox (Variola Virus) Biology

Poxviruses are oval-to-brick-shaped double-stranded DNA viruses of family 
Poxviridae that range in size from 200 to 400  nm [2]. Viruses within genus 
Orthopoxvirus that cause human disease include cowpox virus (CPXV), monkeypox 
virus (MPXV), vaccinia virus (VACV), and variola virus (VARV), the etiologic 
agent of smallpox [18].
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Poxviruses contain a biconcave viral core where the DNA genome, DNA-
dependent RNA polymerase, and enzymes necessary for particle uncoating reside 
(Fig. 5.1d) [19]. This nucleosome is surrounded by a core membrane that is flanked 
by two proteinaceous lateral bodies. A single lipid membrane surrounds the cell-
associated form of the mature virion (MV). A second host-derived lipid envelope 
covers the extracellular virion (EV) [2, 19]. Poxvirus genomes are comprised of a 
large, linear double-stranded viral DNA genome that encodes ~200 genes. Highly 
conserved structural genes are predominantly found in the middle of the genome, 
whereas variable virulence factor genes that function in immune evasion, viru-
lence, and viral pathogenesis are found at the termini of the genome [20].

�Ecology and Epidemiology

�Avian, Swine, Seasonal, and Pandemic Influenza A Viruses

Wild aquatic birds are natural reservoirs for nearly all influenza A virus subtypes, 
which spread to domestic avian species and mammals, including humans [5]. 
H17N10 and H18N11 subtypes are exceptions in that they have only been isolated 
from bats [6, 7]. Certain H5 and H7 subtypes are highly pathogenic to domestic 
poultry when transmitted from wild birds, known as highly pathogenic avian 
influenza (HPAI) viruses [21]. HPAI viruses cause spillover infections in humans 
that may be severe or fatal. Examples include outbreaks of H5N1 and H7N9 HPAI 
viruses in Asia with high case fatality among humans, although limited human-to-
human transmission [22, 23] has been reported. HPAI virus adaptations might lead 
to sustained human-to-human transmission, and so poultry outbreaks are managed 
by flock depopulation [24]. Influenza A subtypes isolated in swine include H1 to 
H5, H9, and N1 and N2. Subtypes that spillover into humans cause mild to severe 
illness and are known as swine “variant” viruses [25].

Currently circulating seasonal influenza A subtypes H1N1 and H3N2 and influ-
enza B viruses, Yamagata or Victoria lineage, cause annual epidemics during fall 
through spring in temperate regions and infections throughout the year in the tropics 
[26]. Antigenic drift of H and N surface glycoproteins drives annual epidemics. 
From 2017 to 2018, seasonal influenza caused approximately 49 million illnesses, 
1 million hospitalizations, and 79,000 deaths in the United States alone [27]. When 
two or more influenza A viruses infect a common host, such as a bird or pig, indi-
vidual gene segments may recombine to form a novel virus, known as antigenic 
shift. Influenza pandemics occur when novel viruses emerge into an immunologi-
cally naïve population and become adapted for sustained human-to-human spread. 
The 1918 “Spanish” influenza pandemic was the most severe on record, resulting in 
an estimated 50 million deaths [28]. Less severe pandemics occurred in 1957, 1968, 
and 2009. In an effort to improve preparedness and response to seasonal, pandemic, 
and zoonotic influenza, the World Health Organization (WHO) conducts global sur-
veillance of influenza A and B isolates (Fig. 5.2a) [29].
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Fig. 5.2  Viral disease burden reported by WHO region. (a) WHO global influenza surveillance of 
laboratory confirmed influenza A and B infections, 2008–2018. (b) Global measles cases reported 
to WHO, 2011–2018. Reported cases from 1980 are used as a reference. (c) Global cases of SARS- 
and MERS-CoV infections. (d) Global cases of smallpox from 1920 to 1970. Data represents the 
cumulative cases for that year. WHO regions are as follows: WPR Western Pacific Region, SEAR 
South-East Asia Region, EUR European Region, EMR Eastern Mediterranean Region, AMR 
Region of the Americas, AFR African Region. (Data courtesy of WHO)
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�Endemic and Epidemic Measles

Measles is pathogenic for humans and nonhuman primates, although sustained 
transmission occurs only among humans raising potential for global elimination 
[30]. Historically, measles infected an estimated 90% of children by age 5 years, 
resulting in approximately 2 million global deaths each year [10]. With the intro-
duction of the measles vaccine in 1963 and advances in global vaccination pro-
grams, measles cases and mortality have drastically declined (Fig. 5.2b). By 2017, 
85% of children worldwide had received at least one dose of the measles vaccine 
by age 1 year, and during 2000–2017, global measles mortality decreased by 80%, 
preventing an estimated 21 million deaths [31]. Of the 24 known measles geno-
types, only five were detected in circulation during 2016–2017. Despite these 
gains, measles remains endemic in many regions of the world including Africa, 
Western Pacific, South East Asia, and Europe, and measles has resurged in previ-
ously low-incidence areas (e.g., regions within Europe and the Americas) with 
epidemics attributable to importation of cases and suboptimal immunization cov-
erage [32–34]. An estimated 93% population immunity is required to prevent mea-
sles transmission within communities, a prerequisite for global elimination [35].

�SARS and MERS Epidemics

Chinese horseshoe bats are the putative reservoir for SARS-CoV, and dromedary 
camels are thought to be the reservoir for MERS-CoV [36–43]. Animal-to-human 
transmission likely occurs following direct contact with intermediate hosts [38, 44]. 
During the 2003–2004 SARS epidemic, 8096 cases and 774 deaths were reported 
from 26 countries with no cases reported since (Fig. 5.2c) [45]. Human-to-human 
transmission of SARS-CoV occurred primarily in healthcare settings with health-
care workers comprising 22% and >40% of reported cases in China and Canada, 
respectively [45]. MERS was first reported in Saudi Arabia in 2012 with >2000 
cases and >800 deaths reported from 27 countries through 2018 [46]. While most 
cases have been reported from the Arabian Peninsula, an imported case to South 
Korea in 2015 resulted in a large outbreak in multiple healthcare facilities [47]. 
MERS transmission occurs primarily in healthcare facilities and to a lesser degree 
within households [48, 49].

�Smallpox Eradication

While the only known reservoir for VARV is humans, it has been postulated that 
the virus emerged from an ancestral rodent-borne poxvirus more than 10,000 years 
ago [18, 50]. Numerous smallpox epidemics have occurred throughout recorded 
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history including more than 300 million fatalities during the twentieth century 
alone [51–53]. Smallpox was eventually eradicated following the implementa-
tion of the Smallpox Eradication Program by the WHO from 1966 to 1980 
(Fig.  5.2d) which was facilitated by the absence of a zoonotic reservoir for 
VARV [51].

�Pathogenesis

�Influenza Transmission and Mechanisms of Disease

Influenza viruses are transmitted by large respiratory droplets by coughing, sneez-
ing, or talking or through contact with infected surfaces [54]. Influenza viruses bind 
to sugar moieties on the surface of airway epithelial cells where early viral replica-
tion, propagation, and shedding occur during an average 1–2 days of incubation 
period [55–57]. Peak viral replication typically occurs within 4 days of symptom 
onset and resolves within 7–10 days, lasting longer in children and immunocompro-
mised hosts [58–60]. On average one person infects —one to two additional people; 
however, this reproductive number (R0) varies by viral strain and social and environ-
mental factors [61]. Viral infection impairs the airway mucosal barrier and disrupts 
the alveolar-capillary membrane contributing to leakage of fluid and inflammatory 
cells into the alveolar space which impairs gas exchange resulting in hypoxemia 
[62, 63]. Bacterial coinfection often complicates severe cases contributing to respi-
ratory failure and death, with Staphylococcus aureus and Streptococcus species as 
predominant copathogens [64]. Seasonal influenza virus infection is largely limited 
to the respiratory tract; however, H5 and H7 HPAI viruses have a polybasic cleave 
site within the hemagglutinin allowing for replication outside of the respiratory tract 
[65, 66]. Infection with one strain of influenza does not confer complete immunity 
to other strains or subtypes [67].

�Measles Transmission and Mechanisms of Disease

Measles is among the most highly contagious respiratory infections, spread by 
exposure to large respiratory droplets through coughing, sneezing, or talking; by 
indirect contact with infected surfaces; or by small infectious droplets that can 
remain suspended in air for up to 2 hours [10, 68]. Respiratory tract dendritic cells, 
lymphocytes, and alveolar macrophages are early targets of infection where during 
an average 8- to 12-day incubation period measles replicates and spreads to local 
lymphatics and respiratory epithelium and then disseminates in blood via infected 
lymphocytes to epithelial and endothelial cells in most organs [69–71]. The infec-
tious period begins with fever onset and extends for several days after rash appears 
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[72]. The estimated R0 of measles is 9–18 dependent upon host susceptibility and 
social and environmental factors [73]. Measles infects and disrupts tissues through-
out the body; however, severe disease is primarily due to lower respiratory tract and 
neurological complications [72]. Natural measles infection confers lifelong immu-
nity, and passive transfer of maternal antibodies protects newborns during the early 
postnatal period [74]. Individuals who recover from measles infection are at 
increased risk of secondary infection [75, 76].

�SARS- and MERS-CoV Transmission and Mechanisms 
of Disease

SARS-CoV is transmitted by large respiratory droplets and by contact with infected 
surfaces. Epidemiologic data also support small droplet airborne transmission of 
SARS-CoV although the estimated R0 of 0.86–1.83 argues against this being a pre-
dominate route of spread [77, 78]. SARS-CoV binds to angiotensin-converting 
enzyme (ACE)-2 receptors on respiratory epithelial cells, pneumocytes, and alveo-
lar macrophages resulting in diffuse alveolar damage and respiratory failure [79, 
80]. SARS is a systemic infection with viremia detected in most cases affecting 
multiple cell types and organs [81, 82]. Acute kidney injury is multifactorial with 
evidence of acute tubule necrosis, vasculitis, and glomerular fibrosis, and central 
nervous system manifestations are at least in part attributable to direct infection of 
neurons resulting in edema and degeneration [83].

MERS-CoV is transmitted by large respiratory droplets and by contact with 
infected surfaces with an estimated R0 of <1 to >1 outside of versus within health-
care settings, respectively [84]. MERS-CoV binds dipeptidyl peptidase 4 (DPP4) on 
respiratory epithelial cells and pneumocytes where it undergoes productive replica-
tion during a 2–14 days incubation period [16]. Viral shedding from the lower respi-
ratory tract may persist for weeks [85, 86]. Viremia, while not documented in all 
cases, is associated with severe disease and productive infection of DCs, and mac-
rophages is thought to facilitate immune dysregulation [87, 88]. DPP4 is broadly 
expressed on cells outside of the lung; however, few autopsy data are available to 
define viral distribution [16, 89].

�Variola Virus Transmission and Mechanisms of Disease

VARV is transmitted primarily by large respiratory droplets and to a lesser degree 
through contact with contaminated objects such as scabs, bedding, or clothing or by 
airborne small respiratory droplets [90, 91]. VARV is thought to replicate in airway 
epithelium and spread to regional lymph nodes [92, 93]. VARV replicates within 
lymph nodes and disseminates via the bloodstream seeding distant sights including 
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skin, spleen, bone marrow, liver, kidney, and other organs [94]. Fever manifests fol-
lowing an average 12 days incubation, and rash follows fever by 3–4 days, concur-
rent with high-level viral shedding from oropharyngeal secretions [95, 96]. The 
estimated R0 of smallpox is between 3.5 and 6 [97]. High-level viremia is detected 
more often with hemorrhagic compared with ordinary type smallpox, although 
exact mechanisms of organ failure observed in fatal case are not well defined 
[98–101].

�Clinical Findings

�Influenza Illness and Complications

Influenza infection manifests as acute onset of fever, chills, malaise, headache, and 
myalgias following an average 1–2 days asymptomatic incubation period [9]. Most 
infections are self-limited resolving within 1–2 weeks. Upper or lower airway com-
plications include otitis media, sinusitis, bronchitis, and pneumonia with or without 
bacterial coinfection [63, 64, 102]. Risk factors for severe infection include age 
>65 years or <5 years; pregnancy; preexisting respiratory, cardiac, neurologic, or 
metabolic conditions; immunosuppression; and obesity. Progressive lethargy and 
shortness of breath, typically within 5 days of symptom onset, suggest development 
of lower respiratory tract complications which may rapidly progress to respiratory 
failure and death in severe cases [64]. Pneumonia due to influenza infection alone 
versus influenza and bacterial coinfection cannot be reliably distinguished by clini-
cal or radiological grounds, and so a high index of suspicion is needed. Influenza 
complications outside of the respiratory tract include exacerbation of underlying 
heart disease including ischemic heart disease and heart failure, myocarditis, 
encephalopathy, and encephalitis [103].

�Measles Illness and Complications

Measles infection manifests by acute onset fever, coryza, conjunctivitis, and cough 
[10]. Small white papules, Koplik spots, appear on the buccal mucosa within 3 days 
of fever onset, followed by development of diffuse maculopapular rash 1 or 2 days 
later. Diarrhea commonly begins shortly following rash onset and may result in 
dehydration. Symptoms typically resolve within 7 days of fever onset in self-limited 
illness. Groups at increased risk for measles complications include malnourished 
infants and those with vitamin A deficiency, adults >20 years old, and immunocom-
promised individuals [72]. Respiratory complications include otitis media, laryngo-
tracheobronchitis (croup), and pneumonia. Pneumonia, often complicated by 
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bacterial coinfection, is the most common severe complication of measles contrib-
uting to respiratory failure and death [72, 104]. Predominant bacterial copathogens 
include Streptococcus pneumonia, Staphylococcus aureus, and Haemophilus 
influenzae.

Three rare but severe neurologic complications occur [105]. Acute disseminated 
encephalomyelitis (ADEM) is a demyelinating autoimmune process that occurs 
within weeks of acute illness in approximately 1 in 1000 cases. ADEM is character-
ized by fevers, seizures, and neurologic deficits. Measles inclusion body encephali-
tis is a progressive lethal brain infection occurring within months of acute illness 
primarily among individuals with impaired cellular immunity. Subacute sclerosing 
panencephalitis (SSPE) occurs 5–10 years following initial infection resulting in 
seizures and cognitive and motor decline resulting in death. SSPE affects an esti-
mated 1 in 10,000 infants under 1 year of age and is attributed to host responses to 
defective viral particle production in the brain.

�SARS and MERS Illness and Complications

Following an average 5-day incubation period, SARS-CoV infection presents with 
fevers, chills, dry cough, headache, malaise, and dyspnea commonly followed by 
watery diarrhea [106–108]. Age >60  years and pregnancy are associated with 
severe disease manifested by progressive respiratory failure within 2 weeks of ill-
ness onset [108, 109]. Common laboratory features of SARS included lymphope-
nia, thrombocytopenia, abnormal coagulation parameters, and elevated lactate 
dehydrogenase, alanine aminotransferase, and creatine kinase levels [110–112]. 
Acute kidney injury and proteinuria were observed in 7% and 84% of patients, 
respectively [113].

Initial symptoms of MERS-CoV infection include fever, chills, cough, shortness 
of breath, myalgia, and malaise following a mean incubation period of 5  days 
[114]. Gastrointestinal symptoms, including vomiting and diarrhea, occur in one-
third of patients [115–118]. The median times from symptom onset to hospitaliza-
tion, ICU admission, and death are 4, 5, and 12 days, respectively [118]. MERS 
patients present with a rapidly progressing pneumonia requiring mechanical venti-
lation and additional organ support with the first week of illness [109]. Severe dis-
ease has been linked to comorbidities including diabetes mellitus (68%), chronic 
renal disease (49%), hypertension (34%), chronic cardiac disease (28%), chronic 
pulmonary disease (26%), and obesity (17%) [114]. The median age of those with 
confirmed MERS is 50 years with a male-to-female ratio of 3.3:1 [114]. Laboratory 
abnormalities include lymphopenia, leukopenia, thrombocytopenia, elevated serum 
creatinine levels consistent with acute kidney injury, and elevated liver enzymes 
[114, 115, 117, 119, 120]. High lactate levels and consumptive coagulopathy have 
also been reported [119, 121]. Chest radiographic abnormalities are due to viral 
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pneumonitis with or without secondary bacterial pneumonia, and acute kidney 
injury occurs in up to 43% of patients [114, 119, 120, 122–124].

�Smallpox Illness and Complications

As the smallpox disease course was related to the clinical presentation of disease, 
Rao proposed a clinical classification system [125] that was later adopted by the 
WHO in 1972 [51]. Ordinary type smallpox was the most common clinical type of 
smallpox. The incubation period was 7–19 days and was followed by fever onset 
(38.5–40.5  °C), headaches, backaches, vomiting, and diarrhea [51]. Lesions first 
appeared on mucous membranes (including the tongue, palate, and pharynx) ~1 day 
prior to macular rash development, where lesions began on the face followed by 
proximal regions of the extremities, the trunk, and the distal extremities. Lesion 
development followed a centrifugal dispersion pattern, typically most dense on the 
face, with papules appearing within 2 days of macular rash development. Papules 
became vesicular ~2–4 days later followed by a pustular stage (5–7 days postrash) 
that peaked ~10 days postrash. Pustule resolution quickly followed and was accom-
panied by lesion flattening, fluid reabsorption, hardening, and scab formation 
(14–21 days postrash). Rao proposed for ordinary type smallpox to be further sub-
divided based on the macular rash pattern [125]. These included discrete ordinary-
type smallpox, characterized by discrete skin lesions; confluent ordinary-type 
smallpox, where pustular skin lesions were confluent on the face and extremities; 
and semiconfluent ordinary-type smallpox, where skin lesions were confluent on the 
face but disparate over the rest of the body. Modified-type smallpox, where lesions 
were less numerous than in ordinary-type smallpox, was primarily associated with 
vaccinated individuals and had an accelerated nonfatal disease course [125]. Flat-
type and hemorrhagic-type smallpox were the most lethal forms of the disease but 
were also very rare (~7% and 3% of patients, respectively) [51]. Flat-type smallpox 
had high CFRs in both unvaccinated and vaccinated patients (97% and 67%, respec-
tively). Hemorrhagic-type smallpox was nearly 100% fatal in both vaccinated and 
unvaccinated individuals, and death normally came prior to macular rash develop-
ment. The clinical symptoms of flat-type smallpox were more severe during the 
prodromal period and did not subside. Skin lesions were flat and often black or dark 
purple. Respiratory complications were common and patients were febrile through-
out disease. Death typically occurred 8–12 days post-fever onset. Hemorrhagic-type 
smallpox could be divided into early and late hemorrhagic-type smallpox. The early 
form was characterized by hemorrhage (primarily subconjunctival) early in the dis-
ease course. Generalized erythema, petechiae, and ecchymosis within 2  days of 
fever and flat matter lesions formed across the entire body surface. Lesions turned 
purple by day 4 with death by day 6 as a result of cardiac and pulmonary complica-
tions. In the late form, hemorrhages occurred following rash development and death 
followed between 8 and 10 days post-fever onset.
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�Diagnosis

�Influenza: Infection Control and Confirmatory Testing

In healthcare settings, patients under evaluation for influenza should be isolated, 
and standard, droplet, and contact precautions should be implemented [126]. 
Traditional antigen-based rapid diagnostic assays (RDAs) for influenza lack sensi-
tivity and cannot be relied upon to rule out infection [26]. Newer antigen-based 
RDAs that employ a digital scan of the test strip, and molecular assays that employ 
isothermal amplification technology have improved sensitivity and specificity that 
more closely approximates highly sensitive and specific reverse transcriptase 
polymerase chain reaction (RT-PCR)-based assays [127]. Acceptable sample types 
for influenza testing include nasopharyngeal swab or wash and bronchoalveolar 
lavage specimens. Individuals suspected of zoonotic influenza infection should have 
case evaluation and specimen testing coordinated through local or state public 
health authorities.

�Measles: Infection Control and Confirmatory Testing

Measles should be considered in patients without preexisting immunity and a com-
patible febrile rash illness. Travel to a region with ongoing measles transmission or 
exposure to other individuals with a febrile rash illness should raise suspicion. 
Patients under evaluation for measles require isolation and implementation of stan-
dard, airborne, and contact precautions. Local or state health authorities should be 
contacted within 24  hours to assist with confirmatory testing, case finding, and 
infection control. Measles is typically confirmed by measles-specific IgM serology 
or detection of measles RNA in a nasopharyngeal, throat, or urine specimen by 
RT-PCR [10]. A fourfold or greater rise in measles IgG titers between acute and 
convalescent samples tested 2 or more weeks apart can assist with diagnostic uncer-
tainty. Virus can also be cultured from respiratory, blood, and urine specimens in 
appropriate public health laboratories.

�SARS and MERS: Infection Control and Confirmatory Testing

While SARS is no longer circulating, MERS should be suspected in individuals 
with a compatible febrile illness and an epidemiological risk factor [128]. Risk fac-
tors include travel to the Arabian Peninsula or contact with a confirmed or suspected 
case within 14 days of symptom onset. Patients under evaluation for MERS require 
isolation and implementation of standard, airborne, and contact precautions. 
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Confirmatory testing and infection control should be coordinated through local or 
state health authorities. MERS may be confirmed in designated public health labo-
ratories by RT-PCR testing of lower respiratory tract specimens [129]. Multiple 
other specimen types including upper respiratory tract samples, serum, and stool 
should also be collected for testing. Serologic testing can be used to evaluate for 
suspected infection among individuals no longer shedding virus [129, 130].

�Smallpox: Infection Control and Confirmatory Testing

Smallpox has not been observed in over 40 years; however, concerns remain for use 
as a bioweapon. Major and minor criteria have been established to assist clinicians 
in recognition of smallpox [131]. Individuals under evaluation should be isolated, 
and standard, airborne, and contact precautions should be implemented. Local or 
state health authorities should be contacted to assist with confirmatory testing and 
public health interventions. PCR identification of variola DNA or isolation of the 
virus from a clinical specimen is required to confirm a diagnosis in specialized high-
containment laboratories.

�Clinical Management

�Influenza Prevention and Treatment

Annual seasonal influenza vaccination is recommended in the United States for all 
individuals aged 6 months or older and has been associated with decreased risk of 
pneumonia and death, particularly among high-risk groups [132–134]. Seasonal 
influenza vaccination does not provide protection against novel strains. Consequently, 
efforts are underway to develop a vaccine that would protect against most or all 
influenza strains [135]. Three classes of drugs are licensed for the treatment of influ-
enza in the United States [136]. Adamantanes, including amantadine and rimanta-
dine, are not currently recommended given resistance of circulating seasonal strains. 
Baloxavir morboxil, a cap-dependent endonuclease inhibitor, was recently approved 
for the treatment of uncomplicated influenza [137]. Neuraminidase inhibitors (NAI) 
include oral oseltamivir, inhaled zanamivir, and intravenous peramivir. Prophylactic 
use of NAIs is recommended in unvaccinated individuals with risk factors for severe 
disease and during institutional outbreaks to limit spread. Therapeutic use is recom-
mended for individuals with suspected or confirmed influenza that have developed 
or are at high risk for influenza complications [26]. Influenza complications, includ-
ing respiratory and multiorgan failure, are managed with supportive care. Bacterial 
coinfection should be considered and empirically treated early pending results of 
microbiologic testing among severe cases.
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�Measles Prevention and Treatment

Measles can be effectively prevented through vaccination, typically given in combi-
nation with vaccines for rubella (MR), mumps (MMR), or varicella (MMR-V). 
WHO recommends the first dose of measles vaccine be administered at 9 or 
12 months of age in high and low prevalence settings, respectively [138]. A second 
dose should be administered after a minimum of 4-week interval. Nonimmune indi-
viduals that have been exposed to measles should receive post-exposure prophylaxis 
with MMR or immunoglobulin within 72 hours or 6 days, respectively, although not 
concurrently [139]. Clinical management of patients with measles consists of fluid, 
electrolyte, and nutritional support and early recognition and treatment of bacterial 
coinfection [10]. Two doses of vitamin A in children under 2 years have been asso-
ciated with reduced risk of pneumonia and death [140]. WHO recommends admin-
istering 200,000 IU of vitamin A daily for 2 days in children aged 1 year and older, 
with reduced dosing in younger infants [141].

�SARS and MERS Treatment

There are currently no licensed therapeutics or vaccines for SARS or 
MERS.  Consequently, supportive care is the mainstay of treatment [142]. Renal 
replacement therapy is frequently required in severe illness [119, 143, 144]. Empiric 
antibiotics are often administered given potential for secondary bacterial infection. 
Ribavirin and pegylated interferon alpha 2b have been administered to MERS patients, 
although effectiveness data is lacking [144]. Aerosol-generating procedures including 
endotracheal intubation are associated with increased risk of healthcare worker infec-
tion necessitating strict adherence to infection control measures, including use of eye 
protection in addition to standard, airborne, and contact precautions [145].

�Smallpox Prevention and Treatment

While routine smallpox vaccination ceased at the end of the smallpox eradication 
program, it is still employed for those at increased risk for exposure. First-generation 
vaccines comprise a significant proportion of both the US national and global vac-
cine stockpiles [146]. However, first-generation vaccines carry high risk of adverse 
events due to use of replication-competent VACV and potential manufacturing con-
taminants. Second-generation smallpox vaccines have reduced concerns for con-
taminants and are expected to have similar protective efficacy as first-generation 
vaccines. ACAM2000® has garnered US Food and Drug Administration licensure 
for vaccination of those at high risk for Orthopoxvirus exposure and is part of the 
US strategic national stockpile [147]. ACAM2000® and the Lister-derived vaccines 
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RIVM and Elstree-BN also contribute to the global stockpile. IMVAMUNE (MVA), 
a third-generation vaccine, is licensed in Europe and Canada and is part of the US 
national stockpile. Passive immunization with VIG has been employed to treat com-
plications of vaccinations [148, 149]. There has also been increasing interest in the 
development and licensure of small molecule antivirals for treatment of 
Orthopoxvirus infections. CMX001 (brincidofovir), a DNA synthesis inhibitor, has 
demonstrated protection against lethal VARV in nonhuman primates [150] and has 
been granted ophan drug designation while also being included in the US Strategic 
National Stockpile. ST-246 (tecovirimat), which inhibits viral egress, has potent 
(IC50 < 0.010 μM) and selective (CC50 > 40 mM) inhibitory activities against mul-
tiple orthopoxvirues [151], is the only antipoxvirus therapeutic that has been granted 
approval in the US and has been added to the Strategic National Stockpile.
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Chapter 6
Zoonotic Infections and Biowarfare Agents 
in Critical Care: Anthrax, Plague, 
and Tularemia

Ryan C. Maves and Catherine M. Berjohn

�Introduction

There are greater than 1400 identified human pathogens. Of these, more than 60% 
are of zoonotic origin, infecting humans by means of an animal reservoir [1]. These 
diseases include ubiquitous viruses like influenza, less common but deadly illnesses 
like rabies, and neglected parasites such as echinococcosis and cysticercosis. The 
subset of bacterial zoonoses is similarly varied, with common pathogens in indus-
trialized settings (including Salmonella and Bartonella henselae, the agent of cat-
scratch disease) existing alongside diseases of poverty in the tropics like melioidosis 
(Burkholderia pseudomallei) and leptospirosis.

In this chapter, we will review three key zoonotic bacterial diseases implicated as 
potential bioweapons. The use of disease as a weapon has long and inglorious his-
tory. As early as the fourth century BCE, Herodotus wrote of Scythian archers dip-
ping their arrows into the decomposing cadavers of humans and snakes prior to 
firing them at their enemies. The intentional use of smallpox as a weapon of war 
against Native Americans was historically attested during the French and Indian 
War. Organized biowarfare programs, with full knowledge of Koch’s postulates and 
the germ theory of disease, began on a small scale during the First World War but 
expanded dramatically during the interwar years and into the Second World War. 
The Japanese imperial government is known to have released pathogens directly 
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over regions of China, while Nazi Germany performed human experimentation into 
biowarfare but did not appear to have utilized them in combat [2].

Following the war, both the United States and Soviet Union had large-scale 
biowarfare programs until the signing in 1972 of the Convention on the Prohibition 
of the Development, Production and Stockpiling of Bacteriological (Biological) 
and Toxin Weapons and on their Destruction (or BWC). Despite the BWC, how-
ever, nations continued to conduct research into bioweapons, as demonstrated by 
the accidental 1979 release of Bacillus anthracis in the town of Sverdlovsk in 
Russia [3]. In more recent years, non-state entities, such as rogue individuals, cults, 
and terrorist movements, have come to play a larger role in the use of bioterrorism, 
most notably the intentional mailing of B. anthracis spores in the United States in 
2001 [4].

Although the three diseases (anthrax, plague, and tularemia) under discussion 
are considered potential bioweapons, it is important to recognize that naturally 
occurring cases of these diseases are far more common than cases of bioterrorism. 
Indeed, only anthrax has been clearly used as a weapon of terror or war against 
human targets in modern times. (This is distinct from chemical weapons, which 
have been used many times in many settings.) Despite this, it is critical that all cases 
of these diseases be promptly reported to regional and national health authorities 
whenever they are suspected, in order to safeguard patients, clinical staff, bystand-
ers, and public health.

�Anthrax (Bacillus anthracis)

Bacillus anthracis is an aerobic, gram-positive, spore-forming bacterium which 
occurs naturally in the soil in many regions of the world. Most commonly a disease 
of herbivores infected through grazing in contaminated soil, anthrax may be trans-
mitted to humans through exposure to infected animals by consumption, by inhala-
tion of spores from wool or hides, by inoculation of the skin, or more recently by 
injection of contaminated drugs [5]. Shortly after the September 2001 terrorist 
attacks in the United States, public fears were again stoked by 22 cases of anthrax 
due to spores being sent to public figures in the mail, with 5 resulting deaths [6, 7]. 
Endemic anthrax remains an important public health threat in developing countries 
as well as an occasional disease of veterinarians, farmers, and injection drug users 
in industrialized settings.

B. anthracis produces a trio of plasmid-encoded proteins, protective antigen, 
edema factor, and lethal factor, which cause its virulence and are potential targets 
for therapy. Protective factor binds to the other two proteins, creating two toxins 
(edema toxin and lethal toxin) that mediate tissue injury in humans [8]. Edema toxin 
impairs intracellular water homeostasis, producing cellular edema. Lethal toxin 
stimulates high-level production of tumor necrosis factor-α and interleukin-1-β, 
leading to lysis of macrophages, release of additional mediators of inflammation, 
multisystem organ failure, and death [9].
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Clinical manifestations of anthrax The presenting syndromes of anthrax vary 
depending on the route of exposure. Cutaneous anthrax comprises up to 95% of 
cases, resulting from direct inoculation of B. anthracis spores through skin breaks 
or injection, followed by germination, soft tissue necrosis, and a black “coal-like” 
eschar which is painless. (This lesion is the source of anthrax’s name, from the 
Greek word for “coal.”) Frequently, a surrounding rim of edema may surround the 
eschar, which sloughs off within 3 weeks of onset [10]. Fever, lymphangitis, and 
painful proximal lymphadenopathy typically accompany the lesion. Secondary 
hematogenous spread of the disease is common, with a mortality of 10–40% in 
untreated cases [11] (Fig. 6.1).

Gastrointestinal and oropharyngeal anthrax are rare forms of anthrax, most reported 
in rural parts of the developing world (including sub-Saharan Africa, as well as 
Eastern, Southern, and Central Asia). Both occur after the ingestion of contaminated 
and undercooked meat. In oropharyngeal disease, mucosal edema and ulceration are 
followed by the development of pharyngeal pseudomembranes, with the potential for 
airway obstruction. Gastrointestinal anthrax is highly lethal, with necrosis developing 
throughout the entire gastrointestinal tract with resulting pain, fever, nausea, dysen-
tery, visceral perforation, and sepsis. In the oropharyngeal form, pseudomembranes 
are seen in the oropharynx, and upper airway obstruction can develop. In the gastro-
intestinal form, a necrotizing infection progresses from the esophagus to the cecum. 
Fever, nausea, vomiting, abdominal pain, gastrointestinal bleeding, and bloody diar-
rhea are typical symptoms. Death results from intestinal perforation or sepsis [12, 13].

Inhalational anthrax is the most lethal form of the disease, resulting from the 
deposition of anthrax spores into the alveoli following inhalation. Following phago-
cytosis by pulmonary macrophages, B. anthracis is transported via lymphatics to 
the mediastinal lymph nodes. After a period of dormancy which may last between 
10 and 60 days, the endospores germinate, release edema and lethal toxin, and pro-
duce a fulminant and often lethal illness. The typical clinical course of inhalational 

Fig. 6.1  The lesion of cutaneous anthrax, with a black central necrotic lesion surrounded by a rim 
of edema. (Source: Public Health Information Library, Centers for Disease Control and Prevention. 
Accessed online on 11 March 2019 at https://phil.cdc.gov/details_linked.aspx?pid=2033)
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anthrax is biphasic, with an initial nonspecific syndrome including fever, dry cough, 
dyspnea, chest pain, and myalgia that may resemble a typical viral respiratory infec-
tion. After 2–3 days, severe illness follows, with hemorrhagic mediastinitis, respira-
tory failure, and shock [14]. Mediastinal widening and large pleural effusions are 
common findings; airspace opacities on chest radiography are less frequent, 
although a hemorrhagic necrotizing pneumonitis has been noted on autopsy speci-
mens [15]. Clinically significant pericardial effusions and ascites occurred in 17% 
and 21% of victims in the Sverdlovsk outbreak, respectively, and may require drain-
age [16]. Bacteremia is typical and leads to a secondary meningitis in half of cases 
on inhalational anthrax, requiring aggressive therapy [16] (Fig. 6.2).

The diagnosis of anthrax is complex and requires a high index of suspicion, 
given the infrequency of this disease in industrialized countries. Typical laboratory 
findings include a neutrophil-predominant leukocytosis (from normal ranges to 
49,600 cells per μL), elevated liver transaminases, hyponatremia, and hypoxemia 
[17, 18]. Chest radiography demonstrates mediastinal widening and pleural effu-
sions, with consolidation and infiltrates less frequent. Mediastinal widening in par-
ticular is strongly suggestive of anthrax in the appropriate clinical syndrome and 
mandates it consideration as a diagnosis [18, 19].

Close coordination with hospital microbiology laboratories, as well as public 
health laboratories, is critical for the diagnosis of anthrax. Large gram-positive rods 
in short chains that are positive on India ink staining are presumptive of B. anthracis 
until confirmatory tests are obtained. Special culture methods are generally not nec-
essary, as B. anthracis grows readily from clinical specimens on conventional 
media. Routine Biosafety Level 2 conditions and biosafety cabinets are adequate for 
staff safety. In general, most hospital laboratories will not fully characterize a sus-
pected anthrax specimen; confirmatory testing will be performed by public health 
laboratories via the Centers for Disease Control and Prevention (CDC) Laboratory 
Response Network in the United States, Public Health England or Health Protection 

Fig. 6.2  Anteroposterior radiograph of the chest in a patient with inhalational anthrax, with a 
prominent superior mediastinum and possible small left pleural effusion. (Source: Jernigan JA 
et al. Emerg Infect Dis 2001;7:933–944)
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Scotland in the United Kingdom, or comparable national agencies. In the United 
States, advanced anthrax diagnostics are available through the CDC, the US Army 
Medical Research Institute for Infectious Diseases (USAMRIID), and the Naval 
Medical Research Center (NMRC), including serologic testing, immunohistochem-
istry, and polymerase chain reaction (PCR) [20]. Recommended clinical specimens 
for analysis will vary by presenting syndrome and include blood culture, serum for 
antibody testing, plasma for direct detection of lethal factor, serosal fluid, cerebro-
spinal fluid, and tissue from biopsy of cutaneous eschars. A complete guide by 
syndrome is available from the CDC website at https://www.cdc.gov/anthrax/
specificgroups/lab-professionals/recommended-specimen.html.

The treatment of anthrax also varies based on clinical syndrome and is divided 
into meningeal and non-meningeal disease for purposes of antimicrobial therapy. 
Given the increased severity and intensity of therapy for anthrax meningitis, it is 
recommended that patients receive either confirmation of the diagnosis via early 
lumbar puncture or empiric therapy directed against meningitis [21]. It is important 
to recognize that mortality for inhalational anthrax, with or without meningitis, car-
ries an exceptionally high mortality even with appropriate therapy. Despite this, 
general critical care principles of respiratory, hemodynamic, and other organ 
system-based support still apply.

The empiric antimicrobial management of anthrax includes an intravenous fluo-
roquinolone (ciprofloxacin, levofloxacin, or moxifloxacin) with a carbapenem 
(meropenem or imipenem) and either a protein synthesis inhibitor or rifampin. 
Either clindamycin or linezolid is acceptable as a protein synthesis inhibitor; 
rifampin indirectly blocks protein synthesis through the inhibition of RNA poly-
merase (and thus messenger RNA synthesis) and appears to have comparable effi-
cacy. Non-meningeal disease may be treated with either a fluoroquinolone or a 
carbapenem in combination with a protein synthesis inhibitor. Once antimicrobial 
susceptibility has been determined, intravenous penicillin G or ampicillin may be 
used in lieu of a carbapenem for susceptible isolates (see Tables 6.1 and 6.2).

Given the high risk of maternal and fetal death in anthrax infections, pregnant 
women should receive the same therapy as non-pregnant adults [22]. Uncomplicated 
cutaneous anthrax can be treated with oral ciprofloxacin or doxycycline for 
7–10 days. Since concomitant inhalational exposure is difficult to exclude, however, 
an extended course of 60 days of therapy is usually preferred [23, 24].

In addition to antimicrobial drug therapy, routine intensive care support mea-
sures should be provided to critically ill patients with anthrax. Peritoneal effusions 
and ascites may serve as reservoirs for lethal toxin [25], and serosal drainage has 
been associated with survival in retrospective cases [18, 26]. Hemodynamic support 
with vasopressors may be provided as per standard practice for patients in shock; 
although there is limited data on the use of adjunctive corticosteroids, it is interest-
ing to note that lethal toxin appears to repress the glucocorticoid receptor [27], and 
corticosteroids may have utility in the treatment of anthrax-associated airway edema 
in addition to vasopressor-resistant shock [20].

In combination with antibiotics and (if indicated) corticosteroids, immunother-
apy is available to be given in combination with antibacterial therapy. Raxibacumab 
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and obiltoxaximab are two distinct monoclonal antibodies directed against protec-
tive antigen [28–31]. Anthrax immunoglobulin intravenous (AIGIV) is a purified 
polyclonal preparation of anti-anthrax immunoglobulin derived from vaccinated 
donors [32]. All three are either approved or have orphan drug status in the United 
States and the European Union, but none are commercially available and must be 
obtained from the CDC’s Strategic National Stockpile. In the absence of comparative 
human trials, all three are reasonable options to be administered to suspected or 
confirmed anthrax victims.

Table 6.1  Intravenous therapy for anthrax with meningitis or if meningitis has not yet been 
excluded

Bactericidal agent (fluoroquinolone)
 � Ciprofloxacin, 400 mg every 8 h
 �   OR
 � Levofloxacin, 750 mg every 24 h
 �   OR
 � Moxifloxacin, 400 mg every 24 h
PLUS
Bactericidal agent (β-lactam)
For all strains, regardless of penicillin susceptibility or if susceptibility is unknown
 � Meropenem, 2 g every 8 h
 �   OR
 � Imipenem, 1 g every 6 ha

Alternatives for penicillin-susceptible strains only
 � Penicillin G, 4 million units every 4 h
 �   OR
 � Ampicillin, 3 g every 6 h
PLUS
Protein synthesis inhibitor
 � Linezolid, 600 mg every 12 hb

 �   OR
 � Clindamycin, 900 mg every 8 h
 �   OR
 � Rifampin, 600 mg every 12 hc

 �   OR
 � Chloramphenicol, 1 g every 6–8 hd

Duration of treatment: ≥2–3 weeks until clinical criteria for stability are met. Patients exposed to 
aerosolized spores will require prophylaxis to complete an antimicrobial drug course of 60 days 
from onset of illness. Preferred drugs are indicated in boldface
aIncreased risk for seizures associated with imipenem/cilastatin treatment
bLinezolid should be used with caution in patients with thrombocytopenia. Linezolid use for >14 
days has additional hematopoietic toxicity
cRifampin is not a protein synthesis inhibitor. However, it may be used in combination with other 
antimicrobial drugs on the basis of its in vitro synergy
dShould only be used if other options are not available because of toxicity concerns
Recommendations derived from Hendricks et al. [20]
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Prophylaxis for patients exposed to anthrax should include either oral cipro-
floxacin (500 mg twice daily), levofloxacin (750 mg daily), or doxycycline (100 mg 
twice daily) for 60 days, regardless of laboratory test results. Nasal swab testing (by 
culture or PCR) can confirm exposure to anthrax in large groupings, but a negative 
swab does not exclude exposure in an individual. Persons exposed to penicillin-
susceptible strains may receive prophylaxis with high-dose oral penicillin or amoxi-
cillin in limited circumstances, but fluoroquinolones or doxycycline is preferred [20].

Table 6.2  Intravenous therapy for anthrax when meningitis has been excluded

Bactericidal drug
For all strains, regardless of penicillin susceptibility or if susceptibility is unknown
 � Ciprofloxacin, 400 mg every 8 h
 �   OR
 � Levofloxacin, 750 mg every 24 h
 �   OR
 � Moxifloxacin, 400 mg every 24 h
 �   OR
 � Meropenem, 2 g every 8 h
 �   OR
 � Imipenem, 1 g every 6 ha

 �   OR
 � Vancomycin, 60 mg/kg/d intravenous divided every 8 h (maintain serum trough 

concentrations of 15–20 μg/mL)
Alternatives for penicillin-susceptible strains
 � Penicillin G, 4 million units every 4 h
 �   OR
 � Ampicillin, 3 g every 6 h
PLUS
Protein synthesis inhibitor
 � Clindamycin, 900 mg every 8 h
 �   OR
 � Linezolid, 600 mg every 12 hb

 �   OR
 � Doxycycline, 200 mg initially, then 100 mg every 12 hc

 �   OR
 � Rifampin, 600 mg every 12 hd

Duration of treatment: for 2 weeks until clinical criteria for stability are met. Patients exposed to 
aerosolized spores will require prophylaxis to complete an antimicrobial drug course of 60 days 
from onset of illness. Preferred drugs are indicated in boldface
aIncreased risk for seizures associated with imipenem/cilastatin treatment
bLinezolid should be used with caution in patients with thrombocytopenia because it might exac-
erbate it. Linezolid use for >14 days has additional hematopoietic toxicity
cA single 10–14-day course of doxycycline is not routinely associated with tooth staining
dRifampin is not a protein synthesis inhibitor. However, it may be used in combination with other 
antimicrobials drugs on the basis of its in vitro synergy
Recommendations derived from Hendricks et al [20]

6  Zoonotic Infections and Biowarfare Agents in Critical Care: Anthrax, Plague…



104

The anthrax vaccine (AVA-Biothrax, BioPort Corporation, Lansing, Michigan, 
USA) is the only licensed human anthrax vaccine in the United States and has 
received licensure in Italy, Germany, the United Kingdom, France, the Netherlands, 
Poland, and Singapore as of 2018. The vaccine is derived from supernatant material 
from cultures of a toxigenic, nonencapsulated strain of B. anthracis. Approximately 
95% of individuals seroconvert after the third dose of vaccine; the US military cur-
rently uses a six-dose series. Headache and other systemic symptoms have been 
reported in 1% (101/10,722) of US military recipients, with injection site reactions 
in 3.6% [24].

�Plague (Yersinia pestis)

Plague is caused by Yersinia pestis, a gram-negative bacillus and a relative of 
common pathogens including Escherichia coli and Klebsiella. Y. pestis is most 
often transmitted to humans from a rodent or rabbit reservoir via flea vectors, 
principally the species Xenopsylla cheopis worldwide [33] and Oropsylla mon-
tana in North America [34]. Other potential routes of transmission include 
direct contact with infected body fluids and the inhalation of infected respira-
tory droplets [35, 36]. Similar to other gram-negative infections, the lipopoly-
saccharide (LPS) endotoxin associated with its outer cell membrane is a major 
drive of virulence, implicated in the systemic inflammatory response, acute 
respiratory distress syndrome, and multiorgan failure associated with fatal 
plague [37, 38].

Other than malaria and possibly the modern human immunodeficiency virus 
(HIV) epidemic, few infections have had as profound effect on human history as 
plague. The “Justinian Plague” of the sixth century CE took the lives of an estimated 
100 million people, including a Roman emperor; the better-known “Black Death” 
of the fourteenth century CE was responsible for over 40 million deaths, or a third 
of the population of Europe. In modern times, outbreaks of plague have struck 
China in the late nineteenth century and Vietnam during the 1960s [39]. 
Contemporary plague remains endemic in sub-Saharan Africa and Madagascar, 
where over 90% of current cases occur. In Madagascar alone, there were over 
13,000 suspected cases between 1998 and 2016 [40], with a new outbreak in 2017 
leading to 2400 additional cases and over 200 deaths [41].

Like anthrax, the CDC classifies plague as a Category A threat agent and poten-
tial bioweapon. An aerosolized release of 50 kg of Yersinia pestis over a population 
of five million people is estimated to be capable of causing 150,000 infections and 
36,000 deaths [42]. Intentional dispersion of Yersinia pestis as an aerosol will lead 
to outbreaks of pneumonic plague, while the release of infected fleas will typically 
result in bubonic or septicemic plague outbreaks [36, 42, 43]. Historically, plague 
was described as a bioweapon in 1346 when the Tartars besieging the city of Kaffa 
catapulted the corpses of plague victims in the city. Plague has been used as a bio-
weapon by the military forces of Russia against Sweden and of Japan against China. 
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The biowarfare program of the United States had plague in its arsenal before the 
destruction of the US biological weapon stockpile in the early 1970s.

The clinical manifestations of plague vary depending on the route of exposure. 
Similar to anthrax, plague exists in a primarily cutaneous and lymphatic form, 
bubonic plague, and a respiratory form, pneumonic plague. Both modes of plague 
can be complicated by a third systemic form, septicemic plague. The incubation 
period and clinical manifestations vary according to mode of transmission. Eighty-
five percent of plague cases diagnosed in the United States are bubonic, 10–12% are 
primary septicemic, and roughly 3% are primary pneumonic plague [43]. Bubonic 
plague may progress to septicemic or pneumonic plague in 23% and 9% of cases, 
respectively. Data on plague in pregnancy is limited [36, 44–47]. Less common 
forms of plague, such as pharyngeal plague and plague meningitis, occur less 
frequently.

Bubonic plague is the most common form of naturally occurring plague. After 
entering the body through a fleabite, bacteria migrate via cutaneous lymphatics to 
the regional lymph nodes. After evading host defenses, Y. pestis replicates within 
lymph nodes, with the resulting lymphadenitis producing the signature lesion 
known as the “bubo.” Most buboes develop in the groin, axilla, or neck. These 
enlarged lymph nodes are necrotic and contain dense concentrations of bacteria [48, 
49]. Endotoxin and other virulence factors subsequently contribute to disease pro-
gression, bacteremia, sepsis, and often death [35–37, 50–54]. Patients with sus-
pected bubonic plague should be managed with strict contact precautions, including 
the use of gowns, gloves, and surgical masks by clinical staff (Fig 6.3).

Plague is highly contagious by the airborne route. Inhalation of aerosolized drop-
lets of Y. pestis from an infected host, including particles from a draining bubo, 

Fig. 6.3  A cervical bubo in a patient in Madagascar with bubonic plague. (Source: Prentice MB, 
Rahalison L. Lancet 2007; 369:1196–1207)
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results in primary pneumonic plague, a rapidly progressive pneumonia with sepsis 
that is rapidly fatal without prompt treatment. Secondary pneumonic plague may 
occur in up to 12% of individuals with bubonic or primary septicemic plague fol-
lowing the hematogenous spread of Y. pestis to the lungs. After 1–6 days of incuba-
tion, there is a rapid onset of fever, dyspnea, chest pain, and a productive cough. 
Acute hypoxemic respiratory failure is common and often requires mechanical ven-
tilation. Bilateral alveolar opacities, pleural effusions, and occasional cavitation are 
common features on chest radiography. Secondary pneumonic plague may have a 
nodular, miliary appearance associated with hematogenous spread. Hilar node 
enlargement is often present [55].

Because of the high risk of transmission, the strict use of droplet precautions by 
clinical staff is mandatory, in addition to gowns and glove use, until effective anti-
microbial therapy has been received by the patient for at least 48  hours. 
Chemoprophylaxis should be given to potentially exposed personnel. Although N95 
respirators are not strictly necessary for protection against plague, other high-
consequence pathogens presenting with fulminant respiratory disease do require 
such protection. Given the rarity of plague in most settings, strong consideration for 
N95 respirator use should be made in the initial phases of evaluation of suspected 
plague [56–58]. The untreated mortality rate of primary pneumonic plague is 100% 
[59] (Fig. 6.4).

Primary septicemic plague results from the direct inoculation of Y. pestis bacilli 
into the bloodstream, presenting as a febrile sepsis syndrome similar to other gram-
negative bacteremias with delirium, hypotension, and nausea. Secondary septice-
mic plague occurs as a result of progression of either bubonic or pneumonic 

Fig. 6.4  Posteroanterior chest radiographs of patients with pneumonic plague (Source: Lin YF 
et al., BMC Infect Dis 2016;16:85)
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infections with resulting bacteremia. Meningitis infrequently occurs after hematog-
enous spread [35, 36]. Abdominal pain, hepatosplenomegaly, disseminated intra-
vascular coagulation, digital gangrene, and purpura fulminans are common features. 
Similar to pneumonic plague, untreated mortality rate of septicemic plague is 100%, 
with a high mortality even with rapid critical care intervention [36, 40, 60, 61].

The laboratory diagnosis of plague is based on general hematologic and chem-
ical parameters, culture, serology, and molecular assays. A leukocytosis with neu-
trophilic predominance and band forms is typical, with coagulopathy, increased 
levels of liver transaminases, and elevated creatinine occurring in more severe ill-
ness. Gram stains of lymph node aspirates, sputum, or blood may demonstrate 
gram-negative bacilli with bipolar staining, similar to other Enterobacteriaceae. 
Cultures may be positive for Y. pestis within 24–48 hours. Although some auto-
mated bacterial identification systems may misidentify Y. pestis, newer mass spec-
trometry systems based on matrix-assisted laser desorption/ionization time of flight 
(MALDI-TOF) can identify Y. pestis rapidly and reliably following culture growth 
[62]. Additional tests for detection and confirmation include detection of the Y. pes-
tis F1 antigen, IgM immunoassays, PCR, and immunohistochemistry on formalin-
fixed tissues [63]; these tests are most often available at regional and national 
reference laboratories, such as the CDC and Laboratory Response Network in the 
United States or the Emerging and Vector-borne Diseases Programme in the 
European Union.

Plague should be suspected in persons with fever and lymphadenopathy if they 
reside in, or have recently traveled to, a plague-endemic area and if bipolar-staining, 
gram-negative bacilli are seen in affected tissues. The diagnosis of plague should be 
presumed if immunofluorescence staining of smear or material is positive for the 
presence of Y. pestis F1 antigen or if a single serum specimen shows levels of anti-
body to the F1 antigen at a titer of 1:10 or greater. Confirmation of plague may be 
based on a single anti-F1 antibody titer of more than 1:128 dilution or a fourfold rise 
in paired anti-F1 antibody titers [64]. Multiple cases of pneumonic plague in a non-
endemic area should raise concern for bioterrorism. Treatment of suspected plague 
should not be delayed while awaiting diagnostic confirmation, although pre-
antibiotic cultures and specimens should be obtained as best possible.

The recommended antimicrobial drugs for the treatment of plague are strepto-
mycin or, more commonly, gentamicin. Current US recommendations are listed on 
Table 6.2. Doxycycline has shown efficacy comparable to gentamicin in a small 
randomized trial in patients with principally bubonic plague [65]. Fluoroquinolones 
and chloramphenicol are alternative agents with acceptable efficacy [66–69]. 
Methylprednisolone and imipenem have shown evidence of efficacy in murine 
models of plague but lack supporting human data at this time [70, 71]. Treatment 
should last for 10–14 days. Oral therapy may be initiated once a patient demon-
strates clinical stabilization and improvement.

The intentional release of plague, with exposure of large numbers of patients 
through a presumably respiratory route, may require alternative approaches to ther-
apy. Symptomatic patients should ideally receive treatment with a parenteral amino-
glycoside as described above, but oral ciprofloxacin (taken as 500 mg twice daily) 
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Table 6.3  Antimicrobial therapy guidelines for the treatment of plague

Antibiotic Dose
Route of 
administration Notes

Adults Streptomycin 1 g twice daily IM Not widely available in the 
United States

Gentamicin 5 mg/kg once 
daily, or 2 mg/
kg loading dose 
followed by 
1.7 mg/kg 
every 8 hours

IM or IV Not FDA approved but 
considered an effective 
alternative to streptomycin1 
Due to poor abscess 
penetration, consider 
alternative or dual therapy for 
patients with bubonic disease

Levofloxacin 500 mg once 
daily

IV or PO Bactericidal. FDA approved 
based on animal studies but 
limited clinical experience 
treating human plague. A 
higher dose (750 mg) may be 
used if clinically indicated

Ciprofloxacin 400 mg every 
8–12 hours

IV Bactericidal. FDA approved 
based on animal studies but 
limited clinical experience 
treating human plague

500–750 mg 
twice daily

PO

Doxycycline 100 mg twice 
daily or 200 mg 
once daily

IV or PO Bacteriostatic but effective in 
a randomized trial when 
compared to gentamicin2

Moxifloxacin 400 mg once 
daily

IV or PO

Chloramphenicol 25 mg/kg every 
6 hours

IV Not widely available in the 
United States

and doxycycline (100 mg twice daily) are appropriate options for treatment and for 
post-exposure prophylaxis, including for persons who come within 2 meters of an 
infected patient with pneumonic plague [72].

In addition to appropriate post-exposure prophylaxis, the prevention of plague 
relies on careful infection prevention practices. There is presently no commer-
cially available vaccine against plague. Patients suspected of plague should be 
placed immediately into droplet precautions, with access to the patient room 
restricted to essential staff. Gowns, gloves, surgical masks, and eye protection 
should be worn by all staff. Aerosolizing procedures should be kept to an absolute 
minimum and avoided if possible. As noted before, negative pressure isolation 
with N95 masks is not necessary for plague, although infections that may present 
similarly to pneumonic plague (e.g., severe coronavirus infections such as SARS 
or MERS) may require negative pressure rooms or PAPRs, thus requiring a higher 
level of protection while diagnostic testing is underway. Following 48 hours of 
therapy with appropriate antibiotics and with clear clinical improvement, patients 
with both nonpneumonic plague and pneumonic plague may be removed from 
isolation [73] (Table 6.3).
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Table 6.3  (continued)

Antibiotic Dose
Route of 
administration Notes

Children3 Streptomycin 15 mg/kg twice 
daily 
(maximum 2 g/
day)

IM Not widely available in the 
United States

Gentamicin 2.5 mg/kg/dose 
every 8 hours

IM or IV Not FDA approved but 
considered an effective 
alternative to streptomycin.1 
Due to poor abscess 
penetration, consider 
alternative or dual therapy 
for patients with bubonic 
disease

Levofloxacin 10 mg/kg/dose 
(maximum 
500 mg/dose)

IV or PO Bactericidal. FDA 
approved based on animal 
studies but limited clinical 
experience treating human 
plague

>Ciprofloxacin 15 mg/kg/dose 
every 12 hours 
(maximum 
400 mg/dose)

IV Bactericidal. FDA approved 
based on animal studies but 
limited clinical experience 
treating human plague

20 mg/kg/dose 
every 12 hours 
(maximum 
500 mg/dose)

PO

Doxycycline Weight <45 kg: 
2.2 mg/kg twice 
daily 
(maximum 
100 mg/dose) 
Weight ≥45 kg: 
same as adult 
dose

IV or PO Bacteriostatic, but FDA 
approved and effective in a 
randomized trial when 
compared to gentamicin.2 No 
tooth staining after multiple 
short courses4

Chloramphenicol 
(for children >2 
years)

25 mg/kg every 
6 h (maximum 
daily dose, 4 g)

IV Not widely available in the 
United States

Pregnant 
women3

Gentamicin Same as adult 
dose

IM or IV See notes above

Doxycycline Same as adult 
dose

IV See notes above

Ciprofloxacin Same as adult 
dose

IV See notes above

IV intravenous; IM intramuscular; PO by mouth
1Boulanger et al. [88]
2Mwengee et al. [65]
3All recommended antibiotics for plague have relative contraindications for use in children and 
pregnant women; however, use is justified in life-threatening situations
4Todd et al. [87]
Source: Centers for Disease Control and Prevention. Accessed online on 11 March 2019 at https://
www.cdc.gov/plague/healthcare/clinicians.html
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�Tularemia (Francisella tularensis)

Tularemia is caused by Francisella tularensis, an intracellular, aerobic gram-
negative coccobacillus. Similar to plague, it has a natural small-mammal reservoir 
of rabbits and rodents. Also similar to plague and anthrax, tularemia occurs in a 
primarily respiratory form (pneumonic tularemia) and in a primarily cutaneous and 
lymphatic form (ulceroglandular tularemia). The United States and the former 
Soviet Union developed biological weapons that could disperse F. tularensis in the 
mid-twentieth century [42], and there remains a concern that F. tularensis could be 
used as an agent of bioterrorism.

F. tularensis can survive in soil, water, and animal carcasses for many weeks. 
Chlorination of water prevents its spread through water contamination. As few as 
ten organisms may be sufficient to cause human disease [74]. Human transmis-
sion most often results from tick and flea bites, animal handling, ingestion of 
contaminated food and water, and inhalation of aerosols. Unlike plague, there is 
no direct human-to-human transmission. Deliberate aerosolized dispersion of 
F. tularensis is hypothesized to cause large-scale outbreaks of severe respiratory 
disease [9, 75].

Tularemia is endemic throughout the northern hemisphere. Approximately 
80–150 cases per year occur in the United States, with the highest incidence in 
south-central and western states. The predominant mode of transmission to humans 
in the United States is by tick bites, most often in spring and summer, with hunting 
and similar outdoor activities associated with an increased risk of exposure [76]. In 
Europe, the incidence of tularemia is considerably higher, with over 1000 cases per 
year in Hungary and the Czech Republic and over 4000 cases per year in Sweden 
and Finland. Mosquito-borne transmission or consumption of contaminated water 
predominates as a mode of exposure in parts of Europe, although these vary by 
country [77].

F. tularensis infected humans via the conjunctiva, respiratory tract, gut, or breaks 
in the skin. Organisms are taken up by and replicate within macrophages, leading to 
apoptosis of the macrophage and release into local lymph nodes as well as bactere-
mia [74]. This bacteremia leads to secondary seeding of the lungs, pleura, spleen, 
liver, and kidney. Pathologic examination of infected tissue may show granuloma-
tous inflammation with necrosis. Following inhalational exposure, hemorrhagic air-
way inflammation may progress to pneumonia, pleuritis, and pleural effusion. 
Human immunity is principally cell-mediated, with antibody responses playing a 
role in diagnosis but having an uncertain contribution to host defense.

The clinical manifestations of tularemia depend on the site of entry, exposure 
dose, and host immune factors. Based on the site of initial infection and presenting 
syndrome, tularemia may be described as primary pneumonic, typhoidal, ulcero-
glandular, oculoglandular, oropharyngeal, or septic. Ulceroglandular tularemia is 
the most common form of the infection, typically following with a week of a vector 
bite or animal contact. A majority of patients present with fever (85%), with chills 
(52%), headache (45%), cough (38%), and myalgias (31%) occurring in many. 
Other nonspecific constitutional symptoms occur with variable frequency, such as 
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chest and abdominal pain, nausea, vomiting, and diarrhea. The hallmark lesion is a 
tender papule at the site of initial inoculation which subsequently ulcerates, with 
painful enlarged lymphadenopathy proximal to the ulcer. This lesion may clinically 
resemble a plague bubo, and plague must be considered in the differential diagnosis. 
A purely “glandular” form, with lymphadenopathy but no visible ulcer, can occur as 
well. In cases of ingestion of contaminated material, an exudative pharyngitis and 
tonsillitis may develop, with subsequent pharyngeal ulceration and cervical lymph-
adenopathy. Inoculation of the eye will lead to oculoglandular tularemia, also with 
accompanying cervical lymphadenopathy. Cases of systemic tularemia without 
clinically apparent lymphadenopathy are known as typhoidal tularemia. Fever, diar-
rhea, shock, and meningeal signs are typical (Figs. 6.5 and 6.6).

Fig. 6.5  Cutaneous ulcer due to ulceroglandular tularemia. (Source: Public Health Information 
Library, Centers for Disease Control and Prevention. Accessed online on 11 March 2019 at https://
phil.cdc.gov/Details.aspx?pid=1344)

Fig. 6.6  Typical clinical presentation of oculoglandular tularemia with ocular congestion and pre-
auricular and cervical lymphadenitis. (Source: Ulu-Kilic A, Doganay M, Travel Med Infect Dis 
2014; 12:609–616)
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Pneumonic tularemia results from the inhalation of aerosolized organisms or 
from hematogenous spread from other sites of infection. Following the inhalation 
of the organism, patients may suffer initially from nonspecific fever and chills, fol-
lowed by a dry or minimally productive cough, pleurisy, dyspnea, and subse-
quently hemoptysis. Respiratory symptoms were absent in nearly half of patients 
in a recent series from Finland, however [78]. Pleural effusions are common and 
may be unilateral or bilateral. Pneumonic tularemia can progress rapidly to acute 
hypoxemic respiratory failure, disseminated intravascular coagulation, rhabdomy-
olysis, and eventually multiorgan failure [9, 74]. Virtually any organ may be 
involved in severe tularemia, including peritonitis, pericarditis, appendicitis, 
osteomyelitis, and meningitis, although such presentations are less frequent than 
the more “classic” forms. The mortality rate of untreated pneumonic tularemia is 
60%, but rapid institution of antimicrobial therapy reduces the morality rate to 
2.5% or less [74, 79].

The diagnosis of tularemia is often delayed due to its nonspecific presenting 
signs and symptoms, in the case of pneumonic and typhoidal disease, and may be 
confounded by clinical similarity to plague or anthrax in the case of ulceroglandular 
disease. Delayed or absent response to routine treatment for skin ulcers or 
community-acquired pneumonia may serve as diagnostic clues, as may be a history 
of animal, arthropod, or outdoor freshwater exposure. Routine laboratory tests usu-
ally lack distinguishing features and may include a mild lymphocytosis, elevated 
liver transaminases, and markers of rhabdomyolysis such as elevated serum creatine 
kinase concentration and urine myoglobin [74, 79].

Chest radiographs most often show unilateral or bilateral airspace opacities, with 
hilar adenopathy and pleural effusion in approximately 30% each. Cavitation occurs 
in approximately 15% of cases [80]. Chest radiographs may be normal in 7% of 
patients, although computed tomography reveals thoracic pathology in the great 
majority [78].

Although F. tularensis may be cultivated from blood, tissue, or sputum in the 
clinical microbiology laboratory, it requires specialized media (usually cysteine-
enriched) to grow. Special precautions must be taken for the protection of laboratory 
staff, similar to plague and anthrax; like the other pathogens of interest, clinicians 
must notify the microbiology laboratory in the event of a suspected case. Routine 
microbiology procedures can be performed in Biosafety Level 2 conditions with a 
biological safety cabinet, but aerosolizing procedures must occur under Biosafety 
Level 3 conditions [79].

Serologic diagnosis may be utilized given the challenges involved in culturing 
Francisella. Serum testing by enzyme-linked immunosorbent assay (ELISA) may 
be negative early in illness but typically produces a fourfold rise in titer over the 
course of the disease; a single anti-F. tularensis IgG titer of 1:160 is sufficient to 
support the diagnosis, however [81]. As the ELISA detects antibodies against the 
bacterial endotoxin, false-positive tests may arise in cases of infections with bacte-
ria that have structurally similar endotoxin, including Brucella, Proteus, and 
Yersinia species. Confirmatory testing with Western blot, immunofluorescence, or 
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microagglutination titer testing will improve the specificity of ELISA testing [81–
83]. Antigen detection methods, such as direct fluorescent antibodies or immuno-
chemical stains, may be performed on tissue specimens, along with PCR-based 
testing which may be valuable in outbreak settings [84, 85].

The standard treatment for tularemia in adults is streptomycin, 10–15 mg per kg, 
given intramuscularly (IM) or intravenously (IV) twice daily, but gentamicin, 5 mg 
per kg, given IM or IV once daily, is equivalent in efficacy and is the standard 
therapy nowadays. Milder cases of ulceroglandular disease may be treated with 
doxycycline (IV or oral). Fluoroquinolones or chloramphenicol may be given in 
selected cases when available; beta-lactams and macrolides are not recommended. 
Treatment with streptomycin, gentamicin, or ciprofloxacin should be continued for 
10 days. Treatment with doxycycline or chloramphenicol should be continued for 
14–21 days. Patients beginning treatment with doxycycline, chloramphenicol, or 
ciprofloxacin can be switched to oral antibiotics when clinically improving and tol-
erating oral medications. Complete medication recommendations may be seen on 
Table 6.4.

Chemoprophylactic regimens for the prevention of tularemia are similar to those 
used for plague. Individuals exposed to F. tularensis may be protected against sys-
temic infection if they receive prophylactic antibiotics during the incubation period. 
For post-exposure prophylaxis, either doxycycline or ciprofloxacin, taken orally 
twice daily for 14 days, is a recommended regimen. Ciprofloxacin is generally pre-
ferred over doxycycline in pregnancy, but either are acceptable given the risk of 
serious disease and the low risk of skeletal abnormalities in the fetus with such rela-
tively brief tetracycline exposure [79].

A live attenuated vaccine, first developed in Russia, is not generally available but 
has been given in the United States by the US Army Medical Research Institute of 
Infectious Diseases (USAMRIID) as an investigational new drug. The vaccine is 
administered via scarification, similar to smallpox vaccines. Due to dwindling 
stocks of the original vaccine strain, a newer attenuated strain was tested in a recent 
phase 2 trial, with the novel vaccine showing high rates of seroconversion among 
recipients [86].

�Disclaimer

The authors are US military service members. This work was prepared as part of 
their official duties. Title 17 U.S.C. §105 provides that “Copyright protection under 
this title is not available for any work of the United States Government.” Title 
17 U.S.C. §101 defines a US Government work as a work prepared by a military 
service member or employee of the US Government as part of that person’s official 
duties. The views expressed in this article are those of the authors and do not neces-
sarily reflect the official policy or position of the Department of the Navy, the 
Department of Defense, nor the US Government.
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Chapter 7
Hemorrhagic Fevers

James Sullivan and Stephen Brannan

�Introduction

Hemorrhagic fevers, for the most part, are viral in origin and are related to five viral 
families: Arenaviridae, Filoviridae, Bunyaviridae, Flaviviridae, and Rhabdoviridae. 
None of these families find humans as the primary natural reservoir, and thus a vec-
tor is the primary cause of dissemination of the organism initially. Vectors identified 
include ticks, mosquitoes, bats, and rodents [1]. Human-to-human transmission can 
take place in some cases leading to widespread epidemics and the possibility of 
pandemics. One such pandemic initiated in Western Africa during 2014–2016. 
Ebola virus disease (EVD) led to death in approximately 75% of laboratory-con-
firmed Ebola cases, throughout ten countries, during this time frame (11325/15261) 
[2]. All of these viruses lead to a common path to pathogenesis leading to microvas-
cular destruction, capillary leak, multiorgan dysfunction, and death. While the vast 
majority of these cases involved three countries in Western Africa, three European 
countries had confirmed cases of Ebola virus disease as well as four cases confirmed 
in the United States. The cost was especially high in Liberian healthcare workers as 
8% of physicians, nurses, and midwives contracted the disease and died during the 
outbreak. This devastating effect led to holes in the treatment of other more com-
mon and more controllable diseases such as malaria, tuberculosis, and HIV causing 
further morbidity and mortality due to reduced access to treatment [3].

All of these viruses are RNA viruses. As a result, all are obligate intracellular 
parasites in humans and thus need a vector to transmit disease initially. However, 
once active infection takes place, human-to-human transmission can take place in 
some cases. For most of these microorganisms, humans are dead-end hosts. That is, 
they are incidental to the natural cycle and do not participate in perpetuation of 
disease transmission. However, in the setting of yellow fever, Phlebotomus fever, 
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chikungunya, Zika, and dengue, humans are definitive hosts, i.e., they participate 
and are necessary for viral propagation [4]. Most viral hemorrhagic fevers present 
initially in the same way. Fever and malaise are common and may appear the same 
as other more common illnesses such as malaria or influenza leading to confusion 
and delay in diagnosis (Fig. 7.1).

�Filoviridae: Ebola Virus and Marburg Virus

�Transmission

Human-to-human transmission of EVD is known to occur via inoculation. Injection 
of the virus directly into the bloodstream, for instance, through contaminated medi-
cal equipment, or by direct contact with broken skin or mucous membranes, is the 
primary known route. The virus is known to stay in body fluids (e.g., urine, saliva, 
sweat, feces, vomit, breast milk, and semen) for up to 7 days. On inanimate surfaces 
such as needles and syringes, the virus can stay viable at room temperature for days 
to weeks. The 1976 Ebola epidemic was associated primarily with hospital trans-
mission [5] although subsequent epidemics such as the 2014 outbreak in Sierra 
Leone have seen an increased rate of non-hospital human-to-human transmission, 
especially intimate contact through caregiving or burial preparation [6]. Importantly, 
most experts agree the virus does not spread unless the host is exhibiting signs and 
symptoms of the disease.

Whereas human-to-human transmission of EVD is established, zoonotic spread 
from animal vectors is somewhat less clear. Although bats have been commonly 
implicated as reservoirs, like the hammer-headed fruit bat Hypsignathus monstrosus 
and the little collared bat Myonycteris torquata in the 2014–2016 outbreak [7], EV 
antibodies and seropositive rates in bats before, during, and after outbreaks have 
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exhibited low prevalence rates or even been absent [8]. Moreover, evidence of EV 
in some tissues of rodents and shrews suggests the virus persists in natural vectors 
but serologic and antigenic confirmatory testing have yet to confirm this [9]. Animal 
models such as bats have shown high titers of EV replication without illness [10]. 
Thus the ecological mechanism through which Ebola virus circulates in nature and 
is transmitted to humans requires further investigation and understanding.

Unlike its familial relative Ebola, Marburg virus zoonotic transmission is better 
understood. Several species of bats are known vectors, and transmission can also 
occur from spillover hosts like nonhuman primates. Like Ebola, postmortem expo-
sure to humans or animals is associated with high risk of transmission. Furthermore, 
human-to-human transmission of Marburg virus is like that of Ebola virus, that is, 
direct inoculation of the bloodstream by injection or exposure to bodily fluids via 
mucus membranes. Marburg virus is also found in semen weeks to months follow-
ing the onset of symptoms.

�Virology

Ebolavirus is a genus of the Filoviridae family of enveloped, non-segmented 
negative-strand RNA viruses. Five known subtypes or species are named for the 
country or region in which they were first discovered: Zaire (now the Democratic 
Republic of Congo), Sudan, Bundibugyo, Tai Forest (formerly Cote d’Ivoire), and 
Reston. Since the discovery in 1976, the Zaire, Sudan, and Bundibugyo subtypes 
were associated with large outbreaks in Africa. The Reston subtype found in the 
Western Pacific causes highly pathogenic disease in nonhuman primates but is not 
known to cause human illness.

The Ebola virus genome is approximately 19 kb in size and encodes seven pro-
teins. The nucleoprotein (NP) functions to protect the viral genomic nucleic acids 
from host cell nucleases and other host proteins involved with cellular innate immu-
nity [11]. Glycoproteins (GPs) are encoded by the viral genome to serve several 
important purposes. First, GP1 is the receptor-binding subunit and facilitates viral 
entry into host cells. Second, the GP2 subunit helps the viral lipid bilayer fuse with 
the host cell. Third, the GPs function later in the infective timeline to downregulate 
expression of multiple host cell surface molecules responsible for host immune sur-
veillance and cell adhesion while also neutralizing humoral immunity [12]. An 
RNA-dependent RNA polymerase (L) uses the viral RNA strands to generate nucle-
otide templates which subsequently hijacks the host intracellular translation to pro-
duce the viral proteins. Four structural proteins are also encoded in Ebola virus 
genomes. VP24 blocks the interferon signaling pathway by inhibition of its nuclear 
localization such that interferon genes are not transcribed. VP30 activates primary 
transcription along the RNA strand and helps with RNA editing. VP35 binds and 
stabilizes NP [13] while also inhibiting several host immune mechanisms (such as 
the upregulation of CD4, CD80, CD86, and MHC class II antigens). Finally, VP 40 
plays a primary role in viral assembly and budding.
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As another genus of the Filoviridae family of enveloped, non-segmented 
negative-strand RNA viruses, Marburgvirus exhibits many similarities to Ebolavirus. 
It also contains a genome of approximately 19 kb encoding seven proteins. Its outer 
surface GP facilitates binding to host cell membranes and fuses with the host lipid 
bilayer, thus releasing the viral NP into the host cytosol. However, unlike Ebola 
virus, the Marburg virus has a single GP. The L protein generates positive-strand 
RNA from the negative-strand RNA viral genome which then undergo translation 
via the host cell apparatus to generate viral proteins. Once a critical level of viral 
proteins is present in the host cell, the L protein transitions to formation of the viral 
genome for progeny viral particles [14]. The Marburg viral proteins are named and 
function similarly to those detailed above for Ebolavirus including VP24 which is 
unique to the Filoviridae family of viruses [15].

�Clinical Presentation

Clinical diagnosis of filovirus hemorrhagic fever is challenging because the early, 
nonspecific signs and symptoms often resemble much more common illnesses to 
endemic areas such as typhoid fever and malaria. Furthermore, because of the simi-
larities between Ebola and Marburg viral structure and pathogenesis, the clinical 
presentation for both are indistinguishable. While fever, chills, myalgias, weakness, 
abdominal pain, diarrhea, vomiting, and headache demonstrate an acute onset, the 
characteristic bruising or hemorrhage is a later finding. The incubation periods for 
these two viruses are similar ranging from 2 to 21 days after virus exposure with an 
average of 8–10 days [2]. Fevers can begin as high as 39–40 degrees Celsius. Some 
reports show an inverse relationship between heart rate and temperature early in the 
disease [16, 17]. Progression is associated with tachycardia, and higher pulse rates 
were documented in fatal cases. Aside from fatally ill patients experiencing hypo-
tension and shock, blood pressure fluctuations throughout the disease course are not 
well documented in case reports. Nearly every case of filovirus hemorrhagic fever 
includes a rash of varying characteristics, although commonly nonpruritic, erythem-
atous, and maculopapular with initial localization progressing to more diffuse.

�Diagnosis

Diagnosis of EBV is difficult initially due to the commonality of physical symp-
toms with more common disease states. Non-descript symptoms of fever, headache, 
myalgias, and the like all have similarities with malaria, influenza, and typhoid to 
name a few. All of these infectious processes are far and away more prevalent in the 
communities shared with Ebola and often lead to misdiagnosis initially. A high level 
of suspicion should be kept in those areas where Ebola is endemic and when travel 
from these areas is suspected or known. Anyone who presents with these symptoms 
and has a possible exposure should undergo RT-PCR testing during the initial 
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workup. RT-PCR in a patient who has been symptomatic for less than 72 hours has 
a low sensitivity, and thus those patients with a negative test should be rechecked 
once the 72-hour threshold of symptoms has been met to ensure diagnosis [18]. The 
diagnostic process leads to difficulty as RT-PCR testing is cumbersome, takes time, 
and is expensive. For this reason, qualitative antigen detection testing has been 
developed and adopted by the WHO in some cases. This testing gives results in 
approximately a half hour from samples of whole blood, serum, or plasma by detec-
tion of the Ebola VP 40 antigen. The VP 40 antigen is the most abundant protein in 
the filovirus and is necessary for viral budding. Qualitative antigen testing, though 
less accurate, is less expensive, gives more rapid results, does not require electricity, 
and is easier to perform, all of which are important given the economic and logisti-
cal constraints of the countries where Ebola is endemic [19].

�Treatment

Treatment for EVD centers on three main aspects: supportive care, prevention, and 
intervention. During the Western African epidemic of Ebola virus disease from 
2013 to 2015, there were more than 28,600 cases with greater than 11,300 fatalities 
from 2013 to 2015. These cases had a 37–74% mortality rate in those diagnosed in 
Ebola treatment centers in Western Africa [20]. Of these known cases, a total of 27 
patients were transferred to centers in Europe or the United States or were diag-
nosed locally. Of these 27 cases of patients treated in centers where all supportive 
measures were used, 82% survived.

The gastrointestinal system was involved in all of the patients treated. Ubiquitous 
in these patients was severe diarrhea, but abdominal distention or ileus was present 
in around a third. Hypoxemia was found in at least half of the cases treated in these 
centers, most of which was thought due to non-cardiogenic pulmonary edema. Most 
of these patients needed at least supplemental oxygen (70%) with a significant num-
ber suffering progression and needing some form of mechanical support (41%). 
Renal replacement therapy was needed in approximately 20% of the cases and was 
utilized in over half of the cases where oliguria was present. Thirty percent needed 
intravenous hemodynamic support thought primarily related to a distributive pic-
ture. Encephalopathy was present in a third of the cases with frank coma present in 
around a tenth of the cases.

Due to the variety of clinical findings, the first part of care centers around support-
ive care. Judicious use of intravenous fluids is necessary to offset the volume loss 
from the gastrointestinal tract. This pathway proved difficult in light of ongoing 
hypoxemia and pulmonary infiltrates. Electrolyte replacement was provided via the 
intravenous route due to severe stomatitis and gastrointestinal involvement. Parenteral 
nutrition was also utilized due to the severe gastrointestinal disruption found in all 
cases. Renal replacement therapy should be considered in all patients who develop 
oliguria or severe metabolic derangement unresponsive to the less intensive therapy.

Therapeutic options are limited in the care of patients with Ebola virus disease, 
and during the pandemic of 2013–2015, attempts at treatment were tried. Medications 
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such as ZMapp, TKM-Ebola, and brincidofovir were utilized during this outbreak 
with mixed results. Each had its own complications.

TKM-Ebola was a medication developed to combat viral replication. It consisted 
of small interfering RNA particles which became imbedded into the replication 
process and disrupted the genetic code. Kraft et al. treated two separate patients at 
the University of Nebraska Medical and Emory University Hospital. Both these 
patients suffered systemic effects from the medication including a concern for wors-
ening pulmonary edema, fever, and rigors. While both patients survived, there were 
questions regarding the safety of the medication [20]. A randomized control trial 
was undertaken by Dunning et al. which showed no benefit to human subjects with 
this medication and with fears of possible systemic toxicity [21]. Currently, it has 
been removed from production.

Brincidofovir is an oral medication and is a prodrug of cidofovir which is conju-
gated to lipid to allow for intracellular delivery of the medication. It was used in two 
patients in the United States during the epidemic, one in Dallas, Texas, and one at 
the University of Nebraska. It is a nucleotide analog which prevents the incorpora-
tion of deoxycytidine, thereby stopping viral chain elongation. Dunning et al. con-
ducted a phase 2 trial in Western Africa where four patients were enrolled in the 
study. Unfortunately, all four died of illness consistent with Ebola virus disease. The 
study was terminated early with the withdrawal of support from the manufacturer 
for production of the drug to treat EVD [22]. Favipiravir, a different nucleotide 
analog, is currently being studied and in one study had some benefit in reduction of 
viral load, lower infectivity, and extended survival in nonhuman primates [23]. It 
has been used clinically to treat two patients, one from France and one from Spain, 
though its mechanism has not been clearly established [24].

Antibody-based therapy can be used via two distinct mechanisms: convalescent 
sera or whole blood (plasma/blood collected from survivors) and monoclonal anti-
bodies. Convalescent sera was first used in EVD patients in 1976 when a lab worker 
was treated with two separate doses of convalescent plasma. Again in 1995, eight 
workers were then treated with convalescent whole blood which was transfused into 
eight patients, and seven of them survived; however, one study on nonhuman pri-
mates showed no benefit to plasma therapy [25–27]. The largest study evaluating 
the use of passive immunity to date was a non-randomized control trial which exam-
ined the use of anti-Ebola IgG which showed no survival benefit compared to his-
torical survival data [28]. While the clinical utility of blood products remains in 
question, there are benefits to this type of therapy which make it likely to be used in 
the future. Blood taken from survivors is easily available and is a ready source of 
specific antibodies even in resource-limited conditions, while production of mono-
clonal antibodies takes months and is expensive. While whole blood treatment may 
be beneficial, it has complications associated with it such as transfusion reactions. 
Plasma on the other hand, while still needing ABO compatibility in this setting, 
does not need a crossmatch, thereby making the risk of reaction less. Plasma can be 
stored longer than whole blood and given over a shorter period of time [29].

The second method of antibody treatment is through monoclonal antibody 
production. Many different antibodies have been developed against Ebola though 
few have been studied in humans. The benefit of these products is that they may 
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combine multiple antibodies which target multiple areas of the virus. Two of the 
most studied are ZMapp and ZMab. Both these medications bind to proteins on the 
viral particle which foster attachment and uptake into the host cells, thus preventing 
infection from taking place [30]. ZMapp is a cocktail comprised of three chimeric 
anti-Ebola IgG monoclonal antibodies formed from tobacco plants. Initial studies 
on rhesus macaque monkeys showed a rescue rate of 100% when given up to 5 days 
post-live virus exposure with reversal of even advanced symptoms of the disease 
and have even showed cross-reactivity among different strains of Ebola [31]. 
Beginning in 2015, a clinical trial of ZMapp in combination with favipiravir was 
undertaken during the Ebola outbreak in Western Africa. This trial was terminated 
early due to inability to enroll but did show a non-statistically significant benefit to 
those treated. Hospital stays were shorter in this population, and the mortalities in 
the treatment arm all came before the completion of therapy [32]. Two patients were 
treated with ZMapp under compassionate use at Emory University during 2014. 
Both patients also received the full gambit of high level of care including intrave-
nous fluids, electrolyte replacement, and convalescent plasma throughout their care. 
However, in both cases, the individuals had clinical improvement within 24 h after 
receiving the first dose [33]. ZMapp has also been shown in mice airways to per-
form as a topical barrier against Ebola, decreasing mobility of the virus as well as 
facilitating elimination [34].

ZMab is a combination monoclonal antibody produced from a murine model. 
After multiple studies in nonhuman primates, it has been used twice in compassion-
ate use models. Schibler. et al. describe the addition of ZMab to plasma and favipi-
ravir in a physician who contracted the disease in 2014 with a rapid decrease in viral 
load after therapy. Petrosillo et al. describe the treatment of a physician with viral 
induced interstitial pneumonia who was treated with the same therapy which points 
to a temporal relationship between a decrease in viral load in bronchial secretions 
and the dosing of ZMab.

The downsides to these medications are that they are quite expensive, take a long 
time to make, are not readily available at the outset of an outbreak, appear to have a 
decrease in effectiveness when given later in the course, and need technology not 
available in Ebola endemic regions. The certitude of effectiveness is also limited by 
the lack of randomized controlled trials, but there does seem to be good clinical data 
to support their use.

�Crimean-Congo Fever

�Transmission

Crimean-Congo hemorrhagic fever (CCHF) is an important arbovirus due to its 
wide geographic presence. Case reports and outbreaks have occurred from 
Southeastern Europe to Africa, across the Middle East, and into Western China. 
The disease was first described in 1944 when a group of soldiers from the former 
Soviet Union reclaiming part of Crimea from German control exhibited an illness 
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characterized by fever and hemorrhage. A decade later, similar symptoms were 
observed in the Congo, and the same virus was isolated, thus giving rise to its 
name [35]. More recently genetic sequencing has revealed diversity greater than 
any other arthropod-borne virus. While studies thus far have shown CCHF virus is 
maintained exclusively in ixodid tick species native to the particular geographic 
area (most prominently in Europe, the Hyalomma marginatum), the lack of illness 
in its vectors has proved challenging over the years [36]. Vertical transmission 
occurs as the ticks support viral replication throughout all aspects of their life 
cycle and passage of the virus between mates. Horizontal transmission from ticks 
to mammals happens when a tick consumes a blood meal and either allows the 
virus to enter the host primarily through its saliva or when the virus passes from an 
infected host into the tick. Human-to-human transmission is possible when com-
ing in contact with virus-containing body fluids, though standard barrier methods 
prevent transmission [37].

�Virology

Crimean-Congo virus is a member of the Nairovirus genus within the family 
Bunyaviridae, with other genera including Orthobunyavirus, Hantavirus, 
Phlebovirus, and Tospovirus. CCHF virus is one of seven nairoviral serotypes con-
sisting of a negative-sense, single-stranded RNA genome divided into three circular 
segments [38]. Each segment is named for its size, with the small (S) segment 
encoding the nucleocapsid protein, the medium (M) segment encoding the envelope 
proteins, and the large (L) segment encoding the RNA polymerase [39]. The M seg-
ment polyprotein undergoes cotranslational cleavage and posttranslational process-
ing in the endoplasmic reticulum to produce the GN and GC transmembrane 
glycoproteins. While studies to identify specific cellular receptors used by CCHF 
virus to gain entry to host cells, recent work suggests GC may bind to nucleolin as 
an essential step [40]. Once inside the host cell, the viral RNA-dependent RNA 
polymerase produces positive-sense complementary RNA used to generate new 
viral genomic strands, while messenger RNA is produced from the viral genome. 
Transcription, translation, and modification of viral proteins through the host endo-
plasmic reticulum and Golgi apparatus produce virion particles that uptake the 
genome and exit the cell completing the viral replication cycle [41].

�Clinical Presentation

Clinical illness from CCHF virus infection most often causes subclinical infection, 
in one study estimated at 88% [42]. Like other hemorrhagic fevers previously dis-
cussed, symptoms are often nonspecific, most commonly sudden onset of fever, 
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fatigue, myalgia, and headaches, with others including nausea, vomiting, abdominal 
pain, diarrhea, and hemorrhage [43]. Hoogstraal classically described the four pri-
mary phases of clinical disease: incubation, prehemorrhagic period, hemorrhagic 
period, and convalescent period [35]. The incubation period can vary depending on 
the viral load, mode of transmission, and other factors but in general ranges from 3 
to 7 days with a maximal period of 13 days [44]. The onset of symptoms heralds the 
beginning of the prehemorrhagic phase which can last 4–5 days. Between day 3 and 
5 of the disease is when the hemorrhagic period begins for those unfortunate to 
develop the less common, severe form of the disease. Bleeding can occur in virtu-
ally any organ but most commonly along mucus membranes (gastrointestinal tract, 
respiratory tract, urinary tract, etc.). The convalescent period for those who survive 
the hemorrhagic period is 10–20 days into the disease process and is characterized 
by memory, hearing, and vision loss, tachycardia, dyspnea, and polyneuritis. 
Laboratory changes seen in the first 5 days predicting fatal outcomes in 90% of 
patients were studied by Swanepoel and colleagues [45]. These include elevated 
white blood cell count, thrombocytopenia, transaminitis, prolonged partial throm-
boplastin time, and hypofibrinogenemia.

�Diagnosis

Diagnosis includes having a high index of suspicion in those at risk for contracting 
the disease, including agricultural workers, animal husbandry, veterinarians, camp-
ers, hikers, soldiers, healthcare workers, and anyone traveling to endemic areas, as 
the initial symptoms are nonspecific. Enzyme-linked immunosorbent assay detec-
tion of specific IgM and IgG antibodies is possible starting 5 days after the onset of 
symptoms, but often serial surveillance demonstrating increased antibody levels is 
needed to confirm recent subclinical infection. Reverse transcriptase polymerase 
chain reaction (RT-PCR) provides rapid and accurate detection of the virus and is 
useful for confirming early disease [44].

�Treatment

Treatment of CCHF, like other hemorrhagic fevers, is mainly supportive in nature. 
This includes hemodynamic support via fluids, vasopressors, and inotropes; respira-
tory support which can include need for intubation and mechanical support of 
ventilation; and hemorrhage control including transfusion of blood components to 
maintain adequate oxygen-carrying capacity and correction of coagulopathy and, in 
severe cases, disseminated intravascular coagulation. Meta-analysis of the use of 
ribavirin for treatment of CCHF demonstrated insufficient evidence due to a large 
portion of non-randomized studies with high risk of bias [46].
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�Lassa Fever

�Transmission

Lassa virus is a segmented negative-strand RNA virus belonging to the family 
Arenaviridae. This family comprises a total of 23 species divided into 2 major cat-
egories: the Old World complex (Africa, Europe, and Asia) and the New World 
complex (North and South America) [72]. Lassa virus belongs to the Old World 
complex and is endemic to sub-Saharan Africa, particularly the Western African 
countries of Sierra Leone, Guinea, Liberia, and Nigeria. It was first described in 
1970 in a case report of three missionary nurses in the northern Nigerian city of 
Lassa [73]. The natural vectors for Lassa virus are rodents belonging to the 
Mastomys genus [74].

Transmission occurs from both rodent contact and person to person. In the case 
of rodent contact, this occurs by direct contact with rodent excrement or consump-
tion of infected rodents. Poor housing and lack of hygiene are associated with 
increased incidence of Mastomys habitation which increases the risk of Lassa virus 
[75] and is unfortunately commonplace for most inhabitants of endemic areas. 
Periods of cooler weather are associated with higher risk of transmission as the 
rodents tend to congregate around human settlements. Interpersonal transmission of 
the virus happens with exposure to the live virus in human secretions including 
blood, urine, and feces of an infected individual [51]. Nosocomial infection result-
ing in a seropositive status was associated primarily with history of injection and 
living with a person displaying hemorrhage in the past 12  months [76]. Among 
healthcare workers utilizing standard protective barriers, the risk is significantly 
reduced. Importantly, Lassa virus is excreted in the urine for 3–9 weeks from the 
time of infection and up to 3 months in semen [77].

�Virology

Arenaviruses contain single-stranded, bisegmented, ambisense-coding RNA 
genomes contained within two segments: a small (S) segment approximately 
3400 nucleotides in length and a large (L) segment approximately 7100 nucleo-
tides [47]. Each segment encodes two proteins in opposite polarity. The S seg-
ment generates the nucleoprotein (NP) from the 3′ end and the glycoprotein 
precursor (GPC) from the 5′ end, with the latter undergoing posttranslational 
modification producing the GP1 and GP2 proteins. The L segment, meanwhile, 
produced the L protein (RNA-dependent RNA polymerase) at its 3′ end and the 
zinc-binding (Z) protein at its 5′ end [48]. GP1 atop viral spikes facilitates entry 
into the cell via binding to host cell receptors, with recent studies demonstrating 
alpha dystroglycan as an essential target [49] and G2P aiding with fusion of the 
host cell membrane with the viral envelope. This released ribonucleoprotein 
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structures into the cytosol where the lower pH triggers initiation of viral genomic 
replication and production of messenger RNA from both genomic and antisense 
RNA templates [50]. Virion proteins then localize to the endoplasmic reticulum 
where packaging of new virial particles and eventual exocytosis occurs through 
mechanisms not yet fully understood, just as the extent of the Z protein and NP 
protein functions [51].

�Pathogenesis and Clinical Presentation

Lassa virus usually invades humans through the nasopharyngeal mucosa with rapid 
infection of immune cells. It then travels through the lymphatic tissue until it 
reaches the bloodstream and spreads to every organ and tissue in the body. 
Hepatocellular, adrenal, and splenic necrosis with adrenal cytoplasmic inclusions 
were most commonly found in postmortem examinations, though not fully account-
ing for cause of death in those patients [52]. Stimulation of macrophages and den-
dritic cells by the virus results in release of mediators causing endothelial 
dysfunction which, combined with impaired hepatocytes and inhibition of platelet 
aggregation, contributes to hypovolemic shock in severe cases [53]. These also con-
tribute to swelling seen in several organ systems, including pleural effusions, peri-
cardial effusions, and cerebral edema though usually not significant enough to fatal 
on their own. The precise mechanistic explanation for Lassa fever fatality is incom-
pletely understood with various theories ranging from derangement of proinflam-
matory cytokines similar to sepsis to inhibition by the virus of host immune 
responses [54]. Pregnant patients, particularly those in the third trimester, are at an 
elevated risk of death.

The incubation period for Lassa virus varies from 3 to 21 days [55]. Like many 
other viral hemorrhagic fevers, the illness presents with nonspecific, flu-like symp-
toms of fever, generalized weakness, malaise, and in some cases headache and sore 
throat which makes it difficult to distinguish early on from other endemic febrile 
diseases. Due to its initial spread via the nasopharynx and lymphatics, pharyngitis 
and cervical lymphadenopathy are commonly seen in those diagnosed with the 
virus, along with facial edema. Until symptoms begin, infected persons are consid-
ered to be noncontagious with the vast majority of patients (approaching 80%) 
exhibiting only mild symptoms and illness, while the remaining 20% can progress 
along a more severe clinical course [56]. Of these, the most useful diagnostic fea-
tures for Lassa virus are fever (often >38 °C), pharyngitis, retrosternal pain, and 
proteinuria with fever, sore throat, and emesis predicting outcomes [55]. 
Sensorineural deafness occurs in up to one-third of patients regardless of disease 
severity with most eventually recovering [57]. More serious central nervous dys-
functions such as altered mental status, seizures, and coma are often seen in those 
critically ill with the disease prior to death.

As Swanepoel and colleagues had found with Congo-Crimean virus, Johnson 
and colleagues found laboratory values predictive of worse outcomes. Specifically, 
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viremia of less than 103 median tissue culture infectious dose when hospitalized had 
3.7 times greater survival chance; patients with serum titers greater than 103 and 
AST > 150 IU/L were 21 times more likely to suffer a fatal outcome than patients 
not meeting these criteria [58]. Other common laboratory findings include thrombo-
cytopenia, elevated transaminases and amylase, leukopenia early, normal prothrom-
bin and partial thromboplastic times with no evidence of disseminated intravascular 
coagulation, and renal insufficiency including proteinuria.

�Diagnosis

As with all febrile illnesses, a high index of suspicion for Lassa fever based on a 
good history, physical exam, and laboratory data is helpful in guiding testing, but 
due to the high overlap of clinical presentations, often broad testing is required to 
arrive rapidly at the specific causative agent. Serum reverse transcriptase poly-
merase chain reaction (RT-PCR) is the gold standard for rapid identification of 
Lassa virus but unfortunately is not regularly employed in endemic areas due to 
the high cost associated with its necessary equipment. Therefore serum enzyme-
linked immunosorbent assays are more commonly used with IgM and IgG anti-
bodies detectable in about half of patients during the first 3 days. However, only 
about 15% of patients are IgM positive as it takes IgM 10–21  days and IgG 
21 days after symptom onset to be fully detectable. Therefore a significant time 
lag often occurs between diagnoses during which time severe patients will prog-
ress rapidly. That is why empiric treatment is often started prior to definitive diag-
nosis. Viral cultures from bodily fluids are not routinely done, and 
immunohistochemical staining at autopsy is another method for definitive diagno-
sis [51].

�Treatment

Treatment of Lassa fever includes immediate isolation and preventive measures to 
minimize risk of nosocomial infection and healthcare worker exposure. Supportive 
treatment including intravenous fluids, blood product administration, intubation for 
mechanical support of ventilation in the case of respiratory failure or airway protec-
tion for severe neurological symptoms, renal replacement therapy for severe renal 
insufficiency, and infusion of vasoactive medications for support of blood pressure 
and hemodynamics in the face of shock are all important measures. Ribavirin is 
almost twice as effective when given intravenously versus orally and when given 
within 6 days of illness onset can reduce mortality by 90% [57]. Ribavirin for post-
exposure prophylaxis for those with a definitive high-risk exposure is also recom-
mended [59].
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�Yellow Fever

�Transmission

Yellow fever is an arthropod-borne virus, often referred to as an arbovirus, of the 
Flavivirus genus from the Flaviviridae family. Other viruses in this family include 
Zika, dengue, chikungunya, Japanese encephalitis, and West Nile. It is endemic to 
sub-Saharan Africa and tropical South America with intermittent epidemics. In 
nature, sylvatic or jungle transmission occurs between nonhuman primates and 
mosquitoes, while urban transmission occurs between humans and mosquitoes. In 
Africa, some intermediate transmission between humans and nonhuman primates 
happens. The primary vector in Africa is Aedes species mosquitoes with transmis-
sion occurring seasonally, though with an elevated risk in July through October 
when the rainy season transitions to the dry season. The Haemagogus mosquito 
species is the primary vector in South America where increased transmission risk 
falls in January through May during their rainy season [60]. When cycling through 
the population, infants and children are at risk as immunity tends to build with expo-
sure as people age. The incidence is estimated at 200,000 cases per year globally 
with 30,000 deaths for an estimated case fatality ratio of 15%, though locally it 
trends higher for endemic and epidemic areas [61].

�Virology

Yellow fever virus is an enveloped virus approximately 50–60 nm consisting of a 
genome comprised of single-stranded, positive-sense RNA encoding three struc-
tural proteins and seven non-structural (NS) proteins (NS2A, NS2B, NS3, NS4A, 
2K, NS4B, and NS5). Structural proteins include the capsid (C), premembrane/
membrane (prM/M), and envelope (E). The virus obtains entry into the cell by endo-
cytosis and endosomal fusion. Its genome is then translated into a polyprotein which 
undergoes protease posttranslational modifications resulting in the mature structural 
and nonstructural proteins allowing for further replication and maturation of new 
virions. Genomic replication occurs on the host cell’s rough endoplasmic reticulum 
with assembly of the virus particle in the Golgi apparatus, where it undergoes 
transport out of the cell through exocytosis as well as via cell lysis on some occa-
sions [62].

Though all virus proteins play important roles in its life cycle, a few warrant 
highlighting for their function in host immune response. NS1 and NS3 proteins are 
targets for immune elimination of the virus. Specifically, NS1 stimulates cytotoxic 
antibodies resulting in activation of the complement cascade culminating in 
immune-mediated lysis of infected cells. NS3 causes host cytotoxic T cell stimula-
tion and is helpful in clearing infected cells during host recovery from acute illness. 
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The E protein responsible for initial entry into host cells remains on the host cell 
surface following endocytosis of the virus components and stimulates production of 
neutralizing antibodies responsible for protecting the host from reinfection [63].

�Pathogenesis

Yellow fever infection produces both neurotropic and viscerotropic patterns in ver-
tebrate hosts. While neurological involvement is seen in many animal models, the 
incidence in humans is very low, usually affecting infants. In all cases, encephalitis 
is rarely a cause of death for a host animal. Major organs affected in humans include 
the liver, spleen, heart, and kidneys due to being sites of viral replication. Hepatic 
injury occurs by eosinophilic degeneration with condensed nuclear chromatin 
(Councilman bodies) signifying apoptosis mediated by lymphocyte infiltration 
rather than ballooning and rarefaction necrosis observed in other forms of viral 
hepatitis resulting in preservation of the liver reticular architecture on histology 
[64]. Decreased synthesis of vitamin K-dependent coagulation factors, along with 
platelet dysfunction and disseminated intravascular coagulation, contributes to 
hemorrhagic processes. As with the liver, eosinophilic damage also occurs in the 
kidneys resulting in fatty change to the renal tubular endothelium without inflam-
mation due to direct viral injury and other factors like hypotension secondary to 
hepatorenal syndrome [65]. Viral replication in host myocardial cells results in 
myocardial degeneration and fatty change.

�Clinical Presentation

Clinically, yellow fever infections exhibit a spectrum from subclinical infection to 
life-threatening disease with older adults more severely afflicted. After inoculation 
by an infected mosquito, the abrupt onset of symptoms typically occurs 3–6 days 
later with a median onset of 4.3 days [66]. Classically infected persons progress 
through a period of infection, a period of remission, and a period of intoxication. 
Nonspecific symptoms like fever, malaise, myalgias, nausea, and emesis coincide 
with viremia causing flushed skin, reddening of mucosal sites, and hepatic enlarge-
ment with tenderness during the period of infection. Not surprisingly, characteristic 
laboratory findings include elevation of transaminase levels, the degree to which 
may predict the severity of hepatic dysfunction as the disease progresses [67], with 
aspartate aminotransferase (AST) levels higher than alanine aminotransferase 
(ALT) due to concomitant myocardial and skeletal muscle injury. Leukopenia with 
neutropenia is also observed. As the disease enters the period of remission, the 
symptoms subside, and those with abortive disease recover. However, for approxi-
mately 15% of infected individuals, after about 48 hours, they progress to the period 
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of intoxication on the third to sixth day after onset of symptoms. This period is 
marked by worsening of initial symptoms with the addition of jaundice from wors-
ening hepatic injury, oliguria with profound azotemia from worsening renal injury, 
and hemorrhagic diathesis secondary to the liver’s inability to synthesize vitamin 
K-dependent clotting factors and the development of disseminated intravascular 
coagulation. Bradycardia and conduction defects noted on electrocardiogram result 
from myocardial injury. Onset of shock with multiorgan dysfunction is mediated by 
proinflammatory cytokines and is described as being similar to the pathogenesis of 
bacterial sepsis and the systemic immune response syndrome [68].

�Diagnosis and Treatment

Diagnosis of yellow fever is difficult to make early on like other viral hemorrhagic 
fevers. Serologic testing employing enzyme-linked immunosorbent assay (ELISA) 
for IgM provides a presumptive diagnosis for a single sample. Trending the titer 
counts to correlate with expected increases and falls as a patient’s course progresses 
is needed for confirmation. Drawbacks to this method include cross-reactivity with 
other flaviviruses and presence of antibodies from prior receipt of the live-attenuated 
vaccine. The most rapid method of detection is polymerase chain reaction to amplify 
RNA from blood samples. This also allows for identification of the specific viral 
strain which is helpful for epidemiological purposes [69]. Viral isolation occurs 
either postmortem from liver tissues or inoculation of mosquito or mammalian cell 
cultures. Unfortunately, there is no antiviral medication available for treatment, so 
care is purely supportive. Ribavirin was studied in rodent models with some prom-
ise, but nonhuman primate trials proved discouraging without major benefit. 
However, given its efficacy in other viral illness, further investigation is warranted 
with potentially higher doses and/or in combination with synergistic medications 
[70]. The yellow fever live-attenuated 17D vaccine was first developed in 1937, and 
since then, over 600 million doses have been administered with remarkable consis-
tency in regard to both safety and efficacy over the years. Rare complications 
include neurotropic and viscerotropic effects as the native disease would. Despite its 
longevity, specific mechanisms of its clinical effect remain incompletely under-
stood [71].

�Conclusion

Viral hemorrhagic fevers have made a resurgence in curiosity among the scientific 
community and the public at large due to recent major outbreaks in endemic areas, 
primarily Western Africa, along with occasional outbreaks beyond the normal geo-
graphic distribution due to increase globalization and migration. Although discov-
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ered many decades ago, most remain incompletely understood in terms of 
pathogenesis, and they remain frustrating for clinicians due to the homogenous 
clinical presentations despite very different causative agents. Despite new research 
promising better diagnostic and therapeutic options for acute illness, the vast major-
ity of those impacted in endemic areas remain underserved as gold standards of care 
remain out of reach due to economic situations. As developed countries continue to 
lead the way in scientific inquiry in response to local and distant outbreaks alike, 
mobilization of resources to help those continually affected by these horrendous 
diseases requires ongoing attention and multidisciplinary approaches.
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Chapter 8
Multidrug Resistance Bacterial Infection

Laila Woc-Colburn and Denise Marie A. Francisco

�Introduction

Antibiotics have drastically changed the medical landscape when they were first 
introduced in the 1940s. But, as long as antibiotics have been used, resistant bacteria 
have emerged. In fact, resistant strains have even been identified prior to antibiotic 
introduction showing that while antibiotic overuse and misuse along with a decreas-
ing number of new antibiotics in the past couple of years certainly can be a cause 
behind the increasing resistance patterns, some bacteria have already been carrying 
resistance genes by themselves, which further add to the growing problem of multi-
drug resistance organisms.

The figure below (Fig. 8.1) shows how quickly antibiotic resistance can be iden-
tified after a certain antibiotic has been introduced to the public.

The causes behind antibiotic resistance can be multifactorial. They can be linked 
to inappropriate antibiotic usage from the prescriber’s side (overuse, inappropriate-
ness), the usage of antibiotics in other areas other than health care (antibiotic use in 
agriculture and livestock), and the lack of development of new antibiotics in the past 
couple of years [4].

Unfortunately, the development of these new drug-resistant strains of bacteria is 
causing the health-care system money and, most importantly, lives. In a study in the 
United States, it was estimated that antimicrobial resistant infections resulted in a 
death rate that was twofold higher than those without resistant infections, and patients 
stayed an excess of 6.4–12.7 days in the hospital. In terms of medical costs attribut-
able to the resistant infection, this ranged from $18,588 to $29,069 per patient [3].
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In the United States, the Centers for Disease Control and Prevention (CDC) was 
able to categorize these antibiotic resistance threats as “Urgent,” “Serious,” and 
“Concerning” as seen in Table 8.1.

�Enterococcus

Enterococci are gram-positive cocci that usually occur in either pairs (diplococci) or 
short chains. The species that are of greatest medical importance are Enterococcus 
faecalis and Enterococcus faecium.

Enterococci are generally intrinsically resistant to many commonly used anti-
bacterial agents, and this is the most common difference when they are compared 
to the streptococci, which are also gram-positive cocci. All enterococci intrinsi-
cally have increased resistance to penicillin and ampicillin, as well as high-level 
resistance to most cephalosporins and other semi-synthetic penicillins. This is 
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Fig. 8.1  A timeline of key events in antibiotic resistance in chronological order. R Resistant, PR 
Pan-drug Resistant, XDR Extensively Drug Resistant, Large Circles  – Antibiotic Resistance 
Identified, Small Circles – Antibiotic Introduced (Modified from CDC [1]. Dates are based upon 
early reports of resistance in the literature. Penicillin was also in limited use before its widespread 
usage in 1943)
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because of low-affinity penicillin-binding proteins. They are also resistant to 
clindamycin (through the lsa gene), trimethoprim-sulfamethoxazole (since they 
can absorb folate), and aminoglycosides (as a single agent, but they can be used for 
synergistic activity) [2].

Because of its intrinsic reduced susceptibility and growing resistance to usual 
empiric antibiotics like ampicillin and vancomycin, it has been increasingly difficult 
to treat Enterococcus infections. Below is a table (Table 8.2) that compares and 
contrasts treatment options for Enterococcus faecalis and Enterococcus faecium.

�Staphylococcus aureus

Staphylococcus aureus infections are clinically important and range from skin and 
soft tissue infections to widespread bacteremia. Due to the prevalence of these 
infections and its subsequent treatment, there is a spectrum of antimicrobial resis-
tance with regard to these bacteria.

�Methicillin-Resistant Staphylococcus aureus (MRSA)

Shortly after the introduction of methicillin in 1960, there was already evidence of 
methicillin-resistant Staphylococcus aureus (MRSA). The gene that confers this 
resistance is the mecA gene.

Table 8.1  Antibiotic resistance infections ranked by threat level [1]

Urgent threats

Clostridium difficile
Carbapenem-resistant Enterobacteriaceae (CRE)
Drug-resistant Neisseria gonorrhoeae

Serious threats

Multidrug-resistant Acinetobacter
Drug-resistant Campylobacter
Fluconazole-resistant Candida (a fungus)
Extended-spectrum β-lactamase-producing Enterobacteriaceae (ESBLs)
Vancomycin-resistant Enterococcus (VRE)
Multidrug-resistant Pseudomonas aeruginosa
Drug-resistant non-typhoidal Salmonella
Drug-resistant Salmonella typhi
Drug-resistant Shigella
Methicillin-resistant Staphylococcus aureus (MRSA)
Drug-resistant Streptococcus pneumoniae
Drug-resistant tuberculosis
Concerning threats

Vancomycin-resistant Staphylococcus aureus (VRSA)
Erythromycin-resistant Group A Streptococcus
Clindamycin-resistant Group B Streptococcus

8  Multidrug Resistance Bacterial Infection
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Epidemiologically, there are two major subdivisions of MRSA, one is health-
care-associated MRSA (HA-MRSA) and the other one is community-acquired 
MRSA (CA-MRSA) infection. As the years went on, however, these two classifica-
tions are no longer distinct, and with regard to treatment, there is no difference 
between the HA-MRSA and CA-MRSA.

Table 8.2  Treatment for Enterococcus faecalis and Enterococcus faecium based on susceptibility 
patterns [2]

Enterococcus faecalis Enterococcus faecium

Information More resistant to penicillin
Resistant to synergism with 
tobramycin

Penicillin-susceptible 
strains

Monotherapy
Ampicillin 1–2 g IV every 4–6 hours
Penicillin G 18–30 million units IV every 24 hours (continuously 
or in 6 divided doses)
Vancomycin 15 mg/kg/dose IV every 12 hours
Combination therapy
Ampicillin 2 g IV every 4 hours + ceftriaxone 2 g IV every 
12 hours
Ampicillin OR penicillin G OR vancomycin (doses as above) + 
gentamicin 1 mg/kg every 8 hours OR streptomycin 5 mg/kg IV 
every 12 hours

High-level penicillin 
resistance

Monotherapy
Vancomycin 15 mg/kg/dose IV every 12 hours
Ampicillin-sulbactam 3 g IV every 6 hours
High-dose ampicillin 3–4 g every 4 hours
Combination therapy
Vancomycin OR ampicillin-sulbactam OR high-dose ampicillin 
(doses as above) + gentamicin 1 mg/kg every 8 hours OR 
streptomycin 5 mg/kg IV every 12 hours

High-level aminoglycoside 
resistance

Combination therapy
Ampicillin 1–2 g IV every 
4–6 hours
PLUS
Ceftriaxone OR
Imipenem + vancomycin OR
Fluoroquinolones OR
High-dose daptomycin

Vancomycin resistance Usually are susceptible to 
beta-lactams and ampicillin-
based regimens are preferred

Often are resistant to beta-lactams 
and aminoglycosides
Monotherapy
High-dose daptomycin 8–12 mg/
kg every 24 hours
Linezolid 600 mg every 12 hours
Tigecycline 100 mg loading dose 
followed by maintenance of 
50 mg every 12 hours (for 
intraabdominal infections)
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Antibiotics for treatment of systemic MRSA infections include vancomycin, 
daptomycin, and teicoplanin (when available) as antibiotics of choice, while alter-
native agents include ceftaroline, linezolid, and telavancin. The treatment options 
for MRSA infections are summarized in the table below (Table 8.3).

�Vancomycin-Intermediate Staphylococcus aureus (VISA) 
and Vancomycin-Resistant Staphylococcus aureus (VRSA)

Staphylococcus aureus have now developed increasing resistances against vanco-
mycin, the drug of choice against MRSA.  Because of reports of vancomycin 
treatment failure that were associated with elevated minimal inhibitory concen-
trations (MICs), the Clinical and Laboratory Standards Institute and the US Food 
and Drug Administration have actually decreased their MICs for vancomycin as 
follows:

•	 Vancomycin susceptible	 - ≤ 2 mcg/mL
•	 Vancomycin intermediate	 - 4–8 mcg/mL
•	 Vancomycin resistant	 - ≥ 16 mcg/mL

Table 8.3  Antibiotics for treatment of systemic MRSA infections

Antibiotic
Usual dosage (normal 
renal function) Pros Cons

Antibiotics of choice

Vancomycin 15–20 mg/kg/dose IV 
every 8–12 hours, not to 
exceed 2 g per dose

Needs careful monitoring 
of levels and renal function

Daptomycin 6–10 mg/kg IV once 
daily

Cannot be used in 
pneumonia (surfactant 
deactivates the antibiotic)
Needs weekly creatinine 
phosphokinase (CPK) 
monitoring

Teicoplanin 6–12 mg/kg IV once 
daily

Can be given 
intramuscularly

Alternative agents

Ceftaroline 600 mg IV every 
12 hours

Linezolid 600 mg IV (or orally) 
twice daily

There is an oral option 
with good 
bioavailability

Cannot be used in 
bloodstream infections
Can induce serotonin 
syndrome if used with 
other serotonergic agents

Telavancin 10 mg/kg IV once daily Can cause increased rates 
of nephrotoxicity
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In patients with VISA or VRSA, it has been suggested to change the patient from 
vancomycin to daptomycin. It is recommended to repeat susceptibility testing in the 
intermediate S. aureus to make sure that daptomycin continues to be susceptible.

If the patient is not tolerant of daptomycin, there is a choice of either monother-
apy or combination therapy. For monotherapy, we can use telavancin, ceftaroline, or 
linezolid (taking into account the limitations some of these antibiotics can have). 
For combination therapy, the favored choice is daptomycin (with a higher dose of 
8–10 mg/kg daily) with ceftaroline [6].

�Enterobacteriaceae

�Extended Spectrum β-Lactamase Producing  
Enterobacteriaceae

Gram-negative pathogens are an important pathogen in the clinical world, with the 
sources ranging from urinary tract infections to catheter-related ones. The most com-
monly used antibiotics against the gram negatives include cephalosporins, B-lactam, 
and B-lactamase inhibitor combinations, but we have seen an increasing number of 
gram-negative bacteria developing resistance against these common antibiotics.

Extended spectrum β-lactamase (ESBLs) are enzymes produced by bacteria that 
can hydrolyze one or more oxyimino-B-lactams, thereby reducing the susceptibility 
to the following antibiotics: ceftazidime, cefotaxime, ceftriaxone, cefpodoxime, or 
aztreonam [5]. Unfortunately, we are seeing a steady increase of the incidence of 
these ESBL producing organisms.

With regard to treatment of choice, multiple studies have shown that even with a 
pathogen that is in  vitro susceptible to piperacillin-tazobactam, the treatment of 
choice remains to be a carbapenem (imipenem, meropenem, doripenem, ertape-
nem). Summarized in the table below (Table 8.4) is a comparison of the most com-
monly used carbapenems.

With regard to cephalosporins, there has been evidence that the newer 
cephalosporin-beta-lactamase inhibitor combinations can be effective. These 
include ceftolozane-tazobactam and ceftazidime-avibactam.

In light of severe beta-lactam allergies, the choices are unfortunately limited. 
There is an option of carbapenem desensitization, but other drugs that may be used 
(with limited evidence) include fluoroquinolones, tigecycline, and eravacycline. For 
non-severe cystitis caused by ESBL E. coli, fosfomycin continues to be an option.

�Beta-lactamases and Inducibility: The “SPACE” Organisms

Classically, the bacteria that are commonly associated with ESBL are Escherichia 
coli and Klebsiella spp. But there are certain bacteria wherein the genes encoding 
for these B-lactamases (AmpC) are inducible (increased resistance to antibiotics 
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can form with exposure to certain antibiotic types). These bacteria are as follows, 
Serratia spp., Pseudomonas spp., Acinetobacter spp., Citrobacter spp., and 
Enterobacter, commonly known as the “SPACE” organisms.

The use of antibiotics that are considered “strong inducers of (AmpC)” in infec-
tions caused by the “SPACE organisms” can lead to increased antibiotic resistance in 
the future. Examples of strong inducers of (AmpC) are ampicillin, first-generation 
cephalosporins, cefoxitin, and cefotetan, while weak inducers make antibiotic 
resistance less likely to form – examples of these types of antibiotics are ceftazidime, 
ceftriaxone, cefotaxime, piperacillin, ticarcillin, aztreonam, and cefepime.

�Carbapenem-Resistant Enterobacteriaceae (CRE)

In the extending spectrum of drug resistance, a step above ESBL would be the 
carbapenem-resistant Enterobacteriaceae (CRE). Carbapenemases are beta-
lactamases that hydrolyze carbapenem, thereby increasing the pathogen’s resistance 
against not only beta-lactam substrates but carbapenems also. Due to this, if a bac-
terium is found to have carbapenamase, it is important that additional antibiotic 
susceptibility testing should be requested (since other resistance genes are fre-
quently present alongside the carbapenamase). It is prudent to ask for aminoglyco-
sides (gentamicin and plazomicin if available), colistin (or polymyxin B), aztreonam, 

Table 8.4  Comparison of the commonly used carbapenems

Carbapenem

Usual dosage 
(normal renal 
function) Pros Cons

Meropenem 1.5–6 g daily 
divided every 
8 hours

Favored in the setting of 
seizures or pregnancies
Used in meningitis
Slightly more active 
against other gram-
negative organisms

Imipenem 500 mg every 
6 hours
OR
1000 mg every 
8 hours

Slightly more active 
against gram-positive 
organisms

Possible central nervous system 
(CNS) toxicity with the highest 
risk for seizures
Unknown pregnancy profile

Doripenem 500 mg every 
8 hours

Equivalent efficacy with 
meropenem and imipenem

New drug; hence there is limited 
clinical data

Ertapenem 1000 mg every 
24 hours

Once daily dosing There are reports of ESBL 
producing organisms that are 
resistant to ertapenem
Resistance may develop with 
therapy
Not used in severe sepsis
Limited activity against 
Enterococcus spp. and 
Pseudomonas aeruginosa
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tigecycline, fosfomycin (in cystitis), ceftazidime-avibactam, ceftolozane-
tazobactam, and eravacycline (if available).

Due to the limitation in available clinical studies, optimal treatment is still uncer-
tain, and our antibiotic choices are limited. For the most part, the choice of therapy 
eventually hinges on the in vitro susceptibility patterns of the specific bacteria that 
one is trying to treat.

For infections caused by Klebsiella pneumoniae-carbapenamase producing organ-
isms, the favored antibiotic is ceftazidime-avibactam. For higher MICs (but still sus-
ceptible), there is an option of adding a second agent – most commonly a carbapenem 
for synergistic activity. Another treatment option is meropenem-vaborbactam.

If these newer antibiotics are not available or if the organisms are producing a 
metallo-beta-lactamase (MBL), there is still an option of combined polymyxin plus 
a second antibacterial agent.

Polymyxins are a class of antibiotics where there are only two known clinically 
useful compounds – polymixin B and colistin. They have a very narrow spectrum of 
activity and are mostly used in multidrug-resistant infections. Unfortunately, there 
is a known severe side effect profile, most importantly – nephrotoxicity; hence renal 
function should be closely monitored with its use.

For options with regard to the second agent, tigecycline is a consideration, espe-
cially in infections located in the gastrointestinal (GI) and respiratory tract. 
Eravacycline is another newer option that can be used in combination with the poly-
mixins. Another possible second agent is meropenem, especially if the MIC is 
≤8 mcg/mL.

If the strain is highly resistant, there is an option of a combined ceftazidime-
avibactam plus aztreonam since MBLs give resistance to all beta-lactam-type anti-
biotics except aztreonam.

Newer drug options include plazomicin, an aminoglycoside antibiotic which has 
shown activity against CRE.  In the United States, plazomicin has already been 
approved for complicated urinary tract infections (UTI), but there is limited data 
with regard to treating systemic infections.
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Chapter 9
Central Nervous System Infection

Ahmed Reda Taha

�Meningitis

From the first description of meningococcemia and meningococcal meningitis, 
before identification of the etiologic organism (by Vieusseux in 1806), until the 
early twentieth century, bacterial meningitis was considered a nearly uniformly 
fatal disease, although some patients with meningococcal meningitis survived 
without antimicrobial therapy. The advent of various experimental procedures fol-
lowed by antisera therapy directed against meningococci reduced mortality rates 
during World War I, but the introduction of sulfonamides and penicillins along 
with other antimicrobial agents heralded the reduction in morbidity and survival 
possible with modern antimicrobial therapy. Despite these achievements and the 
introduction of several new antimicrobial agents with in vitro activity against the 
major meningeal pathogens plus some limited improvement in diagnostic assays, 
bacterial meningitis remains associated with unacceptably high morbidity and 
mortality [1].

The classic triad of meningitis is fever, neck stiffness, and altered mental status. 
The full triad is present in only about 46% of adults with bacterial meningitis. 
However, almost all patients with bacterial meningitis have at least one of these 
features, so the absence of all three makes bacterial meningitis unlikely. Patients 
may also complain of headache, nausea, vomiting, and photophobia. It is difficult, 
if not impossible, to exclude bacterial meningitis based on the physical examina-
tion. Findings may include nuchal rigidity (pain on passive flexion of the neck), 
Kernig sign, and Brudzinski sign. Kernig sign is elicited with the patient in the 
supine position. The thigh is flexed on the abdomen with the knee flexed. Attempts 
to passively extend the leg cause pain when meningeal irritation is present. 
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Brudzinski sign is elicited with the patient in the supine position and is positive 
when passive flexion of the neck results in flexion of the hips and knees. 
Unfortunately, nuchal rigidity is only 30% sensitive in meningitis, and the sensitiv-
ity of Kernig and Brudzinski signs may be as low as 5%. A more recently described 
putative sign of meningitis is “jolt accentuation”: headache aggravated by shaking 
the head quickly back and forth in the horizontal plane, The diagnostic value of this 
maneuver was evaluated in a study of 34 patients presenting to an outpatient clinic 
or emergency department with headache and fever [2–4]. Patients with bacterial 
meningitis may also have focal neurologic deficits or seizures. Less than 50% of 
children with bacterial meningitis have nuchal rigidity. The possibility of bacterial 
meningitis should be considered in every child with fever, vomiting, photophobia, 
lethargy, or altered mental status [5]. Many cases of bacterial meningitis in children 
are preceded by upper respiratory tract infections or otitis media. Signs of meningi-
tis in the neonate are nonspecific and include irritability, lethargy, poor feeding, 
vomiting, diarrhea, temperature instability (fever or hypothermia), respiratory dis-
tress, apnea, seizures, and a bulging fontanel. Patients with viral meningitis com-
plain of fever, headache, stiff neck, photophobia, nausea, and vomiting, but are 
awake and alert [6].

Tuberculous meningitis presents as either a slowly progressive illness with a 
persistent and intractable headache that has been present for weeks followed by 
confusion, lethargy, meningismus, focal neurologic deficits, and cranial nerve defi-
cits or an acute meningoencephalitis characterized by coma, raised intracranial 
pressure, seizures, and focal neurologic deficits. The basilar meninges are predomi-
nantly involved. Fungal meningitis clinically resembles tuberculous meningitis. 
Patients complain of headache, fever, and malaise, followed by meningeal signs, 
altered mental status, and cranial nerve palsies [7].

Pathogens causing meningitis depend upon age and predisposing or associated 
conditions. Streptococcus pneumoniae is the most common cause of meningitis in 
adults older than 20 (45–50% of cases). Infection may begin with pneumonia, otitis 
media, or sinusitis, Neisseria meningitidis is the leading cause of meningococcal 
meningitis, and meningococcal septicemia are directly spread by large droplet 
respiratory secretions and tend to infect adolescents who share cigarettes, cokes, 
and kisses. Listeria monocytogenes (about 8% of cases) is a food-borne infection, 
found in sources as processed meats and unpasteurized cheeses. Neonatal bacterial 
meningitis infections are acquired from the maternal genitourinary tract; the menin-
gococcal disease occurs primarily in children aged under 5 years, with a peak inci-
dence in those under 1 year [8].

Listeria may cause a rhombencephalitis, or brainstem encephalitis, often with a 
prodrome of several days of headache, vomiting, and fever, followed by cranial 
nerve palsies and cerebellar and long-tract motor and sensory deficits. Brainstem 
abscess, a devastating complication, may arise. Meningitis may also be present. 
While most patients with Listeria infection are immunosuppressed, those with 
Listeria rhombencephalitis are often immunocompetent [9].
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�Epidemiology of Bacterial Meningitis

For the past 10 years in the United States, the incidence of bacterial meningitis has 
31%, largely due to lower rates of H. influenzae type B (Hib) and S. pneumoniae 
meningitis in children following the widespread utilization of S. pneumoniae and 
Hib conjugate vaccines.

Another disturbing epidemiologic trend is the emergence of antimicrobial resis-
tance among meningeal pathogens. At present, the most serious is the emergence of 
penicillin resistance (along with resistance to other antimicrobial agents) among 
S. pneumoniae. Antimicrobial usage, particularly β-lactams in low concentrations 
for prolonged periods, leads to selection for resistance among pneumococci in chil-
dren and adults—both the carrier state and invasive disease; nevertheless, penicillin 
resistance varies widely among developed countries [10]. In addition to this selec-
tive pressure, other factors contribute to the development and spread of resistant 
pathogens, including an extension of their spectrum of resistance and resistance 
genes among diverse microorganisms and mutations in common genes [11].

Resistance to penicillin involves mutations in one or more penicillin-binding 
proteins (PBP) in S. pneumoniae reducing the affinity for penicillin and related 
antibiotics. These mutations are usually present in the transpeptidase/penicillin-
binding domain. Multiple mutations are required to result in high-level resistance 
among PBP variants [17]. The genes that encode for the altered PBP are called 
“mosaics,” since they consist of native pneumococcal DNA mixed with fragments 
of foreign DNA, presumably derived from streptococci normally resident in the 
healthy human nasopharynx. This foreign DNA has been incorporated by the pneu-
mococci into the chromosome. The worldwide spread of penicillin resistance among 
S. pneumoniae appears to be due to the dissemination of several clones carrying 
altered PBP genes. In addition, chloramphenicol resistance has appeared among 
meningococci. If this trend continues on a worldwide basis, the consequences will 
be devastating as chloramphenicol is widely used as the antimicrobial of choice in 
resource-limited settings, especially in the sub-Saharan African meningitis belt. 
Penicillin resistance among meningococci is also spreading, but the impact on ther-
apeutic strategies is not known [12].

The clinical outcome of acute bacterial meningitis depends on multiple factors 
including the socioeconomic status of the patient (developed vs developing coun-
tries), age, pathogen, and clinical characteristics and laboratory manifestations of 
the acute infection. For example, the case fatality rate for H. influenzae type B men-
ingitis in recent reviews has been about 5% [13], a figure similar to that of menin-
gococcal meningitis in the same report. Conversely, the mortality rate associated 
with pneumococcal meningitis is about 20% versus 15–30% for Listeria monocyto-
genes in recent years [13]. About 30% of the survivors of pneumococcal meningitis 
develop long-term sequelae such as hearing loss, neuropsychologic impairment, 
and neurologic deficits [18].
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The case fatality rate of S. pneumoniae meningitis varies dramatically by age—
with a case fatality rate of <10% in children but about 40% in those ⩾50 years old. 
These results apply only to developed countries. In developing regions, 60–80% of 
children and adults with pneumococcal meningitis still succumb to the infection 
[14, 15]. The risk of death is greatest for those with neurologic complications during 
the acute illness (e.g., cerebrovascular insults, hydrocephalus, brain edema, and 
involvement of large intracranial blood vessels). Brain infarction with severe irre-
versible cerebral damage and an increase of intracranial pressure result from cere-
brovascular involvement of both arteries and veins. These complications may be 
diagnosed by computerized tomography, magnetic resonance imaging or angiogra-
phy, or transcranial Doppler sonography, but these modalities are not widely avail-
able in resource-limited settings.

�Pathophysiology of Bacterial Meningitis

Various bacteria including the major meningeal pathogens (e.g., S. pneumoniae) 
undergo autolysis under harsh conditions such as exposure to antimicrobial agents 
and growth to stationary phase. Autolysis consists of self-digestion of the cell wall 
by peptidoglycan hydrolases termed autolysins. At least three autolysins are recog-
nized in pneumococci, but the major autolysin is the N-acetyl-muramoyl-l-alanine 
amidase (LytA) [16]. Activation of LytA and autolysis result in the release in sub-
capsular bacterial components including peptidoglycan, lipoteichoic acid, bacterial 
DNA, and pneumolysin.

Mechanisms of immune activation Various cell wall products of meningeal 
pathogens are well-known inducers of the inflammatory host response. The inflam-
matory response in the subarachnoid space characteristic of acute purulent menin-
gitis can be reproduced by the intracisternal challenge with whole heat-killed 
unencapsulated pneumococci, their isolated cell walls, lipoteichoic acid, or peptido-
glycan, but not by the injection of heat-killed encapsulated strains or isolated cap-
sular polysaccharide [17, 18]. Exact mechanisms of immune activation by 
pneumococcal cell wall products remain poorly understood, but recent in vitro stud-
ies suggest that the first step in immune activation is binding of peptidoglycan and 
lipoteichoic acid to the pattern recognition receptor membrane CD14 (mCD14). 
mCD14 is not a transmembrane molecule and thus by itself cannot transmit the 
activating signal into the cell.

The second step in immune activation is necessary, and this potentially occurs 
through the toll-like receptor-2 (TLR-2). Coexpression of CD14 and TLR-2  in 
Chinese hamster ovary fibroblasts confers responsiveness to pneumococcal pepti-
doglycan and heat-killed S. pneumoniae as evidenced by inducible translocation of 
the nuclear transcription factor NF-κB [19]. It appears that both TLR-2-dependent 
and TLR-2-independent (pneumolysin) pathways are sufficient to cause inflamma-
tion in the absence of the other, but in vivo, both are likely activated.
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TLR-2-independent immune activation may be mediated at least in part by the 
pneumococcal toxin pneumolysin. Pneumolysin stimulates the production of 
inflammatory mediators in vitro including tumor necrosis factor (TNF)-α, interleukin 
(IL)-1β, and IL-6 [20]. Pneumolysin is also an inducer and activator of enzymes 
such as phospholipase A2, COX-2, and inducible nitric oxide synthase (iNOS). 
However, in a rabbit meningitis model, a pneumolysin-deficient pneumococcal 
strain resulted in an inflammatory response similar to that induced by injection of 
the wild-type strain, suggesting that pneumolysin is not essential for the induction 
of meningeal inflammation [21].

Another potential trigger of immune activation during acute meningitis is bacte-
rial DNA released during bacterial autolysis. Bacterial DNA has substantial immune 
stimulatory effects on B, NK, and dendritic cells and on monocytes and macro-
phages [22, 23]. The activity of bacterial DNA is mediated by unmethylated CpG 
motifs, in particular, base contexts. In fact, when mice or rats are injected intracis-
ternally with bacterial DNA or unmethylated CpG oligonucleotides, meningitis 
developed within 12  h. Bacterial DNA appears to initiate CNS inflammation by 
stimulation of macrophages and proinflammatory products such as TNF-α [24].

Intracellular signal transduction pathways For meningeal pathogens, the major 
inflammatory stimuli are lipopolysaccharide (LPS) and peptidoglycan for gram-
negative and gram-positive organisms, respectively. These inflammatory stimuli 
activate I-κB kinase NF-κB pathways and three mitogen-activated protein kinase 
(MAPK) pathways: extracellular signal-regulated kinases (ERK) 1 and 2, c-Jun 
N-terminal kinase (JNK), and p38 [25, 26]. As a result of activation of these signal-
ing pathways, a variety of transcription factors are activated, NF-κB (p50/p65) and 
activator protein-1 (cFos/cJun), which coordinate the induction of many genes 
encoding a variety of inflammatory mediators [27].

LPS strongly activates different kinds of kinases, suggesting a similar but not 
identical activation of signal transduction pathways by these major inflammatory 
mediators of meningeal pathogens [28].

The vicious cycle of pathophysiologic alterations (Fig. 9.1) shows that the combi-
nation of lipid peroxidation and cellular energy depletion process may contribute sub-
stantially to endothelial cell injury during bacterial meningitis. Once endothelial 
dysfunction occurs, the consequences include cerebrovascular autoregulation loss, 
loss of CO2 reactivity of cerebral vessels, and increased permeability of the BBB. BBB 
permeability disruption allows plasma constituents to enter the brain, resulting in 
vasogenic cerebral edema and an increase in intracranial pressure [29, 30].

Intracranial pressure is a multifactorial process in meningitis and is related not 
only to vasogenic edema but also cytotoxic edema resulting from leukocyte infiltra-
tion, interstitial edema resulting from blockade of normal CSF pathways, and 
increased blood volume in the brain [31, 32]. Marked increases in intracranial pres-
sure can be deleterious in patients with bacterial meningitis by causing cerebral 
herniation or decreasing cerebral perfusion (a reduction in cerebral perfusion pres-
sure and loss of cerebrovascular autoregulation) and can ultimately lead to irrevers-
ible brain injury or death.
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�Laboratory Studies

Routine blood work is often unrevealing. The white blood cell count is usually ele-
vated, with a shift toward immature forms; however, severe infection can be associ-
ated with leukopenia. The platelet count may also be reduced. Leukopenia and 
thrombocytopenia have correlated with a poor outcome in patients with bacterial 
meningitis [6, 33].

Coagulation studies may be consistent with disseminated intravascular coagula-
tion. Results of serum chemistry tests are usually commensurate with the severity of 
the overall process and may reveal an anion gap metabolic acidosis or hyponatre-
mia; in one series, hyponatremia was present in 30% of patients but was usually 
mild and did not require specific treatment [34].

Blood cultures  Two sets of blood cultures should be obtained from all patients 
prior to the initiation of antimicrobial therapy. Blood cultures are often positive and 
can be useful in the event that cerebrospinal fluid cannot be obtained before the 
administration of antimicrobials. Approximately 50–90% of patients with bacterial 
meningitis have positive blood cultures [35, 36, 44]; lower yields have been reported 
in some studies in patients with meningococcal infection. Cultures obtained after 

Suspected acute bacterial meningitis

Corticosteroids and antibiotics in
meningitis dosages

Lumbar puncture

Corticosteroids and antibiotics in
meningitis dosages

Cerebral CT scan

No cerebral mass lesion

Pleocytosis, CSF/serum-
glucose <0.4, CSF-lactate >4
mmol/L, CSF-protein > 1 g/L

Corticosteroids and antibiotics in
meningitis dosages

Cloudy CSF and/or
opening pressure >300

mmH2O

Clear CSF and opening
pressure <300 mmH2O

High suspicion of acute bacterial
meningitis: Fever, headache,
neck stiffness and impaired

mental status

Low/moderate suspicion of acute
bacterial meningitis: 2-3 of the

symptoms fever, headache, neck
stiffness, impaired mental status

Cerebral mass lesion more
suspected than acute bacterial
meningitis: Focal neurological

deficit (except cranial nerve palsy)
or >4 days of cerebral symptoms

Fig. 9.1  Algorithm for diagnostic and treatment management on admission in patients with sus-
pected community-acquired acute bacterial meningitis. CSF cerebrospinal fluid
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antimicrobial therapy are much less likely to be positive, particularly for meningo-
coccus [38].

Tests of serum and urine for bacterial antigens, as well as cultures of mucosal 
surfaces for the causative pathogen, are not generally helpful.

Lumbar puncture  Examination of the cerebrospinal fluid (CSF) is crucial for 
establishing the diagnosis of bacterial meningitis, identifying the causative organ-
ism, and performing in vitro susceptibility testing [39].

Indications for CT scan before LP Every patient with suspected meningitis 
should have CSF obtained unless lumbar puncture (LP) is contraindicated.

Computed tomographic (CT) scan is performed to exclude a mass lesion or 
increased intracranial pressure; these abnormalities might rarely lead to cerebral 
herniation during removal of large amounts of CSF, and cerebral herniation could 
have devastating consequences.

Based upon these risks and in agreement with the 2004 Infectious Diseases 
Society of America (IDSA) guidelines for the management of bacterial meningitis, a 
CT scan of the head before LP should be performed in adult patients with suspected 
bacterial meningitis who have one or more of the following risk factors [8, 40]:

•	 Immunocompromised state (e.g., HIV infection, immunosuppressive therapy, 
solid organ or hematopoietic cell transplantation)

•	 History of central nervous system (CNS) disease (mass lesion, stroke, or focal 
infection)

•	 New-onset seizure (within 1 week of presentation)
•	 Papilledema
•	 Abnormal level of consciousness
•	 Focal neurologic deficit

Patients with these clinical risk factors should have a CT scan to identify a pos-
sible mass lesion and other causes of increased intracranial pressure.

However, it has been suggested that a normal CT scan does not always mean that 
performance of an LP is safe and that certain clinical signs of impending herniation 
(i.e., deteriorating level of consciousness, particularly a Glasgow coma scale <11; 
brainstem signs including pupillary changes, posturing, or irregular respirations; or 
a very recent seizure) may be predictive of patients in whom an LP should be 
delayed [42].

Those who underwent immediate LP without CT received antibiotics 1.6 hours 
earlier than those who underwent CT prior to LP. Treatment delay resulted in a sig-
nificantly increased risk of fatal outcome, with a relative increase in mortality of 13 
percent per hour of delay [43].

A study of 815 adults with bacterial meningitis in Sweden demonstrated a 
decrease in mortality if there was adherence to the Swedish guidelines in contrast 
with the IDSA or European guidelines [43]. However, this finding may be because, 
in clinical practice, patients who have a CT before LP are often not started on anti-
biotics before neuroimaging, despite recommendations to the contrary.
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If LP is delayed or deferred, blood cultures should be obtained, and antimicro-
bial therapy should be administered empirically before the imaging study, fol-
lowed as soon as possible by the LP.  In addition, dexamethasone (0.15  mg/kg 
intravenously [IV] every 6 hours) should be given shortly before or at the same 
time as the antimicrobial agents if the clinical and laboratory evidence suggests 
bacterial meningitis with a plan to stop therapy if indicated when the evaluation is 
complete. Adjunctive dexamethasone should not be given to patients who have 
already received antimicrobial therapy because it is unlikely to improve patient 
outcome [8].

Prior administration of antimicrobials tends to have minimal effects on the chem-
istry and cytology findings [44] but can reduce the yield of Gram stain and culture 
[25–27]. However, a pathogen can still be cultured from the CSF in most patients up 
to several hours after the administration of antimicrobial agents [41], with the pos-
sible exception of the meningococcus. This issue was addressed in a review of 128 
children with bacterial meningitis in whom LP was first performed after initiation 
of therapy and serial LPs were obtained [41]. Among patients with meningococcal 
infection, CSF culture was negative in three of nine samples obtained within 1 hour. 
In contrast, 4–10 hours was required before CSF cultures were sterile in patients 
with pneumococcal meningitis.

Relative contraindications  Although there are no absolute contraindications to 
performing an LP, caution should be used in patients with evidence of raised intra-
cranial pressure (e.g., mass effect on CNS imaging or clinical signs of impending 
herniation), thrombocytopenia or another bleeding diathesis, or spinal epidural 
abscess.

Opening pressure  The opening pressure is typically elevated in patients with bac-
terial meningitis. In the series of 301 adults cited above, the mean opening pressure 
was approximately 350 mm H2O (normal up to 200 mm H2O) [35]. However, there 
is a wide range of values as illustrated in a report of 296 episodes of community-
acquired bacterial meningitis: 39% had values ≥300 mm H2O, while 9% had values 
below 140 mm H2O [7].

The opening pressure with the patient lying in the lateral decubitus position 
should be measured and documented.

�CSF Analysis

Overview  When clinical findings strongly suggest meningitis, CSF analysis includ-
ing Gram stain and culture will help differentiate between bacterial and viral infec-
tion if the Gram stain and culture is positive. Normal CSF values are less than 
50 mg/dL of protein, a CSF-to-serum glucose ratio greater than 0.6, less than 5 
white blood cells/microL, and a lactate concentration less than 3.5 mEq/L.
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There are some CSF findings that, in the appropriate clinical setting (e.g., unex-
plained fever and headache), are highly suggestive of bacterial meningitis. The 
usual CSF findings in patients with bacterial meningitis are a white blood cell count 
of 1000–5000/microL (range of <100 to >10,000) with a percentage of neutrophils 
usually greater than 80%, protein >200  mg/dL, and glucose <40  mg/dL (with a 
CSF/serum glucose ratio of ≤0.4).

An observational study found that bacterial meningitis was highly probable 
(≥99% certainty) when CSF glucose concentration is below 34 mg/dL (1.9 mmol/L), 
CSF protein concentration above 220  mg/dL, and white blood cell count above 
2000/microL, or a neutrophil count more than 1180/microL [47]. However, clini-
cians must recognize that many exceptions exist and that empiric antimicrobial 
therapy is warranted when bacterial meningitis is suspected clinically even if the 
CSF abnormalities are not diagnostic.

Determination of the CSF lactate concentration has been suggested as a useful 
test to differentiate bacterial from viral meningitis. Two meta-analyses that included 
25 studies (1692 patients) and 31 studies (1885 patients) concluded that the diag-
nostic accuracy of CSF lactate was superior to that of CSF white blood cell count, 
glucose, and protein concentration in differentiating bacterial from aseptic meningi-
tis [48, 49], although sensitivity was lower in patients who received antimicrobial 
treatment prior to lumbar puncture [49], and CSF lactate may be elevated in patients 
with other CNS diseases.

Pleocytosis  It is important to note that a false-positive elevation of the CSF 
white blood cell (WBC) count can be found after traumatic lumbar puncture or 
in patients with intracerebral or subarachnoid hemorrhage in which both red 
blood cells and white blood cells are introduced into the subarachnoid space. If 
a traumatic lumbar puncture is suspected and the peripheral WBC count is not 
abnormally low or high, a good rule of thumb for estimating the adjusted WBC 
count is to subtract 1 WBC for every 500–1500 red blood cells (RBCs) measured 
in the CSF.

Generalized seizures may also induce a mild transient CSF pleocytosis, although 
this has not been well studied [50, 51]. However, CSF pleocytosis should not be 
ascribed to seizure activity alone unless the fluid is clear and colorless, the opening 
pressure and CSF glucose are normal, the CSF Gram stain is negative, and the 
patient has no clinical evidence of bacterial meningitis.

Despite these typical CSF findings, the spectrum of CSF values in bacterial men-
ingitis is so wide that the absence of one or more of the typical findings is of little 
value (Table  9.1) [35, 37, 45]. For example, in a review of 296 episodes of 
community-acquired bacterial meningitis, 50% had a CSF glucose above 40 mg/dL 
(2.2 mmol/L), 44% had a CSF protein below 200 mg/dL, and 13% had a CSF white 
blood cell count below 100/microL [41]. In another series of 696 episodes of 
community-acquired bacterial meningitis, 12% had none of the characteristic CSF 
findings of bacterial meningitis [36].
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Gram stain  A Gram stain should be obtained whenever there is suspicion of bacte-
rial meningitis. It has the advantage of suggesting the bacterial etiology 1 day or 
more before culture results are available [38]. The following findings may be seen:

	1.	 Gram-positive diplococci suggest pneumococcal infection.
	2.	 Gram-negative diplococci suggest meningococcal infection.
	3.	 Small pleomorphic gram-negative coccobacilli suggest Haemophilus influenzae 

infection.
	4.	 Gram-positive rods and coccobacilli suggest Listeria monocytogenes infection.

The reported sensitivity of Gram stain for bacterial meningitis has varied from 
60% to 90%; however, the specificity approaches 100% [45].

The Gram stain is positive in 10–15% of patients who have bacterial meningitis 
but negative CSF cultures [7]. As noted above, the yield of both Gram stain and 
culture may be reduced by prior antibiotic therapy [38, 41].

Rapid tests  Several rapid diagnostic tests have been developed to aid in the diag-
nosis of bacterial meningitis. Latex agglutination tests detect the antigens of the 
common meningeal pathogens in the CSF, although these tests are no longer rou-
tinely recommended because results do not appear to modify the decision to 

Table 9.1  Spinal fluid analysis for meningitis

Etiology
Opening 
pressure WBC count Protein Glucose

CSF/serum 
glucose ratio

Normal <180 mm H2O∗ ≤5 cells/mm3 15–45 mg/dL 45–80 mg/dL 0.6–0.7
Bacterial >180 mm H2O >100 cells/mm3 >45 mg/dL <40 mg/dL <0.4

PMNs 
predominant

Viral, Borrelia 
burgdorferi, 
Treponema 
pallidum, 
Bartonella 
henselae

<180 mm H2O 25–500 cells/
mm3

15–45 mg/dL 45–80 mg/dL 0.6–0.7

Lymphocyte 
predominant

Fungi, 
Mycobacterium 
tuberculosis, 
sarcoid, 
lymphoma, 
leptomeningeal 
metastases, 
partially treated 
bacterial 
meningitis

Normal or 
increased

25–500 cells/
mm3

>45 mg/dL <40 mg/dL <0.6

Lymphocyte 
predominant
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administer antimicrobial therapy and false-positive results have been reported [8]. 
An immunochromatographic test for detection of S. pneumoniae in CSF was found 
to be 100% sensitive and specific for the diagnosis of pyogenic pneumococcal 
meningitis [46]. More studies are needed, however, before this test can be routinely 
recommended.

Polymerase chain reaction  Nucleic acid amplification tests, such as the poly-
merase chain reaction (PCR), have been evaluated in patients with bacterial menin-
gitis. One study evaluated a multiplex PCR assay for detection of N. meningitidis, 
S. pneumoniae, and H. influenzae type B and had an overall specificity and positive 
predictive value of 100%; the negative predictive value was >99% [52]. The sensi-
tivity and specificity of CSF PCR for the diagnosis of pneumococcal meningitis is 
92–100% and 100%, respectively [53].

Problems with false-positive results have been reported with PCR. However, fur-
ther refinements in this technique may make it useful for the diagnosis of bacterial 
meningitis, especially when results of CSF Gram stain and culture are negative, 
especially in patients who have received prior antimicrobial therapy. Use of PCR for 
the two most common meningeal pathogens (S. pneumoniae and N. meningitidis) is 
routinely recommended in the UK guidelines for patients presenting with meningi-
tis [11].

In the absence of a positive Gram stain, which has almost 100% specificity (i.e., 
very few false positives), studies in both adults and children have concluded that, in 
the setting of an elevated CSF white blood cell count, no single CSF biochemical 
variable can reliably exclude bacterial meningitis [45, 54].

�Critical Care Management of Meningitis

The choice of antimicrobial therapy is based on the age of the patient, underlying 
risk factors for disease (e.g., immunocompromise, trauma, neurosurgery), and pat-
terns of antimicrobial resistance in the community. According to the Infectious 
Diseases Society of America (IDSA) practice guidelines for the management of 
bacterial meningitis, poor outcomes are associated with advanced clinical severity 
of disease, and empiric antimicrobial therapy for suspected or proven bacterial men-
ingitis should be initiated as soon as possible after the diagnosis of bacterial menin-
gitis is suspected [29]. Results from CSF Gram stain, culture, and susceptibility 
testing will allow modifications and refinements in empiric antimicrobial therapy. 
Due to the emergence of penicillin-resistant S. pneumoniae infections, current 
empiric standard therapy for suspected adult bacterial meningitis includes vanco-
mycin and a third-generation cephalosporin, such as ceftriaxone or cefotaxime [55]. 
In cases of suspected Listeria infection (e.g., age > 65, alcoholism, pregnancy, atyp-
ical CSF profile), empiric therapy should include ampicillin or penicillin G, as ceph-
alosporins have limited activity against this organism (Fig. 9.2).
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Adjunctive corticosteroid therapy for bacterial meningitis is started in patients to 
treat the underlying cerebral edema, inflammation, and increased intracranial pres-
sure (ICP). Adjunctive corticosteroids improve outcomes in infants and children 
with H. influenzae type B and in adults with S. pneumoniae meningitis [56, 57]. A 
randomized, double-blind, placebo-controlled trial evaluating the efficacy of corti-
costeroid therapy found that the addition of corticosteroids reduced the risk of unfa-
vorable outcome from 25% to 15% and reduced mortality from 15% to 7% [57]. 
The benefit was greatest in patients with intermediate severity of disease and 
S. pneumoniae infection. Practice guidelines published in 2004 from the IDSA state 
that consideration should be given to administer adjunctive dexamethasone in 
patients with suspected or proven bacterial meningitis and adjunctive dexametha-
sone should be initiated in all adult patients with suspected or proven pneumococcal 
meningitis [29]. Recent studies in the developing world suggest no clear benefit 
with adjunctive corticosteroid therapy in children and adults [58, 59], and these data 
were analyzed in a large meta-analysis, which questioned the mortality benefit for 
corticosteroid therapy in patients in the developing world [60, 61]. The underlying 
etiology of different responses to corticosteroid therapy in the developed world and 
the developing world is not clear. A recent observational study from the Netherlands 
found that mortality from bacterial meningitis had decreased from 30% to 20% after 
steroid therapy became widely used as a general standard of care [62]. Administration 
of corticosteroid therapy in cases of S. pneumoniae meningitis was also found to 
preferentially benefit patients >55 years of age in another study from a developed 
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Fig. 9.2  Vicious cycle of pathophysiologic alterations leading to neuronal injury during bacterial 
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country [60, 62]. Based on the IDSA guidelines and recent data, patients with sus-
pected or proven S. pneumoniae meningitis in the developed world should receive 
adjunctive dexamethasone therapy. Data to support initiation of adjunctive dexa-
methasone therapy in patients in the developing world with bacterial meningitis is 
less clear and must be left to the discretion of the treating physician (Tables 9.2 
and 9.3).

�Encephalitis

Encephalitis is an inflammation of brain tissue that leads to alterations in level of 
consciousness (LOC), cognition, and behavior. It can also cause fever, headache, 
seizures, cranial nerve disorders, and motor deficits, including paralysis. Encephalitis 
results from various identifiable etiologies.

Viral encephalitis. Many viruses are transmitted to humans by arthropods, such 
as mosquitoes and ticks, and are called arthropod-borne viruses or arboviruses. 
Arboviruses include Japanese encephalitis virus (JEV), West Nile virus (WNV), 
Eastern equine encephalitis virus (EEEV), St. Louis encephalitis virus (SLEV), chi-
kungunya virus (CKNV), and others. Arbovirus infections such as WNV, EEEV, 
and SLEV are designated by the Council of State and Territorial Epidemiologists 
and the CDC as nationally notifiable infectious diseases [63].

Table 9.2  Recommendations for antimicrobial therapy in adult patients with presumptive 
pathogen identification by positive Gram stain

Microorganism Recommended therapy Alternative therapies

Streptococcus 
pneumoniae

Vancomycin plus a third-
generation cephalosporina, b

Meropenem, fluoroquinolenec

Neisseria 
meningitidis

Third-generation 
cephalosporina

Penicillin G, ampicillin, chloramphenicol, 
fluoroquinolone, aztreonam

Listeria 
monocytogenes

Ampicillind or penicillin Gd Trimethoprim-sulfamethoxazole, 
meropenem

Streptococcus 
agalactiae

Ampicillind or penicillin Gd Third-generation cephalosporina

Haemophilus 
influenzae

Third-generation 
cephalosporina

Chloramphenicol, cefepime, meropenem, 
fluoroquinolone

Escherichia coli Third-generation 
cephalosporina

Cefepime, meropenem, aztreonam, 
fluoroquinolone, 
trimethoprim-sulfamethoxazole

Note: In children, ampicillin is added to the standard therapeutic regimen of cefotaxime or ceftri-
axone plus vancomycin when L. monocytogenes is considered and to an aminoglycoside if a gram-
negative enteric pathogen is of concern
aCeftriaxone or cefotaxime
bSome experts would add rifampin if dexamethasone is also given
cGatifloxacin or moxifloxacin
dAddition of an aminoglycoside should be considered
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JEV is the leading cause of encephalitis, with an estimated 67,900 annual cases 
worldwide. The Advisory Committee on Immunization Practices (ACIP) recom-
mends JEV vaccination for all travelers who plan to spend 1 month or more in JEV-
endemic regions (Asia) during the transmission season (in temperate regions of 
China, Japan, the Korean Peninsula, and eastern parts of Russia, transmission occurs 
mainly during the summer and fall; it may take place year-round in Southeast 
Asia).15 ACIP also recommends vaccination for short-term travelers going to areas 
with known outbreaks and short-term travelers who are unsure of their itinerar-
ies [64].

WNV continues to pose a significant disease burden in human populations, with 
new emerging or reemerging strains. Between 1999 and 2013, more than 39,000 

Table 9.3  Recommendations for empirical antimicrobial therapy for purulent meningitis based on 
patient age and specific predisposing condition

Predisposing 
factor Common bacterial pathogens Antimicrobial therapy

Age
< 1 month Streptococcus agalactiae, Escherichia coli, 

Listeria monocytogenes, Klebsiella species
Ampicillin plus cefotaxime 
or ampicillin plus an 
aminoglycoside

1–23 months Streptococcus pneumoniae, Neisseria 
meningitidis, S. agalactiae, Haemophilus 
influenzae, E. coli

Vancomycin plus a 
third-generation 
cephalosporina, b

2–50 years N. meningitidis, S. pneumoniae Vancomycin plus a 
third-generation 
cephalosporina, b

>50 years S. pneumoniae, N. meningitidis, 
L. monocytogenes, aerobic gram-negative 
bacilli

Vancomycin plus ampicillin 
plus a third-generation 
cephalosporina, b

Head trauma
 � Basilar skull 

fracture
S. pneumoniae, H. influenzae, group A 
β-hemolytic streptococci

Vancomycin plus a 
third-generation 
cephalosporina

 � Penetrating 
trauma

Staphylococcus aureus, coagulase-negative 
staphylococci (especially Staphylococcus 
epidermidis), aerobic gram-negative bacilli 
(including Pseudomonas aeruginosa)

Vancomycin plus cefepime, 
vancomycin plus 
ceftazidime, or vancomycin 
plus meropenem

Postneurosurgery Aerobic gram-negative bacilli (including 
P. aeruginosa), S. aureus, coagulase-negative 
staphylococci (especially S. epidermidis)

Vancomycin plus cefepime, 
vancomycin plus 
ceftazidime, or vancomycin 
plus meropenem

CSF shunt Coagulase-negative staphylococci (especially 
S. epidermidis), S. aureus, aerobic gram-
negative bacilli (including P. aeruginosa), 
Propionibacterium acnes

Vancomycin plus cefepime,c 
vancomycin plus 
ceftazidime,c or vancomycin 
plus meropenemc

aCeftriaxone or cefotaxime
bSome experts would add rifampin if dexamethasone is also given
cIn infants and children, vancomycin alone is reasonable unless Gram stains reveal the presence of 
gram-negative bacilli
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cases of clinical WNV were reported to the CDC. In 2012, the CDC reported the 
highest number of human WNV cases in the United States since 2003. The majority 
of individuals present with signs and symptoms such as fatigue, fever, and headache. 
They may also present with myalgia, muscle weakness, rash, difficulty concentrat-
ing, neck pain, arthralgia, gastrointestinal symptoms, photophobia, and maculopap-
ular or morbilliform rash involving the neck, trunk, arms, or legs [65].

Approximately 75% of individuals infected with WNV remain asymptomatic. 
Those who progress to WNV encephalitis present for clinical care with a prolonged 
altered mental status greater than 24  hours, seizures, and focal neurologic 
abnormalities.

Of the 5674 cases of WNV reported to the CDC in 2012, 51% were determined 
to be West Nile neuroinvasive disease (WNND), amounting to the highest number 
of human neuroinvasive cases caused by a mosquito-borne or arbovirus in US his-
tory. Prior to 2012, WNND accounted for less than 1% of symptomatic cases per 
year. WNND is characterized by meningitis, encephalitis, and acute flaccid paraly-
sis and occurs in 1 in 150 WNV-infected individuals. In 2012, 286 deaths occurred 
from WNV/WNND, the most WNV-associated fatalities on record in the United 
States. Among patients who meet clinical criteria for WNND, acute case fatality is 
5–10% [65, 66].

Herpes simplex virus type 1 (HSV-1), varicella-zoster virus (VZV), and entero-
virus are three of the most commonly identified etiologic agents associated with 
acute encephalitis. Herpes is the most common cause of sporadic encephalitis in 
Western countries, with an incidence of approximately two to four cases per million 
per year. Herpes simplex virus encephalitis (HSE) is the most common nonepi-
demic form of viral encephalitis in Western countries. Affecting the limbic struc-
tures of the brain, HSE causes fever, alterations in LOC, personality change, 
memory dysfunction, seizures, and focal neurologic deficits. The most common 
focal neurologic findings include aphasia, ataxia, involuntary movements including 
myoclonus, and cranial nerve dysfunction. However, HSV-1 can cause severe nec-
rotizing encephalitis with high mortality approaching 70% without treatment. 
Clinical presentation, brain imaging such as magnetic resonance imaging (MRI), 
and cerebral spinal fluid (CSF) analysis are necessary for the diagnosis of 
HSE. Unilateral or bilateral temporal lobe involvement is the classic finding of HSE 
seen on MRI [67, 68].

Because HSV, VZV, and enterovirus are three of the most commonly identified 
etiologic agents in acute encephalitis, they should be routinely screened for in CSF 
analysis. If HSE is still suspected despite negative testing from the first CSF analy-
sis, a second CSF analysis should be repeated within 3–7 days [67–69].

The prevalence of HSE is not increased in immunocompromised hosts, but the 
presentation may be subacute or atypical in these patients. HSE has a bimodal dis-
tribution by age, with the first peak occurring in patients under age 20 and a second 
peak occurring in patients over age 50. HSE in younger patients usually represents 
primary infection, whereas HSE in older patients typically reflects reactivation of 
latent infection. Untreated HSE is progressive and often fatal in 7–14 days. Even 
with treatment, permanent neurologic deficits are common, affecting more than 
50% of survivors [74].
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�Bacterial Encephalitis

Rates of bacterial encephalitis in the United States have declined in the last decade 
due in large part to highly effective vaccination programs. Because of vaccination, 
the incidence of bacterial encephalitis fell from 0.44 cases per 100,000 between 
1998 and 1999 to 0.19 cases between 2006 and 2007.

�Diagnosis of Encephalitis

A thorough health and travel history can help identify potential causes of encepha-
litis and should include a review of all recent travel, infections, and vaccinations. 
The history should also include any report of a recent bite from a potentially rabid 
animal or exposure to mosquitoes, ticks, or rodents. In addition, the season in which 
illness occurs, and the disease currently prevalent in the community, may provide 
clues to the diagnosis [75].

Other relevant history that can provide clues to the diagnosis include drug and 
alcohol use, occupational or recreational exposure to rural or outdoor settings (farm-
ers, hunters, campers, forest workers), and the immune status of the patient. 
Although pathologic examination and testing of brain tissue are considered to be the 
diagnostic gold standard for encephalitis, they are rarely done due to potential mor-
bidity associated with an invasive neurosurgical procedure. In the absence of patho-
logic brain tissue confirmation, encephalitis is diagnosed based on selected clinical, 
lab, electroencephalography (EEG), and neuroimaging features [75]. In addition to 
brain imaging, CSF polymerase chain reaction (PCR) analysis is considered a stan-
dard diagnostic study for HSE. The benefit of PCR is that the replication of viral 
DNA can result in both a rapid and specific diagnosis that can facilitate targeted 
therapies early [75].

An LP is the most common approach to access CSF for pressure measurement 
and sample analysis. Before performing an LP, evidence of a space-occupying brain 
lesion causing suspected or known increased ICP should first be ruled out because 
removal of CSF could precipitate cerebral bleeding or brain herniation.

Because the spinal cord terminates at the L2 level, the spinal needle used for an 
LP enters or punctures the L4–L5 intervertebral space to avoid damage to the spinal 
cord. The subarachnoid space of the lumbar cistern is punctured and accessed. This 
location is used both to measure spinal fluid opening and closing pressure and to 
remove CSF for analysis [70, 71].

The spinal fluid usually is clear, and opening pressure is normally 10–20  cm 
H2O. Elevated opening pressure may contribute to the neurologic dysfunction in 
encephalitis and must be managed as part of the treatment plan [71].

Management Fever can increase cerebral metabolism, oxygen demand, and 
accumulation of leukocytes, which also increases with temperature. These changes 
in inflammatory processes could worsen the neurologic condition by disrupting the 
blood-brain barrier leading to brain tissue edema. Inflammation also increases the 
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viscosity of CSF, which can interfere with absorption, leading to increased ICP, 
cerebral edema, and hydrocephalus [72]. Concerns for ICP elevation and cerebral 
mass effect due to brain tissue edema from inflammation should prompt rapid bed-
side assessment and direct neurologic imaging such as a non-contrast head com-
puted tomography (CT) scan. Rapidly evolving hydrocephalus, seen on CT scan, 
typically requires the placement of a ventriculostomy for CSF drainage and ICP 
monitoring [72].

Altered LOC associated with unilateral or bilateral pupillary dilation and slug-
gish reaction or nonreactivity to light may indicate a neurologic emergency such as 
transtentorial brain tissue herniation from increased ICP [72].

A recent review addressed interventions designed to manage acute brain tissue 
herniation. Normal oxygenation (oxygen saturation greater than 90%) and hyper-
ventilation to a PaCO2 of 30 ± 2 mm Hg (normal 35–45 mm Hg) and mean arterial 
pressure of at least 60 mm Hg are recommended. Hyperosmolar therapy with IV 
mannitol or hypertonic saline may also be indicated. When administering IV man-
nitol, it is important to anticipate and correct subsequent diuresis with 0.9% sodium 
chloride solution to avoid dehydration. Head-of-bed elevation to greater than or 
equal to 30 degrees can be effective in reducing or controlling increased ICP. Despite 
interventions, brain tissue edema, ICP elevation, and herniation may progress. 
Initiation of a pharmacologic-induced barbiturate coma with endotracheal intuba-
tion and mechanical ventilation, if not already done, or a surgical hemicraniectomy 
to relieve global ICP, may be necessary [75].

Encephalitis-associated seizure activity can worsen the patient’s neurologic sta-
tus and should be recognized and treated immediately. EEG monitoring is essential, 
and continuous EEG (cEEG) is recommended to improve diagnosis and to monitor 
the effect of antiepileptic drugs (AEDs) in real time [75].

For individuals with suspected or diagnosed seizures, first-line benzodiazepine 
agents such as lorazepam or midazolam are administered. Second-line AEDs, such 
as fosphenytoin, levetiracetam, or valproic acid, can be tailored to the specific clini-
cal situation [75].

For patients who progress to medically refractory seizures, a third-line AED with 
anesthetic properties, such as barbiturates including pentobarbital or phenobarbital, or 
other agents such as propofol or ketamine, may be necessary. Depending on individ-
ual response to AEDs, it may be necessary to temporarily induce a pharmacologic 
burst suppression pattern on EEG using third-line agents as therapeutic serum levels 
of second-line AEDs are reached. Burst suppression, although not a specific treatment 
for long-term control of medically refractory seizures, can be beneficial to help recov-
ery after brain injuries and to treat epilepsy that is refractory to conventional drug 
therapies. On cEEG, burst suppression is characterized by alternating patterns of gen-
eralized electrical silence, seen as a flat EEG pattern, which is interrupted by general-
ized bursts of chaotic electrical activity seen as spikes and waves. The goal of burst 
suppression on cEEG is from one to three bursts every 10 seconds [73, 75]. Aggressive 
seizure treatment and management requires ICU support due to potential complica-
tions from the seizure activity or the medications administered to control seizures 
such as hypotension, loss of protective airway reflexes, and impaired respiratory drive.
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�Treating Encephalitis

At time of presentation, it is important to consider empiric and broad-spectrum 
management for common etiologies of encephalitis. The foremost consideration is 
for HSV and the need to start IV antiviral medication (acyclovir) as early as possi-
ble. A delay in IV acyclovir treatment in individuals with suspected or known 
HSV-1 infection can result in an increased risk of severe permanent disability and 
death [76].

Any suspicion of bacterial infection may necessitate broader coverage with 
appropriate antibiotics and corticosteroids. In addition, results of the diagnostic 
evaluation may prompt administration of other appropriate antibacterial or antifun-
gal agents [76].

�Brain Abscess

Brain abscess is a focal area of necrosis with a surrounding membrane within the 
brain parenchyma, usually resulting from an infectious process or rarely from a 
traumatic process [77–79].

�Etiology

�Direct Local Spread

Brain abscess can originate from infections in head and neck sites: otitis media (5%) 
and mastoiditis (secondarily cause inferior temporal lobe and cerebellar brain 
abscesses), paranasal sinus infection (approximately 30–50% as the reported cause), 
infection from frontal or ethmoid sinuses that spreads to the frontal lobes, and den-
tal infection that usually causes frontal lobar abscesses. Facial trauma, even from 
neurosurgical procedures, can result in necrotic tissue, and brain abscesses have 
been reported afterward. Metal fragments or other foreign bodies left in the brain 
parenchyma can also serve as a nidus for infection [80].

�Generalized Septicemia and Hematogenous Spread

Various conditions can cause hematogenous seeding of the brain. The most com-
mon associated organ; pulmonary infections, such as lung abscess and empyema, 
often in hosts with bronchiectasis; or cystic fibrosis from an important encountered 
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cause. Others include pneumonia, pulmonary arteriovenous malformation, and 
bronchopleural fistula. Other common reason is cyanotic congenital heart diseases 
in children which associated with more than 60% of cases. Bacterial endocarditis, 
ventricular aneurysms, and thrombosis are also among the causes. Skin, pelvic, 
and intraabdominal infections have been reported frequently as risk factors. Brain 
abscesses associated with bacteremia commonly cause multiple abscesses mostly 
in the distribution of the middle cerebral artery and usually at the gray-white mat-
ter junction.

The most common microbial pathogens isolated from brain abscess are 
Staphylococcus and Streptococcus. Among this class of bacteria, Staphylococcus 
aureus and viridans streptococci are the commonest.

�Epidemiology

According to studies, the incidence of brain abscess is approximately 8% of intra-
cranial masses in developing countries and 1–2% in the Western countries with 
almost four cases occurring per million. The prevalence of brain abscess in patients 
with AIDS is higher. Therefore, the prevalence rate has increased with the emana-
tion of AIDS pandemic. Approximately 1500–2500 cases are diagnosed annually in 
the United States. The incidence of fungal brain abscess also has increased because 
of higher usage of broad-spectrum antibiotics and immunosuppressive agents like 
steroids. Prevalence is highest in adult men younger than 30 years, while pediatric 
disease occurs most frequently in children aged 4–7 years. Neonates are third in 
high-risk groups. Vaccination has reduced the prevalence of young children. Data 
suggests that brain abscesses are more predominant in males than in females with a 
male-to-female ratio varying between 2:1 and 3:1. Geographical and seasonal dif-
ferences have no significant impact. In developing countries with poor living stan-
dards, brain abscess accounts for a disproportionate percentage of space-occupying 
intracranial lesions compared to developed nations [81, 82].

�Pathophysiology

The histologic changes depend upon the stage of the infection. The early (first 
1–2 weeks) lesion, often called focal cerebritis, is poorly demarcated and is evident 
by acute inflammatory changes like vascular congestion and localized edema. This 
early stage is commonly called cerebritis. After 2–3 weeks, necrosis and liquefac-
tion occur, which is then covered by a distinct capsule consisting of an inner layer 
of granulation tissue, a middle collagenous layer, and an outer astroglial layer; sur-
rounding brain parenchyma is often edematous.

9  Central Nervous System Infection



166

�History and Physical Exam

In about two-thirds of cases, symptoms are present for 2 weeks or less. The diagno-
sis is made at a mean of 8 days after the onset of symptoms. The course ranges from 
indolent to fulminant. Most manifestations of brain abscess tend to be nonspecific, 
resulting in a delay in establishing the diagnosis. Most symptoms are a direct result 
of the size and location of the space-occupying lesion or lesions. The triad of fever, 
headache, and the focal neurologic deficit is observed in less than half of patients. 
The frequency of common symptoms and signs is as follows:

•	 A headache (69–70%), the most common medical symptom.
•	 Mental status changes (65%): lethargy progressing to coma is indicative of 

severe cerebral edema and a poor prognostic sign.
•	 Focal neurologic deficits (50–65%) occur days to weeks after the onset of a 

headache.
•	 Pain is usually localized to the side of the abscess, and its onset can be gradual 

or sudden. The pain is most severe in intensity and not relieved by over-the-
counter pain medications.

•	 Fever (45–53%).
•	 Seizures (25–35%) can be the first manifestation of brain abscess. Grand mal 

seizures are particularly frequent in frontal abscesses.
•	 Nausea and vomiting (40%) are mostly seen with raised intracranial pressure.
•	 Nuchal rigidity (15%) is most commonly associated with occipital lobe abscess 

or an abscess that has leaked into a lateral ventricle.
•	 Third and sixth cranial nerve deficits.
•	 Rupture of abscess usually presented with sudden worsening headache and fol-

lowed by emerging signs of meningismus.

�Evaluation

�Routine Tests

CBC with differential and platelet count, ESR, serum C-reactive protein, serologic 
test, blood cultures (at least two; preferably before antibiotic therapy).

�Lumbar Puncture

Rarely required and only should be performed with a prior CT and MRI scan after 
ruling out increased intracranial pressure because of the potential for cerebrospinal 
fluid (CSF) herniation and death. In circumstances of acute presentation of patients or 
suspicion of meningitis, blood cultures can be used for initiation of antibiotic therapy.
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�Stereotactic CT or Surgical Aspiration

Samples obtained can be employed for culture, Gram stain, serology, histopathol-
ogy, and polymerase chain reaction.

�Computed Tomography

Imaging findings depend on the stage of the lesion. Early cerebritis often appears as 
an irregular low-density area that does not enhance or may show infrequent patchy 
enhancement. As cerebritis evolves, a more conspicuous rim-enhancing lesion 
becomes visible. Enzmann et al. reported that CT findings of patchy enhancement in 
early cerebritis grow to a rim of enhancement in late cerebritis which later on forms 
the brain abscess. A key histopathologic difference is that rim enhancement of late 
cerebritis is not associated with collagen deposition as seen in an abscess where it 
surrounds a purulent cavity. Serial CT examinations in patients with late abscess show 
progressively decreasing edema and mass effect. Brain abscess wall is usually smooth 
and regular with 1 mm to 3 mm thickness with surrounding parenchymal edema. The 
ring of enhancement may not be uniform in thickness and can be relatively thin on the 
medial or ventricular surface in the deep white matter, where vascularity is less abun-
dant. Edema and contrast enhancement are suppressed by administration of steroids. 
Multi-location with subjacent daughter abscesses or satellite lesions is frequently 
seen. Gas if present is suggestive of gas-forming organisms [82, 83].

�Magnetic Resonance Imaging

MRI is the imaging modality of choice for diagnosis as well as follow-up of lesions. 
It is more sensitive for early cerebritis and satellite lesions particularly those present 
in the brainstem as well as estimating the necrosis and extent of the injury. It allows 
for higher contrast between cerebral edema and the brain and is also more sensitive 
for detecting the spread of inflammation into the ventricles and subarachnoid 
space [7, 8].

�Conventional Spin Echo Imaging with Contrast

Classic MR imaging findings of an abscess include a contrast-enhanced rim sur-
rounding a necrotic core. Rim is T1 isointense to hyperintense relative to white 
matter and T2 hypointense. On MRI characteristic smooth tri-laminar structure of 
the rim on T2W imaging proves helpful in differentiating from other ring-enhancing 
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lesions. Central necrosis shows variable hyperintensity on T2 depending upon the 
degree of protein content and hypointense on T1.

�Diffusion-Weighted Magnetic Resonance Imaging

DWI is capable of distinguishing brain abscess from other ring-enhancing brain 
lesions. Abscesses are typically hyperintense on DWI (indicating restricted diffu-
sion), while neoplasms like glioma as lack restricted diffusion appearing hypoin-
tense or variable hyperintense much lower than an abscess [84].

Diffusion tensor imaging is based on three-dimensional diffusivity and com-
monly employed for evaluation of white matter tracts. Fractional anisotropy, a 
quantitative variable, is calculated by diffusion tensor imaging. This variable reflects 
the degree of tissue organization and quite higher in abscess supposedly due to 
organized leukocytes in the abscess cavity.

Proton MR spectroscopy probe tissue metabolism. Spectral analysis reveals 
elevated succinate, although not commonly seen is quite specific for an abscess. 
Other significant metabolites include high acetate, alanine, and lactate signals. 
Amino acids from neutrophil-driven protein breakdown suggest a pyogenic 
abscess. MR spectroscopy may be used to further differentiate anaerobic from 
aerobic metabolism by elevated succinate and acetate peaks which are only 
observed in anaerobic infections due to glycolysis and subsequent fermentation. 
Also, lactate peaks are lowest in strict anaerobes owing to metabolic lactate con-
sumption [83].

�Treatment/Management

A brain abscess can lead to elevated intracranial pressure and has significant mor-
bidity and mortality. Management can be divided into medical and surgical 
approaches.

Medical management can be considered for deep-seated, small abscess (less than 
2  cm), cases of co-existing meningitis, and few other selected cases. Usually, a 
combination of both medical and surgical approaches is considered [78].

CT and MRI brain offer clear guides in management by localizing the abscess 
and delineating details including dimensions and a number of abscesses. Usually, 
large abscesses (more than 2 cm) are considered for aspiration or excision based on 
surgical skills of the operator. While the approach for multiple abscesses includes 
long course (4–8 weeks) of high-dose antibiotics with or without aspirations, based 
on weekly CT scanning.

Selection of antibiotic regimen should be wisely made based on microorganisms 
isolated from blood or CSF. Certain antibiotics are unable to cross the blood-brain 
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barrier and are not useful in treating brain abscess; these antibiotics include first-
generation cephalosporins, aminoglycosides, and tetracyclines.

Specific antibiotic regimens according to microorganisms:

•	 Gram-positive bacteria including streptococci: third-generation cephalosporin 
(e.g., cefotaxime, ceftriaxone) or penicillin G is effective.

•	 Staph. aureus and Staph. epidermis are usually seen in association with penetrat-
ing brain trauma and/or neurosurgical procedure. These should be covered with 
vancomycin. It is also effective for Clostridium species. In cases of vancomycin 
resistance, linezolid, trimethoprim-sulfamethoxazole, or daptomycin can be 
considered.

•	 Fungal infections including Candida and Cryptococcus need to be treated with 
amphotericin B.

•	 Aspergillus and Pseudallescheria boydii: voriconazole can be considered.
•	 Toxoplasma gondii infection is treated with pyrimethamine and sulfadiazine, 

which can be combined with HAART in cases of HIV.

Steroids can be considered in select cases, especially to reduce the mass effect 
and improve antibiotic penetration and cerebral edema [85].

The surgical approach has a pivotal role in the management of brain abscess. The 
choice of the procedure depends on operator skills and preference. Strategies 
include ultrasound, or CT-guided needle aspirations via the stereotactic procedure, 
burr hole, and craniotomy for loculated multiple abscesses. Intravenous or intrathe-
cal agents against specific microorganisms are considered with surgical therapy [86].

�Prognosis

With the advent of antimicrobials and imaging studies as CT scanning and MRI, the 
mortality rate has reduced from 5% to 10%. Rupture of a brain abscess, however, is 
fatal. The long-term neurological sequelae after the infection are dependent on the 
early diagnosis and administration of antibiotics [87].

�Cranial Subdural Empyema

Cranial subdural empyema (SDE) presents as a focal, loculated suppuration between 
the dura mater and the arachnoid [88]. Symptom onset is usually very rapid with 
initial complaints of fever and headache that follow recent craniofacial infection 
(otitis or sinusitis) or trauma [88]. Patients develop meningeal irritation, increased 
intracranial pressure, focal neurological signs or symptoms, altered consciousness, 
and seizures [89]. Causative organisms are dependent on the original site of infec-
tion. In cases of craniofacial infection, S. anginosus group with or without associ-
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ated anaerobic organisms are common etiologic bacteria followed by Staphylococcus 
sp. and gram-negative organisms associated with otogenic sources [88]. Postsurgical 
SE is commonly associated with S. aureus infection in as many as 46% of cases 
[88]. Other hospital-acquired gram-negative rods, including Pseudomonas sp. and 
Klebsiella pneumoniae, contribute significantly as well to iatrogenic SE and should 
be considered when empiric therapy is initiated [90].

As with brain abscess, MRI is the preferred imaging modality to diagnose SE, 
and the CT scan is less sensitive, especially in cases of posterior fossa involvement. 
CSF examination is not recommended because the infection is localized and encap-
sulated, such that CSF examination often provides little useful diagnostic informa-
tion and may increase the risk of cerebral herniation [91].

Treatment of SE is a medical emergency and requires a combined surgical and 
therapeutic approach. The optimum therapy for SE involves surgical drainage and 
antibiotic treatment based on Gram stain and cultures obtained at the time of the 
drainage procedure. Empiric antibiotic treatment should be initiated based on sus-
pected organisms and the underlying risk factor for the development of SE. The 
goals of surgical therapy for cranial SE are to decompress the brain and evacuate the 
empyema. With appropriate management, mortality rates are 10% in patients with 
functional mental status at presentation, but mortality increases to 50% in patients 
that present later in infection with significant changes in mental status or semi-
comatose state [91, 92]. Thus, early and urgent intervention is vital to improving 
outcomes in patients with subdural empyema.
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Chapter 10
Intracranial Pressure Monitoring 
and Management in Bacterial Meningitis

Ignacio J. Previgliano

�Scope of the Problem

A controversial issue in bacterial meningitis’ management is intracranial pressure 
(ICP) monitoring usefulness to manage raised ICP or diminished cerebral perfusion 
pressure (CPP).

Most of ICP monitoring recommendations are based on traumatic brain injury 
(TBI) research as is stated by Helbok et al. [1] “although the influence of ICP based 
care on outcome in non-TBI conditions appears less robust than in TBI, monitoring 
ICP and CPP can play a role in guiding therapy in select patients.”

Reviewing the literature, ICP monitoring in meningitis is limited to case reports 
and descriptive series, most of them retrospective. Different Sweden groups have 
shown that there is no relationship between images and ICP [2], as well as that ICP 
target therapy [3, 4] diminishes mortality and improves outcome.

Kumar et al. [5] in a large prospective study compared ICP target therapy (main-
taining intracranial pressure <20 mmHg using osmotherapy while ensuring normal 
blood pressure) and cerebral CPP target therapy (maintaining cerebral perfusion 
pressure ≥60 mmHg, using normal saline bolus and vasoactive therapy—dopamine 
and if needed noradrenaline) in children with acute central nervous system (CNS) 
infections having raised intracranial pressure and a modified Glasgow Coma Scale 
(GCS) score less than or equal to 8. They conclude that CPP management signifi-
cantly reduced mortality, ICU and hospital length of stay, and functional outcome.

Coma, diagnosed as GCS ≤ 8, is one of the most important prognostic indicators 
for bad outcome [6] mainly due to the association with raised ICP.
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Taking into account this background, there are some pathophysiological events 
that give support to ICP monitoring in consciousness impairment bacterial menin-
gitis patients.

One of them is the neurovascular unit’s damage reflected by permeability altera-
tion, thrombosis, and ischemia secondary to vasculitis, direct neuronal injury with 
damage cascade’s initiation generating NMDA and free radicals, and anoikis [7, 8].

The other is Rosner’s vasodilation (Vd)/vasoconstriction (Vc) cascade theory to 
explain autoregulation patency and cerebral blood flow (CBF) ensuring [9].

According to his first observations [10], there is a close relationship between 
CPP diminishing and ICP raising that is explained in Fig. 10.1.

The mechanism by which the cerebral vasculature maintains CBF almost con-
stant across a wide range of pressure gradients is through vasoconstriction and vaso-
dilatation. CPP is the stimulus to cerebral autoregulation. In normal conditions of 
low ICP, CPP is approximated by the mean arterial pressure. Modest increments in 
ICP (10–20  mmHg) united to similar decrements in MAP (70–80  mmHg) may 
result in a CPP of 50 mmHg, which denotes the lower limit of normal cerebral auto-
regulation. Vasoconstriction and vasodilation are mainly caused by changes in the 
cerebral arteries, especially in the arterioles.

The variable diameter effectively changes the cerebral vascular resistance, and, there-
fore, as the perfusion pressure is reduced, the cerebral vascular resistance is reduced in 
a way that approximately compensates for the reduction in the pressure gradient, and the 
blood flow can be maintained. At CPP levels between 110 and 120 mmHg, cerebral 
vascular resistance is nearly maximal; between 80 and 100 mmHg, vasodilation begins; 
and on the order of 10–15%, maximum vasodilation occurs with CPP between 50 and 
60 mmHg, as is shown in Fig. 10.2. As seen there, radius change rate is logarithmic and 
not linear within the autoregulatory range, so as CPP drops below the lower limit of 
autoregulation, vessels collapse, and blood flow declines rapidly.

Taking into account this theory, a drop in CPP, which could be primary or sec-
ondary as explained in Fig. 10.3, generates a vasodilatory response in order to main-
tain a constant CBF, the ultimate goal of autoregulation. This response, sustained in 

CPP

CBV

IPC Vd

Fig. 10.1  Vasodilation 
cascade. A drop in CPP 
causes Vd in order to 
ensure CBF. Vd response 
increases cerebral blood 
volume (CBV) up to the 
point that exceeds cerebral 
compliance and generates 
ICP raising
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time, leads to an increment in cerebral blood volume (CBV) that in turns generates 
a raise in ICP due to diminished cerebral compliance in accordance with Monro-
Kelly’s law. This generates a vicious circle as seen in Fig. 10.4.

Bacterial meningitis associated with intracranial hypertension could be explained 
by means of Fig.  10.3. Systemic response to sepsis leads to hypotension, fever, 
changes in oxygen delivery, and acidosis and could evolve to septic shock that, in 
turn, will worsen the response developing multiorgan failure. In such condition, lac-
tic acidosis and renal and respiratory failure will contribute to potentiate brain injury.

This theoretical construction is in accordance with the clinical picture that death 
is usually caused by brain tissue infarction secondary to herniation and brainstem 
compression, septic shock, and coagulation disturbances [11].

�Indications for ICP Monitoring

Based on TBI lessons [1] and on poor outcome risk scores in bacterial meningitis 
[12, 13], possible candidates for intracranial pressure monitoring could be selected 
on the following bases:

	(a)	 Age > 50 years old
	(b)	 Glasgow Coma Scale <9, consider ≤10 points with more than two risk factors
	(c)	 Space-occupying lesions (subdural empyema, brain abscess, hemorrhage)
	(d)	 Compress or absent basal cisterns in CT scan
	(e)	 CSF leucocyte count <1000 cell/mm3

	(f)	 Gram + germs in CSF Gram’s stain
	(g)	 Ultrasound signs of raised ICP

�Ultrasound Evaluation of Intracranial Pressure

Point-of-care ultrasound (POCUS) refers to the use, by a non-radiology specialist, 
of portable ultrasound at patient’s bedside for diagnostic or therapeutic problems. 
The exam is for a well-defined purpose related to the improvement of patient out-

CPP

Ischemia

Edema

ICP CBF

Tissue pressure

Fig. 10.4  The cascade of 
continuous ischemia. 
While these conditions are 
maintained, a vicious circle 
is established whose end 
result is permanent and 
persistent ischemia of brain 
tissue
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comes [14] and focused and aimed at a goal: clinical question, procedure, or evolu-
tion control.

Exam findings are easily recognizable.
The exam is easy to learn, is carried out quickly at the patient’s bedside, but 

generally is performed in suboptimal position and time conditions. Most impor-
tantly, the exam does not replace the specialized ecographist.

POCUS’ concept is of particular interest in critical care as had been established 
by one of the pioneers, Dr. Lichtenstein [15]. Several focused examinations (FAST 
[16], RUSH [17], BLUE [18], FALLS [18]) have contributed to a better understand-
ing of different pathological conditions in critical care.

Regarding neurocritical care, several formulas have been developed using tran-
scranial Doppler flow velocities and pulsatility index. It can also been calculated 
using transcranial color-coded duplex (TCCD).

We have tested several of them [19] and finally decide to use Bellner’s [20] for-
mula for ICP and Belfort’s [21] formula for CPP estimations.

Bellner’s formula estimates ICP by means of PI as follows:

	 ICP PI= ´ -10 93 1 28. . 	

Belfort’s formula estimates CPP by means of TCD flow velocities and arterial 
pressure:

	
CPP MFV MFV DFV MAP DAP= -( )´ -( )( /

	

where MFV is mean flow velocity, DFV diastolic flow velocity, MAP mean arterial 
pressure, and DAP diastolic arterial pressure.

In our experience, by analyzing 290 patients with simultaneous invasive ICP and 
MAP monitoring, we found an r2 of 0.84 for Bellner’s formula and of 0.97 for 
Belfort’s one.

Another way to estimate ICP is using optic nerve sheath diameter (ONSD) [22]. 
The optic nerve has the particularity that is wrapped by meninges as well as the 
CNS is, as is seen in Figs. 10.5 and 10.6. As ICP rises, CSF is displaced to the 
lower-pressure (or high-compliance) zones, one of them is ONS, which explains 
the diameter increment.

ONSD could be measured with a high-frequency linear transducer (7–10 MHz). 
The image is configured to see structures up to approximately 5 cm deep. Abundant 
ultrasound gel is applied to the closed eyelid.

By subtle movements, it is scanned from the top down (cranial to caudal) by 
slowly tilting the probe superiorly or inferiorly to visualize the optic nerve. It is 
identified as the hypoechoic structure with a regular path after the eyeball. After 
identifying the optic globe/optic nerve junction, a 3 mm transversal line is drawn; 
perpendicular to it, another 3 mm longitudinal is drawn. That is the point in which 
ONSD must be measured.

Three measurements are taken in parasagittal and transversal planes (Figs. 10.7 
and 10.8). Although there are different ways to choose the right measurement, what 
we do in our practice is to elect the one that is coincident in both planes.
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In their descriptive prospective study, Amin et al. [23] measured ONSD before 
lumbar puncture (LP) using ultrasonography in 50 non-traumatized patients who 
were candidates for LP due to varying diagnoses. Immediately after the sonography, 
the ICP of each patient was measured by LP. The ONSD of greater than 5.5 mm 
predicted an ICP of ≥20 cm H(2)O with sensitivity and specificity of 100% (95% 
CI, 100–100) (P < 0.001). These results were confirmed in Dubourg’s systematic 
review and meta-analysis [24].

Optic nerve
(2–3 mm)

Subarachnoid space
(1–2 mm)

Optic nerve sheath
(3–5 mm)

Optic nerve
(2–3 mm)

Subarachnoid space
(4–6 mm)

Optic nerve sheath
(6–9 mm)

Occupying
space injury

Fig. 10.5  Changes in ONSD. Optic nerve sheath (ONS) is composed of meningeal coverage (pia-
mater, arachnoid, and duramater). According to Monro Kelly’s law, CSF is displaced due to an 
increase in one of the intracranial compartments, ONSD increases (right)

Intracranial subarachnoid space

Optic nerve subarachnoid space

Fig. 10.6  Optic nerve 
sheath. Nuclear magnetic 
resonance imaging clearly 
shows the continuity of the 
intracranial subarachnoid 
space with the 
subarachnoid space around 
the optic nerve
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Another tool to confirm ONSD measurement is to use the central retinal artery 
resistance index (RI), which is raised due to the ONSD increment (Fig. 10.9).

�Invasive ICP Monitoring

In Fig. 10.10, there is a scheme for ICP monitoring system placement.
Intraventricular catheters appear as the most valuable, taking into account that 

CSF production/reabsorption is one of the proposed pathophysiological mecha-
nisms of raised ICP in meningitis. In Fig. 10.11, there is a scheme of its functioning.

Fig. 10.8  Measurement of the optic nerve sheath in transversal plane. (Modified from Previgliano 
and Perez Ochoa [32])

a b

Central retinal artery Central retinal vein

c

Fig. 10.9  Measurement of the optic nerve sheath in parasagittal (a) and transversal (b) planes. 
Both of them show pathological values. Doppler ultrasound of central retinal artery (c) with 
raised RI. Central retinal artery has the particularity that a venous ultrasound registry is below the 
arterial one
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IntraventricularIntraparenchimal

Subdural
subarachnoid 

Fig. 10.10  Available spaces for ICP-monitoring devices

Subdural pediatric feeding tube

Ventriculostomy
PFT

Fluid colum

Fluid couple
transducer 

25 mm/seg pulse waves
Monitoring parameters

according monitor complexity
(ICP, MAP, CPP)

To printer

To Central Monitoring Station or
ad/hoc storage device 

Ventriculostomy

Fig. 10.11  Fluid couple external strain gauge devices principles of functioning
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For low-income, low-resource environment, subdural or subarachnoid pediatric 
feeding tube connected to a pressure transducer (Fig. 10.11) is a good option. We 
tested it against fiber-optic device [25] in a 252 patient’s cohort and found no differ-
ences in dysfunction, infection, and CDF fistula.

Other options are fiber-optic devices or microsensor tip devices that could be 
used intraparenchymal or intraventricular, which are more expensive. A scheme of 
functioning is drawn in Figs. 10.12 and 10.13.

Notwithstanding of the selected ICP monitoring device, all of them provide the 
same information:

	1.	 Absolute ICP value
	2.	 ICP waves
	3.	 CPP calculation (MAP-ICP)

Absolute ICP values allow the identification of the threshold value to initiate 
intensive treatment. The Brain Trauma Foundation TBI guidelines recommend 
treating ICP above 22 mmHg.

Ligth source Optic fiber

Transducer

25 mm/seg pulse waves

To Printer
25 or 50 mm/seg

To Central Monitoring Station
or ad/hoc storage device 

8 h trend

Fig. 10.12  Fiber-optic devices, principles of functioning

Microsensor
(Microchip) 

Coper cable

Transducer

25 mm/seg pulse waves

To printer
25 mm/seg

To Central Monitoring Station
or ad/hoc storage device 

Monitoring parameters
according monitor complexity

(ICP, MAP, CPP) 

Fig. 10.13  Microsensor tip devices, principles of functioning
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ICP waves include cerebral pulse waveform and pathological Lundberg’s waves 
(Figs. 10.14 and 10.15). As shown in Fig. 10.14, P2 component of cerebral pulse 
waveform is related to cerebral compliance, so that the larger the wave size, the 
smaller the brain compliance.

P1 P2 P3

P1
P2 P3

Fig. 10.14  The brain pulse wave is recorded at fast speeds and is the one seen on the monitor 
screen. It has three components: P1 (systolic impact), P2 (CSF movement, equivalent to cerebral 
compliance), and P3 (diastolic relaxation). In the inferior outline, there is an example of low cere-
bral compliance associated to an increase in ICP

A waves 

B waves

C waves 

Fig. 10.15  Lundberg’s waves. A waves: >40–50 mmHg for 15–20 min. Low cerebral compliance 
or inadequate CPP. B waves: variable amplitude, 0.5–2 min, pathological respiratory patterns. C 
waves: rhythmic and fast 6–8 min−1, normal cardiorespiratory interaction
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Lundberg’s waves are named as A waves (or plateau waves), B waves, and C 
waves. In Fig. 10.15, there is a description of each of them. It is important to note 
Rosner’s explanation of the origin and explanation of A waves, because it is part of 
his CPP management protocol basis. He described four phases that he has labeled 
the drift phase, plateau phase, ischemic response phase, and resolution phase. The 
drift phase is a premonitory stage in plateau wave development. Its characteristic is 
the gradual decline in CPP to levels of about 70 mmHg, mainly due to a slow fall in 
MAP. When CPP reaches 70 mmHg, there occurs a very rapid increase in ICP to 
“plateau” levels. If the MAP is able to stabilize the CPP above ischemic levels, the 
plateau wave continues. This is explained by the vasodilatory cascade. If the MAP 
continues to fall, the CPP reaches ischemic levels, and blood pressure will be ele-
vated by a brainstem-mediated adrenergic discharge: a Cushing response 
(Fig. 10.16). This CPP restoration is a function of falling ICP even though MAP 
increase is responsible for this events’ initiation, the resolution phase.

CPP calculation as MAP-ICP should be done with both transducers at the same 
level, preferably at the trago. The inverse relationship between CPP and ICP is a very 
important tool to guarantee an adequate CBF, maintaining CPP above 70 mmHg.

�Treatment of Raised ICP

�General Management

One of the fundamental concepts is to maintain adequate cerebral circulation. Any 
maneuver that can reduce arterial circulation or impair venous drainage should be 
avoided.

Vc

CPP

CBV

ICP

MAP
Fig. 10.16  Cushing’s 
response explained by the 
vasoconstrictory cascade. 
See text for details
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Patients should remain euvolemic (except in some special situations) and avoid 
episodes, albeit minimal, of arterial hypotension.

A central venous line will be placed to measure central venous pressure (PVC) 
that will ideally be maintained at around 8–12 cmH2O. In patients who require it, a 
Swan-Ganz catheter will be placed to assess pulmonary capillary pressure, minute 
volume, and other important data in the management of selected critical patients. If 
it is possible, avoid placing catheters in the jugular veins to avoid subsequent throm-
bosis and inadequate venous drainage.

The use of positive-end expiratory pressure (PEEP), in general, does not raise the 
ICP, although care should be taken when using high values, evaluating the behavior 
of ICP in the face of PEEP changes.

Many studies have shown that keeping the head elevated at no more than 25–30° 
above the horizontal decreases the ICP by favoring venous drainage and facilitating 
the passage of CSF to the spinal compartment.

Adequate oxygen availability should be maintained, which means a hematocrit 
equal to or greater than 30%, arterial oxygen saturation greater than 90%, and a 
normal or slightly increased cardiac output.

Agitated patients may receive sedation and analgesia if a source of pain is sus-
pected. Morphine and fentanyl, in continuous intravenous infusion, are very good 
analgesic agents, and continuous infusion of midazolam or propofol can be used as 
sedation.

Neuromuscular blocking agents should be used with care, attempted only when 
ICP cannot be controlled with sedation and analgesia. The use of depolarizing 
agents will be avoided due to the possibility of an increase in ICP initially due to 
muscle contractions that temporarily reduce jugular venous return.

Metabolic disorders are extremely common in patients with acute brain injury. 
Fluid imbalances secondary to resuscitation, use of osmotherapy, diuretics, sodium 
metabolism disorders typical of these patients (diabetes insipidus, inadequate secre-
tion of antidiuretic hormone, cerebral salt-wasting syndrome), and hyperglycemia 
give rise to their control and the need for their correction.

�ICP Management

For didactical purposes, ICP management will be split in five different groups, 
based on the mechanisms of action of each of the therapeutic measures.

�Evacuation of Space-Occupying Lesions

The most prevalent bacterial infections seen in the intensive care unit can be sum-
marized as acute bacterial meningitis, subdural empyema, intracerebral abscess, 
and ventriculitis, which all commonly involve the brain parenchyma [26, 27]. The 
removal of a mass lesion almost always involves the surgical evacuation of it. There 
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is no major controversy about the beneficial effects on ICP and the prognosis of 
mass removal that is believed to cause intracranial hypertension.

�CSF Volume Reduction

CSF removal is usually performed when hydrocephalus is an important cause or 
contributing factor to the elevation of ICP, as seen in meningitis. CSF drainage can 
be a very effective method to reduce ICP.

Ventriculostomies can be placed in the intensive care unit, the operating room, or 
the emergency room. They allow the measurement of the ICP and the removal of 
CSF. It must be taken into account that to consider the ICP value reliable, the key 
that allows the CSF to exit must have been closed for at least 15 min.

When a ventriculostomy for CSF removal is placed, adequate circulation and 
resorption of the CSF must return to normal before it can be removed.

�Intravascular Blood Volume Reduction

The most commonly used method to reduce intravascular blood volume is hyper-
ventilation (HV). The usefulness of HV lays in the reactive vasoconstriction of 
intracranial arterioles in response to the decrease in carbon dioxide pressure (PCO2). 
Kontos studies in the 1970s showed that changes in the pial arteries with variations 
in PCO2 remained unchanged until brain death. Sometimes the reduction in ICP is 
accompanied by a significant decrease in jugular saturation of O2 (SjO2) and tissue 
pressure of O2 (Pti O2), which highlight the existence of ischemia or cerebral 
hypoflux.

The use of HV as a treatment in the neurological intensive care unit is controver-
sial, since the decrease in ICP and the ischemia caused by vasoconstriction must be 
balanced. Our recommendation is to place a system that allows inferring cerebral 
oximetry to control HV. These devices could be a jugular bulb catheter placement 
or Pti O2 catheter placement simultaneously with ventricular or intraventricular 
catheter settlement or near-infrared sensors.

Another physiological mechanism that affects CBV includes the notion of brain 
oxygen availability. When the hematocrit drops to around 30%, the reduction in 
blood viscosity has more effect on the cerebrovascular diameter than the reduction 
in oxygen content, and then the resulting effect is vasoconstriction and the reduction 
of CBV, with the consequent ICP reduction. When hematocrit drops below 30%, 
oxygen availability deteriorates significantly, causing vasodilation and increased 
CBF and ICP.

Mannitol and other osmotic agents also act producing vasoconstriction and 
reduction of VSC, data that will be expanded in the next topic.

Metabolic suppression caused by barbiturates, other anesthetics such as propo-
fol, and possibly hypothermia results in ICP reduction.

I. J. Previgliano



189

Barbiturate coma therapy has generally been considered a second-order thera-
peutic alternative. The objective to achieve with this therapy is the electroencepha-
lographic pattern of “burst suppression” (3–6 bursts/min). There is a good correlation 
between this pattern and maximum metabolic depression, and no more is gained by 
inducing electroencephalographic silence. Unfortunately, the adverse effects of 
high doses of barbiturates limit its usefulness. The most important are arterial hypo-
tension and infections (due to suppression of leukocyte activity).

The most used barbiturates are pentobarbital and thiopental. The thiopental 
begins its action in seconds, and its effects are quickly dissipated by redistribution 
in fat and muscles. It also has an active metabolite that is pentobarbital.

The loading dose of thiopental is 5 mg/kg intravenously to pass in 10 min, and 
the maintenance dose is 3–5 mg/kg/h.

Although the low doses produce myosis, higher doses produce mydriasis and 
suppress the pupillary reflex to light, as well as prolong the duration of the cilia-
spinal reflex, producing transient arreactive mydriasis that sometimes comes to be 
interpreted, erroneously, as a sign of herniation or brain death.

When the ICP control has been maintained for 24–48  h, therapy suspension 
should begin. Weaning of barbiturates should be slow, because serious raise in ICP 
may appear from rebound or seizures. The infusion will be reduced hourly to 
achieve a dose reduction of 50% per day.

Propofol, although structurally different, has clinical action and effects on brain 
electrical activity and intracranial dynamics similar to ultrashort-acting barbiturates 
such as thiopental. It produces a dose-dependent alteration of the sensory, from light 
sedation to general anesthesia, severe respiratory depression, and reduction of sys-
temic vascular resistance.

Some data suggest that the hypotensive action of propofol may compromise CPP 
to the point of producing ischemia despite its beneficial effect on ICP. In contrast, 
sedative doses result in minimal hemodynamic alterations, without changes in 
the CPP.

The sedative doses are 0.1–0.3 mg/kg in intravenous bolus as a loading dose and 
maintenance of 0.6–6.0 mg/kg/h in intravenous infusion.

Its adverse effects include arterial hypotension, infection, propofol infusion syn-
drome, and pain at the injection site.

Hypothermia as a brain protection mechanism has been described for more than 
four decades.

The basis of this statement was based on the observation that patients drowned in 
frozen waters had a better recovery than those drowned in warm waters and spec-
tacular “resuscitation” of patients with brain damage plus hypothermia.

Hypothermia is the treatment of choice for anoxic hypoxic encephalopathy, hav-
ing demonstrated superiority over normothermia in several randomized controlled 
studies [28]. The purpose is to quickly induce hypothermia and slowly reheat the 
patient.

The range of hypothermia in which the best brain protection is obtained with the 
least hemodynamic changes in reperfusion is between 32 and 34 °C.
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Complications of hypothermia include coagulation abnormalities, myocardial 
sensitivity to catecholamines, and increased ICP during reheating.

Following Rosner and Becker’s elegant theoretical model, we can analyze the 
complex vasoconstrictor cascade shown in Fig. 10.17.

The increase in MAP as a function of increased CPP, as mentioned above, is the 
expression of the Cushing reflex.

Regarding vasoactive drugs, the first choice are norepinephrine and phenyleph-
rine that have peripheral and cerebral vasoconstrictor activity. Dopamine should be 
avoided in doses greater than 15 ranges/kg/min, since the peripheral vasoconstrictor 
effect is associated with cerebral vasodilation.

However, despite emphasizing the importance of maintaining CPP at least 
70 mmHg, an ICP of less than 20 mmHg should be attempted.

In patients receiving treatment with induced arterial hypertension for control of 
raised ICP, the risk of suffering from acute respiratory distress syndrome or renal 
failure is higher, as well as some patients could develop persistent intracranial 
hypertension probably due to hydrostatic edema induced by arterial hypertension in 
patients with blood-brain barrier rupture.

The effect of head position has been discussed, but it is easily proven in practice 
if one places the MAP transducer at the same height as that of the ICP and raises or 
lowers the head, while if one keeps the MAP transducer at heart level, this is not 
visualized.

Indomethacin produces a reduction in CBF, with a consequent decrease in 
the ICP, although its use is limited and controversial, since its risk-benefit ratio 
is not yet fully clarified. The dose of indomethacin is 50 mg in 100 ml of physi-
ological solution to pass in 20 min as a loading dose and 500 mg in 500 ml of 
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Fig. 10.17  Rosner’s complex vasoconstriction cascade. See text for details
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physiological solution to pass between 10 and 30 mg/h; the upper limit cannot 
be exceeded.

�Reduction of Edema and Interstitial Fluid Volume

Edema and interstitial fluid volume reduction is the final strategy for intracranial 
volume and ICP lowering. This effect is the most commonly accepted mechanism 
for mannitol.

Mannitol also generates marked changes in blood rheology, decreasing viscosity 
(due to the fall of the hematocrit, and decrease in volume, and stiffness and cohesion 
of the red blood cell membranes, thus reducing the mechanical resistance to its pas-
sage through the microvasculature), producing alterations of vascular tone (vaso-
constriction in areas with preserved self-regulation), and allowing to decrease the 
VSC and increase the minute heart volume. This also acts as a scrubber for free radi-
cals of O2 and could exert a cytoprotective effect. It would also fulfill a role in the 
prevention of the “non-reflux” phenomenon and other aspects of reperfusion injury 
of global cerebral ischemia.

By reducing viscosity and therefore CBV, and increasing the CPP, ICP is reduced. 
If the CPP is low and autoregulation is present, ICP reduction in response to man-
nitol infusion is maximum. This type of response is fast and achieves ICP reduc-
tions in the first 30 min. The less rapid response of the ICP is believed to be due to 
osmotic dehydration of brain tissue.

Useful doses for this purpose range from 0.25 to 1.0 g/kg weight, usually given 
every 4 h in an intravenous infusion, according ICP thresholds.

The possibility of hypovolemia induced by osmotic diuresis and inappropri-
ate correction of losses, hypernatremia (due to increased clearance of free 
water), and urinary losses of potassium, phosphate, and magnesium should be 
highlighted. Acute hyponatremia can be caused by plasma dilution immediately 
after the bolus of mannitol. An osmolality gap of less than 55 mmol/kg of water 
should be maintained to avoid renal failure and/or a plasma osmolality of less 
than 320 mmol/kg.

Hypertonic saline solutions are other treatments that act through this mechanism.
Another useful treatment to reduce interstitial edema includes the use of corti-

costeroids which are only indicated for edema associated with tumors and 
abscesses.

�Increase of the Continent

In situations of intractable intracranial hypertension or in those where horizontal 
cerebral displacements announce the imminent herniation or vascular involvement 
of anterior and/or posterior cerebral arteries and where conventional ICH treatments 
have failed or are believed to increase displacement, an alternative remains. It 
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consists of transforming the closed box (the skull) into a relatively open one, allow-
ing the midline structures to return to normal, avoiding traditional herniations and 
transforming them into external herniations, not compromising arterial vascular 
structures and allowing significantly reducing ICP, improving cerebral perfusion, 
avoiding ischemia, and improving perfusion in the twilight area. We refer to decom-
pressive craniectomies with dura plastic.

There are only anecdotal case reports of decompressive craniectomy for refrac-
tory ICP treatment in meningitis [3, 29–31].

�Conclusion

ICP monitoring could be useful for bacterial meningitis patients with consciousness 
compromise.

Although experience is limited, several trials have demonstrated diminish in 
mortality and morbidity using ICP or CPP management as treatment options.

In Fig. 10.18, there is a summary of those different options that neurocritical and 
general intensivists should bear in mind.

ICP > 25
mmHg 

Ventricular
drainage

Mannitol
0.25 a 1 g/kg

IPC > 25
mmHg 

HV
PCO2  35 mmHg   

IPC> 25
mmHg

CPP > 70 mmHg Repeat CT scan
as needed

ICP > 25
mmHg 

SjO2
controlled HV Indometacin

ICP > 25
mmHg 

High dose
barbiturates 

Moderate
hypothermia

Decompresive
craniectomy

ICP > 25
mmHg 

Fig. 10.18  Algorithm for intracranial hypertension treatment. See text for details
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Chapter 11
Rabies

Gerald Marín-García, Javier Pérez-Fernández, and Gloria Rodríguez-Vega

�Epidemiology

Rabies remains a worldwide public health problem. Rabies cases have been reported 
in more than 150 countries with the highest incidence in Africa and Asia. The World 
Health Organization (WHO) estimates that rabies causes more than 58,000 deaths 
yearly [1]. In the USA, only one to three cases are reported annually [2]. This low 
incidence is attributed to canine vaccination programs as well as to the efficacy of 
modern prophylaxis. Rabies carries a significant financial burden in the world with 
an estimated 8.6 billion US dollars spent in 2015, a rise from over half a billion US 
dollars from 2005 [3].

Rabies is a neurological disorder that will lead to respiratory depression and 
coma. Given its low incidence in developed countries, clinicians must exercise a 
high clinical suspicion for its diagnosis and promptly start adequate treatment 
before neurological manifestations occur.
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�Etiology

Rabies is a bullet-shaped single-stranded ribonucleic acid (RNA) virus from the 
genus Lyssavirus. Like most of the Lyssavirus, it has a predilection for central ner-
vous tissue. The virus has two functional units: internal nucleocapsid core and lipo-
protein envelope. The virus is transmitted in the saliva, typically through a bite of an 
infected mammal. Canines are the most common worldwide animal vector, being 
involved in over 99% of all cases. Canine control and widespread mandatory vac-
cination campaigns have claimed elimination of dog-mediated rabies in Western 
Europe, Canada, the USA, Japan, and some Latin American countries [4]. In the 
USA, bats, racoons, foxes, and skunks are the main reservoirs of the virus. Bat 
rabies accounts for most human rabies cases in the Americas. Other less common 
mechanisms of infection have been reported such as organ donation or inhaled aero-
solized virus while handling contaminated materials in research laboratories or in 
bat caves [5, 6].

�Pathogenesis

Once a patient has been infected, the virus replicates in the muscle gaining 
access to the nervous system through the motor endplate and traveling via the 
peripheral nervous system to the spinal cord at a rate of 50–100 mm/day [7]. The 
retrograde migration accelerates from there, reaching the central nervous system 
(CNS). CNS spread occurs from cell to cell across the synaptic junction [7]. 
Once the CNS has been reached, systemic invasion can occur to highly inner-
vated organs via anterograde axoplasmic flow. The most common involved 
organs include the salivary glands, heart, lungs, and intraabdominal organs. The 
incubation period will range from days to months and does not depend on the 
location of the bite. The prolonged incubation period is thought to be caused by 
the low titer of inoculum and by the existence of endogenous RNA silencing 
mechanisms that slow down viral replication but renders an incomplete immune 
response [8]. Isolated cases have been reported after several years of exposure 
[9]. The pathophysiology of rabies-caused damage remains unclear. In vitro 
studies have found that interaction between viral phosphoprotein P and neuronal 
mitochondria leads to an overproduction of reactive oxygen radicals and even-
tual neurotoxicity [10].

�Clinical Manifestations

The clinical presentation of rabies can be heterogenous. In general, it has been 
reported in three different phases: prodromal, acute neurological, and coma.
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�Prodromal Phase

The prodromal phase occurs during the viral replication and the retrograde migra-
tion to the dorsal root ganglion. Neuropathic pain at the site of the bite with proxi-
mal radiation of the symptoms is described in half of the cases. During this phase, 
other nonspecific symptoms related to the acute inflammatory immune response 
may be present. These symptoms include general malaise, fever, chills, nausea, 
vomiting, pharyngitis, myalgias, and fatigue. This phase lasts from 2 to 10 days [11].

�Neurological Phase

The acute neurological phase might present into two different forms: the furious 
(hyperactive) rabies and the paralytic rabies. The former is the most common form. Its 
presentation overlaps with the prodromal phase, and it is associated with symptoms 
such as anxiety, insomnia, and depression. Once this phase is reached, the classical 
hydrophobia and aerophobia can be observed, along with delirium. During this phase, 
we encounter the presence of muscle spasms in response to tactile, auditory, visual, or 
olfactory stimuli that, if severe enough, can lead to opisthotonos. Autonomic manifes-
tations include tachycardia, salivation, lacrimation, and body temperature variability.

Approximately one third of the patients present with the paralytic form, making 
the diagnosis more difficult to entertain [8]. It usually starts at the site of inoculation 
and spreads symmetrically or asymmetrically in an ascending manner. As paralysis 
worsens, lower motor neuron findings such as fasciculations and decreased or loss 
deep tendon reflexes can be identified in the affected area. Fever and nuchal rigidity 
may also be encountered. This form will progress to respiratory failure.

�Coma

Coma occurs as the natural progression of the disease, and in most cases, once the 
neurological phase is started, it will be unavoidable despite aggressive treatment. 
After coma has developed, most patients die within weeks due to intractable sei-
zures caused by encephalitis, cardiac dysrhythmias, acute respiratory distress syn-
drome, or complications from prolonged mechanical ventilation.

�Diagnosis

Rabies diagnosis is a medical challenge as it relies solely on clinical acumen. A 
detailed history to unveil possible exposures and a thorough physical examination 
are essential. Rabies should be part of the differential diagnosis in all patients who 
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present with unexplained, acute, and progressive viral encephalitis. Even in areas 
where the disease is rare, clinicians need to remain suspicious as rabies may occur 
locally in wildlife or can be acquired during travel to enzootic areas. Imported cases 
of human and animal rabies continue to occur [5]. Due to its high mortality, any 
patient with compatible manifestations in whom a clinical suspicion is contem-
plated must receive treatment without delay.

�Laboratory Testing

When a patient presents to the emergency department (ED) with an animal bite, 
appropriate consultation with local authorities must be performed. If the involved 
animal has a low probability of being rabid, such as a domesticated cat or dog, then 
quarantine for development of symptoms for 10 days can be undertaken. If there is 
a higher probability for rabies and the animal is captured, then euthanization fol-
lowed by biopsies from cerebellum and brainstem is performed. A direct fluorescent 
antibody (DFA) tests is performed on a sample of the cerebral tissue from the ani-
mal. If the animal is not captured, then adequate post-exposure prophylaxis 
ensues [12].

Laboratories such as cell blood count and differential, complete metabolic panel 
or arterial blood gases are nonspecific for the diagnosis. Blood and cerebrospinal 
fluid cultures are only helpful to rule out other causes of encephalitis.

There is no gold standard laboratory test for the antemortem diagnosis of rabies. 
Rabies-specific antibodies for DFA test are of little value since they become positive 
late in the course of the disease. To date, the test with the highest antemortem diag-
nostic value in humans is a reverse-transcription, heminested polymerase chain 
reaction (RT-hnPCR). When this test is applied to three sequential samples of saliva, 
the sensitivity and specificity is 100%. If performed to skin biopsies from the back 
of the neck including hair follicles, sensitivity and specificity can be 98% and 100%, 
respectively [13]. These tests are limited by their widespread availability and the 
complexity of storing and handling the samples.

�Imaging

As it is the case with laboratory tests, neuroimaging only helps in excluding other 
causes of neurologic symptoms. Head CT has no role in the diagnosis of rabies. 
Magnetic resonance imaging (MRI), however, has shown T2-weighted enhance-
ment in nonspecific areas such as basal ganglia, brainstem, hippocampus, or hypo-
thalamus. Enhancement along the brachial plexus of the bitten arm has been 
documented [14]. However, these findings have only been described in advanced 
phases of the disease of reported fatalities.
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�Treatment

The most effective treatment method is prevention. Anticipation of exposure in an 
endemic area warrants pre-exposure prophylaxis (PrEP). Once a patient has pre-
sumably been exposed, rabies immunoglobulin (RIG) and/or post-exposure prophy-
laxis (PEP) is recommended. Timely administration of such therapy is nearly 100% 
effective in preventing the disease. Once the disease has manifested, there are no 
other options except comprehensive supportive treatment in the ICU.

�Pre-exposure Prophylaxis

Pre-exposure prophylaxis is indicated for people that have a high risk of exposure to 
rabies such as veterinarians, scientists that work directly with the virus, or people 
who are going to be in an endemic area without reliable access to health facilities if 
exposed. PrEP uses human diploid cells or embryonated egg vaccine, manufactured 
with attenuated virus [15].

Pre-exposure vaccination consists of a series of three intramuscular injections 
given on days 0, 7, and 21 or 28. Depending on the type of exposure risk, frequent 
antibody testing should be performed and booster administered as needed [16].

�Post-exposure Prophylaxis

The post-exposure prophylaxis regimen will depend on the patient’s prior vaccina-
tion status. If a patient has not been vaccinated, human rabies immunoglobulin 
(HRIG) must be administered as close to the inoculation site and as far away from 
the site of the vaccine administration as possible. The treatment must then be fol-
lowed by rabies vaccines at days 0, 3, 7, and 14. Immunocompromised individuals 
must receive a fifth dose at day 28. HRIG should never be administered in the same 
syringe or in the same anatomical site as the first vaccine dose. However, subse-
quent doses of vaccine can be administered in the same anatomic location where the 
HRIG dose was administered. The recommended dose of HRIG is 20 IU/kg body 
weight for both adults and children [17]. If PrEP has been previously administered, 
immunoglobin is withheld, and booster vaccines are given at days 0 and 3 [16].

�Symptomatic Rabies

Once a patient develops symptomatic rabies, supportive treatment needs to be car-
ried out in the ICU. Invasive mechanical ventilation will be inevitable due to pro-
gression of muscle weakness leading to respiratory failure or cerebral edema. 
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Patients are at high risk for cardiac dysrhythmias and hypotension secondary to 
marked autonomic dysfunction. Disease-specific guidelines are non-existent. It has 
been reported in animal models that the rabies vaccine and RIG are associated with 
an accelerated progression of disease and mortality if administered once symptoms 
have started [18]. Death is almost unavoidable, and only a few cases of survival have 
been documented in the literature, most of them with adequate post-exposure pro-
phylaxis prior the development of symptoms [19].

The controversial case of a 15-year-old girl that in 2004 survived rabies with 
good neurological outcome initiated the steps of an experimental approach now 
called the Milwaukee protocol. The protocol consists of the induction of coma to 
burst suppression pattern on EEG to protect from autonomic instability. The pro-
tocol also recommends the use of N-methyl-D-aspartate (NMDA) antagonists 
such as ketamine and amantadine for neuroprotection from glutamine-induced 
toxicity. Amantadine was also used as a viral replication antagonist. The protocol 
emphasizes the prevention of cerebral vasospasm with medications such as 
nimodipine, vitamin C, and saproprotein and performing daily transcranial 
Dopplers for the first 2 weeks [20]. This protocol was applied in two other patients 
that survived rabies, but both patients had also received PEP. More than 30 cases 
have failed to survive despite the application of the Milwaukee protocol. For this 
reason and the absence of adequate clinical trials, most experts do not advocate 
for its application. Currently neither the CDC nor the WHO have specific recom-
mendations on the treatment of symptomatic rabies other than supportive treat-
ment [4, 16].

A palliative approach is acceptable if a patient is deemed to have a fatal outcome 
or has been documented that would not accept supportive measures such as mechan-
ical ventilation. Once comfort measures are going to be pursued, the patient must be 
taken to a low-stimulation room. Agitation can be managed with antipsychotic 
drugs such as haloperidol or benzodiazepines. Dyspnea can be treated with opioids 
such as morphine. If hypersalivation is a feature, glycopyrrolate or scopolamine can 
be used [4].

�Summary

Although a rare disease with approximately three cases per year in the USA, rabies 
continues to be a major health problem worldwide. The best treatment is prevention, 
either by animal vaccination and possible eradication of disease or the administra-
tion of early prophylaxis upon recognizing patients at risk. Once symptoms have 
started, mortality is almost certain, and no guidelines exist regarding specific man-
agement other than supportive care. Given its lethality and low incidence in some 
areas, clinicians must exercise a high index of suspicion and a very low threshold 
for initiating treatment in high-risk cases.
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Chapter 12
Tetanus

Javier Pérez-Fernández, Gerald Marín-García, and Gloria Rodríguez-Vega

“Tetanus” was derived from a Greek word τέτανος (tetanos) with a meaning of 
“stretching or rigidity.” It was already mentioned in the times of Hippocrates. 
Tetanus remains a worldwide burden of health. The World Health Organization 
(WHO) estimates that 16 countries have failed to eliminate maternal and neonatal 
tetanus with an excess of 30,000 reported annual cases [1]. Effective vaccination 
programs have led to the reduction of the disease [2]. The WHO has placed special 
emphasis on the reduction of neonatal and maternal tetanus.

Tetanus is seldom seen in the intensive care unit in most developed countries. In 
the USA, it has been a constant decline since the mid-1940s when national reporting 
began. Attributed factors to this decline have been the widespread use of the tetanus 
toxoid vaccines as well as improvements in the care of wounds and post-exposure 
use of tetanus immunoglobulin (TIG) [3]. The diagnosis of tetanus requires a high 
clinical suspicion index, and given the rarity of its occurrence, it might result in 
significant delays in both recognition and adequate management. Sporadic cases of 
tetanus occur in adults who did not get their vaccinations or those who do not stay 
up on their 10-year booster [4].

Tetanus is a disease characterized by muscle spasms leading to respiratory fail-
ure, cardiovascular dysfunction, and inherent problems of a prolonged ICU admis-
sion such as infections, anemia, thrombotic events, etc. The disease is fatal unless 
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prolonged and aggressive support is given to patients. The significant amount of 
resources necessary to support these patients becomes a challenge in some countries 
with healthcare limitations.

�Etiology

Tetanus is caused by the spore-forming gram + anaerobic bacillus Clostridium tet-
ani. Clostridium tetani spores are found on the soil and the gastrointestinal tract of 
many animals and humans. Spores can enter the organism by wounds. The incuba-
tion period is usually 7–10 days. Spores are resistant to boiling and antiseptics but 
can be eliminated by autoclave 121 °C for 15 min or 100 °C for 4 h [5]. Mechanisms 
of entry include puncture wounds, lacerations, or abrasions more commonly. With 
less frequency, it has been reported associated to tattoing, burns, frostbite, dental 
infections and in neonatal cases, umbilical cord manipulation with contaminated 
equipment. In both the USA and Europe, cases have been reported in intravenous 
drug users through the use of contaminated needles [6].

C. tetani secretes two exotoxins: tetanospasmin and tetanolysin. This last one 
produces tissue necrosis helping to recreate an anaerobic environment required by 
the bacilli to grow. Tetanospasmin, also known as tetanus toxin, is a neurotoxin that 
inhibits neurotransmitter release at the presynaptic membrane [7]. The effect of the 
neurotoxin can last several weeks involving the nervous system at different levels, 
central motor control, autonomic function, and neuromuscular junction.

�Pathogenesis

After the entry of C. tetani spores into the organism, typically by a small wound, 
toxins are liberated. The neurotoxin adheres to proteins involved in neuro-exocytosis 
making them incapable of releasing transmitter. The toxin binds gangliosides on 
local nerve terminals. Via retrograde axonal transport, the toxin enters the neuron at 
the central nervous system. The involvement of the spinal neuron leads to some of 
the classical manifestations of tetanus. The most sensitive neurons are GABA and 
glycinergic cells. During the induction of palsy, both lines of cells are inhibited, and 
the motor system responds with intense, simultaneous, and sustained contractures 
(agonist and antagonist muscles) to afferent stimuli. These contractures are known 
as tetanic spasms.

Once toxin is fixed to the neurons, it cannot be neutralized. The process will 
reverse after new synapses are formed, a process that may take over 4–6 weeks 
to occur.

The involvement of the autonomic nervous system usually occurs at the second 
week producing an autonomic dysfunction syndrome with a myriad of signs 
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including labile blood pressure, tachyarrhythmias, peripheral vasoconstriction, 
diaphoresis, and eventually bradycardia and hypotension.

The severity of tetanus depends on the involvement of certain muscle groups. 
Cases have been reported with only localized involvement versus others affecting 
the entire skeletal musculature [8].

�Clinical Manifestations

With an incubation period oscillating between 3 and 21 days, it has been described 
that manifestations could present earlier in cases in which wounds are closer to the 
central nervous system. There is an association between severity and the incubation 
period, with more severe disease and increased lethality associated with shorter 
incubation terms.

Although the majority of cases follow some type of wound, no evidence of portal 
has been reported in up 25% of the cases [8]. Different entry wounds have been 
described accounting for minor skin-breaking traumas, ulcers, uterine lacerations 
after abortions, intravenous drug usage, postoperative wounds, or infected umbilical 
stumps [9].

For the purpose of clinical descriptions, there are four forms of clinical syn-
drome: generalized, focal, cephalic, and neonatal.

�Generalized Tetanus

Characterized by diffuse muscle rigidity affecting any voluntary muscles. It repre-
sents 80% of the cases seen. The most common initial sign is spasm of the muscles 
of the jaw or “lockjaw.” This is mostly induced by masseter trismus and results in 
difficulty opening the mouth. Neck rigidity, stiffness, and dysphagia can also be 
present. At a latter phase, muscle rigidity in the facial and vertebral muscles will 
produced risus sardonicus (sardonic smile) and opisthotonos and depending on the 
severity and treatment can lead into vertebral fractures [10].

As other group of muscles get involved, differential diagnosis might include 
peritonitis (abdominal muscles) or meningitis (nuchal rigidity). Special attention is 
required for laryngeal spasm that by itself can lead to asphyxia. Airway compromise 
can occur at any time during the course of the disease.

In about two thirds of the patients, reflex spams can occur, sometimes triggered 
by minimal stimulus. Such spasms are tonic-clonic and painful. In some instances 
and given the high frequency of the spasms, clinicians might suspect the presence 
of status epilepticus. Bone fractures, dislocations, and even renal failure motivated 
by rhabdomyolysis are all consequences of the uncontrolled and random muscle 
activity [11].
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Spasms continue on the course of disease for weeks, producing paradoxical 
paralysis due to presynaptic inhibition of acetylcholine release at the neuromuscular 
junction. Apnea periods, urinary retention, and miscarriages (uterine musculature 
involvement) have been some of the effects described.

Generalized tetanus is in general associated with autonomic nervous dysfunc-
tion. Tachycardia, labile hypertension and hypotension, vasoconstriction, and dia-
phoresis are commonly present. Hyperthermia deserves special attention, which by 
itself represents autonomic dysfunction but is also possibly secondary to general-
ized muscle contractions and that might obscure the presence of secondary infec-
tions. In occasions, parasympathetic stimulation is associated with bronchial 
hypersecretion, bradycardia, and sinus arrest [12].

�Localized Tetanus

Less common presentation. Rigidity of a group of muscles in the proximity of site 
of injury. The presence of circulating antitoxin without enough amount to eradicate 
the toxin is believed to be the cause for this “partial” development. Sometimes the 
clinicians might misdiagnose these with muscle spasms. Rare descriptions of gen-
eralizations from localized tetanus have been reported although in general associ-
ated with better prognosis [13].

�Cephalic Tetanus

Rare manifestation and complications of traumatic scalp lesions, other head and 
neck trauma, dental extractions, or otitis media. It tends to have a shorter incubation 
period, between 1 and 14 days [14]. It manifests as trismus and cranial nerve paraly-
sis. Any cranial nerve can be affected although the most commonly described is the 
facial nerve (VII) which is associated with lockjaw, facial palsy, or ptosis [14]. 
Trismus might develop later. Progression to generalized tetanus is associated with 
onerous prognosis [15].

�Neonatal Tetanus

A form of generalized tetanus that occurs in newborns, especially in mothers that 
have not been vaccinated. It is important to mention that tetanus toxin does not cross 
the placenta and thus infections acquired by infants that did not carry over the 
immunity from the mother are usually associated with the manipulation of the 
umbilical stump with non-sterile instruments. The WHO has engaged in a massive 
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worldwide campaign that has been able to reduce the death toll associated with 
neonatal tetanus in more than 90% [16].

�Diagnosis and Laboratory Tests

The diagnosis of tetanus remains a clinical one, with little help from laboratory 
tests. In developed countries, it continues being a challenge that can delay signifi-
cantly the management. The isolation of the bacilli from the wound area only occurs 
in less than one third of the cases.

The “spatula test” involves touching the posterior pharyngeal wall with a soft-
tipped instrument. A positive test involves the involuntary contraction of the jaw 
(“biting down the spatula”) with absence of a gag reflex. Available reports suggest 
that the specificity of this test could be as high as 100% with a sensitivity of 
94% [17].

It is essential to always consider differential diagnosis such as malignant hyper-
thermia, atropine or strychnine poisoning, or hypercalcemia.

Blood cultures are of no value except for diagnosis of secondary infections. 
Laboratories in general offer little help on the diagnosis. Non-specific findings as 
leukocytosis or elevation of the creatinine as a result of the muscle degradation 
could be present. Elevation of the transaminases, increased catecholamine levels, 
and decreased serum cholinesterase as well as an increase of the creatinine phos-
phokinase (CPK) once spasms develop are commonly seen but do not direct the 
clinician to any conclusion. A report suggests that the elevation of cerebrospinal 
fluid (CSF) protein might be associated with disease severity [18].

�Treatment

Treatment of tetanus is utmost related to intensive care units where patients are 
admitted for a prolonged period of time. Supportive management is essential in the 
survival of those patients [19].

Treatment goals must be aimed to the reduction of complications but source 
control and eradication of the etiologic agent are necessary steps.

The sequence of treatment steps should be summarized as limiting the produc-
tion of the toxin (by eliminating the source, B. tetani) with antibiotics, limiting the 
reach of the tetanospasmin by management of the wound and administration of 
antitoxin, minimizing muscle contractures and spasms, and stabilizing the circula-
tory and autonomic systems. All these steps require admission to intensive care 
units and management by trained and skilled personnel. Even patients with mild 
forms, and considering the possibility of generalization of the disease, must be 
observed at the critical care unit for at least 1 or 2 weeks prior to transferring then 
to a lower acuity unit [20].
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Several grading methods for severity have been postulated in order to determine 
some prognosis and/or allocation of resources. Some of those methods are based on 
clinical data and are modified by the course of the disease over time, describing 
whether patients are improving or not [21]. Some of these classifications are based 
on grades or clinical forms (mild to very severe) [22]. All these classifications add 
little to the management of patients as mild patients portend less risk of dying but 
still require significant monitoring and treatment. There is a linear correlation 
between the time of injury, the first appearance of the symptoms, and the severity of 
the course of the disease.

Aggressive supportive care should be exercised. Over 90% of the patients will 
typically require prolonged mechanical ventilation, and about two thirds will also 
need muscle paralysis to overcome significant spasms. Even in more severe cases, 
support therapies elevate survival rates to well over 80% at 1 year [23]. Advanced 
age has been associated with increased mortality [24].

�Wound Care

Aggressive surgical treatment of the wound area is recommended, and it needs to 
occur as soon as the wound is discovered. It is believed that the removal of the 
spores is associated with improved survival. If foreign bodies are present, those 
need to be removed and wounds debrided and left open [10]. As C. tetani is anaero-
bic and spores are very resistant, the wound excision should always expose healthy 
tissue. In occasions, it might be required to amputate limbs if gangrene is present. 
In cases of neonatal or maternal tetanus, the indication for hysterectomy will 
depend on the presence of an infected wound. Regular wound care should be the 
rule for any skin breakage or surgical debris. There is not enough data to support 
the administration of local antibiotics or direct immunoglobulin instillation in the 
wound area.

�Toxin Neutralization

Administration of human antitetanus immunoglobulin (HTIg) or equine antitetanus 
serum is standard therapy for tetanus. Once tetanospasmin has adhered to the ner-
vous system, it cannot be neutralized. The aim for therapy should then be the neu-
tralization of circulating tetanus toxin. Hence, antitoxin should be administered as 
soon as possible [25].

Administration of HTIg is intramuscular, in a dose range of 500–3000 units. If 
human immunoglobulin is not available, equine antitoxin (antitetanus serum) can be 
administered at doses of 1500–3000  units intramuscularly. Since no studies are 
available comparing head to head the efficacy of both therapies, the choice of one 
versus another depends more on hypersensitivity reactions associated with 
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ATS. Studies have failed to stablish the actual doses, and the doses listed are based 
on consensus [26].

Controversy persists on the route of administration. Intrathecal administration 
has been reported with variable outcomes [27, 28]. Cochrane reviews have found 
not enough evidence to support the recommendation [29], but a most recent 
meta-analysis favors its use [30]. If option is given to the intrathecal route, clini-
cians must be aware of the rare but reported adverse event of reversible paraplegia.

All patients should receive active immunization with three doses of tetanus tox-
oid, spaced at least 2 weeks apart, upon recovery of the acute infection with boosters 
given every 10 years throughout the life.

�Antibiotics

Source control as part of the inhibition of further toxin production is a goal of the 
treatment. Metronidazole 500 mg intravenously every 6 h for 10 days is the treat-
ment of choice [31]. Choices available include penicillin G, tetracycline, erythro-
mycin, clindamycin, and chloramphenicol [32]. The GABA antagonist effect of 
penicillin has limited its use [33]. In addition, anaerobic environment associated 
with wounds nesting C. tetani is a nurturing media for polymicrobial flora with 
abundant beta-lactamase production.

�Muscular Relaxants

Benzodiazepines are widely used as muscle relaxant agents. Their GABA agonist 
effect has been advantageous in the treatment of muscle spasms [12]. While diaze-
pam has been favored historically, there is not enough data to suggest that other 
benzodiazepines such are midazolam or lorazepam are not equally effective [34].

Intravenous magnesium sulfate, a widely accepted therapy for eclampsia, is a 
physiological antagonist of calcium at the cellular level, and its effects are related to 
the prevention of catecholamine release and presynaptic neuromuscular blockade 
[35]. Several case reports demonstrated successful control of the tetanic spasms 
[36]. From the available evidence, magnesium sulfate does have a therapeutic ben-
efit in controlling muscle spasms and reducing autonomic instability. The magne-
sium serum concentration recommended is that of 2–4 mmol/l [36]. No demonstrated 
benefit in mortality or ventilator dates has been established [37].

Baclofen, a GABA-B receptor agonist, has a poor blood-brain barrier penetra-
tion. Intrathecal administration is shown to limit spasms. Given the fact that the 
intrathecal route requires significant resources, such as tunneled intrathecal catheter 
and reservoir, might not be readily available in all circumstances [38]. With much 
less evidence than that for magnesium sulfate, baclofen infused 500–2000 μg seems 
to be effective to ameliorate muscle spasms although it is not favored by most [39].
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Neuromuscular blockade can be necessary if sedatives fail to control spasms. 
Nondepolarizing agents are favored. Rapidly metabolized agents such cisatracu-
rium is preferred [13]. Patients must be fully sedated, and medications should be 
stopped daily to assess the need for continuation.

Propofol and dexmedetomidine have been reported to prevent muscular spasms 
[40]. Dantrolene can be effective in reducing hyperthermia induced by spasms and 
has been described in the treatment of tetanus [41].

�Vaccination

Numerous formulations of vaccines are available. Vaccination consists on a three-
dose administration within a period of 1 year. Acute tetanus infection does not cre-
ate immunity. Patients affected must receive the vaccine with a 2-week interval 
from the recovery. Boosters are administered every 10 years.

It is also recommended the use of a booster and immunoglobulin in wound man-
agement of those wounds to be suspected as contaminated.

�Summary

Albeit a rare disease with less than 100 cases per year in the USA and Europe, teta-
nus continues being a major health problem worldwide. Mortality has declined with 
extraordinary support measures available in most developed countries. However, 
given its rarity, high clinical suspicion must be exercise for its diagnosis. Early rec-
ognition and treatment are associated with better outcomes. Prolonged ICU stay is 
expected for those patients affected, and a great variety of supportive measures will 
be employed to guarantee the best outcomes.
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Chapter 13
Malaria

Jorge Hidalgo, Pedro Arriaga, and Bruno Alvarez Concejo

�Introduction

Plasmodium spp. are a protozoan parasite that causes malaria. It has been a compan-
ion to the human species since our inception, before we started our long journey out 
of Africa 60.000 years ago, and has shaped our population, genetics, and behaviors 
like no other organism [1, 2]. Malaria presentation ranges from a mild febrile illness 
to a life-threatening disease with multisystem organ failure. Severe malaria belongs 
in the intensive care unit due to the multitude of potential complications, remaining 
a major cause of mortality worldwide. In the context of a globalized community and 
changing climate, borders’ relevance is ever decreasing. Critical care providers 
familiar with this disease will be equipped to deliver timely and appropriate care in 
the face of this changing epidemiology.

�Epidemiology

Malaria is intrinsically linked to the Anopheles mosquito, and only a minority of its 
species are appropriate vectors [3]. Disease incidence is influenced by interactions 
between environmental factors affecting vector survival and certain characteristics 
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of the vector itself, like resilience, population density, efficiency, and biting habits 
[3, 4]. As such, in conditions of natural disasters, war, and poverty, most of the 
potential anopheline vector species will triumph, but only a few of them could be 
responsible for ongoing endemic infections in certain regions, e.g., Anopheles gam-
biae complex in Africa.

Humans have attempted, and partially succeeded, at altering that balance. 
Although once prevalent throughout much of the inhabited world, after World War 
II, malaria was eradicated from the United States, Canada, Europe, and Russia. 
Nonetheless, it persisted in the tropics. During the ensuing decades, improvement 
in malaria control was few, and morbidity worsened in many areas due to resis-
tance of mosquitoes to insecticides and resistance of the parasite itself to antima-
larials [3, 4].

Only recently, a new large effort to control and eventually eradicate malaria 
has been initiated including renewed ways of delivering insecticides (e.g., impreg-
nating nets or indoor residual spraying), prompt treatment, and prophylactic 
treatment of high-risk groups [5]. This has led to documented decrease in levels 
of morbidity and mortality in parts of Africa, Asia, and Oceania with relatively 
low levels of transmission intensity [6]. Despite these efforts, epidemiologic 
changes in the coming years are hard to predict given the unproven impact of the 
above measures on highly endemic regions and the potential implications of cli-
mate change [7].

�Malaria in Endemic Countries

In 2017, 219 million cases and 435.000 deaths attributed to malaria were identified, 
remaining endemic in 91 countries [8]. This disease remains a disproportionate bur-
den in tropical and subtropical regions of Africa, Asia, and Central and South 
America (Fig. 13.1). Children and pregnant women constitute the main high-risk 
groups. The first one accumulates most of the deaths, and the second one is suscep-
tible to significant morbidity in their offspring when infected by P. falciparum, 
including many deaths secondary to low birth weight.

Malaria mortality is influenced by the complex interaction between immunity 
and specific Plasmodium spp. virulence. Wherever there is year-round transmis-
sion, P. falciparum is usually primarily involved, and, although adults are usually 
immune, children remain vulnerable and accumulate most of the mortality. This is 
the case in sub-Saharan Africa, where the World Health Organization reports 90% 
of malaria deaths occur [8]. In other regions of Asia and Central and South 
America, transmission is intense but concentrated over a few months out of the 
year. As such, people remain susceptible into their adulthood, but since both P. fal-
ciparum and P. vivax have similar incidence, mortality is lessened. These later 
regions are the most influenced by changing economic, social, or environmental 
landscapes [4].
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In highly endemic countries, the effects of malaria are far-reaching. Beyond mor-
tality, it exerts a major toll on child development and significant school and work 
absenteeism. In this way, millions of dollars are lost among the poorest citizens of 
the poorest countries of the world [8, 9]. Interestingly, a direct correlation has been 
made between malaria elimination and income growth, with recognized factors 
including increase in productivity, foreign investment, and economic networks 
within the country [9].

�Malaria in Travelers

In recent decades, there has been a progressive increase in international travels, both 
for business and tourism. Consequently, there has been a progressive increase in 
tropical disease diagnosed in returning travelers [10, 11]. Among them, malaria is 
the most common documented cause of febrile illness in travelers returning from 
the tropics to developed countries, representing 5–29% of patients presenting to a 
specialist and 26–75% of the patients admitted to the hospital [10, 12–15].

In the United States, almost all the cases occur in patients that have recently trav-
eled to regions with ongoing transmission. Nonetheless, malaria is also rarely trans-
mitted when imported parasites are transmitted by local anopheline mosquitoes, by 
blood products or through congenital spread of infection [16]. As of 2015, the CDC 
reports an upgoing trend in cases of malaria reported in the United States, with the 
reduction seen between 2014 and 2015 attributable to changing traveling patterns in 
the face of the Ebola outbreak in West Africa (Fig. 13.2) [16].

Malaria transmission
occurs throughout

Malaria transmission
occurs in some parts

Malaria transmission
is not known to occur

Fig. 13.1  Malaria distribution worldwide. (Source CDC)
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�Plasmodium: A Closer Look

The genus Plasmodium encompasses over 200 species, of which only 5 are consid-
ered infectious to human beings. P. falciparum produces the highest levels of blood 
parasitemia and sequesters in key tissues, and it is the main cause of severe malaria. 
P. vivax usually produces milder disease, but it is increasingly recognized as a cause 
of severe malaria as well, especially in Asia and South America [3]. Two sympatric 
subspecies of P. ovale exist, P.o. curtisi and P.o. wallikeri, and tend to produce 
milder disease, as does P. malariae [17]. All these species are transmitted by the 
female Anopheles mosquito. P. knowlesi is believed to be mainly a zoonotic infec-
tion transmitted from macaques, and its importance is increasingly recognized, 
especially in Malaysia [18, 19]. Co-infections with different species can be seen in 
up to 10–30% of cases [20].

�Parasite Life Cycle

Female mosquitoes carry sporozoites in their salivary glands, which may determine 
specific feeding habits including increased attraction for humans and more frequent 
and smaller feeds [21, 22]. These motile sporozoites are inoculated, circulate to the 
liver, and actively infect hepatocytes, causing asymptomatic liver infection 
(Fig. 13.3). Once they invade hepatocytes, they will mature over 7–10 days to pro-
duce schizonts. These schizonts rupture, releasing thousands of merozoites into the 
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bloodstream that quickly invade erythrocytes, beginning the asexual erythrocyte 
stage (Fig. 13.3). Merozoites develop into trophozoites that will become schizonts 
over a period of 48 h in the cases of P. falciparum, P. vivax, and P. ovale, 72 h in the 
cases of P. malariae, and 24 h in the case of P. knowlesi. Schizonts will then rupture, 
causing hemolysis and releasing many merozoites with every cycle causing clinical 
illness. Some erythrocytic parasites will develop into sexual gametocytes. When 
taken up by the mosquito, a female and a male gametocyte have the capability of 
fusing to produce a zygote. After multiple steps, sporozoites are generated in the 
anopheline salivary glands, completing the cycle. P. vivax and P. ovale generate 
hypnozoites in the liver that can lead to recurrent disease months or years after the 
initial infection (Fig. 13.3).

�Pathogenicity

A key pathogenic characteristic of P. falciparum is its ability to mediate adherence 
of infected erythrocytes to endothelial cells. Erythrocytes that are infected with 
more mature stages of this parasite remain within small tissue vessels, including the 
brain. This process is termed cytoadherence, and it is thought to be caused by the 
expression of Plasmodium falciparum erythrocyte membrane protein 1 (Pfemp1) in 
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the erythrocyte membrane. Parasites avoid passing through the spleen where abnor-
mal erythrocytes would be cleared while also being more likely to cause local tissue 
damage. This protein is member of the var family and continuously changes among 
more than 60 subtypes, impairing antigen recognition and host response [23, 24]. 
Moreover, subtypes of Pfemp1 may confer tissue specificity, as is the case with the 
affinity to endothelial protein C receptor and cerebral malaria [25]. The severity of 
disease is associated with both the increased parasitemia and a higher biomass of 
sequestered parasites [26].

Reinforcing a previously made point, P. falciparum’s life cycle requires a year-
around transmission to survive, only possible in regions of the world with a high 
endemic rate. Given their capability to develop into hypnozoites, P. vivax and 
P. ovale can inhabit subtropical areas with marked seasonal patterns, remaining 
dormant until optimal conditions are met.

�Immunity

Human immunity against malaria is still incompletely understood. Nonspecific host 
defense mechanisms control the infection initially [27]. After that, both humoral 
and cellular immunities are thought to contribute to protection.

In endemic countries where P. falciparum is prevalent, disease occurs primarily in 
children. The first few months of life are normally spared, likely due to protection 
conferred by maternal antibodies. Young children are infected frequently, experienc-
ing repeated febrile malaria illness and being at high risk of severe disease. With 
repeated exposure, children develop partial immunity. Gradually, they gain protection 
against severe malaria and then increasingly to symptomatic illness and eventually 
strong protection against infection. Nonetheless, antimalarial immunity is incom-
plete, and malaria can occur in individuals of any age, and asymptomatic parasitemia 
is common in adults and older children living in areas with high transmission rates.

It is important to underline this only occurs in regions where there is constant 
exposure, year-round, but it is absent in areas where exposure is more seasonal or 
episodic. A corollary is adults that return to a highly endemic area after extended 
stay in a non-endemic area are at increased risk.

�Genetics

No other disease has shaped human genetics as much as malaria [28]. Erythrocytes 
are the main host cell for Plasmodium species in our bodies, and certain changes 
may render them more or less susceptible to infection. Specific changes in hemoglo-
bin generate environments that are more hostile to the parasite, e.g., decrease para-
site growth at low oxygen tension or reduce cytoadherence [29].
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Over the millennia, these changes have accumulated in certain regions, corre-
sponding to the distribution of malaria prior to modern interventions [28]. 
Simultaneously, these changes have shaped the epidemiology of Plasmodium, prob-
ably the best example being P. vivax. As mentioned above, it is dependent on the 
presence of Duffy antigen in the erythrocyte membranes. As the population in 
Africa accumulated mutations rendering their erythrocytes Duffy-negative, P. vivax 
has all but disappeared from Africa, and it is now located in Asia and Central and 
South America [30, 31].

�Clinical Presentation

�Uncomplicated Malaria

Most cases of malaria, including when caused by P. falciparum malaria, present as 
a mild febrile illness. The incubation period is typically 12–14 days with P. falci-
parum and a little longer for the non-falciparum species. The incubation period may 
be longer in patients that have received certain antibiotics (tetracyclines, 
trimethoprim-sulfamethoxazole, quinolones, or macrolides) or inhabitants of 
endemic areas. Non-falciparum malaria is more likely to present with highly syn-
chronous infections, leading if untreated to regular cycles of fever every 48 (P. vivax 
and P. ovale) or 72 (P. malariae) hours, often with minimal symptoms between 
episodes. Nonspecific symptoms are common like headache, malaise, myalgias, 
arthralgias, rigors, confusion, nausea, vomiting, diarrhea, abdominal pain, etc. 
Physical exam findings maybe include signs of anemia, jaundice, splenomegaly, 
and mild hepatomegaly, but may well be absent. Rash and lymphadenopathy are not 
typical in malaria and should trigger suspicion for alternative possibilities. 
Laboratory studies commonly show anemia, thrombocytopenia, and liver and renal 
function abnormalities.

�Severe Falciparum Malaria

Severe malaria has a specific definition by the World Health Organization, applica-
ble to both endemic and non-endemic cases (Table 13.1) [32]. It is mostly caused by 
P. falciparum, although P. vivax is increasingly recognized as a cause in certain 
regions.

Severe malaria is normally a rapidly progressing disease. One series of imported 
malaria reported a median of 9.5 days (IQR 3-14) between return from a malaria-
endemic area and hospital admission [33]. Progression to severe disease is highly 
variable, but the best available evidence reported a mean duration of symptoms of 
5.5 days before ICU admission [34].
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�Diagnosis

�Fever in a Returning Traveler: A Framework

Tropical disease accounts for up to 20–30% of critical care admissions in certain 
countries of Asia, Africa, and South America [35]. Critical care physicians in these 
areas of the world are familiar with the different presentations of different infectious 
agents, and their index of suspicion is high at baseline. People are traveling more 
than ever before and are being exposed to these pathogens, often presenting upon 
returning from traveling [11]. Modifying the base rate of disease based on certain 
epidemiological factors is one the hardest things we are required to do as diagnosti-
cians [36]. Having a framework may reduce the change of experiencing biases. A 
thorough review is out of the scope of this chapter, but the astute clinician will be 
aware of the importance of understanding malaria’s place within a diagnostic 
schema. We refer the interested reader to specific reviews on the topic, great exam-
ples being the recent articles by Fink et al. or Thwaites et al. or the critical care-
focused by Karnad et al. [35, 37, 38].

In brief, the differential diagnosis of severe malaria is broad and varies depend-
ing on specific travel history. Consider both local and foreign causes of infectious 
disease, as well as non-infectious causes of fever. Prioritize highly contagious 
diseases, like hemorrhagic fevers, measles, Middle Eastern respiratory syndrome-

Table 13.1  Criteria for severe malaria

Impaired consciousness: A Glasgow coma score <11 in adults or a Blantyre coma score <3 in 
children
Prostration: Generalized weakness so that the person is unable to sit, stand, or walk without 
assistance
Multiple convulsions: More than two episodes within 24 h
Acidosis: A base deficit of >8 mEq/L or, if not available, a plasma bicarbonate level of 
<15 mmol/L or venous plasma lactate ≥5 mmol/L. Severe acidosis manifests clinically as 
respiratory distress (rapid, deep, labored breathing)
Hypoglycemia: Blood or plasma glucose <2.2 mmol/L (<40 mg/dL)
Severe malarial anemia: Hemoglobin concentration ≤5 g/dL or a hematocrit of ≤15% in 
children <12 years of age (<7 g/dL and <20%, respectively, in adults) with a parasite count 
>10,000/μL
Renal impairment: Plasma or serum creatinine >265 μmol/L (3 mg/dL) or blood urea 
>20 mmol/L
Jaundice: Plasma or serum bilirubin >50 μmol/L (3 mg/dL) with a parasite count 100,000/μL
Pulmonary edema: Radiologically confirmed or oxygen saturation <92% on room air with a 
respiratory rate >30/min, often with chest indrawing and crepitations on auscultation
Significant bleeding: Including recurrent or prolonged bleeding from the nose, gums, or 
venepuncture sites; hematemesis or melena
Shock: Compensated shock is defined as capillary refill ≥3 s or temperature gradient on leg 
(mid to proximal limb), but no hypotension. Decompensated shock is defined as systolic blood 
pressure <70 mmHg in children or <80 mmHg in adults, with evidence of impaired perfusion 
(cool peripheries or prolonged capillary refill)
Hyperparasitemia: P. falciparum parasitemia >10%

Adapted from World Health Organization, Global Malaria Programme [32]
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coronavirus virus (MERS-CoV), and others explored in this book. Obtain a detailed 
travel history with special emphasis on all the locations the patient might have vis-
ited (including layovers), activities that he/she engaged in, as well as exposures 
(e.g., mosquito bites, fresh water, or sexual commerce). The incubation period is 
crucially important in this presentation, as is the physical examination (e.g., con-
junctival suffusion, skin rash, jaundice, or hepatosplenomegaly). Probably most rel-
evant for critical care physicians, the pattern of organ involvement might also 
suggest specific etiologies [35].

�Diagnosing Malaria

High index of suspicion is essential for diagnosing malaria, and any individual with 
a febrile illness and risk factors should be investigated. As mentioned above, it is the 
most common identifiable cause of fever in the returning traveler and in many areas 
of the world. Keeping an open mind to other possibilities will be key while attempt-
ing to perform a formal diagnosis and trying to identify the specific Plasmodium 
species (Fig. 13.4).

Thick and thin blood smears continue to be standard of care. In this procedure, 
one drop of blood is allowed to dry on a slide, erythrocytes are lysed, and parasites 
are then stained with Giemsa. Parasites are easily identified by trained personnel, 
and parasite density can be estimated on the basis of counts relative to those of 
leukocytes. However, thick blood smears do not allow identification of erythrocyte 
morphology, helpful in species diagnosis, and are difficult for those with limited 
training. Giemsa-stained thin blood smear offers an improved means of character-
izing parasite morphology, but the process is much less efficient than for thick 
smears. As such, thick smear is standard of care in areas of high endemic burden, 
while thin are reserved for areas in which there is more trained personnel, with 
more time available to them. Finally, it is paramount to understand that a negative 
blood film does not exclude malaria and might very well be positive 8–12 h later 
[32, 39].

Antigen detection is a new way of diagnosing malaria. Multiple simple tests are 
now available that use calorimetric detection of one or two antigens in an assay that 
requires limited training and only a few minutes. The most used assays in Africa use 
histidine-rich protein-2, only able to detect P. falciparum [32]. Other assays are able 
to detect all human malarial species, as they detect lactate dehydrogenase and aldol-
ase. Combination tests, that aim to detect both P. falciparum and Plasmodium spp., 
are now available. Issues are arising with standardization given the heterogeneity of 
manufacturers and tests available.

Other diagnostic techniques available include serology and polymerase chain 
reaction (PCR). Serology utility is limited since the antibody response is slow and 
tends to persist for a long period of time. PCR is likely the most sensitive test avail-
able to date and useful for research purposes. Nonetheless, it is not scalable as it is 
time and resource intensive. Furthermore, patients might have a not clinically 
significant parasitemia that would still be detected.
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All patients traveling to an endemic area
within the last 6 months should be

evaluated for Malaria.

If within 3 weeks, other etiologies should
be considered and infection control

measures discussed

Early diagnosis and
severity assessment is

key to avoid death

Symptoms, might non-
specific: fevers, chills,
myalgia, headache, diarrhea,
jaundice, confusion, seizure.
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Malaria prophylaxis (drug,
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Monitor glucose regularly
(especially if IV quinidine).
EKG monitoring (especially if IV
quinidine).
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bacteremia.
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Fig. 13.4  Algorithm for initial diagnosis and management of suspected Malaria in the returning 
traveler. (Source http://www.hpa.org.uk/webc/HPAwebFile/HPAweb_C/1240212774627)
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�Treatment

�Antimalarials: Overview and Resistance Emergence

Early in the twentieth century, there was a pressure to find a substitute for quinine as a 
treatment for malaria. This led to the discovery of primaquine and quinacrine and 
finally chloroquine in 1934 [40]. The United States later generalized its use, making it 
the drug of choice by the end of World War II [41]. Chloroquine quickly became one 
of the most important drugs ever developed against an infectious agent [40]. It is key to 
understand this in the context of the discovery of DDT and other vector control mea-
sures. Optimism was such that WHO launched an eradication campaign in 1955. 
Although we fell short and it had to be cancelled on 1969, the extraordinary impact that 
chloroquine had in vulnerable areas like the sub-Saharan Africa is undeniable [40, 41].

Its widespread use was not without consequence. P. falciparum initially found to 
develop resistance in the 1950s–1960s in foci in Colombia and Southeast Asia [42]. 
Resistance steadily spread during the 1960s, finally getting to Africa in the 1980s 
[42]. P. vivax was found to develop resistance to chloroquine first in Papua New 
Guinea in 1989 but is now found in Asia and South America [40].

Quinine, in the 1970s, would take back its place as the drug of choice [4, 39, 40]. 
The most common dose dependent is cinchonism (nausea, vomiting, blurred vision, 
reversible hearing loss, and headache). Despite this and other side effects like hypo-
glycemia, it would remain the treatment of choice until 2005, when the first trials 
comparing it with artemisinin(s) derivatives were published.

Artemisins, derived from the Chinese herb qinghausu or wormwood, have been 
used by Chinese traditional healers for millennia but have been adopted in the Western 
world only recent years. One of its derivatives, artesunate, was recently found in two 
large randomized control trials to be superior to quinine. SEAQUAMAT randomized 
patients in South and Southeast Asia, almost all adults, and found a reduction in mor-
tality in patients treated with artesunate compared with quinine (15% vs. 22%) [43]. 
The subsequent AQUAMAT focused on children in 11 countries in sub-Saharan 
Africa and demonstrated a similar reduction in mortality (8.5% vs. 10.9%) [44].

In the acute setting, while treating severe malaria, intravenous quinine therapy 
requires close monitoring of QTc interval as well as capillary blood glucose, while 
artesunate is safe in both of those regards. Nonetheless, the latter cannot be used as 
a single agent due to its short biological half-life, as it leads to prompt recrudes-
cence. Availability of artesunate is limited to specialized centers, and access to it 
might prove challenging. It is important to recognize that treatment with quinine 
should not be delayed while attempting to obtain artesunate.

For outpatient or consolidation treatment, artemisin combination treatments 
(ACTs) are now the standard of care for P. falciparum and recommended by the 
WHO in 3-day regimens [32]. This treatment combines artesunate with other active 
antimalarial agents, some of them are once daily (e.g., artesunate-mefloquine), 
while others require twice-daily dosing (e.g., artemether-lumefantrine). These ther-
apies should be used in every patient confirmed to have P. falciparum, or in which 
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the species involved is in doubt, after an initial administration of parenteral 
artesunate.

Chloroquine remains the treatment of choice for non-falciparum malaria and the 
few areas that have not registered any resistance (primarily Central America and the 
Caribbean). For P. vivax and P. ovale, it should always be given to eradicate hepatic 
hypnozoites. Also, chloroquine-related compounds are found on ACTs active 
against P. falciparum.

The development of resistance to quinine has been relatively slow [45]. It had 
been in use for over two centuries by the time the first resistance was first described. 
As a comparison, for chloroquine and proguanil, it only took 12 and 1 year, respec-
tively [46]. Quinine resistance has been extensively documented in Asia and South 
America, but it seems relatively uncommon in Africa [47–51]. Quinine normally 
retains some efficacy, although its activity might be delayed or diminished. A recent 
meta-analysis of multiple randomized clinical trials demonstrates that the recrudes-
cence rates after quinine treatment have been relatively stable for over 30 years [52]. 
With all the side effects and drawbacks pointed before, quinine seems to remain a 
viable treatment option.

Artesunate resistance was first reported in western Cambodia, and it was further 
confirmed by randomized control trials [53]. This was characterized by decreased 
clearance of parasites in vivo but hardly any sign on susceptibilities in vitro. Of 
note, the rapid parasite elimination is one of the main advantages of artemisin thera-
pies and accounts for a significant part of its rapidity of therapeutic response and 
could drastically affect outcomes. Sadly, this has continued to be reported in other 
areas of the Southeast Asian subcontinent [49, 53, 54]. Worrisome laboratory data 
points the possibility of extreme artemisin resistance and, under the appropriate 
in vitro conditions, was accompanied with more complex patterns of multiple drug 
resistance [55]. As of now, contentment of resistant strains and judicious use of cur-
rent available therapies and multiple agent regimens in the face of clinical failures 
are the only measures available.

�Treatment of Severe Malaria

As any septic patient, treatment should immediately follow or be concurrent with 
treatment. Stabilizing the patient and isolating and treating the causative agent, here 
with parenteral antimalarials, is imperative. Although both P. vivax and P. knowlesi 
are increasingly recognized as causes of severe malaria, P. falciparum should be 
assumed to be the causative agent until proven otherwise.

�Initial Stabilization

Aggressive fluid resuscitation is considered an intrinsic part of initial sepsis man-
agement, but evidence is mounting it might be detrimental in patients with malaria 
due to difference in pathogenesis and increased vascular permeability [56, 57].
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In adults with malaria, the base deficit is the strongest predictor of mortality, and 
the degree of acute kidney injury (AKI) is an additional risk factor [58, 59]. 
Hypovolemia is present in severe malaria and can exacerbate both conditions [60, 
61]. Nonetheless, the microvascular pathology of malaria is unique since impaired 
tissue perfusion is mostly caused by sequestration of infected erythrocytes [56]. The 
degree of acidosis and AKI is intrinsically related to sequestration, especially in the 
kidney and liver [56, 62, 63]. We have increasing evidence that fluid resuscitation 
cannot reverse this pathological process.

The recent FEAST trial suggested that among sub-Saharan African children with 
a particular definition of shock, saline and albumin bolus resuscitation appeared to 
increase mortality when compared to no-bolus strategy. Malaria was the reason for 
the admission in 57% in these children [64]. It is hard to translate these results 
directly to resource-rich countries, as it might be safe to assume the time of presen-
tation to the hospital might be prolonged, as well the potential effect of the absence 
of tools like mechanical ventilators. Moreover, children with severe malaria rarely 
develop AKI, as opposed to 45% of adult patients.

More evidence is mounting fluid resuscitation might be detrimental, even with 
close monitoring. In a completely different study, they evaluated liberal vs. conser-
vative fluid strategy while monitoring extracellular water with a well-validated 
tool, PiCCO™ [65]. Even though only hypovolemic patients were recruited, the 
acid-base status deteriorated after a reasonable amount of fluids (mean 5450 mL 
over the first 24 h). Pulmonary edema—secondary to increased pulmonary vascu-
lar permeability—was common, unpredictable, and exacerbated by fluid loading. 
Lactate, the strongest mortality predictor, was correlated with the degree of visual-
ized microvascular sequestration of parasitized erythrocytes (i.e., decreased flow 
velocity by orthogonal polarized spectroscopy) and not impacted by fluid resusci-
tation [66]. In fact, 70% of patients’ acid-base status deteriorated after fluid resus-
citation [65].

Multiple studies have associated fluid resuscitation with worse outcomes in 
malaria [64, 65, 67]. Beyond early initiation of antimalarials, we recommend against 
overzealous liberal fluid resuscitation and for a rapid escalation to vasopressor ther-
apy for hemodynamic management. Clinicians should be vigilant of the various 
complications associated with increased vascular permeability seen in this disease.

�Antimalarials

Standard therapy for severe malaria is parenteral quinine, under continuous car-
diac monitoring. As mentioned above, evidence is mounting that artesunate is 
superior, in terms of efficacy and safety profile, but availability is still a major 
issue. In the United States, IV quinine is not available in all hospitals, and IV 
artesunate should be requested on a name patient basis to the Center for Disease 
Control. As such, treatment should be started with whatever agent may be admin-
istered first (Table 13.2). After the three initial doses, patients that tolerate the 
oral route should receive oral medications, including the regimen mentioned 
above [32].
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�Adjunctive Measures

Adjunctive measures as exchange transfusion have been proposed in the treatment 
of severe falciparum malaria. Although it seems to address the issue at its core, the 
evidence to support its use is still lacking. There are several case reports document-
ing successful use, but the only retrospective review available showed no improve 
in parasite clearance or outcomes [68–70].

�Complications

�Cerebral Malaria

Cerebral malaria is more common in children from Africa. Patients may present 
with stupor, coma, seizures, decerebrated posturing, and raised intracranial pres-
sure. More strictly, cerebral malaria is defined by coma (GCS < 9) in a patient with 
malaria in which all other causes have been ruled out. More broadly, any patient 
with altered mental status should be presumed to have cerebral malaria after ruling 
out common causes like hypoglycemia. Cerebral malaria is associated with worse 
outcomes [71].

Patients with cerebral malaria have subclinical seizures [72]. Although prophy-
lactic anticonvulsants reduce seizure incidence, a meta-analysis showed they may in 
fact worsen outcomes [73]. The main criticism is that the trials reported thus far were 
mainly done with phenobarbital, so the increase in mortality was attributed to respi-
ratory depression. Whether the use of other antiepileptics is of any use remains to be 
determined. Regardless, current evidence discourages routine electroencephalogram 
monitoring and use of prophylactic phenobarbital. Clinical seizures should be treated 
appropriately.

Cerebral edema is a well-recognized complication of severe malaria. Multiple 
interventions have been tested in randomized clinical trials without success, includ-
ing steroids and mannitol [74–76]. As such, no adjunctive therapies are currently 
recommended for cerebral malaria at the moment.

Table 13.2  Complicated falciparum malaria or unable to tolerate oral medications

IV artesunate 2.4 mg/kg every 12 h on day 1 and then daily for 2 additional 
days

Or
IV quinidine gluconate 10 mg/kg over 1–2 h and then 0.02 mg/kg/min

or
15 mg/kg over 4 h and then 7.5 mg/kg over 4 h every 8 h

Or
IV quinidine dihydrochloride 20 mg/kg over 4 h and then 10 mg/kg every 8 h
Or
IM artemether 3.2 mg/kg IM and then 1.6 mg/kg/day
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�Severe Anemia and Coagulopathy

Anemia in patients with malaria is more than just a hemolytic process. It also 
involves dyserythropoiesis and removal of infected erythrocytes from the circula-
tion by the spleen. Uninfected erythrocytes can be indirectly affected by antigens, 
antibody activation, and minor alterations in red cell membranes. WHO defines 
severe anemia as a Hgb of <5 mg/dL [32]. However, this degree of anemia is mainly 
seen in endemic areas and is likely to be multifactorial [77, 78]. It is exceptionally 
rare on imported cases [33, 34, 66]. Transfusion thresholds are currently the same 
as with any other critically ill patient.

Coagulopathy is seen in 5% to >20% of patients with severe malaria [33, 34]. 
Severe thrombocytopenia is common in severe and non-severe malaria secondary to 
increased platelet destruction, sequestration within the spleen, or both. Disseminated 
intravascular coagulation occurs in 5–10% of patients and should be treated with 
supportive transfusions [33, 34, 66].

�Metabolic Changes

Lactic acidosis is a marker of poor prognosis [4, 58, 65]. It has been attributed 
mainly to microvascular obstruction secondary to parasite cytoadherence and lead-
ing to hypoperfusion. Other factors contributing are thought to be direct production 
of lactate by the parasite and decreased clearance in the setting of liver dysfunction 
[58]. As we have pointed out before, this differs from other Type A lactic acidosis, 
and treating it as we would any other might result in deleterious effects [65, 79].

Hypoglycemia defined by a blood sugar <40 mg/dL (<2.2 mmol/L) is common 
in severe malaria, and it is associated with worse outcomes specially in children [32, 
80, 81]. This seems to be applicable to imported cases of malaria, where although 
the prevalence is smaller, it is correlated with worse outcomes [33, 66]. The patho-
genesis is incompletely understood but likely involves direct glucose consumption 
by the parasite as well as impaired gluconeogenesis in the liver, paired with hyper-
insulinemia [82]. It has also been shown to be more frequent when patients are 
treated with quinine as compared to artesunate (combined HR < 0.55) [83].

Clinical features include decreased level of consciousness and seizures. Blood 
glucose should be regularly assessed specially in patient treated with quinine. Early 
enteral feeding is recommended for any critically ill patient but could be particu-
larly beneficial in patients with malaria [84, 85].

�Pulmonary Complications

The WHO includes as pulmonary manifestations for malaria deep breathing, respi-
ratory distress, and pulmonary edema [32]. Tachypnea might be caused by fever, 
anemia, and metabolic acidosis but also primary lung pathology like pulmonary 
edema and acute respiratory distress syndrome (ARDS). The reported incidence of 
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ARDS varies, in part due to the use of different definitions, but ranges from 3% to 
30% [33, 34, 66, 86]. It is more common in adults as compared to children [57, 86]. 
It portends a worse prognosis [34, 87, 88].

Pulmonary complications of malaria are attributed to direct toxicity by the 
cytoadherence of P. falciparum paired with a hyperactive host response [86, 89]. 
Concurrent bacteria pneumonia and pulmonary edema are other important causes of 
respiratory distress in this population.

�Acute Kidney Injury

Acute kidney injury (AKI) is mainly associated with P. falciparum although it has 
been described with other species [90]. The WHO uses a different criterion 
(>265 mmol/L or ≥ 3 mg/dL) to qualify severe malaria than what is currently used 
in any other disease [32]. Interestingly, acute kidney injury is more frequent in 
patients with primoinfection [90–92]. As such, AKI is much more frequent in 
patients with imported malaria (ranging from 23% to >50%) as compared to 
endemic cases (1–5%) [33, 34, 66, 91].

The pathophysiology is likely multifactorial with cytoadherence in glomerular 
and tubular vasculature likely playing a major role, but with contribution from hypo-
volemia, hemolysis, immune-complex deposition, and cytokine release [62, 90].

All patients should be screened for AKI, which may be absent initially [90]. 
Once discovered, the treatment is mainly supportive with avoidance of further neph-
rotoxic agents, maintenance fluids, and controlling electrolytes and acid-base dis-
turbances, including renal replacement therapy when indicated. Improving perfusion 
with dopamine and epinephrine has been tested and failed to improve renal out-
comes [93]. The prognosis is usually good, with complete resolution in most cases 
upon infection control [33].

�Jaundice

Hyperbilirubinemia can be multifactorial. It may occur in the setting of hemolysis, 
cholestasis, and hepatocyte dysfunction. Bilirubin can be significantly elevated, but 
transaminases are normally less affected. In a cohort of critically ill patients, 
Krishnan et al. found that hyperbilirubinemia to more than 6 mg/dL was seen in 
26% of patients and a transaminase level more than three times the upper limit of 
normal was seen in less than half. The patients with elevated transaminases had a 
higher incidence of hypoglycemia and worse mortality [94].

�Interactions with Other Infections

In endemic areas, concurrent gram-negative infection, especially non-typhoidal 
Salmonella has been shown in up 10% of children [93, 95, 96]. Some community 
studies point to up to two thirds of community bacteremia to be related to 
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co-infection with malaria. When this happens, it is associated with a worse prog-
nosis [95, 96].

Rates of community-acquired bacterial infection have been reported to be 
between 5% and 10% in patients admitted to intensive care units with imported 
cases of malaria [33, 34]. Community-acquired pneumonia is the commonest.

The use of prophylactic antibiotics remains controversial. Bacterial co-infection 
should be suspected in patients with significant neutrophilia or focal signs of infec-
tion. In these cases, blood cultures should be drawn and therapy de-escalated or 
tailored based on culture results. As with any other critically ill patient, physicians 
should remain vigilant for nosocomial infections, including ventilator-associated 
pneumonia or catheter-related sepsis, with common stewardship practices (i.e., 
monitor for extubating readiness or limiting use of urinary catheters) applying in a 
similar manner.

�Prognosis

Patients with P. falciparum malaria tend to respond well if treatment is started 
promptly. The mortality rate in those with uncomplicated P. falciparum is about 
0.1%. Nonetheless in the critical care population, high-level parasitemia or clinical 
features might determine worse outcomes. However, with aggressive support, even 
individuals with severe disease can often experience complete recoveries. As an 
example, Marks et al. report a mortality of only 4% and Antinori et al. a mortality 
of 0% [33, 97]. Moreover, non-falciparum malaria usually responds well to treat-
ment and makes an uneventful recovery.

Resistance emergence and changing epidemiology might be the greatest chal-
lenge we will face in the future. A judicious use of existing therapies, careful moni-
toring, and attention to other co-occurring complications will help us navigate the 
changing landscape of the treatment of malaria in our critical care units.
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Chapter 14
Tuberculosis Multidrug Resistance 
(MDR-TB)

Juan Ignacio Silesky-Jiménez

�Overview

Tuberculosis (TB) is an infectious disease caused by Mycobacterium tuberculosis 
and is a pathology of the human being, that is, it is an obligately human disease, 
since there are no animal reservoirs that maintain and perpetuate it. Currently, it is 
among the ten causes of death by an infectious agent worldwide [1].

Its existence has been known since antiquity, even from the Paleolithic period in 
the Stone Age, about 3.3 million years ago [2].

However, it is very important to note that it was not until Robert Koch presented 
two ideas at the Berlin Physiological Society in March 1882, where he postulated 
that the cause of this disease was due to an infectious agent and the other that said 
etiological agent is what we know as Mycobacterium tuberculosis [3]. However, it 
was not until 1944 where the effectiveness of streptomycin in the organism in vitro 
is described, by Schatx and Waksman, who initiate the development of the treatment 
antibiotic against this bacteria [4].

Since then he has taken special interest during the history of medicine, the devel-
opment of drugs against this disease called antiphimic antibiotics, and even the 
development of surgical techniques in the field of thoracic surgery, for the treatment 
of people with this disease; the latter has been resumed in the twenty-first century 
for the treatment of patients with multidrug-resistant tuberculosis (MDR-TB).

During the history of mankind, tuberculosis has caused epidemic periods, during 
the eighteenth and nineteenth century, in Europe and the United States.

Already by the twentieth century, there has been an overall decline in this dis-
ease, especially in developing countries or in developed countries, persisting a high 
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incidence in countries with low or middle income and with emerging economies. 
The problem for human health has been aggravated by the appearance of strains of 
mycobacteria resistant to existing drugs and the association of people infected with 
the human immunodeficiency virus (HIV) [3, 5–11].

For example, according to the WHO Global Tuberculosis Report 2018 [1], the 
annual global incidence in 2017 was 10.0 million people (5.8 million were men, 3.2 
million women, and one million children), with an annual mortality of 1.3 million 
(range between 1.2 and 1.4 million), without HIV and also in 300, 000 people with 
HIV. The majority of cases, in their two thirds, were in eight countries: India (27%), 
China (9%), Indonesia (8%), the Philippines (6%), Pakistan (5%), Nigeria (4%), 
Bangladesh (4%), and South Africa (3%); all of the above plus 22 countries (Angola, 
Brazil, Korea, DR Congo, Ethiopia, Kenya, Mozambique, Myanmar, Russian 
Federation, Thailand, UR Tanzania, Cambodia, Central African Republic, Congo, 
Lesotho, Liberia, Namibia, Papua New Guinea, Sierra Leone, Viet Nam, Zambia, 
Zimbabwe) are considered to be the 30 countries with the highest burden of tuber-
culosis by the WHO, which account for 87% of the cases worldwide. Some regions 
have a lower incidence such as Europe (3%) and America (3%), for example, it is 
observed in the United States in 2016, of 9287 new cases [12].

In the same Global TB Report 2018 of the WHO [1], it is reported that, in 2017, 
about 558, 000 (range between 483, 000 and 639, 000) people presented drug-
resistant tuberculosis, with 82% having multidrug-resistant tuberculosis (multidrug-
resistant TB (MDR-TB)), in which 3 countries in the world concentrate about half 
of the cases, such as India (24%), China (13%), and the Russian Federation (10%).

In this way, the World Health Organization (WHO), since 1993, has declared 
tuberculosis as an emerging global disease, and by May 2014, the World Health 
Assembly declared and proposed the strategy and new international objectives to 
stop tuberculosis, which are summarized in the following table (Fig. 14.1) [13]:

�MDR-TB Definition and Causes

The Mycobacterium tuberculosis is an obligated aerobic bacteria [14], which has 
developed resistance thru various mechanisms, which have produced according to 
the WHO [15] by several types of drug-resistant TB which are:

	1.	 Monoresistance: Resistance to one first-line anti-TB drug only.
	2.	 Polydrug resistance: Resistance to more than one first-line anti-TB drug, other 

than both isoniazid and rifampicin.
	3.	 Multidrug resistance (MDR): Resistance to at least both isoniazid and 

rifampicin.
	4.	 Rifampicin resistance (RR): Resistance to rifampicin detected using phenotypic 

or genotypic methods, with or without resistance to other anti-TB drugs. It 
includes any resistance to rifampicin, whether monoresistance, multidrug resis-
tance, polydrug resistance, or extensive drug resistance.
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	5.	 Extensive drug resistance (XDR): Resistance to any fluoroquinolone and at least 
one of three second-line injectable drugs (capreomycin, kanamycin, and amika-
cin), in addition to multidrug.

This process of resistance has been known since the development of the first 
antituberculous drug that was streptomycin, as a biological phenomenon of 
Mycobacterium tuberculosis [16]. Subsequently, with the development of new 
drugs such as thioacetazone and para-aminosalicylic acid in 1948 and isoniazid in 
1952, it is known that the combination of antituberculous drugs prevents resistance; 
by that time, the treatments were given for 18 months. With the creation and use of 
rifampicin in 1957, shorter and more effective treatments were initiated, based on 
regimens containing this drug – rifampicin – and isoniazid. As of 1993 in resource-
limited settings, the DOTS (directly observed treatment, short course) strategy was 
started as the standard TB treatment.

The foregoing is important to mention, because some of the known causes of the 
development of MDR-TB is attributed to the following:

	1.	 Chaotic treatments: before the 1980s, many countries did not treat TB with stan-
dard treatment protocols and did not have patient tracking systems, which is 
worsened by the socioeconomic instability of some regions, which does not 
ensure a continuous treatment and with little adherence.

A world free of tuberculosis
– zero deaths, disease and suffering due to tuberculosis

End the global tuberculosis epidemic

75% reduction in tuberculosis deaths (compared with 2015)
50% reduction in tuberculosis incidence rate
(less than 55 tuberculosis cases per 100 000 population)
– No affected families facing catastrophic costs due to tuberculosis
95% reduction in tuberculosis deaths (compared with 2015)
90% reduction in tuberculosis incidence rate
(less than 10 tuborculosis cases per 100 000 population)
– No affected families facing catastrophic costs due to tuberculosis

1. Government stewardship and accountability, with monitoring and evaluation
2. Strong coalition with civil society organizations and communities
3. Protection and promotion of human rights, ethics and equity
4. Adaptation of the strategy and targets at country level, with global collaboration

A.  Early diagnosis of tuberculosis including universal drug-susceptibility testing, and systematic screening of contacts
     and high-risk groups
B.  Treatment of all people with tuberculosis including drug-resistant tuberculosis, and patient support
C.  Collaborative tuberculosis/HlV activities, and management of comorbidities
D.  Preventive treatment of persons at high risk, and vaccination against tuberculosis

A. Political commitment with adequate resources for tuberculosis care and prevention
B. Engagement of communities, civil society organizations, and public and private care providers
C. Universal health coverage policy, and regulatory frameworks for case notification, vital registration, quality and
     rational use of medicines, and infection control
D. Social protection,poverty alleviation and actions on other determinants of tuberculosis

Vision

Goal

Milestones for 2025

Targets for 2035

Principles

Pillars and components
1. Integrated, patient-centred care and prevention

2. Bold policies and supportive systems

3. Intensified research and innovation
A. Discovery, development and rapid uptake of new tools, interventions and strategies
B. Research to optimize implementation and impact, and promote innovations

Fig. 14.1  Post-2015 global tuberculosis strategy framework
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	2.	 Amplifying effect of short-term treatments: when resistance to a drug occurs, 
paradoxically, the DOTS strategy can exacerbate the problem because when 
using the same treatment for short periods of time, a kind of resistant TB is gen-
erated to first-line treatments [17]. This mechanism is responsible for epidemics 
in countries where resistant TB is not properly diagnosed or treated [18].

	3.	 Community transmission: current models of transmission indicate that in many 
countries, patients infected with MDR-TB were initially infected with an 
MDR-TB strain, instead of a bacterium that has slowly acquired resistance 
caused by inadequate or irregular treatment [19].

	4.	 Facility-based transmission: this mechanism is important in the development of 
epidemics in patients above all HIV positive, as well as in health personnel, 
where in health centers frequented with patients receiving treatment for drug-
sensitive TB, they become infected with MDR-TB [20].

Resistance to anti-TB drugs can occur in two ways:

	1.	 Primary: occurs when the patient is infected by a strain of resistant mycobacte-
ria, which can occur by spontaneous mutations without the pressure produced by 
the presence of anti-TB drugs [21, 22].

	2.	 Acquired: occurs when this resistance occurs during the period in which the 
patient receives treatment with few active drugs, where the mycobacteria is able 
to mutate. These mutations have been measured and predicted [23].

It is important to clarify that the acquisition of resistance to anti-TB drugs does 
not confer changes in the virulence or transmission of Mycobacterium tuberculosis, 
although some exceptions have been described [24, 25].

The risk factors described for MDR-TB are the following [26, 27]:

	1.	 Failure to respond to a first-line DOTS regimen (WHO Category I or II)
	2.	 Relapse after a full course of treatment with a first-line regimen
	3.	 Treatment after defaulting from treatment with a first-line regimen
	4.	 Exposure to a known case of MDR-TB
	5.	 Exposure to TB in institutions with high prevalence of MDR-TB, such as a 

prison or hospital
	6.	 Living in areas or countries with high prevalence of MDR-TB
	7.	 HIV co-infection

�Diagnosis of MDR-TB

There is no difference in clinical presentation between patients with TB and 
MDR-TB. Both types of bacteria present the same symptoms which are fever, pro-
longed cough of more than 2–3 weeks, weight loss, night sweating, loss of appetite, 
and fatigue. If the disease progresses to the pulmonary level, chest pain and hemopty-
sis may occur, as well as other extrapulmonary manifestations such as lymphadenopa-
thy (tuberculous lymphadenitis), altered mental status and meningism (central nervous 
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system tuberculosis), pain and abdominal distension (peritoneal TB), etc. [28, 29]. 
Thus, there is no initial clinical clue that identifies the presence of an MDR-TB infec-
tion, except for patients with HIV who usually have a more advanced initial presenta-
tion when they have an infection due to this type of bacteria (MDR-TB).

Additionally both types of infection share the same diagnostic challenges such as 
there is a low diagnostic yield of the traditionally used diagnostic test, that is, the 
sputum smear, and it loses between 50% and 70% of active lung infections and this 
is more accentuated in patients with HIV [30]. This fact leads to the underdiagnosis 
of TB cases in poor countries, which only have this diagnostic method, and in any 
case, as the culture does not tell us about sensitivity to anti-HIV drugs. TB [31]

To determine the sensitivity to anti-TB drugs, it is usually required with standard 
means between 3 and 6 weeks, and taking into account from the moment that the 
sputum is taken, it can be between 8 and 16 weeks or more, taking into account the 
isolation of the germ and determination of sensitivity. In view of the above, a treat-
ment with four drugs (usually isoniazid, ethambutol, rifampicin, and pyrazinamide) 
is initiated under the assumption that TB is treated with at least one effective drug, 
which also increases the potential for MDR development. TB

The WHO recommends the use of rapid drug sensitivity testing (DTS) for isonia-
zid and rifampicin, which requires 2 days; however, it has been estimated that 1 in 
20 patients with MDR-TB is diagnosed using the systems and tools used [32].

The sensitivity tests to the anti-TB can be separated into two categories, to which 
we will refer briefly since many are in development and commercialization, not to 
mention that in many places with low resources, some of these tools are very expen-
sive. In such way it has:

	1.	 Phenotypic/culture-based tests (phenotypic/culture-based assays)
	2.	 Genotypic tests/molecular tests (genotypic/molecular assays)

�Phenotypic/Culture-Based Diagnostic Tests for Drug 
Susceptibility

These tests are based in the cultures results are the less expensive test and are the 
most frequently used and the choice to determine resistance to drugs. Its maximum 
disadvantage is the duration to obtain the results, which may require weeks or months.

Tests have been developed from crops, to obtain faster results such as:

	(a)	 Nitrate reductase assay (NRA), in which it detects the reduction of nitrate to 
nitrite by mycobacteria, using colorimetric methods [33]

	(b)	 Microscopic observation drug susceptibility (MODS) [34]
	(c)	 Thin-layer agar (TLA)

These last two use an inoculation of the culture in a medium, with known con-
centrations of the drugs, in which they evaluate microscopically the bacterial 
growth [35]
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These three methods are not expensive, they are not commercial tests, and they 
require between 5 and 18 days after having the crops [35].

There are commercial methods for the detection of TB and its resistance, which 
are rapid (results are obtained in less than 14 days), but they are expensive and are 
used in developed countries. For illustrative purposes, some of these will be men-
tioned: Epsilometer tests (E-tests), the BACTEC460 radiometric system (Becton 
Dickinson Diagnostic Instruments, Sparks, MD), and Mycobacteria Growth Indicator 
Tube (MGIT) 960 (Becton Dickinson Diagnostic Instruments, Sparks, MD), a fluo-
rometric assay (Lemus 2004). Both the BACTEC460 and MGIT 960 systems.

�Genotypic/Molecular Tests

These systems for the determination of Mycobacterium tuberculosis and its antibi-
otic sensitivity are based on the detection of specific genetic sequences both for the 
germ and to determine if there is specific resistance to drugs [36].

They use technology available from techniques derived from the polymerase 
chain reaction (PCR) to commercial one-step tests, which allows the detection and 
determination of resistance in a very short time, between 2 and 48 hours.

The two most important classes are line probe assays (LPAs) and nucleic acid 
amplification tests. The second generation of LPAs can detect resistance to fluoro-
quinolone, which allows the diagnosis [37].

�Tuberculosis in Critical Care

Tuberculosis produces several conditions that can cause patients to be tributaries to 
critical care for reasons derived from the same infection or treatment, which causes 
respiratory failure, altered state of consciousness, or multiorgan failure.

The most frequent condition is respiratory failure in patients with active TB who 
present a high mortality, reported between 33% and 67% [38–40], taking into 
account that if the diagnosis is prolonged, mortality increases [41]. In addition, 
these patients may have diseases that worsen their condition such as bacterial pneu-
monias, COPD (chronic obstructive pulmonary disease), and malignancy, which 
may be present in about 72% of patients [42].

Other conditions for which these patients may require critical care are summa-
rized in the following conditions and their causes [43]:

	1.	 Massive hemoptysis due to Rasmussen aneurysm
	2.	 Cardiogenic shock due to massive pericardial effusion
	3.	 Known tuberculosis patient electively admitted to ICU with post-thoracic 

surgery
	4.	 Liver failure due to drug reaction

J. I. Silesky-Jiménez



241

	5.	 Renal failure due to drug reaction (usually rifampicin)
	6.	 Disseminated intravascular coagulation due to miliary TB
	7.	 Pituitary apoplexy/stroke mimic due to cerebral tuberculoma
	8.	 Airway obstruction due to laryngeal/retropharyngeal TB
	9.	 Adrenal insufficiency with refractory hypotension or hyponatremia

All the above involve a challenge not only for the diagnosis but for the treatment 
of complications and the individualization of the treatment, especially if there is any 
renal or hepatic deterioration.

The use of corticosteroids in patients has been accepted in several international 
guidelines, in the following situations:

	1.	 Miliary tuberculosis where the corticosteroids reduce the risk of death or dis-
ability [44, 45].

	2.	 Tuberculous pericardial effusion, where corticosteroids reduce speed and risk of 
re-accumulation [45, 46].

	3.	 Paradoxical reactions/immune reconstitution inflammatory syndrome, which is a 
clinical radiological reaction of worsening of pre-existing tuberculosis lesions or 
the development of new lesions, in patients who have received anti-TB drugs, in 
the absence of an explanation such as drug resistance, ineffective drug delivery, 
or a secondary diagnosis [47]. It occurs with an average of 26 days of treatment 
initiation [48], but may occur in the following months, especially in patients with 
low levels of rapidly recovering CD4 and HAART initiated within 2 months of 
diagnosis [49]. Montelukast and thalidomide have also been used in severe CNS 
TB paradoxical reactions unresponsive to corticosteroids [50].

�Treatment

Regarding the treatment of MDR-TB, it is important to note that when compared to 
the standard treatment of TB, it has the following disadvantages:

	1.	 It is more complex.
	2.	 It implies the use of four or more drugs.
	3.	 It has longer time, including 24 months.
	4.	 It has low rates of healing.
	5.	 It has more adverse effects.
	6.	 It has a higher mortality [51–54].

Recently the WHO developed the “WHO treatment guidelines for multidrug- 
and rifampicin-resistant tuberculosis, 2018 update” [55], which summarizes the lat-
est evidence available in the treatment of the MDR-TB.

For the usual treatment of TB, first-line drugs are used, such as ethambutol, iso-
niazid, and pyrazinamide, but they can also be used in the treatment of MDR-TB; it 
is important to emphasize that streptomycin is now considered a second-line substi-
tute, when there is no proven resistance to amikacin.

14  Tuberculosis Multidrug Resistance (MDR-TB)
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There are two types of regimens in the treatment of MDR-TB:

	1.	 Prolonged regime (longer regimens), which is recommended in Section 2

The duration of longer MDR-TB regimens
Recommendation:

2.1	� In MDR/RR-TB patients on longer regimens, a total treatment duration of 18–20 months 
is suggested for most patients, and the duration may be modified according to the 
patient’s response to therapy (conditional recommendation, very low certainty in the 
estimates of effect).

2.2	� In MDR/RR-TB patients on longer regimens, a treatment duration of 15 to 17 months 
after culture conversion is suggested for most patients, and the duration may be modi-
fied according to the patient’s response to therapy (conditional recommendation, very 
low certainty in the estimates of effect).

2.3	� In MDR/RR-TB patients on longer regimens containing amikacin or streptomycin, an 
intensive phase of 6–7 months is suggested for most patients, and the duration may be 
reduced or increased according to the patient’s.

	2.	 Short regimen

Section 3. The use of the standardized shorter MDR-TB regimen
Recommendation:

In MDR/RR-TB patients who have not been previously treated for more than one month 
with second-line medicines used in the shorter MDR regimen or in whom resistance to 
fluoroquinolones and second-line injectable agents has been excluded, a shorter 
MDR-TB regimen of 9–12 months may be used instead of the longer regimens (condi-
tional recommendation; low certainty in the estimates of effect).

This regimen can be chosen when the patient does NOT present any of the fol-
lowing characteristics:

	(a)	 Preference by the clinician and patient for a longer MDR-TB regimen
	(b)	 Confirmed resistance or suspected ineffectiveness to a medicine in the shorter 

MDR-TB regimen (except isoniazid resistance)
	(c)	 Exposure to one or more second-line medicines in the shorter MDR-TB regimen 

for >1 month (unless susceptibility to these 2nd line medicines is confirmed)
	(d)	 Intolerance to medicines in the shorter MDR-TB regimen or risk of toxicity 

(e.g. drug-drug interactions)
	(e)	 Pregnancy
	(f)	 Disseminated, meningeal or central nervous system TB
	(g)	 Any extrapulmonary disease in PLHIV
	(h)	 One or more medicines in the shorter MDR-TB regimen not available

However, if the patient has any of these characteristics and/or there is a failure in 
the short regimen or there is no response, drug intolerance occurs or emerges from 
any of these exclusive characteristics; one must opt for an individualized regime of 
prolonged time.

The second-line anti-TB drugs (Fig. 14.2) are those drugs only available for the 
treatment of MDR-TB. The new classification divides it into three groups, for drugs 
with prolonged regimens:

J. I. Silesky-Jiménez
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Groups and steps Medicine Abrev.

Group A: Include all three 
medicines

Levofloxacin OR

Moxifloxacin

Lfx

Mfx

Bedaquine 2,3 Bdq

Linezolid 4 Lzd

Group B: Add one or both 
medicines

Clofazimine Cfz

Cicloserine OR

Terizidone

Cs

Trd

Group C: Add to complete the 
retimen and when medicines 
from Groups A and B cannot be 
used

Ethambutol E

Delamanid3,5 Dim

Pyrazinamide6 Z

Imipenem-cilastatina OR

Meropenem7

Ipm-Cln

Mpm

Amikacin

(OR Streptomycin)8

Am

(S)

Ethionamide OR

Prothionamide9

Eto

Pto

PAS
p-aminosalicylic acid9

1 This table is intended to guide the design of individualized, longer MDR-TB regimens (the composition of the
recommended shorter MDR-TB regimen is largely standardized; see Section 3). Medicines in Group C are ranked by
decreasing order of usual preference for use subject to other considerations. The 2018 IPD-MA for longer regimens included
no patients on thioacetazone (T) and too few patients on gatifloxacin (Gfx) and high-dose isoniazid (Hh) for a meaningful
analysis. No recommendation on perchlozone, interferon gamma or sutezolid was possible owing to the absence of final
patient treatment outcome data from appropriate studies.
2 Evidence on the safety and effectiveness of Bdq beyond 6 months and below the age of 6 years was insufficient for review.
Use of Bdq beyond these limits should follow best practices in “off-label” use.
3 Evidence on the concurrent use of Bdq and Dlm was insufficient for review.
4 Use of Lzd for at least 6 months was shown to increase effectiveness, although toxicity may limit use. The analysis
suggested that using Lzd for the whole duration of treatment would optimize its effect (about 70% of patients on Lzd with
data received it for more than
6 months and 30% for 18 months or the whole duration). No patient predictors for early cessation of Lzd could be inferred
from the IPD sub-analysis.
5 Evidence on the safety and effectiveness of Dlm beyond 6 months and below the age of 3 years was insufficient for
review. Use of Dlm beyond these limits should follow best practices in “off-label” use.
6 Z is only counted as an effective agent when DST results confirm susceptibility.
7 Every dose of Imp-Cln and Mpm is administered with clavulanic acid, which is only available in formulations combined
with amoxicillin (Amx-Clv). Amx-Clv is not counted as an additional effective TB agent and should not be used without
Imp-Cln or Mpm.
8 Am and S are only to be considered if DST results confirm susceptibility and high-quality audiometry monitoring for
hearing loss can be ensured. S is to be considered only if Am cannot be used (unavailable or documented resistance)
and if DST results confirm susceptibility (S resistance is not detectable with second line molecular line probe assays
and phenotypic DST is required). Kanamycin (Km) and capreomycin (Cm) are no longer recommended for use in
MDR-TB regimens.
9 These agents only showed effectivenessin regimens without Bdq, Lzd, Cfz or Dlm and are thus only proposed when
other options to compose a regimen are not possible. 

Fig. 14.2  Grouping of medicines recommended for use in longer MDR-TB regimens1
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The WHO guidelines recommend for monitoring response to MDR-TB 
treatment:

Section 4. Monitoring patient response to MDR-TB treating using culture
Recommendation:

In MDR/RR-TB patients on longer regimens, the performance of sputum culture in 
addition to sputum smear microscopy is recommended to monitor treatment response 
(strong recommendation, moderate certainty in the estimates of test accuracy). It is 
desirable for sputum culture to be repeated at monthly intervals.

The WHO, recommends the following antibiotic doses for the treatment of 
MDR-TB (Figs. 14.3 and 14.4):

�Surgery for MDR-TB

Surgery was a frequent treatment for tuberculosis; however, with the development 
of effective medications, its usefulness was limited to the treatment of complica-
tions such as pneumothorax, fistulas, massive hemoptysis, and empyemas. Its cur-
rent application is in 5% of cases [56].

For MDR-TB, surgery became important again in terms of helping to reduce the 
bacillary load, in removing tissue with poor penetration of drugs, in the treatment of 
complications, and in possibly shortening treatment.

The patient must receive at least 2 months of treatment with anti-TB drugs before 
performing the surgery, understanding it as a coadjuvant therapy [57].

According to the criteria of Iseman et al. [58], published in 1990, there are three 
indications for surgery in MDR-TB, which are:

	1.	 Drug resistance is extensive and there is a high failure of treatment with medica-
tions alone.

	2.	 Disease is localized, allowing resection and sufficient lung function 
subsequently.

	3.	 Effective drug therapy is available to treat residual disease.

Such surgeries have a mortality of less than 3% [58, 59], with the performance of 
lobectomies, segmentectomy, and cavernoplasties, as the case may be; with compli-
cations reported by 26%; with sputum smear negative a month after surgery in more 
than 80%; and in series reported in Romania, Seoul, Japan, and China [60–63].

�Special Situations

There are some important scenarios to consider [64]:

	1.	 Extrapulmonary MDR-TB: it is necessary to insist on obtaining samples for the 
diagnosis and sensitivity of MDR-TB:

	(a)	 Tuberculous lymphadenitis – prolonged treatment should be given as if it 
were a pulmonary MDR-TB; the time required is really unknown.

J. I. Silesky-Jiménez
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	(b)	 Tuberculosis in the bone or spine – it should be suspected if bone collections 
or compromises persist or increase despite anti-TB treatment.

	(c)	 Meningeal tuberculosis – it must be remembered that the diagnosis is diffi-
cult due to the low concentration of mycobacteria in the CSF; so it becomes 
a clinic challenge. And second-line drugs do not properly penetrate the 
blood-brain barrier.

	2.	 Children: their infection usually occurs due to the transmission of a member of 
their household, so it is convenient to research the people around them. The treat-
ment is the same as that of the adult, and usually the second-line drugs are well 
tolerated.

	3.	 Pregnant women: many of the second-line drugs produce abnormalities in the 
product, so the women treated should be informed about it, although it is clear 
that the benefit outweighs the risks. The risk of malformations is greater in the 
first trimester, so that treatment can be deferred to the second trimester depend-
ing on the patient’s clinical and social condition.

Amikacin, streptomycin, prothionamide, and ethionamide are contraindicated 
in pregnancy. In addition, the Bedaquiline and delamanid have a scant evidence 
of safety in pregnancy and lactation; so the treatment must be individualized.

	4.	 Confection with HIV: this group of patients has a high risk of having MDR-TB, 
with a greater spread and mortality. The use of ART improves survival in patients 
with HIV and MDR-TB, which should start in the first week after starting anti-TB 
drugs. This group of patients have a high incidence of adverse effects with sec-
ond-line drugs [65].
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Chapter 15
Preparing the ICU for a Highly 
Infectious Disease

Alex Loarca Chávez, Jorge Hidalgo, and Adel Mohamed Yasin Alsisi

�Introduction

Several pandemics have existed around the world, and only from influenza, there 
have been 10 pandemics in 300  years, reaching to cause millions of deaths, for 
example, the pandemic that lasts year turned a century (the pandemic of 1918) 
caused 50–100 millions of deaths [1]. During the H1N1 epidemic in 2009, accord-
ing to data from the Center for Disease Control (CDC), there were 12, 469 deaths. 
However, there were 274, 304 hospitalizations, only in the United States. However 
another type of infectious diseases with higher lethality, have oversaturated the 
intensive care units (ICUs), therefore caused the definition of disaster; such is the 
case of the Ebola epidemic in 2014, which according to CDC data of 27,000 cases, 
11,000 deaths have been reported [2].

Taking into account that in most countries, ICUs are maintained with an occupa-
tion close to or equal to 100%, small increases in the number of cases of infectious 
diseases that require admission to ICU can cause a disaster. According to the WHO 
is defined as unforeseen situations that represent serious and immediate threats to 
public health or any public health situation that endangers the life or health of a 
significant number of people and demands immediate action; since the responsive-
ness of the ICUs and their teams will be significantly reduced [3].
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�Development of the Plan

The center of the management of the plan should be the leaders of the ICUs and 
related services and public health authorities, who have the responsibility to coordi-
nate efforts and develop policies to contain infectious diseases and their conse-
quences; allocate material and human resources; advise and disclose the information, 
protocols, and management guides, for the control and treatment of infections; 
direct the obtaining of data for investigations; and maintain the morale of the per-
sonnel, as well as job security of the same. In addition, the leaders of the units must 
provide information to the health authorities.

It is proposed the development of “crisis team,” composed of the leaders of the sub-
teams of interdisciplinary professionals responsible for the care of the patients of the 
ICU, either directly or indirectly: clinical management, infection control, education, 
social service, communication, moral support to the team, obtaining data, research, 
and administration to ensure that resources are available. The role of the critical care 
crisis team will be to coordinate the actions of the various leaders; to avoid duplication 
of efforts through the regular exchange of information, problems, and support; work 
together to devise creative solutions; and anticipate future needs (Fig. 15.1).

�Response Capacity of Intensive Care Units

Some ICUs operate at or near 100% bed occupancy. In many countries, ICUs have 
a limited response capacity in case of a small increase in the number of patients 
requiring admission to these units [4].

Crisis
team

Workforce

Education

Supportive
team

ComunicationVigilance

Medical 

Research 

Fig. 15.1  The crisis team 
is signed by clinical 
management, infection 
control, education, service 
social, communication, 
moral support to the team, 
obtaining data, research, 
and administration to 
ensure that resources are 
available
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In addition, the ICU augmentation capacity, designed in most disaster planning, 
has been designed around mass casualty events with a large number of cases arriv-
ing in a period of a few hours. However, the prevalence rapidly decreases to over 
hours to days [5]. However, in infectious disease disasters, the increase in require-
ments of intensive care units usually lasts for several weeks, for example, during the 
H1N1 pandemic in 2009, patients required mechanical ventilation for 8 days, 25% 
for more than 16 days, only in Australia and New Zealand [6]. Besides, this type of 
epidemics is seasonal, and the time of occurrence of cases from 8 to 12 weeks may 
be prolonged [5].

Four factors can limit the response capacity concerning the expansion of 
ICU care:

•	 Staff availability
•	 Consumables and essential equipment such as mechanical fans
•	 Bed spaces
•	 Management and coordination systems [3]

�Staff Availability

The availability of sufficient medical and paramedical personnel trained and expe-
rienced in the care of critical patients is the main factor that may or may not limit 
the ability to respond to a disaster. Therefore, during the epideiological alerte, vaca-
tions, ICU staff permits, changes in the nursing/patient relationship, and doctor/
patient changes should be suspended, with mandatory extra hours. Personnel with 
previous experience in ICU, assigned to other services, can be reassigned to critical 
services during the alert. Besides, this person can be used in the care of critical 
patients in areas outside the ICU. Also, under no circumstances should attention be 
overlooked to health personnel who are working in the ICU, in terms of prevention 
of contagion of personnel, through vaccination, use of protective equipment, and 
hygiene measures. Psychological care and the needs of the staff, which for obvious 
reasons is prone to contagion and work fatigue, which will lead to inefficient work 
or work suspensions due to illness or, in the worse scenario, the hospitalization of 
health personnel [7].

�Supplies and Equipment

The storage of medications, such as antivirals, is essential as a response strategy. 
Likewise, medications considered routine must have a significant amount for the 
response. The capacity of expansion of the ICU can be correctly anticipated, through 
prior planning and agreements with suppliers of supplies and equipment, for the 
immediate acquisition of the same for expansion. It is vital to take into account the 
supplies used for the protection of personnel, such as masks, gowns, diving suits, 
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and hygiene materials, according to the cleaning protocol, which will be different 
depending on the level of infection that the epidemic in question may have, from 
infections such as diarrhea and even highly contagious infections like Ebola [8].

�Availability of Spaces

In most countries, ICU bed occupancy is close to 100%, even without the pandemic. 
Which easily converts into infectious diseases disaster, to an increase of the cases of 
an infectious disease that due to the severity of the clinical picture, requires atten-
tion in ICU. Therefore, the creation of additional spaces, through the opening of 
previously closed spaces and conversion of other spaces in the ICU, such as inter-
mediate care, anesthesia recovery rooms, coronary care units, areas of temporary 
emergency patient management, and even general care rooms, for which the 
response plan of each hospital must consider the mechanisms to convert these 
spaces into UCI spaces, taking into account the personnel that will attend those 
spaces and the necessary supplies. Without neglecting attention to the rest of patients 
who are already requiring ICUs, for other types of diseases, and ideally, the separa-
tion of these patients [5]. Figure 15.2 shows the impact that the infectious disaster 
can have on spaces in the ICU, which classifies the severity of the disaster concern-
ing the increase in the percentage of saturation of the services [9].

Minor

Conventional Contingency Crisis
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Re-us

Adapt
Re-us

Reallocate

Magnitude
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strategies
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Fig. 15.2  The magnitude of crisis depends on the responsiveness of the systems, of the ability to 
maintain the balance between demand and response. According to the severity of the crisis will be 
the level of response
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�Management Systems

They are vital systems, which must respond in a scalable way, according to the pan-
demic. The management systems of the ICU should be understood within a response 
system of the hospital and by public health authorities [5]. The purpose of these 
systems is to establish avenues for communication and the elaboration of a disaster 
response plan. During the H1N1 pandemic in 2009, an infectious disaster response 
management system would have helped the planning and management of critical 
patient spaces in mechanical ventilation [5]. The management system must assem-
ble the “crisis team,” which, as already explained, is the interdisciplinary team that 
responds to the control of the infection.

�Infection Control

The measures directed to the effective control of the infection are vital for the prepa-
ration and handling of the pandemic. The prevention of infections to health person-
nel and nosocomial infections to other hospitalized patients is of crucial importance, 
including the isolation of the first cases and the infection prevention measures, such 
as the use of gloves, gowns, caps, N95 masks, and face shield, according to the level 
of universal measures according to the bio-infectivity of the pandemic in question 
[7]. For which, the protection protocol must be individualized, as well as the disin-
fection of the equipment used with patients, beds, and all supplies [11].

�Laboratory Capacity

The ability of the laboratory to develop and apply validated rapid diagnostic tests, 
such as PCR, represents a positive impact on the control of the pandemic, as it hap-
pened in the H1N1 pandemic of 2009. However, in critically ill patients, this type of 
tests has less sensitivity. The response capacity of the laboratory is easily overcome, 
due to the number of suspected cases that meet the definition of the case; therefore, 
the team of management systems should plan with the suppliers of the diagnostic 
tests, for a rapid response to the increase in demand in case of disaster [10].

�Triage

During an infectious disease event that increases the number of admissions to the 
ICU, and therefore increases in the consumption of supplies, of the number of per-
sonnel in the ICU; To the extent that it exceeds the capacity of response of the same, 
it will be defined as a “disaster” of infectious diseases. Therefore, it will be manda-
tory to apply the Triage, which categorizes the type of patients that will be admitted 
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to the ICU services, as well as the services adapted for the care of critical patients 
during the disaster [9].

No significant alterations are observed in standards or processes of response to a 
crisis response where resource limitations cause significant alterations in standards 
and care processes to provide minimal critical care. In this context, the application 
of the triage that classifies which patient will receive this attention and who does not 
can reduce the number of losses and optimize the use of resources. The triage must 
be done at three levels: the first level is prehospital, the second is at the level of 
emergency rooms to prioritize or not the care of each patient, and the third involves 
the ICU, as shown in Fig. 15.3. It refers to the decision of the level of care needed 
by the patient within the hospital, to decide whether or not to enter the ICU. The 
following image exemplifies the above [9].

The decision flow process of the triadic triage, which involves the UCI, should be:

	1.	 Inclusion criteria: refractory hypoxemia and persistent hypotension, among the 
most classic criteria.

	2.	 The analysis of the exclusion criteria, because even if the patient meets inclusion 
criteria, if the patient has a low probability of survival or has comorbidities with 
a short period of life expectancy, he/she should be excluded.

	3.	 Prioritization of attention; in the case of a disaster of infectious diseases, several 
patients at the same time may require their attention in the ICU, however, due to 
the oversaturation of the same, to give priority, according to the immediacy that 
the need, better prognosis and more significant benefit.

	4.	 Daily reassessment, after admission, to establish discharge criteria or develop 
exclusion criteria during the stay.

	5.	 Verification at 72 hours of the care that has been given to the patient, based on 
the objectives of the admission of each case, asking whether or not there is evi-
dence of significant improvement [9, 12].

Fig. 15.3  The levels of triage are prehospital, emergency rooms, and the ICU
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�Conclusion

We will inevitably have future pandemics, many of which will require significant 
increases in the ICU’s income, in addition to the devastating consequences of human 
losses as a result of infectious diseases; there is no doubt that we will never be suf-
ficiently prepared. However, the planning of the response systems, simulations, and 
better organization of each unit will make us better prepared.
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Chapter 16
Pandemic Declaration and Preparation

Michael J. Plotkowski

�Pandemic Phase Descriptions

As defined by the World Health Organization:

Phase 1  No animal virus circulating among animals has been reported to cause 
infection in humans.

Phase 2  An animal virus circulating in domesticated or wild animals is known to 
have caused infection in humans and is therefore considered a specific potential 
pandemic threat.

Phase 3  An animal or human-animal virus has caused sporadic cases or small clus-
ters of disease in people, but has not resulted in human-to-human transmission suf-
ficient to sustain community-level outbreaks.

Phase 4  Human-to-human transmission of an animal or human-animal virus able 
to sustain community-level outbreaks has been verified.

Phase 5  The same identified virus has caused sustained community-level out-
breaks in two or more countries in one WHO region.

Phase 6  In addition to the criteria defined in Phase 5, the same virus has caused 
sustained community-level outbreaks in at least one other country in another WHO 
region.
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Post-Peak Period  Levels of the pandemic virus in most countries with adequate 
surveillance have dropped below peak levels.

Possible New Wave  Level of pandemic virus activity in most countries with ade-
quate surveillance rising again.

Post-Pandemic Period  Levels of virus activity have returned to the levels seen for 
Phase 1/2 in most countries with adequate surveillance.1

As noted above, Phases 1–3 correlates with preparedness and surveillance, 
including capacity development and response planning activities. Phases 4–6 signal 
the need for response and mitigation efforts. Furthermore, periods after the first 
pandemic wave are elaborated to facilitate post-pandemic recovery activities.

�Pandemic Preparation

Surveillance, Epidemiology, and Laboratory Activities – Better detection and moni-
toring of seasonal and emerging novel viruses are critical to assuring a rapid recog-
nition and response to a pandemic.

Community Mitigation Measures – Incorporating actions and response measures 
people and communities can take to help slow the spread of a novel virus. Community 
mitigation measures may be used from the earliest stages of a pandemic, including 
the initial months when the most effective countermeasure – a vaccine against the 
new pandemic virus – might not yet be broadly available.

Medical Countermeasures: Diagnostic Devices, Vaccines, Therapeutics, and 
Respiratory Devices  – Aggressive translation of applied research in diagnostics, 
therapeutics, and vaccines may yield breakthrough MCMs to mitigate the next pan-
demic. Building on existing systems for product logistics, as well as advances in 
technology and regulatory science, can increase access to and use of critical coun-
termeasures to inform response activities.

Healthcare System Preparedness and Response Activities  – Delivery system 
reform efforts of the past decade have made today’s healthcare system dramatically 
different from 2005. The next 10 years will bring even more changes to delivery set-
tings, provider types, reimbursement models, the sharing of electronic health infor-
mation, referral patterns, business relationships, and expanded individual choice. 
Despite these changes, healthcare systems must be prepared to respond to a pan-
demic, recognizing that potentially large numbers of people with symptoms of the 
virus, as well as those concerned about the pandemic, will present for care. Systems 
must implement surge strategies, so people receive care that is appropriate to their 
level of need, thereby conserving higher levels of care for those who need them.

1 https://www.who.int/csr/disease/swineflu/phase/en/
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Communications and Public Outreach – Communication planning is integral to 
early and effective messaging when a pandemic threatens, establishes itself, and 
expands. Accurate, consistent, timely, and actionable communication is enhanced 
by the use of plain language and accessible formats. Testing messages and using 
appropriate channels and spokespeople will enhance our ability to deliver consistent 
and accurate information to multiple audiences.

Scientific Infrastructure and Preparedness  – A robust scientific infrastructure 
underpins everything to prepare for, and respond to, pandemic and other emerging 
infectious diseases. Strong scientific foundations are needed to develop new vac-
cines and therapeutics and to determine how well other control efforts are working. 
Rigorous scientific methods applied during a pandemic response yield information 
to improve both ongoing and future responses.

Domestic and International Response Policy, Incident Management, and Global 
Partnerships and Capacity Building – Coordinate both domestic and international 
pandemic preparedness and response activities. This will include having clearly 
defined mechanisms for rapid exchange of information, data, reagents, and other 
resources needed domestically and globally, to prepare for and respond to a pan-
demic outbreak.2

�Preparation with Limited Resources

The medical staff in the local healthcare facility with limited resources will be chal-
lenged to appropriately plan for and manage an epidemic, let alone a pandemic. In 
this case, we need to concentrate on the basics of preparation and planning.

Recognition of a communicable disease depends on surveillance – looking for 
evidence of infection.

Viral surveillance – determines what viral strains are circulating in the commu-
nity. Collecting at the local level and contributing to a worldwide database in order 
to determine new viral recombinant. Without viral surveillance, early identification 
of the novel agent would be delayed.

Hand in hand with confirmation of the specific agent is disease surveillance. 
Disease surveillance entails collecting information on epidemiological and clinical 
features of specific disease caused by a viral illness. Important information to 
obtain are:

	1.	 Estimated incubation period
	2.	 Duration of illness
	3.	 Level of infectivity
	4.	 Case fatality and complication rate

2 https://www.cdc.gov/flu/pandemic-resources/pdf/pan-flu-report-2017v2.pdf
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	5.	 Sensitivity to antibiotics/antivirals and development of clinical drug resistance
	6.	 Changes in the viral signature/characteristics
	7.	 Disease activity in a given location

Local health facilities should contribute to assisting organizations doing world-
wide monitoring for new disease outbreaks by supplying specimens for analysis 
through existing surveillance programs.

Viral confirmation (PCR confirmation) is vital in disease management early in 
the course of a disease outbreak or early pandemic. PCR confirmation extrapolates 
specific diseases when encountering a cluster of signs and symptoms. PCR confir-
mation becomes less critical when in an outbreak with widespread disease and 
active cases; the local facility should have an excellent idea of what is causing the 
viral illness based on surveillance done early in the surveillance process. As an 
example, the www.cdc.gov/h1n1flu/casedef.htm provides the definition of Influenza-
like illness (ILI): fever 100 °F or higher and cough/sore throat without other expla-
nation. If these signs and symptoms are present, the condition meets criteria for 
possible ILI; the history of exposure or positive rapid testing for Influenza suggests 
suspected ILI, and positive PCR confirmation is specific for seasonal influenza or 
novel H1N1 influenza infection.

Health facilities should submit specimens to nationally designated organizations 
year-round for patients meeting surveillance case definition and other entry criteria 
after obtaining informed consent for participation. Review surveillance protocols 
regularly to assure the healthcare facility is collecting data on eligible patients and 
is familiar with the screening and collection protocols.

Review specimen handling protocols, shipping requirements. Perform a test run 
of a specimen, primarily if an international commercial carrier is being used to for-
ward specimens to international labs. If the healthcare facility will have to forward 
specimens internationally to any lab as part of a study or for lab confirmation of 
infection, have shipping information available ahead of time. Proper labeling and 
packaging of specimens are critical to the safe and successful shipment of surveil-
lance specimens. International transport requirements are available at www.trans-
port.org. Check with commercial shippers to assure diagnostic samples will be 
accepted.

Use proper personal protective equipment when collecting potentially infec-
tious materials: goggles, gloves, gowns, and N95 respirators that fit. Close expo-
sure to droplets and aerosolized materials is always a probability when doing 
nasopharyngeal swabs for respiratory organism collection. Medical staffs per-
forming such collections need to regularly review collection techniques and ide-
ally have performed collections during training exercises. To ensure the best and 
most timely results, review before an outbreak situation to avoid delay and mis-
managed samples.
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�Planning with Limited Resources

In planning for a pandemic medical response, healthcare providers need to engage in 
several levels of activities. Pandemic response preparation requires regular review of 
supplies and review of response protocols. Designation of tasks to specific staff and 
cross-training in the event of illness or staff absences is essential. Review and updates 
of inventories and protocols need to be performed at regular intervals as part of staff 
in-house training and orientation for all personnel. These components should be 
consistent throughout national healthcare facilities and include universal blood-
borne precautions; droplet, contact, and respiratory precautions; PPE use and mask 
fit testing (if not previously performed); community prevention measures; and health 
facility triage for outpatients. Antiviral drugs, PPE, and other pandemic-related sup-
plies should be well maintained, regularly inventoried, and readily available.

The seasonal flu vaccine is recommended for all; not only is it effective against 
the seasonal flu, but in the event of a viral pandemic, it may lessen the morbidity and 
mortality. Clinical differentiation between seasonal Influenza and other viral illness 
may be difficult, and reducing the incidence of seasonal flu in the community will 
decrease the necessity for such clinical dilemmas.

Each medical facility is unique in its staffing, resources, access to resources, and 
potential barriers to getting patients to medical care. The time to think about 
resources and barriers is now; identify them ahead of time. Determine how the facil-
ity will deal with high-risk patients and those who develop a worsening infection. If 
the number and severity of cases exceed your resources and training, a plan must be 
already established. Medical transfer capabilities and resources, as well as their 
alternatives, must be known and reliable. Medical resources in the community 
should be identified, and it is vital to establish a good working relationship and 
discuss preparations to manage a potential patient surge. Other considerations 
include establish what resources are in the community and whether there is any 
“surge capacity.” During an outbreak, the anticipated hospital bed availability must 
be known.

Additionally, the healthcare facility must conserve a sufficient amount of medi-
cal supplies to maintain droplet isolation and general sanitation. Other important 
information to identify before an outbreak includes how many ventilators are in the 
local hospital and are the ICU facilities and training adequate to support an out-
break. Other questions to answer include the local facilities policy for hospitaliza-
tion viral illness for minors and if parents are allowed to accompany them.

Local healthcare facilities must work through government and non-governmental 
health organizations to identify the ministry of health and other public health con-
tacts in the community who can provide information on community outbreaks and 
national response. Additionally, the local healthcare facility must understand the 
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local government’s policies on isolation and quarantine, as well as the barriers to 
transferring patients to a higher level of care. The local health authorities must 
understand and comply with the particular criteria to make diagnosis, isolate, and 
quarantine patients.

All facility supervisors should discuss with personnel how to prioritize activities 
in the event of a pandemic. House calls, clinic hours, hospital visits, and dealing 
with telephone calls and other communications are the most prominent demands.

�Conclusion

Planning and preparation at each level of patient care will augment the devastating 
effects of a pandemic. Surveillance is essential for detecting new viruses and will 
help specify and target alleviating countermeasures. Communication and coordina-
tion with governmental, non-governmental agencies, and the Ministry of Health can 
strengthen the response to a pandemic. Developing protocols and plans for the local 
health facility will ensure consistency and reliability in response to a pandemic. 
Additionally, practicing and reassessing protocols to reinforce good practices and 
adapt to changes is necessary to battle the effects of the pandemic.
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